
HAL Id: pastel-00002667
https://pastel.hal.science/pastel-00002667

Submitted on 27 Jul 2007

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Sondage de Canal SIMO à l’intérieur des bâtiments et
formation de faisceaux numérique utilisant des

techniques de traitement de signal à haute résolution et
corrélateurs cinq-ports

A. Judson Braga

To cite this version:
A. Judson Braga. Sondage de Canal SIMO à l’intérieur des bâtiments et formation de faisceaux
numérique utilisant des techniques de traitement de signal à haute résolution et corrélateurs cinq-
ports. domain_other. Télécom ParisTech, 2006. English. �NNT : �. �pastel-00002667�

https://pastel.hal.science/pastel-00002667
https://hal.archives-ouvertes.fr


 

 

 

Ecole Doctorale 
d'Informatique, 

Télécommunications 
et Électronique de 

Paris 

Thèse
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Jean-Christophe Cousin, ENST Paris

Ecole Nationale Supérieure des Télécommunications
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Résumé

Le développement de systèmes de communication mobile large bande de-

mande une connaissance des caractéristiques du canal mobile comme celles

du profil de puissance, l’angle d’arrivée et le décalage Doppler des signaux liés

aux trajets multiples. Un sondeur de canal peut réaliser une caractérisation

multidimensionnelle du canal à petite échelle afin de l’appliquer à la modélisation

stochastique de canal ou à l’évaluation des performances d’un système de

communication dans un environnement donné. Ce travail décrit la réalisation

d’un sondeur de canaux de propagation SIMO (Single Input Multiple Out-

put) à l’intérieur des bâtiments. Ses caractéristiques essentielles sont l’utilisation

de réflectomètre cinq-port utilisé comme démodulateur homodyne de sig-

naux RF et de techniques d’estimation à haute résolution comme MUSIC.

Un système de formation de faisceaux qui peut réaliser un filtrage spatial

pour de nombreuses applications est aussi implémenté utilisant la plupart

de ces outils. Le réflectomètre cinq-port réalise une conversion directe des

signaux RF et utilise un troisième mixeur de redondance pour diminuer la

dépendance du système au déséquilibre de phase et amplitude de l’oscillateur

local. La procédure d’estimation de la réponse spatio-temporelle du canal est

basée sur les algorithmes MUSIC et lissage spatial sur deux dimensions (2D-
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SS). Le traitement simultané des données sur les domaines de l’espace et

de la fréquence nous permet l’estimation conjointe de l’angle d’arrivée et du

retard des trajets multiples même en présence des signaux corrélés. La tech-

nique de tracé de rayons est implémentée afin de comparer les paramètres du

canal calculés de façon déterministe avec ceux déterminés par le sondage de

canaux.



Abstract

The development of wideband mobile communication systems requires a bet-

ter knowledge of the characteristics of the mobile channel as described by its

power delay profile, directions of arrival and Doppler shifts of scatterers. A

channel sounder can perform a multidimensional small-scale characterization

of channels for stochastic modelling or communication system evaluation,

such as allowable data rates. The aim of the present study is to assemble a

number of instruments that are able to perform the sounding of SIMO propa-

gation channels in indoor environments. Direction finding and beamforming

systems are also implemented by using most of these tools, in particular, the

five-port circuit used as a homodyne demodulator of RF signals and high-

resolution estimation techniques such as MUSIC. Five-port discriminators

use a third redundant mixer to decrease the system dependency from the

phase and amplitude unbalance of local oscillators. The directional angle

resolved channel impulse response is jointly estimated in the angle and time

delay domains by extending the MUSIC algorithm associated with the en-

hanced 2D-SS technique. The ray-tracing technique is implemented to com-

pare channel parameters resolved deterministically to estimated parameters

of an indoor propagation channel resolved by channel sounding. In regard

v
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to the beamforming system, its performance is tested by measuring the bit

error rate for a different number of antenna array elements. We demonstrate

the ability of the proposed system to perform spatial filtering and provide

higher gain and smaller BER in the useful signal direction even in presence

of a strong interference level.
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Résumé Étendu

INTRODUCTION

La demande croissante des services de communications sans fil large

bande et la limitation du spectre fréquentiel engendrent un défi continu aux

opérateurs de tels services qui cherchent à réduire le niveau des interférences

des signaux et les pertes d’énergie dans l’environnenement de propagation,

afin d’augmenter la capacité du système. Une des solutions est d’exploiter

les propriétés spatiales, telles que la formation de faisceaux, les systèmes à

multi entrées et multi sorties (MIMO), la diversité spatiale, etc.

Le succès de nouveaux systèmes dépend de la connaissance des phénomènes

de propagation, ce qui justifie le besoin d’un sondeur de canal de propaga-

tion. Ceci permet de connâıtre les limites de capacité d’un système pour un

environnement donné. Il est aussi utilisé pour aider la conception de tech-

niques de diversité comme la diversité spatiale, la diversité de polarisation

et des techniques d’antennes intelligentes. La connaissance de la réponse du

canal de propagation, ce qui pratiquement consiste à établir un modèle, est

aussi utilisée pour décider le type de modulation et des stratégies de codage

et d’égalisation.

Du point de vue de la modélisation du canal, on distingue les modèles

xxi
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stochastiques des modèles déterministes. Les premiers sont basés sur l’estimation

des paramètres du canal par la mesure. Les deuxièmes sont obtenus par cal-

cul comme par exemple la méthode du tracé de rayon. Des modèles stochas-

tiques peuvent être établis à l’aide d’un sondeur de canal. Le sondeur peut

être défini comme étant bande étroite ou large bande, monodimensionnel ou

multidimensionnel dépendent des paramètres du canal qu’on désire estimer.

La contribution de cette thèse est la conception et la réalisation d’un

sondeur de canal à une entrée et multiples sorties (SIMO), soit une antenne en

émission et plusieurs antennes en réception, destiné au sondage à l’intérieur

de bâtiments à la fréquence 2.4 GHz. Les caractéristiques principales de ce

sondeur sont l’utilisation de la technique fréquentielle pas à pas (step CW)

et une architecture parallèle en réception, c’est à dire que chaque antenne est

associée à un récepteur homodyne de type réflectomètre cinq-port [1].

L’implémentation d’une plateforme expérimentale de formation numérique

de faisceaux est aussi proposée, où le traitement de signal est réalisé en bande

de base et non pas par de déphaseurs et atténuateurs RF, et des réflectomètres

cinq-port sont utilisés à la place de démodulateurs classiques I/Q.

Caractérisation à petite échelle d’un canal de propaga-

tion variant dans temps

Les fluctuations à petite échelle d’un canal de propagation sont observées

sur des petits intervalles de temps et espace de sorte que des variations à

grande échelle peuvent être ignorées. Ces phénomènes proviennent du grand

nombre d’obstacles et d’irrégularités du milieu de propagation, à travers de
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mécanismes de propagation comme la réflexion, la diffraction et la diffusion.

La caractérisation à petite échelle du canal de propagation est très im-

portante car les dispersions temporelles et fréquentielles sont les principaux

responsables de la sélectivité en fréquence et de l’évanouissement rapide du

canal. En supposant une distribution gaussienne des trajets multiples dans

un canal stationnaire au sens large à diffuseurs non-corrélés (WSSUS), les

paramètres variables dans le temps du canal de propagation sont aléatoires

mais peuvent être représentés par leurs moyennes et écarts types dès que ces

moments de premier et deuxième ordre soient constants pendant un petit

intervalle de temps et de fréquence [2].

Les paramètres de dispersion et de corrélation d’un canal WSSUS peuvent

être déduits en utilisant les fonctions de densité de puissance temps/retard

Ph(∆t, τ), Doppler/fréquence PG(ν, ∆f ), retard/Dopller PD(τ, ν) et la fonc-

tion d’autocorrelation temps/fréquence RH(∆t, ∆f ). Ces fonctions sont reliées

par la transformé de Fourier comme la montre la Fig. 1.
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Figure 1: Fonctions caractéristiques d’ordre 2 d’un canal WSSUS.

Ces fonctions de densité de puissance peuvent être estimés par sondage
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de canal. Le sondage d’un canal de propagation au domaine fréquentiel est

réalisé par la mesure directe de sa fonction de transfert. Des réflectomètres

cinq-port sont utilisés pour réaliser ces mesures au domaine fréquentiel.

Corrélateur à cinq portes

Comme le montre la Fig. 2, le système cinq-port en technologie micro ruban

est composé d’un anneau interférométrique à cinq branches qui joue le rôle

d’additionneur des signaux RF (Radio Fréquence) et OL, de trois détecteurs

de puissance à diodes Schotky HSMS 2850 [3] et d’autant de filtres passe-bas

(RC) à la sortie de chaque diode. Le rapport complexe x(t) entre les deux on-

des d’entrée (signal RF et signal OL) qui correspond à l’enveloppe complexe

du signal RF modulé est défini comme étant une combinaison linéaire des

puissances (P3, P4, P5) des signaux à la sortie des filtres passe-bas. Autrement

dit, x(t) = acalP3 + bcalP4 + ccalP5 + dcal, où acal, bcal, ccal et dcal sont des

constantes de calibrage. Ce rapport complexe x(t) est déterminé après un

traitement numérique.
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Figure 2: Réflectomètre cinq-port utilisé comme récepteur homodyne. x(t) =
a2

a1
= I(t) + jQ(t).

Comme les systèmes I/Q, le réflectomètre cinq-port réalise lui aussi une
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conversion directe des signaux RF, tout en profitant d’une redondance de

mélangeurs et d’une base de 120◦ au lieu d’un système cartésien. Cette redon-

dance entrâıne que le système cinq-port est plus robuste au dépareillement

de phase et amplitude de l’oscillateur local et, est par conséquence, moins

sensible à l’EVM (error vector magnitude) par rapport aux systèmes I/Q [4].

Les inconvénients du circuit cinq-port sont surtout liés au détecteur de

puissance. Un offset de tension DC apparait en sortie et ce phénomène

est intrinsèque à ce démodulateur en raison du comportement quadratique

des mélangeurs. Par ailleurs, un circuit résistif est utilisé pour adapter

le détecteur de puissance ce qui entrâıne une perte de sensibilité due à

l’augmentation du facteur de bruit du système. Le circuit équivalent de

sortie du détecteur de puissance [5] peut être modélisé comme la montre la

Fig. 3, où RV correspond à la résistance vidéo du détecteur.

 

ii(t) RV R CL vout-i(t) 

Figure 3: Le circuit équivalent de sortie du détecteur de puissance.

Les résisteurs RV et R et la capacité CL produisent un court-circuit au

signal HF à la sortie de la diode se comportant comme un filtre passe-bas de

premier ordre.

En utilisant des réflectomètres cinq-port pour mesurer le rapport com-
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plexe entre les signaux d’entrée et de sortie d’un canal de propagation SIMO,

la fonction de transfert associée à chaque récepteur est obtenue et traitée en

bande de base pour l’estimation des paramètres du canal.

Traitement de signaux

Si l’on suppose des ondes RF arrivant sur un réseau linéaire d’antennes (voir

Fig. 4) avec des directions d’arrivée données dans un milieu homogène et

en faisant l’approximation de champ lointain, le modèle du signal peut être

écrit par:

 

1θ

n
d θsin

d d

Reference plane 

n
θ

Figure 4: Modèle d’onde plane sur un réseau linéaire de capteurs.

x[k] = As[k] + n[k] (1)

où x[k] est le vecteur des enveloppes complexes mesurées à la sortie des

capteurs, n[k] est le vecteur bruit supposé spatialement décorrelé, s[k] est le

vecteur signal et A représente la matrice de concaténation des vecteurs direc-

tionnels qui portent les informations géométriques et électriques du système.
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Le vecteur directionnel est composé par les rapports de phase entre les an-

tennes du réseau et une antenne de référence et est calculé en fonction de la

longueur d’onde λ, de l’angle d’arrivée θ et de la position des éléments dans

l’espace.

a(θn) = a1(θn)
[
1; e−j2πd sin(θn)/λ; ... ; e−j(M−1)2πd sin(θn)/λ

]T
(2)

(.)H dénote le transposé, d est la distance entre deux éléments consécutifs,

a1(θ) est la réponse du premier capteur et M corresponds au nombre de

capteurs.

On estime la matrice de covariance du vecteur des enveloppes complexes

XM composé de T échantillons.

R̂x =
1

T
XMXH

M (3)

(.)H dénote le transposé conjugué complexe et XM est la concaténation de T

vecteurs x[k]. Après avoir réalisé une décomposition de R̂x en valeurs propres

λi et vecteurs propres ei, l’une des techniques d’estimation de la direction

d’arrivées (DDA) des signaux RF peut être appliquée.

Pour des signaux non-cohérents incidents sur le réseau, on peut séparer

les vecteurs propres en deux sous-espaces. Les vecteurs propres associés aux

valeurs propres les plus importantes représentent le sous-espace signal ES,

tandis que les vecteurs propres associés aux valeurs propres les plus faibles

représentent le sous-espace bruit EN . On suppose que ces deux sous-espaces

sont orthogonaux et que le vecteur directionnel représente lui aussi le sous-
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espace signal et donc il est aussi orthogonal au sous-espace bruit. Cette

orthogonalité est la clé de la plus part de méthodes basées sur la théorie de

sous-espaces, comme Min-Norm et MUSIC. L’algorithme MUSIC [6, 7] peut

être représenté par :

PMUSIC(θ) =
1

aH(θ)ENEH
N a(θ)

(4)

Puisque le vecteur directionnel et le sous-espace bruit sont orthogonaux,

la fonction PMUSIC(θ) sera maximale dans la direction d’incidence des ondes

et donc les pics identifiés dans le spectre MUSIC représentent les directions

d’arrivées de ces sources. Par contre, en présence de sources cohérentes,

cette orthogonalité n’est plus valable et une procédure de décorrelation est

nécessaire.

Pour l’estimation du retard de propagation des trajets multiples τ , on doit

réaliser une extension du vecteur directionnel au domaine de la fréquence.

L’information du rapport de phase entre les enveloppes complexes correspon-

dantes à différentes fréquences est utilisée en tant que vecteur temporel.

a(τn) = ao(τn)
[
1, e−j2π∆fτn , ..., e−j2π(l−1)∆fτn , ..., e−j2π(L−1)∆fτn

]T
(5)

où ao(τ) est la réponse du ton de référence (au domaine de la fréquence),

∆f est le pas de fréquence entre deux tons consécutifs et L est le nombre de

tons.

Lorsque qu’on exploite au même moment les deux domaines, le spatial et

le fréquentiel pour une estimation conjointe de la direction d’arrivée et du
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retard des trajets multiples, les données associés aux enveloppes complexes

sont rangées de la façon suivante :

x[k] = [x1,1, x1,2, ..., x1,L, x2,1, ..., xM,L]T (6)

Le modèle du signal reste le même, et le vecteur spatio-temporel sera

une fonction de la variation de phase dans le domaine fréquentiel et dans

le domaine spatial et doit être organisé comme le vecteur des enveloppes

complexes x[k]. Le vecteur spatio-temporel peut être exprimé par:

a(θn, τn) = ao(θn, τn)[a1,1, a1,2, ..., a1,L, a2,1, ..., aM,L]T (7)

où ao(θn, τn) est la réponse du ton de référence au premier capteur du réseau

et :

am, l = e−j
2πfl

c
(m−1) sin θne−j2π(l−1)∆fτn (8)

où c représente la vitesse de la lumière.

Après, une technique de séparation de sources doit être utilisée pour es-

timer les paramètres du canal de propagation, notamment, les angles d’arrivée

et le retard des trajets multiples.

Une extension au réseau planaire d’antennes est aussi réalisée afin d’estimer

les angles azimut et élévation des signaux RF. Pour une onde plane qui ar-

rive au réseau d’antenne, le rapport de phase entre un point quelconque dans

l’espace et les capteurs peut être exprimé par :

ayz = ej(ky,n+kz,n) = e−j 2π
λ

[(y−1)∆y cos φn sin θn+(z−1)∆z sin φn] (9)
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Cette relation de phase dépend de la longueur d’onde λ, des angles azimut

θ et élévation φ et de la position des capteurs, où ∆z et ∆y représentent la

distance entre deux éléments consécutifs dans les axes Z et Y , respective-

ment. Avec cette information, l’on peut construire le vecteur directionnel

afin d’estimer les deux composants angulaires :

a(θn, φn) = ao(θn, φn)[a11, a12, ..., a1Mz , a21, ..., aMyMz ]
T (10)

Le modèle du signal, le rangement des données dans la matrice et le

traitement des signaux restent les mêmes.

Pendant ces années de thèse on a implémenté des techniques de traitement

de signal appliquées au sondage de canal. Pour la détection du nombre

de sources la technique MDL [8] a été utilisée, et pour l’estimation de la

puissance on a utilisé une technique proposée par Schmidt [7].

Afin d’estimer les angles d’arrivée et le retard des trajets multiples, on

a implémenté les techniques MUSIC, Esprit et Fourier. Les deux premières

techniques sont connues comme des techniques à haute-résolution mais elles

ne sont pas robustes à la présence de sources corrélées. Par contre la tech-

nique Fourier reste robuste aux sources cohérentes mais sa résolution est

faible.

Entre MUSIC et Esprit, selon quelques auteurs [9] et nos résultats de

simulations, la technique ESPRIT présente une meilleure résolution, tandis

que MUSIC apparait plus robuste aux erreurs de modélisation comme, par

exemple, la mauvaise connaissance du vecteur directionnel.

Du point de vue du calcul, pour des systèmes à 2 ou 3 dimensions,
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l’estimateur MUSIC prend beaucoup de temps pour calculer son spectre,

ce qui est un désavantage. Dans le cas de sources cohérentes, le lisage spa-

tial [10] ou la technique de Forward/Backward averaging [11] sont utilisés

pour décorréler la matrice de covariance. Le lissage spatial s’est montré plus

performant tandis que FB averaging s’est montré très utile pour des réseaux

d’antennes de petite taille.

Résultas de mesure du sondeur de canal proposé

Le sondeur de canal proposé utilise de réflectomètres 5-ports et la technique

fréquentielle de sondage, mode pas à pas. Une bande de 200 ou 400 MHz au

tour de 2.4 GHz est utilisée pour exciter le canal de propagation. La fréquence

d’échantillonnage est de 10 KHz et les techniques de lissage spatial, MDL et

MUSIC sont utilisées pour l’estimation conjointe des paramètres du canal.

On peut voir dans le schéma électrique (voir Fig. 5) un générateur qui

réalise un balayage en fréquence. Les signaux qui excitent le canal de prop-

agation sont utilisés en même temps comme référence de l’oscillateur local.

Les signaux reçus par le réseau d’antennes sont amplifiés et transposés en

fréquence par le système cinq-port. Puisque le cinq-port calcule le rapport

complexe entre ses entrées, la réponse fréquentielle du canal pour chacune des

antennes est mesurée. Pour convertir en numérique tous les canaux de sortie

du cinq-port en utilisant peu de CAN, un système composé d’échantillonneurs

bloqueurs est utilisé.

Après le traitement numérique des signaux mesurés, les paramètres du

canal de propagations sont estimés.
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Figure 5: Sondeur de canal SIMO utilisant des réflectomètres cinq-port.

Avant la réalisation d’un sondage de canal, plusieurs essais ont été réalisés

pendant ces années de thèse. De simulations avec de câbles et déphaseurs ont

été réalisés pour vérifier la performance du système de mesure en estimant

la direction d’arrivée et le retard de trajets virtuels. Puis, la complexité des

systèmes a été augmentée.

Des antennes quasi-Yagi à faible couplage et large-bande sont utilisées.

Les antennes sont placées en polarisation verticale et les LNAs sont intégrés

sur le même substrat que les antennes. L’ouverture de l’antenne dans le plan

H est plus importante que dans le plan E.

Pour estimer les angles azimut et élévation de 3 sources cohérentes à 2.4

GHz, un réseau planaire de 14 antennes est utilisé en réception. Le milieu

est non-réflectif et le lissage spatial est utilisé avant MDL et MUSIC pour

décorreler les sources.

Le spectre MUSIC et les valeurs théoriques sont affichés dans la Fig. 6.
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Une erreur maximale de 4.5◦ est observée dans la coordonnée élévation. Cela

est expliqué par la petite ouverture du réseau d’antennes dans l’axe vertical.
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Figure 6: Estimation des angles azimut et élévation de 3 sources cohérentes.
My = 7, Mz = 2, subMy = 4 et subMz = 2. T = 100. (×) Valeurs theoriques.
(Spectre) Valeurs estimés.

Pour l’estimation conjointe des angles azimut et élévation, le retard et la

puissance des trajets multiples, un essai avec 4 signaux cohérents incidents

sur un réseau planaire a été réalisé. 16 antennes et 101 points de fréquence

sont utilisés pour une bande de 200 MHz.

Apres avoir calculé le spectre 4D a l’aide de MUSIC, un algorithme est

implémenté pour chercher les pics du spectre. La Fig. 7 montre le profil de

puissance, où le retard et la puissance associés à chaque trajet sont affichés.

On remarque une estimation adéquate avec une erreur maximale de 2 dB.

Après avoir simulé le canal de propagation par des antennes directives,
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Figure 7: Le profil de puissance (PDP) d’un canal de propagation simulé par
des antennes directives utilisant 3D SS et MUSIC. My = 8, Mz = 2, L = 101,
subMy = 4, subMz = 2, subL = 61, Bw = 200 MHz, T = 48 échantillons. (◦)
Valeurs theoriques. (*) Valeurs estimés.

le sondage d’un canal de propagation à l’intérieur d’un couloir à l’Ecole Na-

tionale Supérieure des Télécommunications est réalisé. Deux essais expérimentaux

ont été réalisés. Pour le premier, l’émetteur était en vision directe avec le

récepteur, tandis que pour le deuxième essai, l’émetteur n’était pas en vision

directe avec le récepteur. Un émetteur directif a été utilisé et les murs du

couloir sont métallisés.

Pour le premier essai, la connaissance de la géométrie nous a permit

d’implémenter la technique de tracé de rayon, afin de comparer les résultas

estimés avec les trajets théoriques.

Un réseau linéaire de 8 capteurs a été utilisé et 201 tons excitent le canal

pour une bande balayée de 400 MHz. Les techniques de lissage spatial, MDL



LIST OF TABLES xxxv

et MUSIC sont utilisées. On peut observer dans la courbe d’estimation con-

jointe Direction d’arrivée/Retard (Fig. 8) une concordance entre les trajets

estimés et théoriques. Par contre, pour chaque trajet estimé, deux trajets

théoriques sont observés. Cela est dû à la limitation de résolution du système.

On peut voir que l’un des trajets n’a pas été estimé. Cela est du au fait que

des trajets ayant d’abord été réfléchis par le mur inférieur du couloir sont

moins favorisés puisque l’émetteur directif pointe vers le mur supérieur. Puis,

deux trajets à moins de 15◦ en azimut sont retrouvés. Cela peut être expliqué

par des réflexions au sol ou bien au plafond.
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Figure 8: Cas LoS - Estimation conjointe retard/DoA des trajets multiples
d’un canal de propagation utilisant 2D SS et MUSIC. M = 8, L = 201,
subM = 5, subL = 101, Bw = 400 MHz, T = 100 échantillons.

Pour l’essai sans vision directe entre l’émetteur et le récepteur, la même

configuration du réseau est maintenue. Le spectre MUSIC dans ce cas est
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comparé au spectre Fourier. Huit trajets sont estimés par le sondeur de canal

(voir Fig. 5.19 dans le Chapitre 5). En comparant les spectres MUSIC et

Fourier, on observe une concordance entre les deux sur la distribution de

l’énergie. Malgré la mauvaise résolution du spectre Fourier, il s’est montré

très utile pour comparer la distribution d’énergie affichée par le spectre MU-

SIC et pour calculer la dynamique de puissance des trajets.

Système de formation de faisceaux

Les systèmes d’antennes intelligentes permettent de bien exploiter la dimen-

sion spatiale du canal de propagation mobile. Nous présentons un système

de formation de faisceaux en réception en utilisant la technique cinq-port.

La formation de faisceaux est faite en bande de base.

Le modèle de formation de faisceaux choisi suppose que le canal soit sta-

tionnaire donc il n’est pas nécessaire de faire les calculs en temps réel. Après

l’estimation de la direction d’arrivée des signaux, le vecteur des constantes

de pondérations ŵ est alors calculé à partir de la relation entre la matrice des

vecteurs directeurs des signaux d’interférence ÂI(θ), le vecteur directeur du

signal utile âUS(θ) et le vecteur distribution des sources de ligne h(ς) [12, 13].

ŵ = (ÂI(θ)ÂI(θ)
H)−1 [diag(âUS(θ))h(ς)] (11)

Les DDAs sont calculées par l’algorithme MUSIC. Pour des signaux en

bande étroite, la largeur du lobe principal ainsi que les niveaux des lobes

secondaires du diagramme de rayonnement dépendent de la distribution

des valeurs des constantes de pondération. Cette pondération est faite en
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déplaçant les zéros de la fonction diagramme de rayonnement. La distribu-

tion h(ς) choisie est celle de Taylor [13]. Elle est définie en fonction de la

position ς des éléments du réseau d’antennes par :

h(ς) = S(0) + 2
∑
u∈Ω

S(u) cos

(
2uπς

Md

)
(12)

où u = Md
λ

sin Φ, et S(u) est le facteur spatial de champs lointain d’une

distribution de Taylor défini par:

S(u) =
sin πu

πu

∏
u∈Ω

1− u2/u2
n

1− u2/n
(13)

Les valeurs un représentent les η zéros de la fonction S(u). Le vecteur de

données x[k] est pondéré par le vecteur ŵ, ce qui donne en sortie le signal

pondéré xw[k]:

xw[k] = wHx[k] (14)

Trois antennes directives qui émettent respectivement le signal utile et les

interférences sont orientées vers un réseau linéaire d’antennes de réception.

Elles sont placées à 6 mètres de la base du réseau avec différents angles

azimutaux. En réception, à chaque élément est connecté un LNA suivi par

un cinq-port dont les signaux sont transposés. En bande de base, le DSP

réalise la démodulation du signal et la formation de faisceaux. Finalement,

les symboles QPSK sont retrouvés et comparés avec les symboles du signal

utile en émission.

L’estimateur MUSIC est utilisé pour réaliser la détection des DDAs. La

distribution des sources de ligne contrôle le niveau des lobes secondaires ainsi
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que la largueur du faisceau. Pour contrôler le niveau des lobes secondaires,

les antennes sont alimentées par d’amplitude différent e avec des niveaux

plus importants au centre du réseau et moins importants aux extrémités du

réseau.

Deux essais expérimentaux ont été réalisés dans un environnement qui

n’entrâıne pas de trajets multiples. Pour le premier, les puissances des sig-

naux d’interférence à l’entrée du réseau d’antennes sont égales à -62,5 dBm

et à -57,8 dBm. Celle du signal utile varie entre -67,5 dBm et -64,5 dBm. Les

émetteurs localisés à 36◦ et à -31,5◦ par rapport l’axe orthogonal du réseau

d’antennes du récepteur correspondent aux brouilleurs et celui à 18◦ corre-

spond au signal utile. Les antennes quasi-Yagi utilisées assurent un faible

niveau de couplage entre les éléments.

La Fig. 9 montre la courbe du taux d’erreur binaire (BER) en fonction

du rapport signal sur interférence plus bruit (SINR) lorsque l’on utilise le

modèle présenté en (11) et 7 éléments du réseau en réception. La courbe

montre la bonne performance du système de formation de faisceaux présenté

même en présence de fort niveau d’interférence.

Pour le deuxième essai expérimental, la même configuration est maintenue

à l’exception des interférences qui sont enlevées. Le BER en fonction de la

puissance du signal à l’entrée des antennes pour des réseaux de 1, 3 et 5

éléments est montré dans Fig. 10. Comme prévu, de meilleures performances

sont observées pour des réseaux plus larges car le gain du réseau d’antenne

est directement proportionnel au nombre d’éléments.
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Figure 9: BER vs. SINR - Puissance des interférences: Pjam1 = −62.5 dBm
et Pjam2 = −57.8 dBm. Puissance du signal utile : de −67.5 dBm à −64.5
dBm.

Conclusions

Dans ce travail, une plateforme expérimentale permettant l’implémentation

des algorithmes de formation de faisceaux et la mesure du taux d’erreur bi-

naire est présentée. Le filtrage spatial est réalisé en bande de base et des

réflectomètres cinq-port sont utilisés au lieu de démodulateurs I/Q. La direc-

tion d’arrivée des signaux est bien estimée, et les courbes de BER montrent

la performance du système, même en présence de forte interférence.

L’implémentation d’un sondeur de canal SIMO est aussi réalisée. Le

sondeur est composé d’antennes quasi-Yagi, LNAs, réflectomètres cinq-ports

et un système d’acquisition bande étroite. Afin de tester la performance

du système de mesure, des essais sont réalisés dans un environnement non-
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Figure 10: BER vs. Puissance du signal utile. 1, 3 et 5 capteurs. Puissance
du signal utile : de −92.5 dBm à −87.5 dBm.

réflexif où les trajets multiples d’un canal de propagation sont simulés par des

antennes directives. Le retard de propagation et les angles azimut et élévation

des trajets simulés sont estimés de façon conjointe avec une précision adéquate.

Deux essais expérimentaux sont réalisés dans le couloir d’un bâtiment

afin de sonder des canaux de propagation avec et sans vision directe entre

l’émetteur et le récepteur. Les résultats d’estimation des paramètres du canal

des deux essais ont été cohérents, malgré le coût de traitement de données

élevé de l’estimateur MUSIC à deux dimensions. A cause du grand nombre

de tons de fréquence, un nombre de trajets comparable au nombre d’antennes

peut être estimé sans la connaissance préalable du nombre de sources.

Les contributions de ce travail sont résumées comme suit : 1) Rassemble-

ment des techniques de traitement de signal et de circuits RF pour le sondage
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de canal SIMO à l’intérieur des bâtiments et pour la formation de faisceaux ;

2) Estimation conjointe à N dimensions des paramètres d’un canal de propa-

gation ; 3) Adaptation du système de conversion analogique-numérique pour

des mesures bande étroite de canaux parallèles à faible coût.
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Introduction

Since the early 1990s, the world has seen an explosive growth in the mobile

telecommunication market. It is estimated there were 2.17 billion connections

to mobile services in 2005 [14]. This corresponds to a third of the world’s

population, and the total will pass 3 billion in 2008. New wireless systems

are expected to provide a data rate of over 10 Mbps in dense urban and

indoor environments to support wideband services such as wireless sharing

of large multimedia files.

The ability of operators to meet the expected high demands on network

capacity using a limited licensed bandwidth is indispensable for the achieve-

ment of modern mobile systems. Substantial research efforts have been mo-

tivated by this challenge of increasing capacity, especially regarding spa-

tial properties of channels, where major improvements still can be attained.

Beamforming and MIMO communication systems, as well as schemes using

RAKE receivers and systems exploiting spatial diversity, are examples of

widely researched modern techniques with this intent.

The successful implementation of such systems implies detailed knowledge

on the mobile propagation channel. This knowledge is available by means of

the development of theoretical channel models and extensive channel mea-

1
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surements.

If data is transmitted using wideband signals, small-scale characterization

is needed to quantify frequency-selective fading, which can be calculated

from the delay profile of the channel. Moreover, if the directional parameters

of the channel are employed, as in smart antennas systems, they should

also be included in the models. A channel sounder can perform small-scale

characterization by estimating propagation channel parameters such as the

power delay profile (PDP), direction of arrival (DoA) and Doppler-shift of

multipath.

The aim of the present study is to assemble a number of instruments

that are well known in the literature and able to perform the sounding of

SIMO propagation channels in indoor environments. Direction finding and

beamforming systems are also implemented by using most of these tools, in

particular, the five-port circuit [1] used as phase/amplitude discriminator of

RF signals and high-resolution estimation techniques such as MUSIC [6, 7].

The thesis has five main chapters. In Chapter 1, the propagation channel

aspects are discussed. Physical mechanisms and the best known propagation

models are reported, as well as channel representations for small-scale charac-

terization. Techniques for measuring the channel impulse response (CIR) are

presented, including the chosen scheme for the ENST channel sounder. Chap-

ter 2 presents a detailed description of the estimation procedure of the DoA,

time delay, power and number of RF signals. The high resolution estimation

methods MUSIC and Unitary-Esprit are depicted, along with the Spatial

Smoothing decorrelating technique. Extensions to more complex structures

(2D and 3D) are detailed and simulation trials evaluate algorithm perfor-
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mance.

Chapter 3 is dedicated to the five-port discriminator implemented in mi-

crostrip technology. Its operating principle is depicted, followed by the circuit

implementation. A fitting procedure is used to correct baseband signals out-

side the linear zone of the power detectors and a calibration procedure used

for compensating the five-port defaults.

In Chapter 4, the proposed digital beamforming system is presented. In

order to maximise the gain of the system in the look direction and to at-

tenuate strong interference, the baseband complex envelopes associated to

the array elements are weighed according to a specific model. An abstract

of the best known beamforming techniques, particularly LCMV and uncon-

strained beamformer, are studied. Taylor tapering is used for reducing the

interference level by controlling the sidelobe level and beamwidth of radiation

patterns.

In the last chapter of this study, the proposed SIMO channel sounder

used for characterizing propagation channel in indoor environments is in-

troduced. Measurements of simulated propagation channels are performed

before sounding real channels. The measurement system is made up of quasi-

Yagi elements that form the antenna array, low-noise amplifiers (LNA), five-

port discriminators and a set of algorithms, such as Spatial Smoothing and

MUSIC. Finally, the relevance of the results and guidelines for further work

are discussed in the thesis conclusions.

This research study was developed at the Radio Fréquences et Micro-

ondes (RFM) group of the communications and electronics department at

Ecole Nationale Supérieure des Télécommunications, Paris-France.
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Chapter 1

The mobile radio propagation

channel and measurement

techniques

INTRODUCTION

In a wireless system, the transmitted wave interacts with the physical

environment in complex ways, and arrives at the receiver along a number

of paths, referred to as multipath. Multipath propagation results in the

spreading of power in time delay and angle dimensions. Movement of the

transmitter, receiver, or any other object in the physical channel also causes

spreading in the Doppler frequency dimension [2] and makes the channel

time-variant. The investigation of these propagation channel parameters

and their effects on system performances is essential for channel modeling,

as well as for designing and optimisation of communication systems.

A radio propagation channel is the propagation path between a radio

5
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transmitter antenna and a receiver antenna. In telecommunications, the

definition of a radio channel often covers the full interface with antennas.

However, in the present work the radio interface covers a single channel in-

put at the transmitter and the propagation channel itself, as well as multiple

channel outputs at the receiver with some assumptions that simplify channel

modeling. These suppositions encompass the neglecting of mutual coupling

between array elements, bandlimited signals, wide-sense stationary uncorre-

lated scattering (WSSUS) propagation channel, far-field and homogeneous

medium conditions and presence of additive white Gaussian noise (AWGN).

In this chapter, after presenting the conditions for modeling we address

the physical phenomenon in radio propagation channels and mathematic rep-

resentations of these channels. A brief state-of-the-art of existing channel

models and channel sounding techniques are then introduced.

1.1 Modeling suppositions

In the present work some assumptions are used to simplify channel model-

ing, reducing the number of constraints and complexity. These assumptions

take into consideration real conditions of measurement campaigns and their

employed circuits and instruments. The neglecting of mutual coupling is

justified since antenna array elements are carefully chosen to perform low

mutual coupling levels. Although the polarisation of transmitted electro-

magnetic fields may change before reaching the receiver, this investigation is

restricted to vertical polarisation, as both transmitter and receiver use only

vertically polarized antennas. Antenna descriptions are given in Chapter 5.
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1.1.1 Radio electric noise - Supposition of AWGN

Radio electric noise comprises the set of signals that carry no useful in-

formation and disturb the desired signal. These random disturbances are

independent on the transmitted signal and are generated in the propagation

medium (external noise) and electronic devices used in receivers (internal

noise) [15, 16]. Atmospheric and galactic parasites as well as multi-user in-

terference are some examples of external noise sources. The first two sources

of noise can be ignored for high frequencies (from VHF band) [2], and the

interference is thought to be bandpass filtered or well below the internal

noise. Internal noise origins can be explained by the Brownian movement of

electrons in the electronic components of the receiver and depend on tem-

perature and signal bandwidth. This random and independent movement

enables modeling internal noise as a Gaussian process according to the cen-

tral limit theorem [17].

Other important source of noise in mobile communication is the noise

radiated by electrical equipment of various kinds. The major source of im-

pulsive noise is associated to the ignition system of vehicles. According to [2],

the ignition noise level in urban environments is low for frequencies higher

than the VHF band and can be ignored for higher frequencies.

Assuming the internal noise preponderant in the present system for mul-

tiple antenna applications, we may suppose that noise related to a given

antenna is uncorrelated to the noise from each other antenna and thus cor-

responds to white noise in space. The noise used in the present work is

therefore modelled as a white Gaussian random process with mean equal to
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zero where noise is uncorrelated between samples in space, frequency and

time domains. This white noise assumption is very important for the mod-

eling of the covariance matrix of the measured data explained in Chapter

2.

1.1.2 Bandlimited sounding signals - Sinc(x) effects

Due to legal and technical reasons, the spectrum of a sounding signal must be

restricted to a certain transmission bandwidth Bw. As a result, traditional

Fourier-based methods used for impulse response reconstruction can lead

to severe sidelobes that cause estimation confusion over a given resolution.

Limiting the bandwidth of the frequency information is equivalent to filtering

the transmitted signal by a sinc function that leads to sidelobe effects and

resolution limitation. The use of high resolution techniques of time/frequency

estimation is frequently used to overcome this limitation [18].

1.1.3 WSSUS condition

The electromagnetic waves impinging from different directions with differ-

ent time delays are uncorrelated when the propagation channel (including

transmitter and receiver) is in motion [2]. Over a period of time (or small

spatial distances), the radio channel can be considered quasi-stationary or

wide-sense-stationary uncorrelated scattering (WSSUS) [19]. The coherence

time depends on the propagation channel and can be calculated according to

different expressions [20].

In practice, the WSSUS condition is never fully satisfied. This can be
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attributed to small scale fluctuations and reflections by the same physical

object resulting in correlations between different multipath components. In

reconstruction of channel impulse response (CIR) and direction of arrival

(DoA) of multipath, this correlation can strongly affect the estimation ro-

bustness of some high resolution methods such as MUSIC, CAPON, ESPRIT,

etc. [21].

1.1.4 Far-field condition

Theoretically, the angular field distribution in far-field regions is essentially

independent of distance from the source. The far-field region is commonly

taken to exist at distances greater than 2D2/λ from the source, λ being the

wavelength and D being the maximum overall dimension of the receiving

antenna array.

For a plane wave impinging on an uniform liner array (ULA), the time

delay between a reference antenna and the mth array element can be modeled

as:

τ far
m = (m− 1)

d sin θfar

c
(1.1)

where d is the inter-element spacing, c is the speed of light in air and θfar is

the far-field direction of arrival. This relation is illustrated in Fig. 1.1.

In reality, incident waves are never plane even in far zones and phase shift

between consecutive array elements is non-linear. Near field approaches are

more complicated and distance-dependent. Thus, far-field approximation is

also considered for modeling simplifications.

The modeling suppositions depicted above are important for characteriz-
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Figure 1.1: Phase shift between array elements of a plane wave signal im-
pinging on a ULA.

ing the wave propagation medium between transmitter and receiver in real-

istic conditions of measurements. This zone is known as radio propagation

channel.

1.2 Radio propagation channel

The interactions of waves with various objects in the environment, such as

the ground, buildings, walls, vegetation, etc., are commonly referred to as

propagation mechanisms [22]. Free space path loss, reflection/refraction,

diffraction and scattering are the dominant propagation mechanisms. Sup-

posing omni-directional antennas, the power radiated by the transmitting

antenna spreads in all directions and thus only part of it can be collected by

the receiving antenna. Free path loss quantifies this energy fraction by relat-

ing the transmitted power to the received power as a function of wavelength,
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the distance between transmitting and receiving antennas and the effective

aperture of the receiving antenna [23]. In reality, punctual antennas do not

exist and, consequently, the radiation patterns of transmitting and receiving

antennas must be taken into account.

Specular reflection takes place when a wavefront encounters a flat, infinite

plane surface. The incoming wave splits up into reflected and transmitted

(refracted) waves of which magnitudes can be computed from Fresnel’s for-

mula [20]. Even thought there are no perfectly flat infinite plane surfaces

in reality, specular reflection is an adequate approximation if the surface is

sufficiently large (at least 20 times the wavelength) and not too rough. If the

surface has considerable roughness, reflected energy scatters in all directions

instead of one specular direction.

When a radio wave encounters the edge of a large object, part of the

wave appears to bend into shaded areas behind the edge. This phenomenon

is called diffraction, and is more significant at lower frequencies, but not neg-

ligible at 2-3 GHz. Diffracted fields can be computed through the geometric

theory of diffraction (GTD) [21] and uniform theory of diffraction (UTD)

[24]. Scattering is a general interaction process between electromagnetic

waves and an irregularly shaped object of small size in comparison to wave-

length and results in the re-radiating of energy in many different directions.

Trees, lampposts and irregularities in office walls may produce scattering.

From these propagation mechanisms, radio propagation channels can be

characterised as a function of fluctuations of the received mean power for a

given receiver displacement. Smooth fluctuations over tens of meters charac-

terise large-scale phenomenon, whereas small-scale phenomenon is observed
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when strong mean power variation is seen over short receiver displacement

[20].

When the received mean power is mainly composed of refracted elec-

tromagnetic waves, the propagation channel undergoes a shadowing fading.

Besides the path-loss mechanism, the shadowing fading appears as the main

agent of large-scale phenomenon and may be related to a propagation flat

fading. This smooth variation can be described as a log-normal distribution

[20].

Small-scale fluctuations are observed over a sufficiently small period of

time and spatial displacement so that large-scale variations can be ignored

(Fig. 1.2). These phenomena emerge by means of some of the propagation

mechanisms mentioned above, such as reflection, diffraction and scattering,

as a consequence of a large number of obstructions and irregularities in the

characteristic terrain of the propagation medium [25]. Multipath interaction

at the receiver is performed in both constructive and destructive manners.

The main consequences of this with regard to the signal are variations in the

received signal envelope, random frequency modulation due to the dynamic

variation of propagation conditions and signal time dispersion related to the

time delay of echoes. This time dispersion may cause a frequency selective

fading and will be reported in Section 1.2.4.

1.2.1 Propagation models

The optimisation and performance evaluation of radio communication sys-

tems require simulations with models including the relevant characteristics
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Figure 1.2: Received power as a function of position. Propagation loss, large
and small scale fluctuations.

of the radio propagation in the effective environment. Propagation models

can be classified as deterministic and stochastic models [26].

Propagation models are defined as ”deterministic” if they are intended

for reproducing the actual physical radio propagation process for a given en-

vironment (rural, urban, suburban, indoor etc). Examples are ray-tracing

and stored measurement data that can be replayed any time. The former,

as with other site-specific models, uses geometric knowledge of the scenario

and techniques stemming from solving Maxwell’s equations [27]. The ray-

tracing technique launches rays from the transmitter in several directions,

covering the full 4π solid angle and traces them until they reach the receiver

or fall below a threshold field strength [28]. The latter concerns simplified

path-loss models based on measurements (i.e. empirical models) and takes

into account a number of physical properties of the environment. Proba-

bly the best-known path-loss model is the Okumura-Hata model, which is
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based on measurements Okumura took in and around Tokyo and was later

approximated by Hata using a set of formulas [29]. The model is valid in the

frequency range from 150 MHz to 1000 MHz and takes into account the type

of environment.

In view of the multitude of possible propagation environments, deter-

ministic modeling of the channel parameters, such as ray-tracing, is not fea-

sible and simplified path-loss models are limited for narrowband and uni-

dimensional radio channel models. In contrast, all possible channel config-

urations can be reduced into a small number of classes described by a few

parameters, such as DoA and time delay of propagation paths, when stochas-

tic approaches are employed. From a systems engineering standpoint, this

information enables the evaluation of modulation schemes, allowable data

rates, diversity and smart antenna techniques, coding strategies and equalisa-

tion techniques; whereas from the standpoint of radio propagation modeling,

such information allows us to relate multipath phenomena to local conditions,

making possible a classification in terms of propagation environments.

Stochastic models aim to describe on average the propagation phenomena.

Stochastic models are classified as geometry-based and non-geometric mod-

els. The term geometry-based refers to the fact that the modelled impulse

response is related to the geometric location of transmitter, receiver, scatter-

ers and other interacting objects. Their location is chosen stochastically in

geometry-based stochastic channel models (GSCM). The model parameters

need to be tuned to feature the characteristics of a given environment. This

tuning is usually based on propagation channel measurements [30].

Non-geometric stochastic models describe paths from the transmitter to
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the receiver by statistical parameters only, without reference to a physi-

cal layout. An example of stochastic non-geometric models is the extended

Saleh-Valenzuela model [31] which operates on clusters of multipath compo-

nents. The Saleh-Valenzuela model uses one exponentially decaying profile

to characterize the power of a multipath cluster. The clusters made up of

individual multipath components are then characterized by a second expo-

nential decay with a steeper slope. The power delay profile is modeled by

this double exponential decay model achieved with a Poisson process.

According to Zwick model [32], channel fading arises from relative phase

changes of the combination of multipath components closely spaced in time

of arrival. To model these changes, a geometric interpretation of the scenario

is employed to describe the motion of the transmitter, receiver and scatterers.

This mechanism is employed for all indirect multipath components in order

to evaluate the channel fading.

Several models have been developed that include the time dispersion of

the wideband channel by describing it as the sum of weighted and delayed

Dirac responses. Examples of this type of model are the COST207 model [33]

and its successors, the CODIT [34] and ATDMA [35] models. The weights are

stochastic processes with parameters fitted to measurement data in different

types of environments. Using a simpler approach, Braun [36] determines a

statistical description of the radio channel in parameterised form by using

estimates of the amplitudes, phases and time delays to evaluate a discrete

simplified model. Once we have several ”snapshots” of these estimates they

can be averaged to derive the statistical description.

Other models encountered in the literature are known as analytical mod-
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els, such as the Kronecker model, Weichselberger model, maximum entropy

model, etc. Such models are usually used for MIMO channel characterisation

and will not be discussed in this thesis.

As seen previously, measurements of the propagation channel parameters

can be used to tune stochastic models in order to create variability within

a fixed environment type. Other models directly use measurement data to

derive the statistical distribution of a few parameters and consequently char-

acterise the radio propagation channel. Further measurements including the

DoA of multipath are required to verify the realism of existing ray-tracing

models. In view of this, a channel measurement system or channel sounder

is of great importance for actual radio channel propagation modeling.

Stochastic propagation models need to include only the received power

and fading distribution for narrowband applications due to the complex sum-

mation of multipath amplitudes. For wideband applications, the time dis-

persion of the channel has to be included as well. Furthermore, with the

introduction of techniques depending on spatial channel properties, angle

information also needs to be modelled [37]. These parameters can be char-

acterised from a system point of view by using a time-variant linear filter as

the radio channel.

1.2.2 Time-variant linear filter

The radio propagation channel between a pair of antennas is illustrated in

Fig. 1.3. The time-variant signal s(t) is transmitted by the TX antenna and

part of the transmitted energy reaches the RX antenna after propagating
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Figure 1.3: Radio propagation channel between a pair of antennas.

through different paths in the scattering medium. Thus, the signal at the

output of the RX antenna consists of the sum of multiple attenuated, phase-

shifted and time-delayed replicas of s(t) and is given by [20, 38]:

y(t, τ) =

N(t)∑
n=1

{αn(t)ejΨn(t)δ(t− τn(t))s(t)} = h(t, τ)⊗ s(t) (1.2)

In (1.2), N(t) denotes the number of multipaths at a given time instant,

and αn(t), Ψn(t) and τn(t) are the amplitude, phase and propagation delay

corresponding to the nth path, respectively. h(t, τ) is called the time-variant

channel impulse response (CIR) and ⊗ denotes the convolution operator.

When the spatial characterisation of the channel is required, the angle

dependence from receiving signals is added to the filter model and the impulse

response in (1.2) becomes:

h(t, τ, θ) =

N(t)∑
n=1

αn(t)ejΨn(t)δ(t− τn(t))δ(θ − θn(t)) (1.3)

The CIR can be decomposed into the integral of the directional angle
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resolved CIR (DCIR) at the receiving antenna weighted by the complex ra-

diation pattern of the antenna gr(θ) over all directions of arrival θ in the

azimuthal dimension [39]:

h(t, τ) =

∫

θ

h(t, τ, θ)gr(θ)dθ (1.4)

The input/output relation of the propagation channel described in (1.2)

can be investigated in bandpass.

ỹ(t) = Re{y(t)ej2πfot}+ n(t) (1.5)

where fo is the carrier frequency, n(t) is a random noise and y(t) can be

expressed from (1.2). ỹ(t) is found after bandpass filtering and depending

on its bandwidth and the channel mobility, a small scale characterisation is

necessary.

1.2.3 Small-scale characterisation

The small-scale characterisation of the propagation channel is the main inter-

est of this work, as temporal and Doppler dispersions are the most important

agents of frequency selectiveness and channel fast fading, respectively. The

complex CIR enables the joint survey of channel effects in time, time delay,

frequency, Doppler frequency, space and direction of arrival domains. Repre-

sentations are available with double dependence and can be easily associated

to each other by means of Fourier transform [19].

The Doppler shift is obtained from the function G(f, ν). This is the
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dual function of the channel impulse response h(τ, t) with respect to fre-

quency and Doppler frequency domains. G(f, ν) enables direct identification

of Doppler shifts in the frequency domain and is also useful for characterising

the frequency selectiveness of the channel, as the spectrum of transmitted

and received signals is directly related to G(f, ν).

Y (f) =

∞∫

−∞

S(f − ν)G(f, ν)dν (1.6)

S(f) and Y (f) are, respectively, the frequency domain representation of s(t)

and y(t). G(f, ν) is related to the impulse response from a double Fourier

transform:

G(f, ν) =

∞∫

−∞

∞∫

−∞

h(t, τ)e−j2πfτe−j2πνtdtdτ (1.7)

The H(f, t) function consists of relating the temporal signal at the filter

(channel) output to the spectrum of the input signal:

y(t) =

∞∫

−∞

S(f)H(f, t)ej2πftdf (1.8)

H(f, t) is a channel transfer function and is obtained from the direct Fourier

transform of h(t, τ).

H(f, t) =

∞∫

−∞

h(t, τ)e−j2πfτdτ (1.9)

As G(f, ν), this function enables the survey of frequency selectiveness

of the propagation channel. A time delay/Doppler frequency description is
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performed by the function D(τ, ν). This function is related to the impulse

response as follows:

D(τ, ν) =

∞∫

−∞

h(t, τ)e−j2πνtdt (1.10)

The received signal at the filter output is:

y(t) =

∞∫

−∞

s(t− τ)





∞∫

−∞

D(τ, ν)ej2πνtdν



 dτ

y(t) =

∞∫

−∞

∞∫

−∞

s(t− τ)D(τ, ν)ej2πνtdνdτ (1.11)

Unidimensional propagation channels can be represented by the four func-

tions depicted above, namely, h(t, τ), H(f, t), G(f, ν) and D(τ, ν). These

functions were proposed by Bello [19] and are related to one another as

shown in Fig. 1.4.
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Figure 1.4: Representation of Bello’s functions of a unidimensional propaga-
tion channel. TF means direct Fourier transform and TF−1 means inverse
Fourier transform.
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The Bello’s functions represented above are limited to time-invariant

channels. They are useful to characterize deterministic processes where func-

tion parameters are known. Since time-variant channels are random and the

causes of that variability are numerous and complex, the treatment of Bello’s

functions becomes unrealistic. However, assuming a random behaviour of the

channel (Gaussian distribution) and WSSUS (see section 1.1.3), the fading

statistics do not change over a short interval of time and frequency, and

thus the channel can be represented by the first and second moments of its

scattering parameters.

In terms of the channel model composed of a number of elemental scat-

terers each producing delay and Doppler shift, WSS channels give rise to un-

correlated contributions from elemental scatterers if they produce different

Doppler shifts, and US channels give rise to uncorrelated complex scattering

amplitudes if the scatterers produce different time delays. The combination

of both hypotheses (WSSUS) can be interpreted as follows: The time-varying

transfer function is a bidimensional wide sense stationary process over an in-

terval of time and frequency. The autocorrelation functions are as follows:

Rh(t, τ ; t′, τ ′) = δ(τ ′ − τ)Ph(t
′ − t, τ)

RH(t, f ; t′, f ′) = RH(t′ − t, f ′ − f)

RG(f, ν; f ′, ν ′) = δ(ν ′ − ν)PG(ν, f ′ − f)

RD(τ, ν; τ ′, ν ′) = δ(τ ′ − τ)δ(ν ′ − ν)PD(τ, ν) (1.12)

The presence of the unit impulse δ(.) means that contributions of elemental
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scatterers are uncorrelated in the domain under study. Ph(∆t, τ), PG(ν, ∆f ),

and PD(τ, ν) are the time/delay, frequency/Doppler and delay/Doppler cross

power spectrum density, and RH(∆t, ∆f ) is the time/frequency autocorrela-

tion function. These functions are related to one another using the Fourier

transform as illustrated in Fig. 1.5. Using these functions, the dispersion

and correlation parameters of a WSSUS channel can be deducted.

 

 

 

 TF
-1
(νννν) 

TF(∆∆∆∆t) 

TF(ττττ) 

TF
-1
(∆∆∆∆f) 

TF
-1
(νννν) 

TF(∆∆∆∆t) 

TF(ττττ) 

TF
-1
(∆∆∆∆f) 

PG(∆∆∆∆f,νννν) 

RH(∆∆∆∆f,∆∆∆∆t) 

Ph(∆∆∆∆t,,,,ττττ) 

PD(ττττ,νννν) 

Figure 1.5: Second moment characteristic functions of a WSSUS channel.

When an antenna array is involved, a multidimensional propagation chan-

nel can be characterized in the angle domain, which is specifically related to

DoA of RF signals in the present case. The function V (θ, f) contains DoA

(azimuth) information that is dual to the spatial information M(m, t) (an-

tenna location) by means of classical Fourier-based spectral analysis [18].

V (f, θ) =

∞∫

−∞

M(m, t)e−j2πftdt (1.13)

M(m, t) describes the impulse response of the medium between a reference

antenna and the other elements. This impulse response is only dependent



CHAPTER 1. THE MOBILE RADIO PROPAGATION CHANNEL AND
MEASUREMENT TECHNIQUES 23

on the problem geometry, i.e. propagation conditions (homogeneous medium

and far field) as well as location of sources and array elements. It does not

depend on the nature of the input signal and can be modeled as (1.1).

Angular characterisation can be also evaluated through the examination

of channel mobility and Doppler shift. The Doppler shift νn can be related to

the velocity component v in the radial direction by v = λνn and the direction

of arrival can be calculated from the spectral values of the Doppler-shifted

signals [40]. Parson [2] shows the RF power spectrum in Doppler shift domain

as a function of DoA using different scattering models.

Other propagation channel representations have been developed in recent

years. Guillet [41] present mathematic representations relating polarisation

components of both transmitted and received signals, transmitter and re-

ceiver positions, the direction of departure (DoD) and direction of arrival

(DoA) of RF signals. The author proposes equivalent equations relating one

another by means of Fourier transform in which physical phenomena, trans-

verse plane waves and polarisation properties are taken into account. This

type of approach is not of interest in the present work.

1.2.4 Time dispersion parameters

Time dispersion in propagation channels may cause in wideband signals the

effect of a symbol to spread to adjacent symbols when the RMS delay spread

of the channel is large. The resulting intersymbol interference (ISI), degrades

the performance of the communication system. The knowledge of coherent

bandwidth Bc and use of equalization techniques minimize the effect of ISI
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[20]. The equivalent effect of ISI in frequency domain is the Frequency Selec-

tive Fading which is observed when the coherence bandwidth is smaller than

the bandwidth of transmitted signal [25].

Furthermore, the mere fact that the received signal strength changes over

short time/distance due to multipath (small-scale fluctuations) causes chan-

nel flat fading even in narrowband signals. Time dispersion depends only

on the relative amplitude of multipath components and their corresponding

time delay, and is commonly represented by the RMS delay spread. The

mean excess delay is as follows:

τ̄ =

N∑
n

a2
nτn

N∑
n

a2
n

=

N∑
n

P (τn)τn

N∑
n

P (τn)

(1.14)

where an, τn and P (τn) are, respectively, the relative amplitude, time delay

and power of the nth path. The RMS delay spread can be evaluated using:

στ =
√

τ̄ 2 − τ̄ 2 (1.15)

where

τ̄ 2 =

N∑
n

a2
nτ

2
n

N∑
n

a2
n

=

N∑
n

P (τn)τ 2
n

N∑
n

P (τn)

(1.16)

Typical RMS delay spreads is on the order of microseconds for outdoor

environments and nanoseconds for indoor [42]. If the coherent bandwidth

is defined as the bandwidth over which the frequency correlation function is
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above 0.9, then the coherent bandwidth is approximately [20]:

Bc ≈ 1

50στ

(1.17)

If the frequency correlation function is above 0.5:

Bc ≈ 1

5στ

(1.18)

The physical mechanisms and phenomena found in propagation channels

are studied in order to characterise the radio interface between transmit-

ting and receiving antennas. The need for small-scale characterization for

wideband systems motivates the implementation of a channel sounder in this

work.

1.3 Channel sounding and measurement tech-

niques

As seen above, the measurement of channel parameters is needed to pre-

dict communication system performance and limits, which enables the eval-

uation of modulation schemes, maximum data rates, smart antenna tech-

niques, equalisation and coding techniques. From a modeling point of view,

stochastic models use such information to relate multipath phenomena to

local conditions.

The best choice of measurement method depends on the type of environ-

ment, type of channel (unidimensional or multidimensional in transmission
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and/or reception) and if the communication system is narrow or wideband

(which determines whether multipath characterisation is needed). The mul-

tipath characterisation of a SIMO propagation channel for only indoor envi-

ronments is the aim of the present work.

Channel impulse response can be directly measured in time domain or

estimated from the channel frequency response by applying IFFT over the

chosen frequency band. A CIR (h(τ, t)) is theoretically represented by Dirac

impulses δ(t) shifted in time over different time-delays. In practice, it is im-

possible to obtain an ideal Dirac in the channel input. Thus, several methods

are employed to measure h(τ, t) of a radio channel by approximating the im-

pulse function. These techniques are based on time or frequency domain

measurements and are classified as follows:

• Direct impulse measurement technique

• Pseudo noise (PN) sequence measurement technique

– Direct correlation

– Sliding correlation

– Convolution matched-filter

– Wideband acquisition (Spread Spectrum)

• Frequency domain measurement technique

– Chirp

– Step

– Multi frequency
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Depending on the type of environment to be characterised, high time-

resolution is demanded which is directly proportional to bandwidth of the

transmitted signal. Another important parameter in channel sounding is

the period of time between successive snapshots. This period decides the

maximum Doppler bandwidth and thus, the possibility of sounding WSSUS

channels. As the sampling frequency depends on both parameters (band-

width and sampling period), there exist a trade-off between system cost and

maximum Doppler bandwidth (especially for PN sequence techniques). Be-

sides the bandwidth-dependent resolution in time delay domain, the reduc-

tion of sampling period results in growth of bandwidth of the transmitted

signal which increases the needed bandpass of acquisition board and conse-

quently its cost. On the other hand, the reduction of bandwidth affects the

measurement time and thus the maximum frequency shift.

For frequency domain techniques, another important parameter of mea-

surement is the minimum sweep-time of the RF signal generator. As the

frequency response is measured in the time domain, the RF signal generator

must guarantee sweeping over all frequency points (tones) in a shorter period

than the coherent time of the propagation channel. This generator constraint

limits the allowable environment type for using this technique. In contrast, a

narrower bandpass for acquisition boards is required when frequency domain

techniques are used.



28 1.3. CHANNEL SOUNDING AND MEASUREMENT TECHNIQUES

1.3.1 Time domain techniques

Despite existing in different forms, time domain techniques are based on one

common point: the transmitted signal has a wider band compared to fre-

quency domain techniques. Several methods have been developed according

to this principle. We present the most-cited sounding techniques in the liter-

ature, beginning with direct impulse sounding, which was first used by Young

and Lacy [43] at 450 MHz in 1950.

Direct impulse sounding

The goal is to transmit an impulse RF signal and to observe its different

echoes in reception. In reality, the impulse generator is switched on for a short

period of time, thereby exciting the propagation channel. Direct detection of

CIR is then performed by demodulating the complex envelope of the received

RF signal. An envelope detector followed by a digital oscilloscope can be

used instead of the homodyne demodulator, but the Doppler spectrum is

not evaluated in this case [20]. The operation principle of this measurement

technique is shown in Fig. 1.6. s(τ) represents the transmitted pseudo-

impulse, where Tc and Tp are respectively the time resolution and impulse

period. The latter defines the maximum measurable distance or time delay

of the channel (without ambiguity). h(τ) represents the real CIR, while the

power delay profile (PDP) corresponds to the measured CIR information,

where τn and pn are the time delay and relative power of the nth path.

The system realisation is simple. The PDP is quickly obtained with

no signal processing efforts, using an RF switch, a signal generator and an
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Figure 1.6: Operating principle of the direct impulse technique.

impulse generator. As a result, good resolution can be obtained with fast

measurement time. The drawbacks of this technique are the need for a fast

RF switch and impulse generator as well as a wideband acquisition board

in reception. Besides, the impulse generator must support a very high peak

power to guarantee the high dynamic range of the system. The fact that the

system is wideband in transmission as well as in reception makes it more sen-

sitive to noise and interference from other systems, which limits its dynamic

range.

An alternative solution to alleviate the acquisition system is proposed by

Rieser [44] (Virginia Polytechnic Institute). The sampling swept time delay

short pulse (SSTDP) technique performs a sliding acquisition in the time

domain in order to reduce the number of snapshots and, consequently, the
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sampling frequency of the analogue-to-digital converter (ADC).

Direct correlation technique

This technique [45, 46] uses a white noise sequence ns(t) to excite the radio

channel. The code is modulated onto the carrier frequency and transmitted

across the channel. Some distance away, a receiver demodulates the signal

and performs the correlation between channel output and an identical white

noise sequence ns(t−ζ) delayed by ζ seconds. The correlator is made up of a

mixer followed by an integrator. The cross-correlation between the channel

output and the white noise delayed in time is as follows:

Ryn(t, ζ) =

∞∫

0

h(t, τ)E [ns(t)n
∗
s(t− ζ)] dτ (1.19)

Assuming the code with only real values, the conjugation of the second ele-

ment in the expectation operator may be neglected and thus, (1.19) may be

represented as a function of the autocorrelation between the two white noise

variables Rnn(ζ). Thus:

Ryn(t, ζ) =

∞∫

0

h(t, τ)Rnn(ζ)dτ =

∞∫

0

h(t, τ)N0δ(ζ)dτ

Ryn(t, ζ) = N0h(t, ζ) (1.20)

where N0 is the power spectrum density of the white noise. The ζ values that

maximize Ryn are used to determine a response proportional to the CIR. In

fact, the replica of the white noise is not feasible, thus a pseudo noise (PN)
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sequence with a maximum length linear shift register (MLSR) is used instead,

as it has similar autocorrelation proprieties to a white noise process.

The HUT (Helsinki University of Technology) channel sounder [47] uses

the direct correlation technique to estimate CIR. It performs complete spatial

characterisation thanks to a spherical antenna array. However, this spherical

geometry and the employed estimation method (Beamforming) lead to low

resolution in the angle domain, even for the joint time delay/DOA estimation.

Sliding correlation

As with the previous technique, the sliding correlator channel sounder [48, 49,

50] clocks the PN sequence at very high frequencies to fill a wireless channel

with noise-like content. After transmitting and channel filtering, a receiver

demodulates the signal and performs the ”sliding correlation”. Contrary to

the direct correlation technique, the received PN code with frequency ft is

mixed with an identical PN code clocked by the receiver at a slightly slower

frequency fr. Because this frequency shifting, the received sequence slides

past the slower receiver-generated code in time. When the faster code slides

past the slower code such that they are momentarily perfectly aligned, auto-

correlation between the sequences will be very large. A series of alignments

due to the multipath environment will generate a series of triangular peaks

in the cross-correlation (integrator output). This effectively is the impulse

response of the channel. At the correlator output, the signal is as follows:

Ryn(t, τ) =

∞∫

0

h(t, τ)E

[
ns(t)n

∗
s(t−

fr

ft

t)

]
dτ (1.21)
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Since the sequence has only real values, the expectation term in (1.21) is

the autocorrelation between received and receiver-generated codes Rnn

(
fr

ft
t
)
.

Thus, Ryn(t, τ) becomes:

Ryn(t, τ) =

∞∫

0

h(t, τ)Rnn

(
fr

ft

t

)
dτ (1.22)

After the CIR reconstitution, the channel frequency response may be

found by computing its Fourier Transform. Fig. 1.7 shows the block diagram

of both the correlation and sliding correlation techniques, which differ from

one another in only the clock frequencies of the codes. ns(t) is the transmitted

code whereas n′s(t) represents the receiver-generated code.

 

Input 

noise 

ns(t) 
h(t,τ) 

Delayed noise 

Ryn(t,τ) ∫ dt(.)  

Correlator 

n’s(t) 

Figure 1.7: Block diagram of correlation-based techniques.

This technique enables a time scale increase (or frequency compression)

corresponding to a factor ks.

ks =
fr

ft − fr

(1.23)

For example, if a channel sounder uses a PN code clocked to 100 MHz at

the transmitter and 99.99 MHz at the receiver resulting in ks = 10000, the
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triangular peaks in the cross-correlation of 10 ns width are displayed with

100µs of width (10× 10−9 × 10000).

This technique is of difficult realisation and the CIR reconstitution is com-

plex. The time domain resolution depends on the clock period Tc, and even

using frequency compression, which reduces the bandpass of the acquisition

board, a high data rate PN generator is needed in transmitter. Furthermore,

the PN code length must be larger than the maximum expected time-delay

to assure a large dynamic range of time delay. This is critical when the fac-

tor ks increases, since the observation window takes more time to be swept

and measurements of WSSUS channels are therefore more difficult. Conse-

quently, a trade-off between the frequency compression factor and channel

coherence time is established.

In Table A.1 in Appendix A, a sliding correlation channel sounder of high

dynamic range proposed by Haese [50] (INSA SC) is reported with other

contemporary channel sounders.

Convolution matched filter (CMF) technique

Assuming a PN sequence ns(t) of maximum length Ls and width of code

chip Tc, a filter of impulse response hCMF (t) is convoluted to the complex

envelope x(t) of the demodulated received signal.

xCMF (t) = x(t)⊗ hCMF (t) =

∞∫

−∞

x(τ)hCMF (t− τ)dτ (1.24)
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where

hCMF (t) =





1
LsTc

n(LsTc − t) ∀ t ∈ [0, LsTc]

0 otherwise
(1.25)

By manipulating equations [51] and due to autocorrelation proprieties

of PN codes [52], the signal complex envelope at the matched filter output

becomes:

xCMF (t) = h(t, τ)⊗Rnn(τ) (1.26)

where Rnn(τ) is the autocorrelation function of the PN sequence.

Rnn(τ) = Rnn(−τ) =
1

LsTc

0∫

−LsTc

n(t)n(t− τ)dt (1.27)

This measurement technique results in an increase of signal to noise rate

(SNR) [53]. On the other hand, it is necessary to use a fast acquisition board,

since the complex envelope is wideband.

Wideband acquisition technique

In this technique [54, 55, 56], the correlation between transmitted and receiver-

generated replicas of the PN code is generally carried out by a DSP processor.

Indeed, the DSP performs a convolution operation between the received sig-

nal and the reverse copy of the PN code. This technique is not susceptible

for intrinsic non-linearities of matched filters allowing optimal performance

of the matched filter and large dynamic range. However, the main draw-

back remains the same: the wideband complex envelope must be digitally
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converted, which raises the system cost.

According to Cosquer [51] (INSA SC), non-frequency compression is not

a problem, since the wideband acquisition board is of easy access, achieving

a high performing channel sounder with a dynamic range of up to 60 dB.

Wilson presents a similar technique [57], except the digital convolution be-

tween the received sequence and the transmitter generated code is performed

in the frequency domain. The received baseband signal is transformed to the

frequency domain before convolution. The outcome is retransformed to the

time domain, resulting in the CIR estimation.

1.3.2 Frequency domain techniques

Most frequency domain techniques use narrow band signals to measure chan-

nel impulse response. Wideband channel response can be evaluated by using

a sequence of multitones or a wideband frequency modulated signal to excite

the channel. Thus, a domain transformation is used to estimate the CIR.

Step-mode technique (Multitones)

A vector network analyser (VNA) controls a synthesised frequency sweeper,

and an S parameter test set is used to monitor the frequency response of the

channel. The sweeper scans the frequency band under study through discrete

frequency steps, transmitting a known signal level on Port 1 and monitoring

the received signal on Port 2. These signal levels allow the VNA to determine

the channel response over the measured frequency range, namely, the Transfer

Function. This response is a frequency domain representation of the channel
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impulse response and is converted to the time domain using the Inverse

Discrete Fourier Transform (IDFT), producing a band-limited version of the

impulse response. Fig. 1.8 presents the multitone channel sounder using a

vector network analyzer and IDFT approach.
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Figure 1.8: Multitone channel sounder.

The sweep bandwidth Bsw of the VNA impacts the time resolution ∆τ

of the impulse response as follows:

Bsw =
1

∆τ
(1.28)
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For a given sweep bandwidth Bsw and number of frequency tones L, the fre-

quency step ∆f determines the unambiguous period Tp (observation window)

of the measurement.

∆f =
Bsw

L
(1.29)

Tp =
1

∆f
(1.30)

Fig. 1.9 shows the time and frequency domains of transmitted signals and

channel impulse response.
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Figure 1.9: Frequency and time delay domain representations of the trans-
mitted signals and channel response using step-mode technique.

The sweep time should be chosen such that the first and second moments

of the channel scattering parameters remain invariant during the entire sweep

(see Section 1.2.3). Assuming the bandwidth unchanged, a faster sweep time

can be accomplished by reducing the number of frequency tones, which in-

creases the frequency step size for a given sweep bandwidth Bsw. However,

this reduces the excess delay range in the time domain. Thus, a balance be-
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tween unambiguous range and measurement speed is required. The swept fre-

quency domain system has been used successfully by Clavier [58] and Siqueira

[59]. The ENST channel sounder [60] also uses this technique due to reasons

explained at the end of section.

FMCW technique (Chirp)

The previous technique is sweep-time limited, which affects the maximum

shift frequency that can be measured. An RF signal modulated in frequency

[61] may be used to overcome this limitation, since frequency sweeping is

performed much faster by the RF generator. As with the sliding correlation

technique, this method is based on frequency compression, offering sampling

frequency reduction and noise band reduction. The optimum compression

factor must obey a trade-off between the Doppler frequency and the max-

imum bandwidth of the acquisition board. Salous presents the most im-

portant chirp channel sounders (UMIST) [62], [63] with SISO and MIMO

parallel architectures.

Frequency domain correlation processing technique

Channel sounders using this technique, such as RUSK [64] and AMERICC

[65], excite all frequencies simultaneously instead of sending frequency tones

over time. This overcomes sweep time limits, thereby permitting measure-

ments of high mobility.

The periodicity of the transmitted wideband signal determines the fre-

quency spacing ∆f and, consequently, the observation window. The desired

bandwidth Bw is equal to the minimum sampling rate of the received signal
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and specifies the number of frequency points L = Bw

∆f
.

In Table A.1 in Appendix A, some channel sounders are depicted regard-

ing a number of parameters, specifically, the type of channel architecture,

sounding technique, carrier frequency, bandwidth, sampling frequency, sig-

nal processing technique, dynamic range, system resolution and whether joint

spatio-temporal estimation is achieved. UWB channel sounders are not in-

cluded in the list.

Concerning SIMO systems, channel sounder architecture is classified as

parallel when system outputs are measured at the same time. Architecture

is serial when only one measurement circuit is used to measure all output

channels by means of a switch. Systems using virtual antenna arrays are

also classified as serial architecture. Regarding the transmitter, the same

reasoning is made for multiple input multiple output (MIMO) systems.

1.4 The chosen sounding technique

The step-mode technique can indirectly provide amplitude and phase infor-

mation in the time domain; however it is hardware limited due to the rigorous

synchronisation required between transmitter and receiver. The need for syn-

chronisation limits the usable range of the system to short distance channel

sounding measurement campaigns, such as indoor channel sounding. More-

over, the slowness of the generator frequency sweeping limits the Doppler

range of measurement.

These limitations do not encumber the step-mode technique when indoor

environment characterisation is considered, as the considered coherence time
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is over 40 ms. Furthermore, the low cost of narrowband acquisition boards

and simplicity of DOA models for narrowband signals make this technique

an obvious choice for wideband characterisation. The high cost of vector

network analysers can be alleviated by using homodyne demodulators, such

as the five-port reflectometer shown in Chapter 3. ENST channel sounder

[60] based on multitone technique and five-port reflectometer is presented in

Chapter 5.

1.5 Conclusion

In this chapter, we addressed the need for precise knowledge of propagation

channels, including physical phenomena and their mathematical representa-

tions, as well as the need for channel sounding to adjust stochastic models

and validate deterministic models. Initially, some conditions are assumed

to simplify channel modeling. Channel sounding techniques were then pre-

sented. The specification and performance of recent channel sounders are

depicted in Table A.1. It seems that the frequency domain step-mode tech-

nique achieves the best trade-off between system cost and performance when

SIMO channel sounding of indoor environments is considered.



Chapter 2

Estimation procedures and

simulations

INTRODUCTION

In recent decades, high-resolution direction-finding (DF) techniques have

been widely used in array signal processing. These techniques combine in-

formation from data collected from each array element with the known array

geometry to estimate signal properties such as direction-of-arrival (DoA) and

signal power. A number of these techniques have been extended to estimate

channel impulse response (CIR) with better resolution performance than the

classical Fourier approach [21]. An essential set of algorithms is presented for

estimating the azimuth and elevation components of DoA, time delay and

source strength for coherent and incoherent signals. These algorithms are

used in Chapters 4 and 5 as tools to resolve channel parameters with high

resolution. After describing the algorithms, their statistical performance is

evaluated by means of simulation trials. In the last section, more realistic

41
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simulations are performed to test the algorithm robustness under modeling

errors.

2.1 Data model

If N plane waves from far-field sources impinge on a uniform antenna array

(ULA) of M > N elements at DoAs θ1, θ2, ..., θn, ..., θN (see Fig. 2.1), the

equivalent baseband data vector x[k] ∈ CM×1 at time k is given by:

x[k] = As[k] + n[k] (2.1)

where A ∈ CM×N is the array response matrix formed by the concatenation

of N steering (or mode) vectors a(θn) ∈ CM×1, and s[k] ∈ CN×1 and no[k]

∈ CM×1are the signal and noise vectors, respectively. Cρ×% denotes a matrix

of complex values with ρ rows and % columns. Noise is assumed additive,

gaussian and white, with mean equal to zero. The steering vector corresponds

to the antenna array response mentioned in Section 1.1.4 (1.1) and can be

described as:

a(θn) = a1(θn)
[
1; e−j2πd sin(θn)/λ; ... ; e−j(M−1)2πd sin(θn)/λ

]T
(2.2)

a1(θn) is the response of the first sensor, d is the inter-element spacing and

λ is the wavelength.

A number of direction-finding (DF) methods use statistical information

from observation data to extract DoA. The cross-spectral matrix is exten-

sively used for this purpose [18] and, under the basic assumption that the



CHAPTER 2. ESTIMATION PROCEDURES AND SIMULATIONS 43
 

1θ

n
d θsin

d d

Reference plane 

n
θ

Figure 2.1: Plane-wave model on a linear array antenna.

incident signals and the noise are uncorrelated, can be represented as:

Rx = E
{
x[k]xH [k]

}
= ARsA

H + σ2
oIM ∈ CM×M (2.3)

where Rs ∈ CN×N is the correlation matrix for the signal vector, σ2
o is the noise

power at each array element and I% is a %×% identity matrix. Estimation over

a finite duration of the cross-spectral matrix can be attained by computing

the covariance matrix of the empiric data for T samples:

R̂x =
1

T
XMXH

M (2.4)

(.)H denotes a complex conjugate transpose and XM ∈ CM×T is the concate-

nation of T data vector x[k]. The M eigenvectors ei of Rx must satisfy:

Rxei = λiIMei, i = 1, 2, ..., M (2.5)
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where λi is the ith eigenvalue of Rx. The N eigenvectors related to the N

strongest eigenvalues of Rx represent the signal subspace ES, and the M−N

eigenvectors related to the M −N weakest eigenvalues, with σ2
o noise power,

represent the noise subspace EN .

Since Rx = ARsA
H + σ2

oIM , we have ARsA
Hei = (λi − σ2

o)IMei. Clearly,

when i corresponds to a noise subspace index, we must either have ARsA
Hei =

0 or AHei = 0. That is, the eigenvectors associated to the weakest eigenvalues

are orthogonal to the space represented by A.

Thus, the matrix A made-up of steering vectors can also engender the

signal subspace that is orthogonal to the noise subspace. This orthogonality

is the key to most subspace-based methods.

2.2 Estimation of DoA of incident signals

Most DF techniques can be classified into two main categories, namely,

spectral-based and parametric approaches. In the former, one forms a spectrum-

like function of the parameter of interest, for example, DoA. The locations

of the highest peaks of the function in question are sought and then recorded

as the DoA estimates. Parametric techniques, in contrast, offer a directly

simultaneous estimate of all DoAs at the expense of increased computational

complexity.

The main difficulty associated with spectral-based methods is that both

computational and storage costs tend to increase quickly with the number of

spatial samples (dimension of the antenna array).

Only the two most popular high resolution techniques will be depicted
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in this section, namely, MUSIC and Unitary-ESPRIT, due to their relevant

performance and contribution to DF system research in last twenty years.

MUSIC is a spectral-based technique, while Esprit is classified as a parametric

approach. Both are eigen-decomposition-based techniques and are considered

consistent and statistically efficient [66].

Many other techniques are considered more efficient, such as WSF, IMP,

Root MUSIC, SAGE , Matrix Pencil, etc [21, 66, 67]. However the complexity

and constraints of such techniques discourage practical use in some cases. For

WSF and IMP, for example, there are several parameters that need to be set

subjectively by the user [9].

2.2.1 MUltiple SIgnal Classification (MUSIC) algorithm

The MUSIC algorithm [6, 7] uses the eigen-structure of the cross-spectral

matrix as a basis for DoA estimation. The pseudo-spectrum PMUSIC(θ)

exhibits peaks in the vicinity of the true DoAs by relating the orthogonal

signal and noise subspaces described in (2.2) and (2.5).

PMUSIC(θ) =
1

aH(θ)ENEH
N a(θ)

(2.6)

Compared to other high resolution techniques of low complexity, such

as Capon and Min-Norm, MUSIC is considered more robust for modeling

errors [68] when, for example, incident signals are non-plane waves. Huang

[9] reaches the same conclusion comparing it to ESPRIT.
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2.2.2 Unitary Estimation of Signal Parameters via Ro-

tational Invariance Techniques (Unitary-ESPRIT)

algorithm using TLS solution

The Unitary-ESPRIT algorithm [69, 70] assumes an antenna array made up

of two identical translated subarrays. Their corresponding baseband signals

form J1 and J2, as depicted in Fig. 2.2. M is the number of array elements

 

2
J

1
J

Figure 2.2: Subarray selection for a ULA of M = 10 elements (maximum
overlap µ = 9). Black dots indicate the elements of the vector x[k].

and µ is the number of elements in each subarray, respecting the condition

M ≤ 2µ. Thus, we can define a pair of selection vectors centro-symmetric to

one another, ie.,

J2 = ΠµJ1ΠM (2.7)

where Π% is the %×% exchange matrix with ones on its antidiagonal and zeros

elsewhere. These matrixes are used for estimating the spatial frequencies k̂n

explained below.

The complex-valued matrices XM and R̂x are mapped bijectively onto

the real-valued matrices Ψ(XM) and Ψ(R̂x) of the same size [71, 72]. The
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real-valued matrix Ψ(XM) is as follows:

Ψ(XM) , QH
M [XM ΠMX∗

MΠT ] Q2T ∈ CM×2T (2.8)

where (.)∗ denotes a complex conjugate and Q is the unitary matrix

Q2ν+1 =
1√
2




Iν 0ν jIν

0T
ν

√
2 0T

ν

Πν 0ν −jΠν




(2.9)

of odd order, whereas its equivalent of even order Q2ν is obtained from (2.9)

by removing the second row and second column from that matrix.

All computations can now be done with real-valued matrices. This forms

the basis for the application of Unitary-ESPRIT. The first step using this

technique is to estimate the real-valued signal subspace ESΨ
as the N dom-

inant eigenvectors of Ψ(R̂x). Ψ(R̂x) is computed using (2.4) and Ψ(XM) as

follows:

Ψ(R̂x) =
1

T
Ψ(XM)Ψ(XM)H (2.10)

The Unitary-ESPRIT algorithm is based on the solution Υ of the real-valued

invariance equation

K1ESΨ
Υ ≈ K2ESΨ

(2.11)

by means of Total Least Squares (TLS), where K1 and K2 are a special

transformed matrix of J1 and J2 as follows:

K1 = QH
µ (J1 + J2)QM (2.12)
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Table 2.1: DoA estimates of 5 incoherent sources using ULA array.
Theoretical DoAs MUSIC ESPRIT

-78◦ -77.9◦ -78◦

-30◦ -30◦ -30◦

2◦ 2◦ 2.1◦

13◦ 13◦ 13◦

40◦ 40◦ 40◦

K2 = QH
µ j(J1 − J2)QM (2.13)

Thus, the estimation of the N spatial frequencies k̂n is as follows:

k̂n = 2 arctan(λn) (2.14)

where the N λn represent the eigenvalues of Υ. Finally, the DoA estimate

θn is determined via:

θn = arcsin

{
λ

2πd
k̂n

}
(2.15)

A simulation trial intends to estimate the DoA of incident signals on a

uniform linear array (ULA) with d = λ/2 using the MUSIC and Unitary-

ESPRIT algorithms. 5 equipowered and incoherent sources with SNR of 10

dB and AWGN are totalled over 8 array elements. For all simulations, 500

snapshots of complex values are computed and the frequency of the narrow-

band signals is set at f = 2.4 GHz. In Fig. 2.3, the MUSIC pseudo-spectrum

is illustrated with five peaks in the vicinity of the theoretical DoA values rep-

resented by the dashed vertical lines. Table 2.1 displays DoA estimates in

adequate agreement with theoretical values.
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Figure 2.3: MUSIC pseudo-spectrum of a direction finding system using 1D
array. 5 incoherent sources with SNR = 10 dB and M = 8.

2.2.3 MUSIC and ESPRIT algorithm performance

There are mixed opinions in the literature on ESPRIT and MUSIC algo-

rithm performance. Stoica [73, 74] states that ESPRIT-based algorithms are

significantly less efficient from a statistical standpoint than MUSIC in large

samples. This is confirmed in [75, 73, 76]. On the other hand, Huang affirms

that ESPRIT estimates with the TLS solution are more accurate than MU-

SIC estimates [9]. The author also reports that the MUSIC algorithm is not

as sensitive to the model parameters when compared to ESPRIT. Thus, a

small error may not lead to its defeat.

Depending on the number of array elements and the θ-step of the MUSIC

spectrum, computing cost can be compromising when the MUSIC technique

is used. This scenario worsens when 3-or-4-dimension spectrums must be
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computed. However, Al-Ardi [77] reports a higher computing cost for the

ESPRIT algorithm when an ULA array greater than 25 elements is used.

Ottersten [78] demonstrates that MUSIC estimates converge considerably

slower to the limiting distribution than ESPRIT estimates. This means that

ESPRIT estimates needs less snapshots to achieve theoretical values of DoA.

For a linear array in the presence of a single source, the bias increases

as the source moves away broadside [79]. This is caused by the sinusoidal

behaviour in (2.2), where errors in phase measurement become more critical

for higher angles θ.

When white background noise in space domain (between the antennas)

is not assumed, the model (2.3) is not applicable any longer and the DoA

schemes perform differently. In the presence of coloured background noise,

the performance of MUSIC is better than that of ESPRIT over a wide range

of SNR [73]. Furthermore, Soon [76] states that MUSIC estimates are more

sensitive to both sensor gain and phase errors, whereas ESPRIT depends

only upon phase errors.

According to Huang [9], who simulated DF systems with 14 array ele-

ments and d = λ/2, the TLS-ESPRIT estimates can separate two sources

definitely below 0 dB of SNR located at 2o and −2o. MUSIC can achieve

the same estimation performance with SNR superior to 2 dB. According to

Zhang, the resolution of a DoA system can be improved by increasing the

inter-element spacing [80], thereby offering a larger antenna aperture at the

expense of reducing the angular observation window.

The resolution property of MUSIC is further analyzed in [81, 82], which

show how it depends upon the SNR, number of snapshots, array geometry
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and separation angle of two closely spaced sources. This expression may be

used to compare a high resolution method such as MUSIC to the classical

Fourier approach that is widely used in the literature, especially for CIR

estimation.

Many remarks and conclusions from the authors mentioned above may be

extended to frequency domain processing, as the model used to describe the

frequency domain is the same as that used to describe the space domain, with

the exception of the mode vector, which is a linear function in the former, as

will be seen in Section 2.7.

Assuming this model similarity, the MUSIC resolution ∆τMU = τ1−τ2 for

two temporally near sources may be determined by the Kaveh [82] approach:

SNR ≈ 1

T
{180(L− 2)

π2L

[
1 +

√
π2T (∆τMUBw)2

15(L− 2)

]
(∆τMUBw)−4} (2.16)

where L is the number of frequency tones, T is the number of snap-

shots per tone and Bw is the bandwidth. According to Marple [83], the

Fourier-approach resolution does not depend on SNR; it depends only upon

the phase of incident signals, bandwidth and window used in the frequency

domain. Depending on the phase of incident signals, constructive or destruc-

tive sidelobes are formed in the time delay domain, disturbing peak decisions

and system resolution. The sidelobe level is 13 dB below the highest peak

when one signal is incident and a rectangular window is used [68]. Under

this condition, the Fourier approach resolution ∆τFourier comes close to the
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reciprocal to the bandwidth Bw of the measurement system.

∆τFourier ≈ 1

Bw

(2.17)

Fig. 2.4 shows the resolution performance in the time delay domain as a

function of the number of frequency tones for the classical Fourier method

(DFT) using a rectangular window and the MUSIC algorithm according to

(2.16). The number of samples T is 200 and the frequency step ∆f is 2 MHz.

The centre frequency is 2.4 GHz and the SNR varies from 3 to 27 dB. As ∆f is

constant, the increase of the number of frequency tones indicates the increase

of the system bandwidth. As expected, the Fourier technique presents poor

resolution in comparison to the MUSIC algorithm when a narrowband is

swept.

Thus, we conclude that high-resolution techniques have better perfor-

mance than classical Fourier methods. Comparing MUSIC to Esprit for ULA

array processing, the former presents a better performance from a statistical

standpoint, that is, it presents less variance over large samples, whereas TLS-

Esprit is less biased and has better resolution. In contrast, MUSIC estimates

seem to be less sensitive to modeling errors, such as near field condition and

imprecise knowledge of the array geometry, when compared to ESPRIT.

2.3 Estimation of power

Once the directions of arrival of the N incident signals have been found, the

matrix A becomes available and may be used to compute the parameters of
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Figure 2.4: Time delay resolution as a function of the number of frequency
tones for ToA estimation. MUSIC and DFT techniques are compared with
SNR equal to 3, 15 and 27 dB.

incident signals. The solution for the Rs matrix is directly established from

(2.3). That is, since ARsA
H = Rx − σ2

oI,

Rs = (AHA)−1AH(Rx − σ2
oI)A(AHA)−1 (2.18)

The elements of the correlation matrix Rs represent the power and cross-

correlation between incident signals, including the radiation pattern effects

of antennas. In Chapter V, power estimation of measured incident signals

employs radiation pattern compensation in order to exclude such effects from

the channel estimation.
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2.4 Estimation of number of sources

In [7], Ralph Schmidt uses the dimension of the signal subspace to determine

the number of incident signals by decomposing R̂x into ES and EN . Perfect

eigen decomposition is only possible for completely decorrelated incident sig-

nals and even the Spatial Smoothing technique cannot assure a R̂xSS
matrix

of full rank after decorrelating the coherent signals.

Minimum Description Length (MDL) [8] and the Akaike Information Cri-

terion (AIC) [84] are reported as more reliable criterions for estimating the

number of source. The MDL estimator [85] can be interpreted as a test for

determining the multiplicity of the smallest eigenvalues. The solution is the

number of sources γ that minimizes the following function:

PMDL(γ) = T (M − γ) log [ϑ(γ)] +
1

2
γ(2M − γ) log(T )

where

ϑ(γ) =

1
M−γ

∑M
i=γ+1 λi

M−γ

√∏M
i=γ+1 λi

2.5 Decorrelating coherent signals

Coherent signals arriving from different directions can be modelled as de-

layed and attenuated replicas of the same signal, whereas incoherent signals

are linearly independent. Statistically, coherent signals are correlated and

incoherent signals are uncorrelated, thereby influencing the statistical per-

formance of the cross-spectral matrix. R̂x is rank deficient and the eigen-

decomposition fails to evaluate signal and noise subspaces when coherent
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signals are incident. As a natural result of a multipath propagation effect,

such a phenomenon is not uncommon.

Techniques such as Spatial Smoothing (SS) [10] and Forward-Backward

(FB) averaging [11] attempt to restore the full rank property of the cross-

spectral matrix R̂x in the presence of coherent signals by inducing a random

phase modulation. The idea of the SS technique is to split the R̂x matrix

into a number of overlapping subarrays (see Fig. 2.5) and to average them.

In Fig. 2.5, ri,j is the correlation between the array elements i and j.
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Figure 2.5: Elements of the covariance matrix of XM . M is the number of
antennas and sub 2

M is the subarray size.

Each subarray Rsub differs from its neighbors by a shift of one column

and one line. Several other arrangements could also be derived from R̂x (not

only its diagonal), as is also indicated by the dashed arrow in Fig. 2.5. The

new cross-spectral matrix R̂xSS
is estimated by averaging the S subarrays as
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follows:

R̂xSS
=

1

S

S∑
u=1

Rsubu (2.19)

However, spatial smoothing has some disadvantages. The number of de-

tectable signals is decreased because the signal subspace is limited to the

dimension of Rsub − 1. Furthermore, the SS technique reduces angular reso-

lution. Decreasing elements of the final cross-spectral matrix is like decreas-

ing the antenna aperture. Thus, a trade-off between the potential angular

resolution and the decorrelation effect has to be established.

Gershman [86] proposes a rule for determining the subarray dimension.

The idea is to find subMopt that maximizes the orthogonality between signal

and noise subspaces. In fact, subMopt estimation depends on prior knowl-

edge of DoA, which is unrealistic in practice. Thus, the Gershman approach

assumes two closely spaced incident signals to deduce a DoA-independent

expression:

subMopt = 0.6(M + 1) (2.20)

Although it cannot be stated that significant incident signals are always

closely spaced, this approach is helpful in determining spatial smoothing

parameters.

A simulation trial with 4 coherent signals impinging upon a ULA of 8

elements and SNR = 3 dB is performed. The system configuration is as

in Section 2.2.2, with the exception that signals are correlated. Thus, the

number of sources, the relative power and the DoA of incident signals are

estimated.

Fig. 2.6 shows the number of source estimation using the MDL algorithm.
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Before using MDL, the covariance matrix Rx is decorrelated by means of SS.

Since Msub = 5, the number of displayed bars is 5 and the maximum number

of sources that can be resolved is 4. The smaller bar at index 4 displays the

correct estimation.
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Figure 2.6: Number of source estimation using minimum description length
(MDL) for 8 array elements. The theoretical and estimated number of sources
is N = 4.

Fig. 2.7 illustrates the MUSIC pseudo-spectrum and the Unitary-ESPRIT

estimates (vertical lines). Both algorithms fail to estimate DoA values prop-

erly. However, after spatial smoothing of data, R̂x becomes rank efficient and

the DoA of incident signals is well estimated. Table 2.2 shows the DoA and

power estimates after spatial smoothing in adequate agreement with theoret-

ical values. Source strength is computed by using the MUSIC estimates of

DoA normalized to noise power in order to facilitate the performance anal-
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Figure 2.7: DoA estimation of coherent sources using MUSIC and Unitary-
ESPRIT algorithms before and after spatial smoothing. M = 8, Msub =
5 and SNR = 3. Vertical lines represent the ESPRIT estimates and the
spectrum peaks are the MUSIC estimates

ysis. The DoA estimates is lightly biased. This is caused by the nature

of coherent signals or by the SS procedure, since both estimators display a

equally biased response.

Table 2.2: DoA and power estimates of 4 coherent sources using ULA array.
Theoretical DoAs MUSIC ESPRIT Normalized Power

-78◦ -78.2◦ -78.2◦ 3 dB
-30◦ -30.2◦ -30.2◦ 2.9 dB
2◦ 2.2◦ 2.2◦ 2.9 dB
40◦ 40.2◦ 40.2◦ 3.1 dB
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2.6 Model extension to frequency domain (for

CIR estimation)

In the time domain, a channel path with time delay τn provokes a phase

shift of 2π(fl − fo)τn between a tone of frequency fl and a reference tone

of frequency fo. This phase shift structure is similar to that of the antenna

processing discussed above. Thus, the data model presented in Section 2.1

can be extended to time/frequency processing.

The Fourier approach is reported as having poor resolution [68, 80] for

estimating the channel impulse response (CIR) when the narrowband step

mode technique is used. A 1 GHz bandwidth must be swept in order to assure

a time resolution of about 1 ns, making necessary the use of devices such as

antenna, LNA, etc. of a wider bandwidth. High resolution techniques are

proposed [87, 88] for estimating CIR with better resolution performance.

Stimulating a propagation channel with a sweep generator through L

CW signals equally spaced over a bandwidth Bw, N propagation paths with

different τn can be observed as impulse response to this channel.

The channel transfer function is formed of L frequency samples xfι from

the observation data. The data model in (2.1) and the cross-spectral model

(2.3) are assumed to be valid to frequency domain processing. Thus, the

mode vector a(τn) ∈ CL×1 and the equivalent baseband data vector x[k] ∈
CL×1 at time k are given by:

a(τn) = ao(τn)
[
1, e−j2π∆fτn , ..., e−j2π(l−1)∆fτn , ..., e−j2π(L−1)∆fτn

]T
(2.21)
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Table 2.3: Power delay profile of a propagation channel made-up of 5 coherent
paths.

h(τn) PDP - MUSIC PDP - DFT
21 ns, 0 dB 21 ns, 0 dB 20 ns, 0 dB
33 ns, -6 dB 32.9 ns, -6 dB 32.5 ns, -4.1 dB
40 ns, -9 dB 39.7 ns, -9.1 dB 40 ns, -6.6 dB
49 ns, -12 dB 48.8 ns, -11.9 dB 50 ns, -10.1 dB
74 ns, -24 dB 74 ns, -23.8 dB 75 ns, -21.7 dB

x[k] = [xf1 , xf2 , ..., xfl
, ..., xfL

]T (2.22)

where ao(τ) is the response of the reference tone (in frequency domain) and

∆f is the frequency step between consecutive tones. MUSIC, ESPRIT, Spa-

tial Smoothing and MDL algorithms for one-dimensional processing may then

be employed to estimate the time delay of multipath.

A propagation channel is simulated with 5 paths impinging coherently at

the receiver by using a step-mode channel sounder. The DFT and MUSIC

techniques are used to estimate the power delay profile. A hamming window

is used to control the sidelobe level in DFT processing, where 201 frequency

tones are swept over an 400 MHz bandwidth with a centre frequency of 2.4

GHz. The number of snapshot is T = 200, the SNR is 15 dB and the subarray

size used in SS procedure is Lsub = 120. Spatial smoothing of data is only

used for the MUSIC estimation, the results of which are displayed in Table

2.3.

As expected, the MUSIC estimates present better results especially in

power estimation. However, the source strength is directly estimated from

the DFT spectrum, whereas additional calculations is need for estimating

power when MUSIC is used.
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2.7 Model extension to 2D antenna array

To build up the necessary knowledge of the channel propagation in the space

domain, it is essential to completely determine DoA of multipath. Reflec-

tions along the ceiling and floor are only observable if a 2D array is used in

the measurements to support elevation angle estimation. Furthermore, the

estimation of only the azimuth angle of arrival of incident signals leads to

errors if the elevation angle differs from zero, as addressed in [89] and [90].

Compared to 1D array processing, the only changes in the data model

(2.1) concern the steering (or mode) vector and the manner of setting ele-

ments of the data matrix XM . Fig. 2.8 shows a plane wave impinging on a

uniform rectangular array (URA) with azimuth θn and elevation φn direction

of arrival to the plan formed by X and Y axes. The uniform array elements

are vertically polarized in relation to the X − Y plan and, consequently,

parallel to the plan of the array (Y − Z).

The phase relation between a reference array element and the (y,z )th

element of the array may be modeled as a function of the spatial frequencies

ky,n and kz,n:

ayz = ej(ky,n+kz,n) = e−j 2π
λ

[(y−1)∆y cos φn sin θn+(z−1)∆z sin φn] (2.23)

where y and z are, respectively, the array element indices in the Y and Z

domains, and ∆y and ∆z are the inter-element spacing. Given the number

of spatial samples in the Y domain equal to My and in the Z domain equal

to Mz, the mode vector a(θn, φn) ∈ CM×1 with M = My ×Mz is made up of
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Figure 2.8: Incident signal on a URA array of plan formed by X and Y axes.

M ayz complex values stacked into the column vector as follows:

a(θn, φn) = ao(θn, φn)[a11, a12, ..., a1Mz , a21, ..., aMyMz ]
T (2.24)

where ao(θn, φn) is the response of the reference element and (.)T denotes

transpose. The equivalent baseband data vector x[k] ∈ CM×1 at time k

made up of complex values xyz is similarly obtained.

x[k] = [x00, x01, ..., x0(Mz−1), x10, ..., x(My−1)(Mz−1)]
T (2.25)

For T samples, we may construct the data Matrix XM ∈ CM×T by con-

catenating T data vectors x[k]. All assumptions regarding (2.3) are main-
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tained and the cross-spectral matrix Rx may be estimated with (2.4).

The mode vector is swept in the azimuth and elevation domains to com-

pute the MUSIC pseudo-spectrum using (2.6). 2D MUSIC estimates are

found after searching for peaks over this spectrum. Contrarily to MUSIC,

2D Unitary ESPRIT estimates require more attention to differences with the

1D approach.

According to [91, 92], the selection matrices J1 and J2 are now shifted in

the Y and Z domain, forming Jy1, Jy2, Jz1 and Jz2, as shown in Fig. 2.2.

Thus, Ky1, Ky2, Kz1 and Kz2 are determined using (2.12) and (2.13). After

estimating the real-valued signal subspace ESΨ
, as in the 1D approach, we

can find Υ in the Y and Z domains from the solution of the real-valued set

of equations:

Ky1ESΨ
Υy ≈ Ky2ESΨ

(2.26)

Kz1ESΨ
Υz ≈ Kz2ESΨ

(2.27)

In order to assure joint estimation of the azimuth and elevation angles,

the N eigenvalues λn of (Υy + jΥz) are computed and the spatial frequencies

in the Y and Z dimensions are then determined.

k̂y,n = 2 arctan(Re{λn})n = 1, 2, ..., N (2.28)

k̂z,n = 2 arctan(Im{λn})n = 1, 2, ..., N (2.29)

The estimation of the azimuth and elevation angles is achieved using the

phase relation described in (2.23).

For coherent sources, the extension of the spatial smoothing technique
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to the 2D array is presented in [92] for only one snapshot. We introduce a

new way to select subarrays from the cross-spectral matrix R̂x for 2D Spatial

Smoothing in [93].

Fig. 2.9 illustrates the subarray selection from the diagram of R̂x. Each

small square represents an element of R̂x. The subarrays are square matrices

made-up of elements assembled according to the the subarray length in the

Y domain (subMy) and Z domain (subMz).

The new cross-spectral matrix is then determined using (2.19).
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Figure 2.9: Diagram of the elements of R̂x computed from data of a URA.
My = 6, Mz = 7, subMy = 2 and subMz = 4.

In order to test the 2D antenna array model presented above and per-
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formance of the estimators, the azimuth and elevation angles of incident

narrowband signals on a URA are simulated and then estimated.

The inter-element spacing is ∆y = ∆z = λ/2 and the number of array

elements is set at M = My ×Mz = 7 × 4 = 28. The frequency is set at 2.4

GHz and SNR = 3 dB. The DoA estimates of 5 coherent sources are shown

in Fig. 2.10.

MUSIC and 2D Unitary ESPRIT algorithms are used after the data spa-

tial smoothing. The MUSIC pseudo-spectrum is plotted as a contour map

where the peaks are indicated by the direction of the spectrum gradients.

The marks (+) indicate the ESPRIT estimates and (×) corresponds to the

theoretical DoAs. Table 2.4 displays both the theoretical and estimated val-

ues. A maximum error of 3.8◦ is observed when the ESPRIT estimator is
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Figure 2.10: Estimation of azimuth and elevation angles of arrival of coherent
sources. My = 7, Mz = 4, subMy = 5 and subMz = 3. SNR = 3 dB. (+)
Esprit estimates; (spectrum peaks) MUSIC estimates; (×) theoretical DoAs.
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Table 2.4: Azimuth and elevation angle estimation of 5 coherent signals.
Theoretical values
(Azimuth, Elevation)

MUSIC estimates
(Azimuth, Elevation)

ESPRIT estimates
(Azimuth, Elevation)

-1◦, -22◦ -1.2◦, -20.8◦ 2.9◦, -22.5◦

47◦, -5◦ 46.8◦, -5◦ 49.8◦, -6.9◦

-32◦, 30◦ -32◦, 30.1◦ -35.8◦, 30.9◦

-4◦, 17◦ -4◦, 16◦ -6.1◦, 17.6◦

29◦, -31◦ 29.2◦, -31.6◦ 30.4◦, -33.5◦

used and 1.2◦ when MUSIC is used. The better performance of the MUSIC

estimator proves that this algorithm is more adequate for 2D array schemes

than the Unitary ESPRIT. Furthermore, the Unitary ESPRIT seems more

sensitive to the SNR level. However, the computational cost grows when

the θ-step of the MUSIC spectrum is smaller and the dimension of the array

increases.

2.8 Joint DoA and Time Delay estimation

Similarly to 2D antenna array processing, the joint DoA and time delay esti-

mation is carried out by associating the complex response from the antenna

array and frequency tones. It is also referred to as directional channel impulse

response (DCIR).

Both MUSIC and ESPRIT estimation techniques are limited by the num-

ber of array elements for resolving N incident signals. However, joint DoA

and Time Delay estimation enables a larger detectable number of sources,

as the dimension of its cross-spectral matrix and consequent eigenvectors is

larger. Furthermore, the SNR of R̂x is increased, since it is directly propor-

tional to the number the samples in the space and frequency domains.
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Table 2.5: DCIR and Joint azimuth angle - time delay - power estimates.
h(τn, θn) MUSIC estimates

21 ns, -1◦, 0 dB 21.1 ns, -1◦, 0 dB
33 ns, 47◦, -6 dB 33.3 ns, 47.5◦, -6.1 dB
40 ns, -32◦, -9 dB 39.7 ns, -32.2◦, -9.1 dB
49 ns, -4◦, -12 dB 49.1 ns, -4◦, -12.1 dB

Assuming M and L are the number of array elements and frequency tones,

respectively, the space-time steering vector a(θn, τn) is given in the same way

as (2.24).

a(θn, τn) = ao(θn, τn)[a1,1, a1,2, ..., a1,L, a2,1, ..., aM,L]T (2.30)

where ao(θn, τn) is the response of the reference frequency tone at the first

array element and aml is expressed as:

am, l = e−j
2πfl

c
(m−1) sin θne−j2π(l−1)∆fτn (2.31)

The frequency fl is taken into account in (2.31) because DoA estimation

is based on a wavelength-dependent phase shift between array elements. All

algorithms used for 2D array processing may be extended to resolve joint

DoA and time delay estimation. This idea may be also used to resolve an

N-dimensional structure at the expense of increasing system complexity.

A trial is arranged using the model (2.30) to perform simulation and

estimation of joint DoA and time delay of channel multipath, as shown in

Fig. 2.11. Table 2.5 displays the DCIR and the estimated values.

The estimates presented in Table 2.5 are mostly in adequate agreement

with the theoretical values. This confirms the capacity of the present algo-
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Figure 2.11: Joint estimation of azimuth angle and time delay of coherent
paths. Bw = 80 MHz and fc = 2.4 GHz. M = 8, L = 41, subM = 5 and
subL = 26. SNR = 15. (Spectrum peaks) MUSIC estimates; (×) theoretical
values.

rithms for properly resolving source strength, DoA and time delay of channel

multipath in the presence of AWGN and coherence between sources.

2.9 Estimation performance under modeling

errors

A number of tests in the estimation system are considered important for

verifying algorithm robustness under modeling errors such as the presence of

non-dominant paths and non-plane waves.

Let an antenna located at the position ps transmit RF signals toward a

linear antenna array with radial distance from one another rs < 2R2
a/λ, where
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Ra is the largest array dimension and the elements of the array are located

at the position pm. Thus, the near-field propagation model is required to

generate the array response of simulated signals.

The near-field steering vector of the array is defined as a function of the

radial distance rm,s between the signal source and the mth array element

[94]:

a(rm,s) =
rs

ej2πrs/λ

[
ej2πr1,s/λ

r1,s

, . . . ,
ej2πrm,s/λ

rm,s

, . . . ,
ej2πrM,s/λ

rM,s

]T

(2.32)

100 different realizations of two equipowered narrowband signals with

random DoAs impinging on a linear array of 8 elements and d = λ/2 are

simulated. Thus, the standard deviation (STD) of DoA estimates is com-

puted. Fig. 2.12 shows STD as a function of the the radial distance rs

between the signal source and the antenna array. The SNR is set at 10 dB

and the number os snapshots is 1000 for each realization.

The vertical dashed line in Fig. 2.12 represents the far-field limit for the

present array configuration. An exponential behavior is observed in both

curves with a STD of 1◦ for rs = 1m when the MUSIC estimator is used.

Saturation is observed for both curves in the far-field zone where the propa-

gation model becomes distance-independent. The MUSIC algorithm presents

better robustness under estimation errors in the near-field zone. However,

the performance of both techniques becomes increasingly similar as rs grows.

In order to test algorithm robustness from the resolution standpoint, a

similar set of simulations is carried out, where STD is computed as a function

of the angular spacing ∆θ = θ1 − θ2 of the two equipowered signals with
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Figure 2.12: Standard deviation of DoA estimates for MUSIC and Unitary
ESPRIT versus rs of two impinging equipowered signals.

SNR = 10 dB. 1000 snapshots are used for each realization and the number

of elements M = 3. This relation is illustrated in Fig. 2.13.

Fig. 2.13 shows the standard deviation below 1o for an angle separation

larger than 15◦ for both the MUSIC and Unitary-ESPRIT algorithms when

SNR = 10 dB and M = 3. Under such condition, a maximum error of 2.5◦

is found for ∆θ = 5◦.

For ∆θ < 5◦, the STD experiences a decrease because the estimation

of closely spaced sources tends to induce a single estimate located between

them. This single estimate is usually not far from the source locations.

The dashed vertical line represents the theoretical resolution of the MU-

SIC algorithm proposed by Kaveh [82] for this configuration. The result is

coherent, as the SNR is low and only 3 array elements with d = λ/2 are used,
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Figure 2.13: Standard deviation of DoA estimates for MUSIC and Unitary
ESPRIT versus ∆θ. SNR = 10

corresponding to a small antenna aperture.

Both sets of trials demonstrate the robustness of the MUSIC algorithm

in resolving DoA estimates even in the presence of sources of error that are

not taken into account in the data model.

In [95], Wölfle states that in propagation channels only two or three rays

contribute more than 95 percent of the energy on the receiving antenna, and

by focusing on these dominant rays, accuracy would be sufficient. This is

confirmed experimentally by Kim [96] for indoor propagation channels.

A simulation trial is carried out to test the system capability for esti-

mating 4 dominant paths surrounded by 1000 attenuated paths. Multipath

is subject to a random uniform distribution, engendering different DoAs,

time delays and wavefront curvatures of incident signals. The step frequency
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sounding technique and antenna array processing are used to estimate joint

DoA and time delay of coherent signals, as shown in Fig. 2.14. Simulation
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Figure 2.14: Joint DoA and time delay estimation of four coherent paths
surrounded by 1000 attenuated paths. Bw = 200 MHz and fc = 2.4 GHz.
M = 8, L = 101, subM = 5 and subL = 61. , SNR = 15 dB. (Spectrum
peaks) MUSIC estimates; (×) Theoretical values.

parameters are Bw = 200 MHz and fc = 2.4 GHz, M = 8 and L = 101,

Msub = 5 and Msub = 61, SNR = 15 dB. The power of non-dominant paths

varies from 17 dB to 67 dB below the strength of the strongest path. Simu-

lation results are displayed in Table 2.6.

Under a more realistic condition, the channel parameters of 4 dominant

paths corresponding to 80 percent of total power are well estimated, espe-

cially in the time delay domain. It is due to the large number of frequency

tones compared to the number of antennas. The number of dominant sources

is also well estimated by MDL.
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Table 2.6: DCIR and Joint DoA, time delay and power estimates of 4 domi-
nant paths.

h(τn, θn) MUSIC estimates
21 ns, -1◦, 0 dB 21 ns, 0◦, 0 dB
33 ns, 47◦, -6 dB 33.5 ns, 42◦, -2.7 dB
40 ns, -32◦, -9 dB 40 ns, -28◦, -6.8 dB
49 ns, -4◦, -9 dB 49 ns, -4.5◦, -6.6 dB

Since the element response model is non-linear (1.1), a larger direction of

arrival makes the estimation performance more sensitive to phase errors. This

is observed for the 2nd and 3rd paths with errors of 5◦ and 4◦, respectively.

When the number of frequency tonnes is large, the MUSIC estimator appears

to be independent on the knowledge of the number of sources. It is due to the

noise subspace that is too large compared to the number of dominant signals

and the choice of the noise subspace size is then less important compared to

systems with small structures.

2.10 Conclusion

In this chapter, we presented the means and tools for the temporal-spatial

characterisation of SIMO propagation channels. Various algorithms used

to resolve the number of sources, DoA, time delay and power estimates

are described. A brief state-of-the-art regarding MUSIC and ESPRIT al-

gorithm performances are presented, followed by simulation trials of propa-

gation channel parameters and their estimates. More realistic experiments

are then simulated to test the robustness of the MUSIC and Unitary-ESPRIT

algorithms.
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Usually considered as a suboptimal technique when compared to more

complex algorithms, MUSIC is relatively robust to modeling errors, as shown

above and reported in [68, 9, 18], which justifies its wide dissemination in

recent years.



Chapter 3

Five-Port discriminator in

microstrip technology

INTRODUCTION

The five-port discriminator corresponds to a passive and linear circuit

that performs vectorial measurements of the ratio between input electromag-

netic waves. It has recently been used for applications such as a homodyne

demodulator of RF signals [97, 98, 99], phase/frequency discriminator for

anti-collision radars [100] and Phase Local Loop (PLL) [101]. Thus far, this

technique has been implemented in microstrip [102], coaxial [103] and MMIC

[104] technologies.

Like I-Q systems, the five-port discriminator also performs a direct con-

version of RF signals, but uses a redundant mixer and a basis of 120 de-

grees [1] instead of the Cartesian basis. This redundancy makes the five-port

discriminator more robust for the phase and amplitude unbalance of the lo-

cal oscillator and, consequently, less sensitive to the error vector magnitude

75
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(EVM) in comparison to I-Q systems, as shown in [4]. Drawbacks to the

five-port include the DC offset intrinsic in five-port discriminators because

power detectors are used as mixers. The resistive circuit used to match the

power detector to 50 Ohm allows us to reach a wideband of 800 MHz around

2.4 GHz. However, this matching circuit causes energy dissipation and, con-

sequently, sensitivity loss.

The complex envelope information when using the five-port technique is

obtained by making only amplitude (or power) measurements of three dif-

ferent linear combinations of RF and local oscillator electromagnetic waves.

This means that a five-port discriminator is in principle simply a passive

linear circuit with two input ports and three output ports (hence its name).

Indeed, the five-port discriminator is a constrained version of the six-

port which was originally designed to measure the reflection coefficient of

microwave loads. Introduced by G. F. Engen and C. A. Hoer in 1972 [105],

the six-port discriminator was widely used in metrological laboratories to

perform precise RF circuit measurements. If the local oscillator (LO), used

as reference of phase and frequency, is stable enough so that its power can

be assumed to be constant, one of the six-port outputs may be neglected

and the complex ratio between input signals may be well accomplished in

five-port system [106].

During the thesis we decided to use a five-arm ring as an interferometric

circuit made-up of microstrip lines and CMS (Component Mounted Surface)

components due to its design and utilization ease as a phase/amplitude dis-

criminator. In this chapter, we describe the microstrip five-port discrimina-

tor in detail. We first present the five-arm interferometric circuit and power
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detectors. The operating principle of the five-port system is then shown,

including the calibration procedure used to correct circuit imperfections and

compensate phase and amplitude losses in cables.

3.1 Description of the microstrip Five-Port

discriminator

The five-port system shown in Fig. 3.1 consists of a five-access interferomet-

ric ring implemented in microstrip technology. Two accesses of the five-arm

ring are the RF and local oscillator input ports and the three others are

each connected to a diode power detector followed by a low-pass filter. This

system has the purpose to generate a signal x(k) in the digital domain rep-

resenting the complex ratio between the two input RF and LO signals as a

linear combination of the three analogic voltages at the five-port discrimi-

nator outputs. This complex ratio is computed by digital signal processing

(DSP) after A/D conversion of five-port output voltages v3, v4 and v5.

3.1.1 The five-arm ring

The circular five-arm ring chosen as the interferometric circuit is represented

in Fig. 3.2. The arms are spaced equally over the circuit ring designed

in microstrip technology. This circuit performs 3 vectorial additions of the

2 input signals: the RF signal picked up by the antenna and LO signal.

The five-arm ring has reciprocity and symmetry as features. Thus, the S-

parameters of this circuit are defined as follows:
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Figure 3.1: A Five-Port discriminator designed in microstrip technology.

Reciprocity =⇒ Sij = Sji∀i, j ∈ 1, 2, 3, 4, 5

Symmetry =⇒ Sii = R∀i ∈ 1, 2, 3, 4, 5

S12 = S15 = S23 = S34 = S45 = α

S13 = S14 = S24 = S25 = S35 = β

Using these properties, the S matrix is expressed as:

S =




R α β β α

α R α β β

β α R α β

β β α R α

α β β α R




(3.1)

The relation between the non-zero eigenvalues of S (s1, s2 and s3) and

the independent variables (R, α and β) was proposed by Dickie [107], using

the rotation and symmetry properties of the five-arm ring:

S11 = R = (S1 + 2S2 + 2S3)/5 (3.2)
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S12 = α = (S1 + 2S2 cos(2π/5) + 2S3 cos(4π/5))/5 (3.3)

S13 = β = (S1 + 2S2 cos(4π/5) + 2S3 cos(2π/5))/5 (3.4)

For a non-lossy five-arm ring circuit, Dickie demonstrates that the mag-

nitude of the eigenvalues correspond to:

|S1| = |S2| = |S3| = 1 (3.5)

Thus, by choosing arbitrarily the S1 phase as 180o, we have:

S1 = −1; S2 = ejψ2 ; S3 = ejψ3 (3.6)

Considering R = 0 (matched system) and using (3.6), the expression (3.2)

becomes:

0 = −1 + 2ejψ2 + 2ejψ3 (3.7)

This equality is verified only if:

ψ2 = −ψ3 = ψ = arccos(1/4) ∼= 75.5o (3.8)

By rearranging (3.3)-(3.5) and (3.8), we can find the eigenvalues of S and

the parameters α and β.

α =
1

2
ej 2π

3 and β =
1

2
ej−2π

3 (3.9)

Therefore, the matched five-arm ring works as a power splitter by sharing

the received power into equal parts and sharing it out over all other arms
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with a ±120◦ phase-shift. Fig. 3.2 describes the different dimensions that

characterize a five-arm junction designed in microstrip technology. Design

rules are needed in order to give this circuit well matched conditions. The

characteristic impedance of the 5 access lines (Z0 = 50 ohms) allows us to

evaluate their widths as a function of the substrate features.
 

Access line of characteristic 

impedance Z0 

Ring of characteristic 

impedance Z 

Length L 

a1 

b1 

b2 

a4 

a2 

b4 

a3 

a5 

b3 

b5 

Ra 

Figure 3.2: Five arm ring.

The following equations give us the ring dimensions (width and radius)

and characteristic impedance Z:

θ =
2πL

λ
= arccos(1/4) ∼= 75.5o (3.10)

Ra =
5L

π
(3.11)

Z =

√
3

2 sin(θ)
Z0 =

2√
5
Z0 = 44.7Ω (3.12)

λ represents the effective wavelength in the substrate for a given frequency,
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L is the length between two arms and Ra is the radius of the ring. The

ring dimensions are optimized by the ADS (Advanced Design System) soft-

ware for a five-port system working around 2.4 GHz. This optimization is

performed by minimizing the reflection coefficient at the 5 accesses of the

ring for frequencies around 2.4 GHz. The present ring is printed on an FR4

substrate with the following characteristics:

• Dielectric features:

– epoxy;

– width: h = 1.59 mm;

– permittivity: εr = 4.1;

– dielectric losses: tan(δ) = 0.02.

• Conductor features:

– copper on both sides of the substrate;

– copper thickness, e = 35µm.

The optimized dimensions are as follows:

• Width of the access lines (50 ohms): 3.16 mm;

• Width of ring: 3.6 mm;

• Radius of the ring: 10.2 mm.

Fig. 3.3 illustrates simulation results of return loss at the input port 1

of a five-port reflectometer. The curve shows that the circuit input is well
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Figure 3.3: Reflection coefficient S11 at the input port 1.

matched (S11 < −10 dB) over a wide band of 1 GHz around 2.4 GHz. The

circuit symmetry guarantees similar performance at the input port 2.

The magnitude of S12 and S13 and the phase difference between the S12

and S13 arguments as a function of the frequency are presented in Fig. 3.4.

We can see that Sij (i 6= j) has magnitude around 0.5 and a phase shift

between S12 and S13 around 120o for 2.4 GHz. These results confirm the

relation (3.9).
 

(a) 

 

(b) 
 

m1 
freq= 2.4 GHz 

m1=119.997 
 

1.5 2.0 2.5 3.0 3.5 1.0 4.0 

50 

100 

150 

0 

200 

freq, GHz 

R
e
la

ti
v
e
 p

h
a
s
e
 

m1 

S12 

 

S13 

 

1.5 2.0 2.5 3.0 3.5 1.0 4.0 

0.3 

0.4 

0.5 

0.2 

0.6 

freq, GHz 

m
a
g
(S

(1
,2

))
 

m
a
g
(S

(1
,3

))
 

Figure 3.4: The amplitude of S12 and S13 (a) and the phase shift between
S12 and S13 (b) as a function of frequency.
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3.1.2 The power detectors

As illustrated in Fig. 3.1, a Schottky diode is connected to each five-arm

ring output. The non-linear and current-voltage characteristic of this kind

of diode permits its use as a power detector with input voltages given by

vb−i, i ∈ {3, 4, 5}. An Agilent Schottky diode (HSMS2850) with reflection

coefficient magnitude of about 0.6 at 2.4 GHz [3] is used.

A Schottky diode and a low-pass filter (RCL) make up the power detector

illustrated in Fig. 3.5. The low-pass filter rejects the HF terms after diode

mixing.

 

HSMS 2850 

50 Ohms 

CIN  

        
R CL 

STUB 2.4 

ii(t) 
vb-i(t) vout-i(t) 

Figure 3.5: A quadratic detector based on a Schottky diode.

At the output of the diode, the low frequency component of the signal

generates a voltage (vout−i, i ∈ {3, 4, 5}) across the output resistor (R), which

is a linear function of the RF signal power. Fig. 3.5 shows a DC-block

capacitor (CIN) and a 50-Ohm resistor used to match the power detector over

a wide bandwidth. Its reflection coefficient simulated with ADS is illustrated

in Fig. 3.6 with and without the matching circuit.

However, this matching circuit produces a reduction in sensitivity, as a

large part of the incident energy is dissipated due to the Joule effect. A
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Figure 3.6: Reflection coefficient at the power detector input with (left) and
without (right) the matching circuit.

reactive matching technique that performs better sensitivity is proposed by

[108]. Nevertheless, this technique is not suitable for wideband application.

In order to improve the RF filtering output, a butterfly stub tuned to 2.4

GHz is added, which counteracts impedance variations in the detector output

as a result of cable movement, etc [98] and eliminates other residual signals

at 2.4 GHz after RC filtering. This open-circuit stub of λ/4 length is located

at the detector output and nulls the RF component at 2.4 GHz. Schottky’s

law describes the relation between the diode current i(t) and the RF input

voltages vb−i(t).

ii(t) = IS

[
exp

(
vb−i(t)

VT

)
− 1

]
(3.13)

where VT = 26 mV and IS represents the saturation current of the diode (IS =

3µ A for HSMS2850 Agilent) [3]. For low input power, we can approximate

(3.13) using [109]:

ii(t) = IS

[(
vb−i(t)

VT

)
+

1

2

(
vb−i(t)

VT

)2

+ . . .

]
(3.14)
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The output equivalent circuit of the diode detector may be modeled as

Fig. 3.7 [5] where RV corresponds to the video resistance (or dynamic resis-

tance) of the power detector.

 

ii(t) RV R CL vout-i(t) 

Figure 3.7: The Output equivalent circuit of the diode detector.

The resistors RV and R and the capacitor CL short-circuit the HF signal in

the diode output, behaving as a first-order low-pass filter with cut frequency

fc:

fc =
RV + R

2πRV RCL

(3.15)

At the low-pass filter output, the measured voltage vout−i(t) is propor-

tional to the even-order terms of (3.14), that is, the baseband terms of ii(t).

Therefore, for identical power detectors over all five-port outputs, the three

output voltages vout−1(t), vout−2(t) and vout−3(t) that obey the quadratic law

of a power detector may be represented by:

vout−i(t) = D(vb−i(t))
2 (3.16)

with

D =
RV R

RV + R

IS

2V 2
T

(3.17)
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The quadratic behaviour of the schottky diode is only true for low-input

power. For input signals with power over -15 dBm, forth and higher order

effects become significant [3] and a curve fitting procedure is necessary to in-

crease the dynamic range of the power measurements. Among the numerous

methods found in the literature, we have chosen Potter et al [110], as it may

be applied to each detector independently. Potter’s function is a non-linear

polynomial of Mth order used to find the appropriate voltage vfitting from

the measured voltage vmes.

vfitting = vmese
f(vmes) (3.18)

where

f(vmes) =
M∑

k=1

bkv
k
mes (3.19)

The constants bk of the polynomial f(.) are found from the fitting pro-

cedure and the chosen polynomial order is M = 4 [53]. Fig. 3.8 shows the

power detector output before and after voltage correction for input signals at

2.4 GHz. The curves illustrate the voltage variation as a function of power

and show the linear behaviour after correction. Power dynamic range from

-30 dBm to 9 dBm was chosen since the diodes saturate over 9 dBm and the

system noise becomes preponderant under -30 dBm and, consequently, the

measurements become imprecise.
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Figure 3.8: Voltage in the power detector output before and after correction.

3.1.3 The Five-Port circuit implementation

In this section, the five-port implementation in microstrip technology is de-

scribed. Fig. 3.9 shows the circuit layout designed with ADS software.

As reported in Chapter 1, the chosen sounding technique needs narrow-

band A/D conversions since the channel transfer function is measured using

CW signals that sweep the entire bandwidth. Thus, a low cut-off frequency of

some hertz would be enough to satisfy measurements of a slowly time-varying

channel, such as in indoor environments. However, the present measurement

system is also used to demodulate modulated signals, as will be seen in

Chapter 4. Therefore, a slightly larger cut-off frequency is chosen, namely,

fc = 180 KHz. According to (3.15), this cut-off frequency is obtained by

using a resistance R = 220 KΩ and a capacitance CL = 100 pF. The chosen

diode has video resistance RV = 9 KΩ. A photograph of the implemented

circuit is shown in Fig. 3.10.

This circuit can be inscribed in a rectangle of 10 cm in length and 8 cm
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Figure 3.9: ADS layout of the five-port circuit in microstrip technology. Scale
1:1.

in width. As described above, the substrate is FR4 epoxy and the power

detectors are Agilent HSMS 2850. The S11 parameter of the implemented

five-port circuit is illustrated for measurement and simulation.

This curve shows that the five-port circuit is well matched (S11 < -10

dB) over a wideband (1 GHz around 2.4 GHz). We can observe in the curve

corresponding to the measurements a slight shift from the center frequency.

This is due to the permittivity of the substrate, as it is difficult to determine

its exact value.
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RF Input  

LO Input 

5 arm ring 

 

LF Outputs 

Power detector 

Figure 3.10: Photograph of a five-port reflectometer implemented in mi-
crostrip technology. It is designed to work around 2.4 GHz. Scale 1:2.

3.2 Operating principle of the Five-Port sys-

tem

When used as an RF receiver (see Fig. 3.12), the purpose of the five-port

system is to demodulate an RF signal a2 = ARF x(t) exp(j2πfRF t), with fRF

being the carrier frequency, x(t) = I(t) + jQ(t) the complex envelope and

ARF the RF signal amplitude. This is performed using a local oscillator a1 =

ALO exp(j2πfLOt), where fLO is the LO frequency and ALO the amplitude.

The five-arm ring makes three vectorial additions between the two input

signals a2 and a1. Using Fig. 3.2, we can write:

bi = Aia1 + Bia2, i = 3, 4, 5 (3.20)
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Figure 3.11: Return loss at input 1 of the five-port reflectometer.
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Figure 3.12: Receiver based on a Five-Port discriminator. x(t) = a2

a1
=

I(t) + jQ(t).

where bi is the transmitted pseudo power wave at ports 3, 4 and 5 of the ring,

and Ai and Bi are complex constants that depend on the characteristics of

the reflectometer. bi may also be described as a function of the scattering

parameter Sij and the pseudo power wave aj incident at port j.

bi =
5∑

j=1

Sijaj, i = 1 . . . 5 (3.21)

Assuming that the power detectors are permanently connected at the
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discriminator output ports, one may write

aj = bjΓj, j = 3, 4, 5 (3.22)

where Γj is the reflection coefficient of the power detectors at port j. The

power level detected in the discriminator outputs may be expressed by

Pi = |bi|2
(
1− |Γi|2

)
, i = 3, 4, 5 (3.23)

By manipulating equations [111], it is possible to write the complex ratio

between the input pseudo power waves as a linear combination of the voltages

ṽout−3, ṽout−4 and ṽout−5 measured at the low-pass filter outputs after dc-offset

cancellation

x = acalṽout−3 + bcalṽout−4 + ccalṽout−5 (3.24)

where the complex values acal, bcal and ccal are three calibration constants and

ṽout−3, ṽout−4 and ṽout−5 are proportional to P3, P4 and P5. The calibration

constants are determined by a calibration procedure such as the one presented

in [98] overviewed in Section 3.2.2. It is important to notice that contrary

to a six-port system, the power level at the reference input port of a five-

port system must be the same for system calibration and operation, as the

constants depend on a1.

3.2.1 Evaluation of the output voltages

The RF voltages at the power detector input vb−3(t), vb−4(t) and vb−5(t) (see

Fig. 3.5) are obtained from (3.20) by calculating the band-pass representation



92 3.2. OPERATING PRINCIPLE OF THE FIVE-PORT SYSTEM

of the vectorial addition between the RF and LO signals.

vb−i(t) = < [
AiALOej2πfLOt + Bix(t)ARF ej2πfRF t

]
, i = 3 . . . 5 (3.25)

For identical power detectors over all five-port outputs, the three output

voltages vout−1(t), vout−2(t) and vout−3(t), may be represented as a combina-

tion of (3.25) and (3.16). Thus, we obtain:

vout−i = D{αiALO cos (2πfLOt + ϕi) (3.26)

+ βiARF [I(t) cos (2πfRF t + φi)−Q(t) sin (2πfRF t + φi)]}2

The terms αi and βi are, respectively, the magnitude of Ai and Bi, and

ϕi and φi are, respectively, the argument of Ai and Bi. By manipulating

equations [98] and supposing fRF = fLO, we obtain the expressions of the

output voltages vout−i(t) of the five-port discriminator:

vout−i =
D

2
α2

i A
2
LO +

D

2
β2

i A
2
RF

(
I2(t) + Q2(t)

)
(3.27)

+ DαiβiALOARF [I(t) cos(γi) + Q(t) sin(γi)]

where γi = φi − ϕi. We are interested in the third term of (3.27), which

contains the desired signal I/Q hidden by the other terms. Therefore, a

calibration procedure must be applied to reject the dc offset (first term) and

the even order term, and to regenerate the I/Q signals using equation (3.24).
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3.2.2 Calibration Principle

The calibration procedure determines three complex constants acal, bcal and

ccal to regenerate the complex envelope from the three output voltages using

equation (3.24). The method is based on the assumption that the power

level of the received modulated signal is lower than the power level of the

LO. This assumption allows us to neglect the second term of (3.27) and,

consequently, it makes vout−i(t) dependent only on the DC component, the

I and the Q signals. Calibration can be performed in 2 steps. First, an

RF signal with a known IQ sequence (length of T symbols) is injected into

the input of the five-port circuit, which generates 3 output voltages. The

dc-offset is evaluated by averaging them over all samples. After dc-offset

subtraction, these output voltages are used to solve:

Vout




acal

bcal

ccal




= KSEQ (3.28)

with Vout =




ṽout−3(1) ṽout−4(1) ṽout−5(1)

...
...

...

ṽout−3(T ) ṽout−4(T ) ṽout−5(T )




and (3.29)

KSEQ =




I(1) + jQ(1)

...

I(T ) + jQ(T )




(3.30)
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ṽout−i(t) = vout−i(t) − 〈vout−i(t)〉 where 〈.〉 defines the average. Next, using

the deterministic least squares method, the three coefficients are calculated:




acal

bcal

ccal




=
(
V T

outVout

)−1
V T

outKSEQ (3.31)

An easy way to simulate a known sequence of IQ symbols is to set a small

frequency-shift (∆f) between the RF and LO generators, both in CW mode.

This frequency-shift leads to a continuous and linear phase variation of the

complex envelope at the five-port system output. If the generators are well

synchronized and f remains constant, for T snapshots and sample frequency

fs = T∆f , the known IQ sequence corresponding to this complex envelope

variation may be represented by:




I(1) + jQ(1)

...

I(T ) + jQ(T )




=




cos(2π/T ) + j sin(2π/T )

...

cos(2πk/T ) + j sin(2πk/T )

...

cos(2π) + j sin(2π)




(3.32)

In order to validate this calibration technique, the measurement setup

shown in Fig. 3.13 is carried out. Two RF generators, namely, Marconi

2031 and HP 4432B, are connected to input ports 1 and 2 of the five-port

reflectometer, respectively. A 10 MHz clock synchronizes both generators and

a frequency difference of ∆f = 100 Hz is set between the RF input signals
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Figure 3.13: Measurement setup for five-port calibration.

sRF (t) and sOL(t). In order to simulate 100 IQ symbols equally distributed

on a circle in the complex plane, the sampling frequency of the acquisition

board is set at fs = 10 KHz. The carrier frequency is 2.4 GHz and the RF

generators are set to supply POL = 0 dBm and PRF = −20 dBm of power.

After performing measurements and dc-offset subtraction, the voltages

ṽout−3(k), ṽout−4(k) and ṽout−5(k) (k ∈ [1, T ]) are used to resolve (3.31).

From acal, bcal and ccal, the complex envelope of measured signals may be

calculated using (3.28). As a result, the complex envelope, seen in Fig. 3.14,

is useful to distinguish the calibration performance. If symbols are equally

distributed along a circle, the generated calibration constants are reliable.

The normalized calibration constants are acal = −0.48 + j 0.15, bcal =

0.86 + j 0.50 and ccal = −0.1 − j 0.42. The result presented in Fig. 3.14

confirms the efficiency of the method.



96 3.3. CONCLUSION

 

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1 
-1 

-0.8 

-0.6 

-0.4 

-0.2 

0 

0.2 

0.4 

0.6 

0.8 

1 

I(k) 

Q
(k

) 

Complex plane 

Figure 3.14: Normalized complex envelope after five-port calibration. POL =
0 dBm and PRF = −20 dBm. f = 2.4 GHz.

3.3 Conclusion

In this chapter, we presented the five-port circuit made up of a linear RF

circuit with five accesses and three power detectors. A description of this cir-

cuit and its implementation in microstrip technology for frequencies around

2.4 GHz was presented. The characteristics of the five-arm ring and the

power detector features were then explained. The complex envelope can be

evaluated by making power measurements of the five-port outputs. We pre-

sented the procedure for recovering the complex envelope of RF signals from

these three baseband measures. In order to accomplish power detection over

a large dynamic, a linearization fitting of the power detectors are employed.

A calibration procedure is used to set aright the five-port imperfections and

compensate phase and amplitude losses in the system cables.



Chapter 4

Digital beamforming system

using Five-Port reflectometer

INTRODUCTION

Modern communication systems such as the internet, online shopping,

video telephones, etc. allow users to access multimedia services at a high data

rate. Consequently, new challenges for the improvement of the communica-

tion link emerge, including interference and transmitted energy reduction,

and increased range and capacity. In upcoming years, smart antennas, such

as beamforming systems, will be massively employed as a high-performance

solution to these challenges [112].

The usual communication systems use omnidirectional and sectorised an-

tenna at a base station, whereas beamforming systems use an antenna array

to point the main lobe of the radiation pattern toward the useful signal di-

rection (or look direction) and the nulls toward jammer directions, thereby

enabling the introduction of an additional multiple access technique known

97
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as Spatial Division Multiple Access (SDMA).

We introduce a digital beamforming system for reception using the five-

port technique instead of classical I-Q demodulators. The system proposed

is a hybrid architecture in which beamforming is carried out in the baseband

after down conversion. The difficulty in designing and implementation cost of

reliable variable phase shifters and attenuators [113, 114] for smart antenna

applications makes the weighting process performed in the digital domain a

desirable option for future communication systems.

Both advantages and drawbacks of five-port discriminators are depicted

in Chapter 3. In digital beamforming systems, the same signal in the antenna

array output may be used in SDMA systems to generate different radiation

patterns according to the user’s location. That is, different users (or sets of

users) are focalised simultaneously, working as a parallel architecture.

The drawback of the system is the number of necessary demodulators

that must be equal to the number of antennas. According to [115], this

inconvenience can be alleviated using a fast RF switch for multiplexing the

signals from the array element outputs into a single RF demodulator.

In real communication systems, the beamforming system must be adap-

tive in order to take into account propagation channel variability due essen-

tially to users’ mobility. Despite the fact that measurements performed in

this work were carried-out in a stationary propagation channel and the signal

demodulation and beamforming used a non real-time process, the methods

employed are valid for working in a real-time process with non-stationary

channels.

Similarly, the discrimination between the jammers and useful signal is
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resolved independently from the beamforming system and is not presented

in this work. In communication systems, this discrimination may be done by

using a reference signal such as a training sequence or PN code [116].

In Section 4.1, some of the best known beamforming techniques are briefly

described. The beamformers and pattern synthesis techniques employed in

this work are then depicted, and simulations of radiation patterns using these

techniques are performed in Section 4.2. System performance is tested in

Section 4.3 by measuring the bit error rate for different numbers of antenna

array elements.

4.1 Abstract of best known techniques

In recent years, antenna array processing has been widely researched and

a number of algorithms have been developed for detecting targets or max-

imising power toward a desired source in radar and sonar systems, or for

attenuating the effects of interference in order to ensure an acceptable signal

to noise rate in the communication link [112]. Some of these techniques are

briefly described below.

The Multiple Sidelobe Canceller (MSLC) approach [12] is probably the

oldest beamforming technique. A main antenna is highly directive toward

the look direction and is not weighted, whereas some auxiliary antennas have

their outputs adaptively weighted. The technique consists of subtracting the

weighted and summed signals of the auxiliary antennas from the output

signal of the main antenna. The auxiliary antenna weights are adaptively

computed by minimising this subtraction. A more precise technique consists
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of computing antenna weights by maximising the signal to noise rate [117] at

the system output. The drawback of this technique is the need for a priori

knowledge on the noise covariance matrix.

The null-steering beamformer referred to as Dicanne [118] is used to can-

cel a plane wave arriving from a known direction and thus produces a null in

the response pattern toward the DoA of the plane wave. This is carried-out

by estimating the signal arriving from the direction of the jammers using a

conventional beamformer [119] and then substracting the result from each

element. This technique could be repeated for multiple interference cancella-

tion, but it becomes increasingly cumbersome as the number of interferences

grows.

Some array applications require several fixed beams that cover an angular

sector. In this case, fixed phase shifters, 90◦ hybrids, transmission lines and

directional couplers can be used in association with techniques such as the

Butler matrix [120] and Blass matrix [121] to perform fixed beams. Fixed

beams can also be formed by using lens antennas such as the Luneberg lens

or Rotman lens with multiple feeds.

The Linearly Constrained Minimum Variance (LCMV) beamformer [122]

is designed by minimising the array output power subject to a set of linear

constraints. It is assumed that the signal arriving from the look direction

has a desirable gain, whereas interfering signals have gains equal to zero.

Griffiths and Jim proposed an efficient implementation of the LCMV

method, which is referred to as the Generalised Sidelobe Canceller (GSC),

where the constrained optimisation problem is transformed to an uncon-

strained optimisation problem [123]. GSC is a two-stage scheme. The first
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stage takes the array signals as input and produces a set of multiple outputs,

which are then weighted and combined in the second stage to produce the

array output. This two-stage concept is called beam spacing processing and

has been extensively studied [124, 125, 126].

Radiation pattern synthesis can be carried-out by controlling the array

excitation in order to produce low sidelobe patterns or very accurate approx-

imations of chosen radiation patterns. The array excitation at the input of

antennas may use defined distributions of the magnitude of signals. This

is referred to as line sources and are used to control the sidelobe level and

beamwidth, such as the Dolph-Chebyshev and Taylor synthesis [13].

Classically, antenna weights can be adaptively updated by means of stochas-

tic approaches such as LMS (least mean square) or RLS (recursive least

square) [127] that use closed loop systems. These systems use feedback,

which is derived from the system output. The steady-state is reached after

a convergence time that varies according to the technique used. Other op-

timisation techniques use a reference signal to generate an error signal that

is used to control the weights [12, 128]. Weights are adjusted such that the

mean square error (MSE) between the array output and the reference signal

is minimised.

However, some beamforming systems can overcome the need for the feed-

back present in adaptive systems, since optimum antenna weights can be

computed directly from the direction of arrival of useful and interfering sig-

nals [115]. In this way, a open loop system of one stage is carried out in this

work.
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Beamforming for mobile communication systems

The implementation of beamforming for communication systems on com-

pact and handheld arrays is a recent area of research. In 1988, Vaughn [129]

achieved an adaptive beamforming that worked for units moving at pedes-

trian speeds.

In 1999, Braun [130] reported indoor experiments using a single stationary

narrowband transmitter and a two-element handheld antenna array. In [131],

Dietrich reports an investigation of adaptive beamforming performance using

four array elements with different polarisation configurations. The system

was tested in indoor, rural, suburban and urban environments.

An introduction to digital beamforming for mobile communications is

found in [132]. More recently, Hattenberger [115] studied ADC and digital

circuit performance, such as DSP (Digital Signal Processor) and FPGA (Field

Programmable Gate Array), in order to propose solutions for hybrid digital

beamforming.

The implementation of the beamforming system proposed in this chapter

aims to maximise the useful signal strength at the system output as well as

attenuate strong interference. No sufficient measurements were carried-out

in different environments to compare the system performance to other ex-

periments. Array antenna, RF and digital circuits, signal bandwidth and

propagation channel configurations were used according to available condi-

tions in the laboratory and do not correspond to the features of other systems

for relevant comparisons.

Among the best known beamforming techniques presented above, a simple
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one-stage structure with no need for feedback is chosen. The signal model

and algorithms used in the beamforming procedure are described in the next

section.

4.2 Antenna array processing

Similarly to the principle of DoA estimators described in Chapter 2, the signal

modeling for the beamforming techniques used in this work supposes far-field

conditions, a homogeneous medium and a narrowband signal. The signal

bandwidth is subject to the following condition: The modulation function

must not vary between the arrival time at the first and last array elements.

That is, the crossing time is ignored in comparison to the inverse of the signal

bandwidth.

We assume N signals sn impinging on a uniform linear array (ULA) of

M elements (N < M) from N different sources (see Fig. 2.1 in Chapter

2), where one source radiates the useful signal, while N − 1 sources radiate

undesired signals and are considered as strong agents of noise. Although

these signals may share the same frequency channel, they are assumed to be

uncorrelated, which is not uncommon in communication systems.

Let ym(t) denote the total signal induced due to all N directional sources

and background noise on the mth array element, given by:

ym(t) =
N∑

n=1

gr(θn)e−j2πfoτm(θn)sn(t) + no(t) (4.1)

where no(t) is the random noise component assumed AWNG with zero mean
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and variance equal to σ2
o . τm(θn) is the time delay of the nth source between

a reference antenna and the mth array element and can be modelled as (1.1).

The parameter gr(θn) is the radiation pattern of the mth element at the angle

θn. Regarding the antenna array, the equivalent baseband of (4.1) at time k

can be expressed in matrix notation as in (2.1):

x[k] = As[k] + no[k] (4.2)

The matrix A ∈ CM×N made up of N steering vectors a(θn) and the vectors

x[k], s[k] and no[k] are depicted in Chapter 2. In this model, instead of

impinging signals as a result of multipath propagation, the signals picked up

by antennas are from independent sources.

4.2.1 Beamformer models

Consider a narrowband beamformer, shown in Fig. 4.1. After down-conversion,

signals associated to each element are multiplied by a complex weight and

summed to form the array output. From the figure, it follows that an ex-

pression for the array output xw[k] is given by:

xw[k] =
M∑

m=1

w∗
mxm[k] (4.3)

where (.)∗ denotes the complex conjugate. Representing the weights of the

beamformer in matrix notation as:

w = [w1, w2, ..., wM ]T (4.4)
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Figure 4.1: Digital narrowband beamformer structure.

the output of the beamformer becomes:

xw[k] = wHx[k] (4.5)

where the superscripts T and H, respectively, denote the transpose and com-

plex conjugate transpose of the vector or matrix. Throughout this chapter,

w and x[k] are referred to as the weight vector and the signal vector, respec-

tively.

If the components of x[k] can be modelled as zero mean stationary pro-

cesses, then for a given w, the mean output power of the processor is given

by:

P (w) = E[xw[k]x∗w[k]] = wHRxw (4.6)

where E[.] denotes the expectation operator and Rx is the cross-spectral

matrix. Rx can be estimated using the covariance matrix of x[k] given by

(2.4). Replacing w in (4.6) by the steering vector of a signal arriving from a
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known direction θo, we obtain maximum output power P (θ) in this direction.

P (θ) = a(θo)
HRxa(θo) (4.7)

This simple approach is known as the conventional beamformer or delay-

and-sum beamformer [119] and its only purpose is to maximise power in

the look direction. This is achieved by replacing a(θo) in (4.7) by the es-

timated steering vector of the signal in the look direction âUS(θ), which is

determinated previously.

The LCMV algorithm developed by Veen [133] and the unconstrained

beamformer [12] for minimising interference effects from the total signal re-

ceived are depicted below.

LCMV method

The principle of the LCMV technique is to minimise output power under

the condition that the signal arriving from the look direction has a desired

gain gw, whereas interfering signals have gains equal to zero. Assuming the

response vector u a column vector of N real elements containing the chosen

gains, and the constraint matrix Câ ∈ CM×N made up of the estimated

directional information âUS(θ) ∈ CM×1 and ÂI(θ) ∈ CM×(N−1) of useful and

interfering signals, respectively, the relation between w, u and Câ is given by:

CH
â w = u (4.8)
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âH
US(θ)

ÂH
I (θ)


 w =




gw

0N−1


 . (4.9)

where ÂI(θ) = [âjam1 , . . . , âjamN−1
] is the concatenation of N − 1 estimated

steering vectors of the jammers and 0N−1 is a zero column vector made up

of N − 1 elements.

The constraints are assumed linearly independent. Thus, the rank of Câ

is N . Furthermore, the number of linear constraints N must be less than the

number of elements M . Therefore, from (4.6) and (4.9), we seek the weight

vector w that satisfies the following criterion:

min
w

wHRxw under the constraint CH
â w = u (4.10)

Assuming gw = 1, the above equation is resolved by using the Lagrange

multiplier [115]. The optimum weight vector is:

ŵ = R−1
x Câ(C

H
â R−1

x Câ)
−1u (4.11)

Substituting (4.11) in (4.6), we find the mean power relation for the

LMCV technique.

Unconstrained beamformer

Let an M-dimensional complex vector w represent the weights of the beam-

former shown in Fig. 4.1 that maximise the output SNR. For an array that
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is not constrained, an expression for w is given by [12, 134, 135]:

ŵ = µoR̂
−1
N+I âUS(θ) (4.12)

where R̂N+I is the estimated array correlation matrix of the noise plus inter-

ference signals, that is, it does not contain any signal arriving from the look

direction; and µo is an arbitrary constant.

The proposed system depicted in the next section assumes the power of

thermal noise much less than the sum of power of all interfering signals, since

the useful signal is narrowband. Thus, the unconstrained beamformer can

be expressed as:

ŵ = µoR̂
−1
I âUS(θ) (4.13)

where R̂I can be calculated using:

R̂I = ÂI(θ)ÂI(θ)
H (4.14)

By replacing (4.14) in (4.13), the unconstrained beamformer can be given

by:

ŵ = µo(ÂI(θ)ÂI(θ)
H)−1âUS(θ) (4.15)

For both techniques, the direction of arrival of useful and interfering sig-

nals as well as the covariance matrix of the signal vector are estimated as

shown in Chapter 2.

By using the mean power relation in (4.6) for LMCV and unconstrained

beamformers, the simulated radiation pattern for both techniques is plotted
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as shown in Fig. 4.2. The radiation pattern of a conventional beam towards

the look direction is also compared. A uniform linear array of 10 omni-

directional elements and inter-element spacing equal to λ/2 is used.

Three interfering signals and a useful signal impinge on the antennas with

different DoAs. The jammers arrive on the array with azimuth angle 47◦,

13◦ and −52◦, whereas the look direction is 15◦. All impinging waves are

assumed to be plane and the signals are assumed to be narrowband and

uncorrelated. In Fig. 4.2, the vertical dashed lines corresponds to the DoA

of the true signals.
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Figure 4.2: Simulated radiation pattern computed according to different tech-
niques. M = 10. The DoA of the jammers is 47◦, −13◦ and −52◦ and the
DoA of the useful signal is 15◦.

The radiation patterns illustrated above show an unbiased angular re-

sponse of the conventional and unconstrained beamformers in focalising on

the look direction. The LCMV radiation pattern presents a slight displace-
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ment of less than 2◦ of the main lobe peak. It is also observed that the

conventional beamformer performs the narrower main lobe.

As expected, the conventional beamformer pattern does not present any

null with regard to the direction of the jammers. Attenuations from 38 dB

to 46 dB are observed at the DoA of the jammers when the unconstrained

beamformer is used, whereas attenuations exceed 50 dB when the LCMV

beamformer is used.

The jammer attenuations performed by both the LCMV and uncon-

strained beamformers are sufficiently high and in comparison to the look

direction gain, the difference between them may be ignored. The better

performance of the unconstrained beamformer in steering toward the look

direction without bias suggests the use of this technique.

4.2.2 Pattern synthesis

According to [13], beamwidth and sidelobe levels of the radiation pattern

depend on the magnitude of weighting constants. The radiation pattern

control is based on the displacement of nulls in the radiation pattern. That

is, the zeros of the pattern function are adjusted so that the desired radiation

pattern is created. Array pattern zero locations are related to the distribution

of line sources (or aperture taper) by means of a variance of the Fourier

transform.

The normalised broadside radiation pattern in far field of a line source of

length M × d as a function of the azimuth angle Φ is given by:

S(u) =
sin πu

πu
(4.16)
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where u = Md
λ

sin Φ. This sinc function is a Fourier transform of a rectangular

line source with 13 dB of sidelobe level. This level is relatively high and can

be attenuated by using a polynomial, such as the Taylor polynomial, to

equate the array distribution and produce the desired sidelobe level.

Taylor line source synthesis

The array distribution defined as a function of the element position (ς) is

computed by means of the Taylor polynomial [13] by:

h(ς) = S(0) + 2
∑
u∈Ω

S(u) cos

(
2uπς

Md

)
(4.17)

where S(u) is defined as follows [136]

S(u) =
sin πu

πu

∏
u∈Ω

1− u2/u2
n

1− u2/n
(4.18)

The values un represent the η nulls of S(u) and Ω = 1, 2, . . . , η. Assuming

that:

ASL =
1

π
cosh−1 r (4.19)

and

σ =
n̄√

A2
SL + (n̄− 1

2
)2

(4.20)

un may be expressed by:

un = ±σ

[
A2

SL +

(
n− 1

2

)2
] 1

2

for near sidelobes (1 ≤ n ≤ n̄)

= ±n for far sidelobes (n̄ ≤ n ≤ η) (4.21)
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where r is the sidelobe level that is usually mentioned in dB form (SLdB =

20 log10 r) and n̄ ∈ Ω is an optimized integer for each array configuration. Far

sidelobes represent lobes away from the main beam, whereas near sidelobes

are closer to the main lobe.

According to (4.21), the Taylor synthesis produces a pattern function

with zeros far from the main beam at locations that correspond to the uni-

form illumination, whereas zeros closer to the main beam are chosen in a

similar way as in the Chebyshev pattern [137]. For small n̄, near sidelobes

are not controlled and distortions may occur in the radiation pattern. For

large n̄, h(ς) may experience a non-monotonic distribution [13], which is im-

practical for arrays of few elements. Optimised values of n̄ for different array

configurations are suggested in [138].

Fig. 4.3 and Fig. 4.4 show the simulation of a radiation pattern synthesis

for three different spatial windows: rectangular (uniform), Taylor and Cheby-

chev distribution for M = 20, SLdB = 30 dB and n̄ = 4. It is clear that the

sidelobe control is only performed for Taylor and Chebychev distributions

and that for uniform distribution the narrowest main beam is synthesised.

In Fig. 4.3, where the line-sources are plotted, a non-monotonic behaviour

in the array extremities for the Chebychev distribution is seen, which con-

stitutes a disadvantage. The hybrid control of zeros for the Taylor spatial

window performs lower levels of far sidelobes, even below SLdB, as seen in

Fig. 4.4.

In the case of a non-stationary propagation channel, interfering signals

may escape from the narrow null zones before being held again. Attenuated

sidelobe levels can avoid a sudden drop of the signal to interference plus noise
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Figure 4.3: Line-Source for M = 20 and SLdB = 30 dB.

rate (SINR) in such a situation. A combination of both pattern synthesis

and beamformer concepts may be used to control the radiation pattern of

an antenna array at best. The aim is to steer the array in the look direc-

tion, produce nulls in the jammer direction and control the beamwidth and

sidelobe level.

Some conflicts may occur when the pattern synthesis and beamformer

are used together, as will seen be in next section, and trade-offs must be

respected.

4.3 Experimental setup

In a non-reflective environment, the proposed system [139] is tested using the

following configuration: at the level of the emitter, two directive antennas
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Figure 4.4: Radiation Pattern corresponding to the Line-Source distributions
presented in Fig. 4.3.

radiate the interferers and are located at an angle of 36◦ and −34◦ to the

orthogonal axis of the antenna array baseline of the receiver. Another an-

tenna located at angle 18◦ radiates the useful signal. All antennas are placed

6 meters from the reception array.

At reception, a uniform linear array (ULA) of seven antenna elements is

used. The antenna elements are positioned as a ULA on the H-plane of the

antenna with element spacing equal to λ/2. A low-noise amplifier with a gain

GLNA = 20 dB and a noise factor NF = 2.5 dB is integrated to each antenna

element. Quasi-yagi antennas [140] with gain GY agi = 6 dB implemented in

planar technology are used for both the reception and transmission systems as

radiating elements. The mutual coupling of quasi-yagi antennas is assumed

very small and thus is ignored.
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The antenna features and the receiving circuitry, including five-port dis-

criminators used as demodulators, are better depicted in Chapters 3 and

5.

The frequency of the received signals is around 2.4 GHz and the data rate

is about 5 kbps using a QPSK modulation. A slight difference in the car-

rier frequency of the signals makes them incoherent. After down-conversion,

the DSP performs the signal demodulation, the direction of arrival (DoA)

estimation of the RF signals and the evaluation of the weighting factors for

the digital beamforming process. Using (4.5), the signal vector x[k] is then

weighted and the bit error rate (BER) can be evaluated.

Two experimental setups are performed. They are carried out in a large

room with a high ceiling and walls spaced far apart in order to reproduce a

non-reflecting environment. Absorbers cover all the floor space between the

transmitters and the receiver. The power level of arriving signals is measured

by a wattmeter at the level of the receiving antennas.

In the first setup, the power of the jammers at the receiver is about −62.5

dBm and −57.8 dBm and the power of the useful signal varies from −67.5

dBm to −64.5 dBm. In Fig. 4.5, the floor plan of the measurement site is

illustrated. The DoA of the three signals is well estimated (see Fig. 4.6) by

the five-port/MUSIC system.

Fig. 4.7 shows the simulated radiation pattern for 7 elements when using

two different weighting models. The Model 1 is expressed by [13, 119]:

ŵ = IM [diag(âUS(θ))h(ς)] (4.22)
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Rx 

Txjam1 

Tx jam2 

θ 

TxUS 

Figure 4.5: Floor plan of the measurement site for the first experiment. Rx,
TxUS, Txjam1 and Txjam2 correspond to the receiving antenna, transmitter
of useful signals and transmitters of jammers, respectively.

and uses only information âUS(θ) from the DoA of the useful signal and h(ς)

(4.17). That is, the vector w is computed according to the conventional

beamformer in association with pattern synthesis. IM ∈ CM×M and diag(.)

denote the identity and diagonal matrices, respectively.

The Model 2 is computed using the unconstrained beamformer (4.15) and

pattern synthesis (4.17).

ŵ = (ÂI(θ)ÂI(θ)
H)−1 [diag(âUS(θ))h(ς)] (4.23)

For both models, SLdB is set 20 dB by the Taylor spatial window. Lower

sidelobe level could produce a very large beamwidth, since the antenna aper-

ture is relatively small. The element pattern gr(Φ) on the H-plane of the

antenna was determined by simulation and is taken into account in order to

compute the array radiation pattern.

Nulls are observed in the radiation pattern at the direction of arrival of

the interfering signals when using Model 2. In Model 1, one of the interfering
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Figure 4.6: DoA Estimation (MUSIC) of three non-coherent signals for M =
7. Transmitters situated at the azimuth angles −34◦, 18◦ and 36◦.

signals is incident on the main lobe because of its large beamwidth. It causes

an attenuation of 10 dB, which is less than a classical rectangular sidelobe

level.

Vertical and horizontal dashed lines denote the DoA estimates of incident

signals and the sidelobe level set by the line source, respectively.

For both models, far sidelobes are observed with very low levels due to

the directivity of the elements. One near sidelobe could not be controlled by

the Taylor tapering due to the divergence between un and the DoA of the

jammers when using Model 2. Errors due to the difference between pattern

zero locations and the direction of arrival of the jammers can be alleviated

by reducing the sidelobe level set by the taper.

Fig. 4.8 illustrates the bit error rate (BER) as a function of the signal
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Figure 4.7: Radiation Pattern for M=7 and SLdB=20 dB.

to interference plus noise ratio (SINR) when using Model 2 and 7 elements

in the reception array. This graph exhibits the adequate performance of the

five-port and beamforming system in demodulating the useful signal even in

the presence of high interference.

In the second setup, the same configuration is conserved, but the jammers

are removed. Model 1 is used in order to achieve a smaller sidelobe level.

The BER as a function of the power of the useful signal at the input of

the receiver with array of 1, 3 and 5 elements is shown in Fig. 4.9. The

input power varies from - 92.5 dBm to -87.5 dBm. As expected, better

performance for larger arrays is observed because the antenna array gain is

directly proportional to the number of elements. A BER of 10−3 is achieved

when the useful signal power is about -88 dBm and 5 array elements are

used.
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Figure 4.8: BER vs. SINR for jammers with power Pjam1 = −62.5 dBm and
Pjam2 = −57.8 dBm and useful signal power varying from −67.5 dBm to
−64.5 dBm.

4.4 Conclusion

There are several algorithms used to modify the radiation pattern of an

antenna array. Some techniques use a reference signal to steer the array

toward a given direction, and others use the DoA and covariance matrix

information to control the beams. Synthesis pattern is performed by filtering

the excitation of the antenna array.

In this chapter, we presented simulations of the radiation pattern us-

ing conventional, unconstrained and LCMV techniques in order to maximise

power in the look direction and attenuate the interference level. Uniform,

Taylor and Tchebyshev line source syntheses are implemented to simulate

the radiation pattern.
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Figure 4.9: BER vs. useful signal power for 1, 3 and 5 antenna elements and
useful signal power varying from - 92.5 dBm to -87.5 dBm.

A digital beamforming system using five-port discriminators, conventional

and unconstrained beamformer associated with Taylor tapering is then im-

plemented and tested through BER relation. The results in Fig. 4.8 show the

ability of the proposed system to perform spatial filtering well and provide

higher gain (and smaller BER) in the useful signal direction even in presence

of a strong interference level. For BER = 10−3, the SINR is about −9.25 dB.

In the absence of jammers, the linear relation between the antenna array

gain and the number of elements are observed in Fig. 4.9. When 5 elements

are used, the minimum detectable signal (about −88 dBm) of the receiver

defined to a BER of 10−3 demonstrates the adequate sensitivity of the system

compared to monochannel five-port systems.

However, due to the limited number of measurements and configuration
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of the experimental setups, the results could not be compared to those of

other existing digital beamforming systems.
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Chapter 5

Measurement setups and

results

INTRODUCTION

In the present work, we first described the theory and specifications of the

chosen sounding technique. Then, a number of tools used for data processing

and RF measurements were presented. Finally, a number of experiments

carried out through the years of the thesis are presented in this chapter.

The measurement setup of a direction finding system and a channel

sounder using five-port discriminators in different configurations are depicted

in increasing order of complexity. The quasi-Yagi antenna and the descrip-

tion of the multichannel measurement system, including the calibration pro-

cedure, are presented first. Next, simulations of a propagation channel with

cables and directive antennas are described, followed by the measurements

of an indoor propagation channel.

123
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TECHNOLOGY

5.1 Quasi-Yagi antenna implemented in mi-

crostrip technology

In order to characterize the propagation channel in the chosen band, the

antennas must satisfy a number of features, such as wideband (about 20%

around 2.4 GHz), relatively stable radiation pattern in function of frequency,

feasible implementation in antenna array, low level of mutual coupling and

low production cost.

Among wideband antennas, planar antennas have a number of advantages

over wired antennas: Fabrication is easier, the overall dimensions are reduced

and this technology enables a feasible association between the antenna and

other elements of the RF front end, such as low-noise amplifiers (LNA) [53].

Microstrip antennas that use planar technology consist of an electrical

conductor of the desired shape printed on a dielectric material. A ground

plan is generally placed under the dielectric.

The quasi-Yagi implemented in microstrip technology [141] (see Fig. 5.1)

is a compact, one-layer and linearly polarized antenna and can achieve a

large passband. The mutual coupling between two quasi-Yagi antennas is

small [142], enabling their use in antenna array applications. Therefore,

this technology was chosen as the radiating element for the receiving and

transmitting systems.

The antenna features, loss return and radiation pattern are presented in

[53]. Vu presents the implemented antenna with passband of about 800 MHz

around 2.4 GHz. The antenna radiation is stable in the H-plan with a 3dB

bandwidth of 125◦ where fo = 2.4 GHz. The gain at 0◦ is about 6 dB and
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Figure 5.1: Photograph of a quasi-Yagi antenna implemented in microstrip
technology for working around 2.4 GHz. Dimensions: 130 × 65.5 mm. Scale
1:2

its mean value over the entire band is about 5.5 dB. The mutual coupling

between two elements placed on the H-plane of the antennas is below -17 dB

at 2.2 GHz, -19 dB at 2.4 GHz and -23 dB at 2.6 GHz.

The employed substrate is Epoxy, with a dielectric permittivity of 4.1 and

the dimensions of the antenna are 65.5 × 13 mm. Each antenna is associated

to an LNA of a gain equal to 20 dB from 2.3 to 2.4 GHz. The same substrate

used for printing the antenna is used as printed chip board for the LNA. The

LNA model is HMC 286 [143] from the Hittite microwave corporation.

5.2 Description of the multichannel measure-

ment system

As reported in Chapter 3, five-port discriminators measure the complex ratio

between two input RF signals. When used as a receiver for communication

systems, one of the ports is connected to the receiving antenna and another

port receives a reference signal known as the local oscillator (OL). Through-
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out this chapter, the input signals connected to the receiving antenna and

local oscillator are referred to as RF signal and LO signal, respectively.

When a multi-antenna system is used, the LO signal is of great importance

for the use of antenna processing techniques that are based on the phase ratio

between array elements.

Let us assume an antenna array of M elements, where each element is

connected to a single five-port discriminator. If LO signals with the same

reference phase Φ are available for all five ports, the ratio xµ

xν
between the

complex envelopes of two arbitrary discriminators µ and ν can represent the

phase ratio between the RF signals of the five-ports µ and ν. Consequently,

if cables and circuits of identical length are used between antennas and the

five-ports, xµ

xν
can also represent the phase ratio between the µth and νth

array elements.

Multitones were chosen as the sounding technique employed in this work

and use the same signal that is transmitted and filtered by the propagation

channel as the reference signal of the five-port discriminator. A power divider

is used to split the generated signal in order to supply the transmitting

antenna and local oscillator.

The phase component of the channel transfer function is the key to this

technique. The time delay solution is achieved by measuring the phase ratio

between responses from different frequencies. The response for each fre-

quency is measured directly from the complex envelope of the five-port.

As the length of cables and circuits in a parallel array system is rarely

identical, a calibration procedure is necessary to compensate phase in the

RF front end. Calibration also sets reference values in the angle and time
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domain as well as the power of input signals.

5.2.1 Calibration of a multichannel system

As stated in Chapter 3, a calibration must be performed to compensate for

the five-port imperfections that give rise to an unbalance between output

ports.

In the present work, the relative phase between array elements and be-

tween frequency tones is important. Thus, the calibration procedure pre-

sented in Section 3.2.2 also performs the phase and amplitude compensation.

For a multichannel system, the calibration procedure must be employed

for all frequency tones and five-ports (antennas). The calibration is carried

out using a transmitter (Tx) with single antenna that radiates the calibrating

signals toward a receiving array (Rx), as illustrated in Fig. 5.2. The distance

between the calibrating antenna Tx and Rx must ensure a far-field condition

and the propagation channel must be non-reflective, such as free space.

 
Free space 

Tx 

LNA 

Rx 

Cables 

S21 measurement 

Five-port 1 

Five-port M 

Figure 5.2: Calibration structure of a multichannel system.

As the antenna array has a parallel architecture, the same plane wave



128
5.2. DESCRIPTION OF THE MULTICHANNEL MEASUREMENT
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is picked up by all antennas and simultaneously measured by the five-ports.

However, the Multitone technique carries out a discrete sweep of frequencies

and their corresponding signals are measured as a function of time.

The system configuration during calibration measurements, such as the

relative location between the transmitter and receiver, the length of the cables

and the power of the transmitter and LO, determines the references for the

DoA and time delay estimation.

For detecting the DoA and time delay of the paths, their estimated val-

ues must be analyzed according to the positions of Tx and Rx. That is, the

orthogonal axis of the antenna array baseline used as the angle reference is

the straight line between the calibrating antenna and the geometrical center

of Rx. The estimated time delay of a path is compensated by the propa-

gation time in cables and free space measured in the calibration procedure.

Since this part of time delay is deleted, the system benefits from the entire

observation window (1/∆f).

According to the calibration principle reported in Section 3.2.2, the effect

of an RF signal with a known IQ sequence can be reproduced by setting

a small frequency shift between the RF and LO signals. In this case, two

generators are used in the calibration procedure and the number of pseudo

charges in the complex plan depends on the sampling frequency and the

frequency shift between the RF and LO signals. This method is used for

calibrating the direction-finding system presented below.

The sounding system is calibrated using only one RF generator and mod-

ulated signals. QPSK modulated signals are transmitted using carrier fre-

quencies that change according to the step mode technique. That is, the
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carrier frequency changes discretely as a function of time. The local oscilla-

tor port receives the CW signal available on the back of the generator. Thus,

for each frequency, three calibration constants are computed according to

(3.31).

For experiments where multipath phenomena are simulated by directive

transmitting antennas, the calibration configuration is as follows: The dis-

tance between Tx and Rx is 5.48 m. The transmitted power at the antenna

input is about 9 dBm and the power at the LO input is about -15 dBm. A

bandwidth of 1 KHz is used and the sampling frequency is set at 8 KHz. Fig.

5.3 shows the normalized complex envelope of measured signals collected for

the calibration procedure. These measured data correspond to a specific

five-port and frequency.
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Figure 5.3: Normalized complex envelope after propagation channel calibra-
tion at f = 2.4 GHz.



130 5.3. DIRECTION FINDING SYSTEM

The dashed lines indicate the phase of the calibration constants. The

square shape of the constellation and the phase balance between the axes of

the five-port discriminator signifies that the computed calibration constants

are reliable.

For experiments in realistic environments, the calibration strategy was

changed. The transmitted power is about 2 dBm. However, the distance

between Tx and Rx is reduced to 3.50 m and the power at the LO input

is increased to -3dBm to compensate the complex envelope strength. A

trade-off between RF and LO power is needed to avoid ADC saturation, in

particular in calibration procedure. Since the LO power must be the same

for both calibration and channel measurement procedures, strong LO signals

is preferable for realistic measurements, as reported in [144].

5.3 Direction finding system

Direct detection of the direction of arrival (DoA) with no frequency conver-

sion simplifies the design of DoA measurement systems and alleviates base-

band processing. The phase shift between antennas is directly measured by

the five-port to estimate the DoA of RF signals.

5.3.1 DoA system simulation using cables and microstrip

circuits

An initial experiment consisting of cables, phase-shifters and power dividers

(PD) is implemented for simulating a propagation channel and phase-shift



CHAPTER 5. MEASUREMENT SETUPS AND RESULTS 131

between virtual antennas. Fig. 5.4 shows the electrical schema, in which two

signals are simulated and measured by three five-port discriminators.
 

DSP DoAs 

Five-ports 

LO generator RF generator 

Phase 

shifters 

PD's 

A/D 

Figure 5.4: Simulation of a direction finding system consisting of cables,
phase-shifters, power dividers and five-port discriminators.

This circuit simulates an ideal system, neglecting phase errors due to mu-

tual coupling between elements, geometric non-linearity of the array, parasitic

multipath signals and non-plane waves. Phase-shifters and power dividers are

implemented in microstrip technology on a FR4 substrate (εr = 4.7).

The signals that represent the two plane waves are phase-shifted and

summed before reaching the five-ports. This corresponds to the summation

of all incident waves on the antenna. The schema in Fig. 5.4 corresponds to

a simulation of two coherent signals. A trial with incoherent signals is also

performed, in which two generators with a slight frequency shift are used as

transmitters.

In order to simulate DoAs of -28◦ and 14◦, phase-shifters of -84.5◦ and

43.5◦ between consecutive microstrip lines at 2 GHz is used. A virtual

inter-element spacing of λ/2 was considered for designing the desired phase-

shifters. This information is very important for matching the steering vector
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to the virtual array geometry.

Two algorithms are used for processing data and estimating DoA. MU-

SIC is employed as a DoA estimator preceded by Forward-Backward (FB)

averaging [11] used for decorrelating coherent sources. The FB averaging

technique is a less efficient decorrelating technique than Spatial Smoothing,

but is more feasible when antenna arrays of a small number of elements are

used.

Fig. 5.5 shows the results of the DoA finding system simulated by cables

and microstrip circuits. Accurate values were found for both incoherent

and coherent signals after the decorrelating processes. Without using any

decorrelation method, detection errors are present for coherent signals.
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Figure 5.5: Simulation of a direction finding system consisting of cables,
phase-shifters, power dividers and five-port discriminators. Theoretical
DoAs: -28◦ and 14◦. fc = 2 GHz.
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5.3.2 DoA finding experiment using a ULA

As in the beamforming experiments presented in Chapter 4, the experimental

setup is carried out in a non-reflective environment. The aim is to avoid any

parasitic signal due to the multipath and only consider signals from directive

antennas placed at known locations.

At the level of the emitter, three directive antennas are located at an angle

of -25◦, 16◦ and 57◦ to the orthogonal axis of the antenna array baseline of

the receiver and radiate the RF signals. All antennas are placed 6 meters

from the reception array and only CW signals at 2.4 GHz are transmitted.

At reception, a uniform linear array (ULA) of 8 array elements is used.

The elements are positioned as a ULA on the H-plane of the antenna with

element spacing equal to λ/2. A low-noise amplifier with a gain GLNA = 20

dB and a noise factor NF = 2.5 dB is integrated to each antenna element.

The photograph of the receiving ULA made up of quasi-Yagi antennas and

LNAs is shown in Fig. 5.6.

Each antenna element is connected to Port 2 of the five-port discrimina-

tor, whereas Port 1 receives the LO signal. Each five-port output is connected

to a sample/hold (S/H) that freezes the low frequency signal for a period of

time. This time must be enough to assure a simultaneous conversion by the

12 bit A/D converter. In baseband, the DSP performs the direction of arrival

(DoA) estimation of the RF signals. The measurement setup is illustrated

in Fig. 5.7.

The blocks S/H, Multiplexer and A/D are performed by the signal con-

ditioning device SC-2040 and acquisition board PCI-MIO-16 E-1. Two 8-
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LNA 

Figure 5.6: Receiving ULA composed of quasi-Yagi antennas and LNAs in-
tegrated on the antenna substrate.

Table 5.1: DoA estimates of 3 coherent sources using ULA array.
Theoretical DoAs MUSIC estimates

-25◦ -24◦

16◦ 15◦

57◦ 58◦

channel SC-2040s are associated to each acquisition board with 16 single-end

channels. Both devices are manufactured by National Instruments. The

acquisition board is connected to a PC Pentium III via PCI bus.

Fig. 5.8 shows the estimation detection when coherent and incoherent

sources are tested. Spatial Smoothing (SS) is applied when coherent sources

are present. As there are 8 elements in the receiving array, the size of the

subarrays is set at 5, as suggested in [86]. The number of snapshot T = 100.

Tab. 5.1 presents the theoretical and estimated values of this experiment

setup.



CHAPTER 5. MEASUREMENT SETUPS AND RESULTS 135

 

 
DoAs 

S/Hs Five-ports 
LNAs 

Receiving array 

LO 

M
U

X 
 A/D DSP 

 

Figure 5.7: Measurement system of the direction of arrival of RF signals.

We have an accurate estimation with a maximum error of 1◦ when the

decorrelating technique is applied before the MUSIC estimator. However,

the MUSIC estimator fails to correctly compute its spectrum when the SS

technique is not applied.

In order to measure the Doppler-shift of incident signals, a trial is per-

formed with two antennas transmitting CW signals as illustrated in Fig. 5.9.

One of the antennas is stationary, whereas the second moves in the radial

direction of the antenna array. This displacement is performed manually.

The operating frequency is 2.4 GHz; the sampling frequency is fs = 20 Hz;

and the number of samples is Ns = 50. Ns and fs determine the Doppler

resolution and Doppler window, respectively.

The relative azimuth angles and speed of the transmitting antennas in

comparison to the receiver is as follows: For the first antenna θ1 = 20◦ and

v1 = 0 m/s, and for the second antenna θ2 ≈ −17◦ and v2 ≈ 1 m/s. The

approximated speed of the second antenna produces a Doppler-shift of 8 Hz.

Fig. 5.10 compares the MUSIC estimates with the approximately calculated

theoretical values.
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Figure 5.8: Experimental results - DoA estimation of three coherent sources
using MUSIC and SS techniques. M=8, subM = 5, fc = 2.4 GHz, T = 100

The estimated values are 22◦ and 0.5 Hz for the first source and -17◦,

and 10 Hz for the second source. Taking into consideration the imprecision

in knowing the realistic value of v2, this result is satisfactory for verifying

system capability in measuring the Doppler-Shift.

5.3.3 DoA finding experiment using a uniform rectan-

gular array (URA)

In this section, estimation results on the elevation and azimuth angle of RF

signals are presented. Only CW signals are transmitted and the system

operates at 2.4 GHz. The receiving array is made up of 14 antennas forming

a 7 × 2 uniform rectangular array. The RF front end is the same as in Fig.

5.7 and the experiments are carried out in a non-reflective environment.
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θ 

v1 = 0 m/s 
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Figure 5.9: Scenario of a DoA and Doppler-shift simulation performed by
directive antennas. The arrows correspond to the directive antennas and
point to the receiving array.

Table 5.2: Azimuth and elevation angle estimation of 4 incoherent signals.
Theoretical values
(Azimuth, Elevation)

MUSIC estimates
(Azimuth, Elevation)

-18◦, -4.5◦ -15◦, -5.5◦

-53◦, 21◦ -50.5◦, 21◦

20.5◦, -15◦ 22.5◦, -13.5◦

52◦, 7◦ 51.5◦, 13◦

Two experimental trials are performed. In the first, 4 non-coherent signals

with different DoAs are simulated by 4 directive transmitting antennas. Fig.

5.11 and Tab. 5.2 show the system performance in estimating the azimuth

and elevation components of the DoAs using the MUSIC algorithm. The

MUSIC pseudo-spectrum is plotted as a contour map, on which the peaks

are indicated by the direction of the spectrum gradients. The marks (×)

correspond to the theoretical DoAs.

The DoA of all signals is well estimated by the five-port/MUSIC system

with the exception of the elevation angle of the signal from the fourth trans-

mitting antenna, which presents an error of 6◦. A second trial is carried

out. This time, three coherent signals are transmitted by directive antennas
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Figure 5.10: Estimation of azimuth DoA and Doppler-shift of two sources.
M = 8, Ns = 50 samples, fs = 20 Hz, fc = 2.4 GHz. (Spectrum peaks)
MUSIC estimates; (×) theoretical values.

and measured by the proposed system. The number of sources is estimated

by MDL and its result is shown in Fig. 5.12. The algorithm uses the data

covariance matrix after decorrelation by the SS procedure and the number

of snapshots is T = 100. subMy × subMz = 8 bars are displayed and N = 3 is

estimated.

The MUSIC algorithm is used after the spatial smoothing of the data, as

shown in Fig. 5.13. Table 5.3 displays both the theoretical and estimated

values.

The estimation of the number of signals and the MUSIC estimates of

DoA are coherent with the theoretical values. A maximum error of 4.5◦ is

observed in the azimuth angle for signals from the second antenna.
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Figure 5.11: Estimation of azimuth and elevation angles of arrival of 4 inco-
herent sources. My = 7, Mz = 2, fc = 2.4 GHz, T = 100 samples. (Spectrum
peaks) MUSIC estimates; (×) theoretical DoAs.

5.4 Multitone channel sounder using Five-Port

discriminator

The proposed channel sounder consists of quasi-Yagi elements arranged as a

ULA or URA array, LNA and five-port discriminator that performs direct

conversion. The measurement architecture is parallel SIMO and the system

Table 5.3: Azimuth and elevation angle estimation of 3 coherent signals.
Theoretical values
(Azimuth, Elevation)

MUSIC estimates
(Azimuth, Elevation)

-18◦, -4.5◦ -13.5◦, -2◦

-53◦, 21◦ -51◦, 18◦

20.5◦, -15◦ 21.5◦, -11◦



140
5.4. MULTITONE CHANNEL SOUNDER USING FIVE-PORT

DISCRIMINATOR

0 1 2 3 4 5 6 7
0

5

10

15

20

25

30

35

40

Number of signals

P
se

ud
o-

sp
ec

tr
um

 [
dB

]

 

Figure 5.12: Number of source estimation using minimum description length
(MDL) for a 7× 2 URA. The theoretical and estimated number of sources is
N = 3.

is appropriate for sounding indoor environments. The bandpass signals at

the output of the five-ports are digitally converted before the estimation of

the propagation channel parameters.

Fig. 5.14 presents the proposed channel sounder that operates from 2.3

GHz to 2.5 GHz with a frequency step of 2 MHz. ∆f limits the measurable

distance of paths. In the time delay domain, ∆f = 2 MHz corresponds to

an observation window of 500 ns.

It is also possible to perform a sounding with Bw = 400 MHz around 2.4

GHz at the expense of having a non-flat LNA gain over the entire band.

The computer controls the changing frequency of the generator via a

GPIB bus and performs the acquisitions for each frequency and antenna.
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Figure 5.13: Estimation of azimuth and elevation angles of arrival of 3 co-
herent sources. My = 7, Mz = 2, subMy = 4, subMz = 2, fc = 2.4 GHz,
T = 100. (Spectrum peaks) MUSIC estimates; (×) theoretical DoAs.

This procedure is usually slow and can be substituted by a faster process

using an external clock (TTL 5 volts) for the frequency changing and acqui-

sition.

A transmitting antenna connected to an RF generator emits multitone

signals as a function of time. Each CW signal is filtered by the propagation

channel before reaching the receiving array. The incident waves are then

combined and amplified by the LNA. The signal from each antenna is down-

converted by a five-port using the signal from the sweep generator as the LO

signal. The outputs of the five-ports are connected to a SC-2040 device and

then to the acquisition board (PCI-MIO 16E1), which contains one A/D. Six

SC-2040 devices and three acquisition boards are used to convert 48 analogue
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Figure 5.14: SIMO channel sounder using five-port discriminators.

signals when 16 array elements are used.

The channel response for each frequency and antenna is then computed

as the complex envelope between Ports 1 and 2 of the five-port. The SISO

transfer function is the assembling of these responses from one five-port and

the SIMO transfer function from all five-ports.

5.4.1 Multipath simulation using cable

An experiment using cables for simulating multipath phenomena is carried

out to test the measurement scheme. The implemented SISO system consists

of cables of different lengths connected to the same generator representing

coherent paths with different time delays. A combiner is used to associate

all cables to the RF input of the five-port.

4 paths are simulated by cables of 2 m, 4 m, 6m and 7.5 m, corresponding

to time delays of 9 ns, 18 ns, 27 ns and 33.5 ns. These values were measured
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Table 5.4: Time delay estimation of 3 coherent paths simulated by cables.
Theoretical values DFT estimates MUSIC estimates ESPRIT estimates

9 ns 10 ns 9 ns 8.6 ns
18 ns 20 ns 19.5 ns 19.3 ns
27 ns 27.5 ns 28 ns 27.9 ns

33.5 ns 35 ns 35 ns 35.1 ns

by a vector network analyzer. 401 frequency tones from 2.2 GHz to 2.6 GHz

were used for sounding the simulated channel. Before employing the MUSIC

and Unitary-Esprit estimators, the SS technique is applied with a subarray

size of 251. The theoretical and estimated values using MUSIC, Esprit and

DFT are presented in Tab. 5.4.

Good results are seen for all techniques even for the Fourier method. It

is due to the wide bandwidth used in the sounding performing a resolution

of 1/Bw= 2.5 ns for DFT estimations.

The direction finding system presented in Section 5.3 and the simulated

propagation channel presented above using cables and microstrip circuits

validate the adequate performance of the measurement system and employed

algorithms in ideal conditions.

5.4.2 Joint estimation of DoA and time delay of mul-

tipath

The sounding of a propagation channel using SISO measurements is lim-

ited to the time-delay characterisation. When paths with very close lengths

are present, even high-resolution techniques of estimation cannot distinguish

them.
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Since the measure data depends on the phase-shift between frequency

tones and array elements when a spatio-temporal sounding is performed, the

mode vector of paths with different DoAs or time delays is not the same.

Hence, joint estimation of DoA and time delay of the multipath using a

SIMO architecture enables the discrimination of paths with the same length.

Besides, the angular characterisation is very important for smart antennas

applications.

In an experiment setup, a propagation channel is reproduced by coherent

signals transmitted by four directive antennas in a non-reflective environ-

ment. The transmitter positions compared to the receiving antenna repro-

duce paths with different time delay, azimuth and elevation angles.

At the receiver, a URA of 16 elements (8 × 2) is used and the number

of snapshots associated to each antenna and tone is T = 48. The spatio-

temporal parameters for each path are geometrically calculated and corre-

spond to the values in Tab. 5.5. The data measured by the five-port dis-

criminators are smoothed using the 3D-SS technique. Thus, joint estimates

of time delay, azimuth and elevation angles are computed by using the MU-

SIC and 3D Unitary-Esprit estimators. As the MUSIC spectrum of a 3D

system (Y , Z and frequency domains) cannot be displayed, an algorithm is

employed to search for peaks in the 4D spectrum (pseudo-spectrum, azimuth,

elevation and time delay axes).

The radiation pattern of the quasi-Yagi antennas is used to remove the

antenna influence on the propagation channel. After estimation of power

using (2.18), the estimates are compensated according to a lookup table

containing the antenna radiation pattern. We assume that the radiation
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Table 5.5: Estimation of azimuth (θn) and elevation (φn) angles, relative
time delay (τn) and normalized power (Pn) of 4 paths reproduced by directive
antennas.

Theoretical values (τn, θn,
φn, Pn)

MUSIC esti-
mates (τn, θn,
φn)

ESPRIT
estimates
(θn, φn)

Power
estimates
(Pn)

0 ns, 52◦, 7.5◦, 0 dB 0 ns, 56◦, 11◦ 50◦, 9.5◦ -0.5 dB
5.3 ns, -52.5◦, 21◦, -0.3 dB 5 ns, -56◦, 16◦ -54.5◦, 16◦ 0 dB
14.1 ns, -17◦, -3◦, -4.2 dB 15 ns, -18◦, -10◦ -20.5◦, -6◦ -5.8 dB
19.4 ns, 22.5◦, -10.5◦, -5.3 dB 20 ns, 22◦, -13◦ 13◦, -26.5◦ -5.5 dB

patterns for all frequencies are similar. Thus, the radiation at 2.4 GHz is

used for power compensation.

The theoretical values, MUSIC and Esprit estimates are presented in Tab.

5.5. Only three of the four paths are well estimated when the 3D Unitary-

Esprit is used, whereas the MUSIC estimator performs a maximum error of

7◦ in elevation angle. Estimation in elevation angle is more subject to errors

than time delay and azimuth estimates, as only two elements are presented

in the Z-axis and the size of subMZ
is two. Fig. 5.15 illustrates the power

delay profile (PDP) of the simulated propagation channel in agreement with

the theoretical values.

5.4.3 Measurements of an indoor propagation channel

For over three years, a number of tools for estimating propagation parameters

were implemented and tested. The complexity of the measurement system

was gradually increased. Finally, a measurement campaign is carried out in

order to test the reliability of the system in a realistic scenario.

The aim of this experimentation is not to achieve an objective charac-
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Figure 5.15: Power delay profile (PDP) of a propagation channel reproduced
by directive antennas. Estimates are found using 3D SS and MUSIC estima-
tor. My = 8, Mz = 2, L = 101, subMy = 4, subMz = 2, subL = 61, fc = 2.4
GHz, Bw = 200 MHz, T = 48 samples. (◦) Theoretical values. (*) Estimated
values.

terization of a given environment. A sufficient number of measurements is

not performed so as to attain neither the representative parameters of the

frequency selectiveness nor parameters such as Doppler bandwidth and an-

gular spread. The aim of this experimentation is to show the capability of

the proposed system in estimating the DoA and time delay of a multipath

in indoor environments.

The measurement campaign is performed in a corridor with metallic walls

of Ecole Nationale Supérieure des Télécommunication (ENST) in Paris. For

a fixed receiving antenna, two different locations for the transmitting antenna

are tested reproducing different propagation channels. In the first case, there
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is line of sight (LoS) between transmitting and receiving antennas. In the

second case, there is no line of sight (NLoS). Both measurements are done

with a stationary receiver and transmitter.

Fig. 5.16 illustrates the scenario for both trials. The antenna height of

both transmitting and receiving antennas is 1.59 meters and a ULA of 8 ele-

ments is used. Thus, only the azimuthal component of angles is measurable.

The antenna array is placed with the H-plane of the elements orthogonal to

the corridor wall axis. Both transmitting and receiving antennas are linearly

polarized on the vertical plane.
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Figure 5.16: Floor plan of the measurement site.

Although unusual in channel soundings, a directive antenna is used as a

transmitter. The directive antenna Tx-1 points to the opposite wall with 40◦

to the corridor wall axis in the first experiment. 400 MHz of band is swept

from 2.2 GHz to 2.6 GHz by transmitting 201 frequency tones. Compensating

for loss in the cables, the power at the input of the transmitting antenna is

about 2 dBm and the power at the input of the local oscillator is -3 dBm.
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Table 5.6: LoS case - Joint estimation of time delay and azimuth angles of
multipath.

MUSIC estimates
44 ns, -8◦

48 ns, -37◦

52 ns, 46◦

54 ns, -51◦

59 ns, 66◦

The joint estimation of time delay and azimuth angle of multipath for the

LoS case using 2D SS and MUSIC is presented in Tab. 5.6.

44 ns of time delay are observed for the first path. In fact, the real

time delay between receiving and transmitting antennas is 15.7 ns, as the

corresponding distance is 4.7 meters. However, the calibrating measurements

were performed with the transmitter 3.5 meters from the receiving array.

Thus, the difference between these distances is 1.2 meters (or 4.3 ns). A 10-

meter cable (εr = 1.45) is added to help the displacement of the transmitter,

inserting an offset of 40 ns in the time delay.

Since the scenario of the first experiment is simple, the propagation chan-

nel can be modelled as a wave guide for calculating the path parameters, as

seen in [145]. The DoA of waves which experienced, respectively, an even

and odd number of reflections is found using:

θ±even = arctan

(
CwNR ∓ dr ± dt

Cd

)
(5.1)

θ±odd = arctan

(
Cw(NR ± 1)∓ dr ∓ dt

Cd

)

θ+ denotes DoA > 0 and θ− denotes DoA < 0. NR is the number of
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reflections experienced by the wave and dr, dt, Cw and Cd are geometrical

variables shown in Fig. 5.17. As c is the speed of light, the time delay is

easily found using:

τ =
Cd

cos(θ) c
(5.2)

 

 

 

 

Rx 

Tx-1 

Cd  

dt  

dr  

Cw  

Figure 5.17: Floor plan of the measurement site of the first experiment.

Estimated and calculated values are compared in Fig. 5.18. All possible

paths that experience up to 5 reflections are displayed according to (5.1) and

(5.2). Only the zone where dominant paths are found is plotted.

Adequate agreement between theoretical and estimated values is observed

with paths that experienced up to 5 reflections. Pairs of paths with very close

time delays and DoAs are seen in the calculated values. In the MUSIC spec-

trum, each pair is seen as one peak because system resolution is exceeded.

This effect of very close paths is due to the small distance between the trans-

mitter and the corridor wall. That is, paths of 2 and 3 reflections with DoA

> 0 are closer to one another when the transmitter is near the corridor wall.

Nevertheless, dominant paths probably correspond to waves that are first re-

flected upon the wall on the right side of the transmitter due to the antenna

directivity.



150
5.4. MULTITONE CHANNEL SOUNDER USING FIVE-PORT

DISCRIMINATOR

3 3.5 4 4.5 5 5.5 6 6.5 7

x 10
-8

-80

-60

-40

-20

0

20

40

60

80

Time Delay (s)

D
oA

 (
de

gr
ee

s)

 

Figure 5.18: LoS case - Joint estimation of time delay and azimuth angle of
propagation channel multipath using 2D SS and MUSIC estimator. M = 8,
L = 201, subM = 5, subL = 101, fc = 2.4 GHz, Bw = 400 MHz, T = 100
samples.

Estimation of paths with such a number of reflections is due to the wall

material. The high conductivity of metallic surfaces ensures low attenuation

per reflection. None of the paths that undergo reflections on the floor or

ceiling is identified. There are two small peaks at (51 ns, -4◦) and (57 ns,

-13◦), but no conclusive relation can be determined with these paths.

The second experiment is carried out. The channel sounder features re-

main the same and the measurement scenario is as in Fig. 5.16. The esti-

mation of time delay, azimuth angle and normalized power is given in Tab.

5.7.

After compensating for the time delay due to the added cable and the

time delay due to the position of the calibration reference as reported above,
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Table 5.7: NLoS case - Joint estimation of time delay, azimuth angles and
normalized power of the multipath.

MUSIC estimates
66 ns, -39◦, -10.9 dB
68 ns, 28◦, -21.4 dB
71 ns, -39◦, -10.6 dB
75 ns, 53◦, -16.8 dB
76 ns, -19◦, 0 dB

77 ns, 17◦, -16.6 dB
82 ns, 45◦, -18.7 dB
83 ns, -15◦, -6.5 dB

the first path is estimated with 37.5 ns or 11.3 meters. This result is coherent

with the scenario geometry. The MUSIC spectrum is shown in Fig. 5.19. At

the top of the figure, the PDP estimated by the discrete Fourier transform

and Hamming window is shown for comparing both spectrums.

We observe a cluster of waves with a delay window of 15 ns that con-

centrates most of the energy. This is a natural result of non-line-of-sight

measurements. The dynamic range, which is measured from the highest

peak of the cluster down to the noise level, is about 14 dB when DFT is used

to estimate PDP.

In spite of the poor resolution of the DFT spectrum, it appears to be an

important tool for comparing the MUSIC spectrum to the power distribution.

Contrarily, the power estimates shown in Tab. 5.7 (see Section 2.3) give the

impression of incoherence regarding the corresponding time delays and the

strength of peaks in the MUSIC spectrum.
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Figure 5.19: NLoS case - Curve at the top: Normalized DFT power spectrum
calculated from one antenna data. Curve at the bottom: Joint estimation of
time delay and azimuth angle of propagation channel multipath using 2D SS
and MUSIC estimator. M = 8, L = 201, subM = 5, subL = 101, fc = 2.4
GHz, Bw = 400 MHz, T = 100 samples.

5.5 Conclusion

A direction finding system and a SIMO channel sounder are proposed. The

sounder is presented with different configurations for the antenna array and

is made up of quasi-Yagi elements, LNAs, five-port discriminators and a

narrowband acquisition system. The antennas employed are first presented,

followed by the description of the multichannel measurement system, which

includes the calibration procedure. Calibration is performed to correct the
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imperfections of the five-port circuit as well as to compensate for the am-

plitude and phase of cables and circuits. This calibration procedure is very

important, especially for antenna array processing.

In order to test the performance of the five-port circuit as phase dis-

criminator, the propagation channel and antennas are reproduced by cables,

phase-shifters and combiners for estimating the DoA and time delay of RF

signals. The accurate results confirm the reliability of the circuit in ideal

scenarios. A direction finding system is then implemented to test 1D and 2D

measurement structures in environments of known geometry. The MUSIC

estimator appears sensitive to errors caused by the correlation between inci-

dent signals. Thus, measured data has to undergo a decorrelation procedure

before using MUSIC in such a case.

A channel sounding system is also tested when a propagation channel

is reproduced by directive antennas. Each antenna corresponds to a path

and the site of measurements is arranged to avoid parasite multipath signals.

The power delay profile is measured in such a case with adequate agreement

with the geometry of the transmitters and receiving antenna. The estimates

of time delay, azimuth and elevation angles are found jointly by using a 3D

process (MUSIC) of high computational cost. This is the main drawback of

spectral estimators when the dimension of the spectrum to be computed is

high.

The Doppler-shift of a CW signal is measured by the MUSIC/five-port

system. Nevertheless, Doppler-shift characterization could not be performed

in this work due to the limitation of available generators.

A measurement campaign in a corridor of a building is carried out to
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test the SIMO channel sounder in a more realistic condition. Two trials are

performed: the first is with line-of-sight between transmitting and receiving

antennas and the second is in a non-line-of-sight condition. Both experi-

ments presented coherent estimates of the channel parameters. However, the

power estimation technique [7] seems less appropriate for channel sounding

applications in a more realistic condition.

The dynamic range of 15 dB observed in Fig. 5.19 is not conclusive, since

the power supplied to the transmitter is less than 2 dBm. A number of exper-

iments in different scenarios and with higher power levels for the transmitter

should be carried out to measure the dynamic range of the system.

The 2D and 3D versions of spatial smoothing appear to be efficient tech-

niques for recovering the correlation matrix rank, especially the modified

2D-SS proposed in [93]. The association of SS techniques with the MUSIC

estimator in this work demonstrates the robustness of these methods in re-

solving multipath with good resolution, as seen in Fig. 5.19. This is possible

because a joint estimation of both DoA and time delay components is per-

formed. The feasibility of estimating a number of paths comparable to the

number of array elements is confirmed.



Summary, conclusions and

recommendations

The aim of the work reported in this thesis is to contribute toward the de-

velopment of tools for channel sounding and digital beamforming communi-

cation systems. A number of algorithms and circuits known in the literature

are assembled to compose the proposed systems, particularly, the five-port

discriminator used as a measurement circuit of RF signals. The redundant

RF path is a useful means for fighting the unbalance between the circuit

outputs when compared to IQ demodulators.

The first part of the study (Chapter 1) consists of a bibliographic research

on the physical mechanisms and phenomena found in propagation channels

and the best-known propagation models. The need for small-scale character-

ization of the propagation channel is evident for wideband systems. Channel

sounding is therefore essential to the accomplishment of this characterization.

State-of-the-art of main channel sounding techniques is presented, de-

scribing their advantages and drawbacks. Among these techniques, the fre-

quency domain multitone technique is chosen as a suitable technique due

to its low implementation complexity, the cost of acquisition cards and low

155
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mobility of indoor propagation channels. The proposed channel sounder is

then described and its features and performances compared (Appendix A) to

the best-known sounders in the literature. The time/angle resolution of the

ENST channel sounder determines its main benefit in comparison to most

techniques.

Chapter 2 presents a set of algorithms for estimating the azimuth and

elevation components of the direction of arrival (DoA), time delay and sig-

nal strength for coherent and incoherent signals. The data model is first

described for a direction finding system and then extended to the estimation

of a channel impulse response (CIR). The model is also extended to the joint

estimation of these parameters, including the azimuth component of DoA.

Algorithms used to resolve different stages of the estimation procedure are

depicted. Minimum Description Length (MDL) and the algorithm described

in [7] are used to estimate the number of sources and power of RF signals.

The high resolution estimators MUSIC and unitary-Esprit and their 2D and

3D versions are depicted.

The performances of MUSIC, Esprit and Fourier transform are then com-

pared, as reported in the literature and by means of simulation trials. We

conclude that high resolution techniques have better performance than clas-

sical Fourier methods, and comparing the Esprit and MUSIC estimators, the

former is less sensitive to modeling errors of the steering vector, whereas Es-

prit has a low computational cost even for systems with an increased number

of dimensions.

Both the MUSIC and Esprit algorithms are sensitive to the rank-deficiency

of covariance matrices caused by the linear dependence between sources. Spa-
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tial Smoothing is then employed for fighting this rank-deficiency before using

the MUSIC and Esprit estimators. An extension of this technique for a sys-

tem of N dimensions is proposed and an adequate performance is found by

means of simulation trials.

The third part (Chapter 3) is dedicated to the description, design and use

of five-port discriminators implemented in microstrip technology for operat-

ing around 2.4 GHz. The five-port is a passive, linear circuit that performs

a direct conversion of RF signals and is made up of a five-arm ring and three

Schottky diode power detectors. Simulated results show that the five-port

inputs are well matched and the isolation between them is only 6 dB.

The power detector is depicted, along with the fitting procedure used for

correcting the non-quadratic behaviour of the Schottky diode for high-input

power. A resistive circuit is used for matching the power detector input,

which results in widening the five-port passband at the expense of increas-

ing the system noise factor. The chapter is concluded with the calibration

procedure of the five-port system aimed at correcting the circuit default and

compensating for the local oscillator unbalance for each operating frequency.

Chapter 4 presents the proposed digital beamforming system using five-

port discriminators aimed at maximising the useful signal strength at the

system output as well as attenuating strong interference. An abstract of

the best-known beamforming techniques is first presented. Among them,

the one-stage schemes LCMV and unconstrained beamformer are studied, as

they are less complicated and less computationally heavy in comparison to

the other techniques described in Section 4.1.

The Taylor tapering is used as an option for reducing interference by
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controlling the sidelobe level and beamwidth of radiation patterns. The

BER curves shown at the end of the chapter demonstrate the ability of the

system in filtering incident signals in the angle domain and, consequently,

providing higher gain (and smaller BER) in the look direction, even with

presence of a strong interference level. The minimum detectable signal of

-88 dBm obtained in the last experiment for a BER of 10−3 and using only

5 array elements proves the adequate sensitivity of the system compared to

monochannel five-port systems.

In the last part of this study (Chapter 5), the measurement setup and

results of a direction finding system and the ENST channel sounder are pre-

sented. The quasi-Yagi antenna and a description of the multichannel mea-

surement system, including the calibration procedure, are presented first.

The quasi-Yagi antenna is known to be suitable for array applications, as the

mutual-coupling between consecutive elements is considered low. The same

algorithm used in Chapter 3 for correcting five-port defaults also compen-

sates the variation of phase and amplitude of signals between cables. This

calibration procedure sets a spatial-time reference for the channel sounding

and is carried out using QPSK modulated signals transmitted by a reference

antenna away from the receiver in far-field condition.

The direction finding system is first tested by means of simulation with

cables and RF circuits. The accurate results prove the capacity of the system

in measuring the phase-shift between five-ports in ”quasi-ideal” conditions.

The system is then tested to measure the DoA of directive antennas using

MUSIC and 2D-Spatial Smoothing. 7 × 2 elements are used in the antenna

array and the operating frequency is 2.4 GHz. Adequate results are found in
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the estimation of 3 coherent and 4 incoherent sources. The biased estimates

are mainly due to the small antenna aperture in the vertical axis and to the

size of the subarray in the vertical axis, which is identical to the number of

elements in this axis, that is MZ = subMZ
= 2.

For testing SISO and SIMO channel sounders, simulations using cables

and directive antennas are carried out. The number of sources is accurately

estimated by the MDL algorithm for all trials. However, the Music spectrum

estimation appears to be independent on the knowledge of the number of

sources for systems with a large number of frequency tones. In such cases,

the noise subspace is too large compared to the number of dominant signals

and the choice of the noise subspace size is then less important compared to

systems with small structures.

Satisfactory results are found for the joint estimation of time delay, az-

imuth and elevation angles of arrival of the reproduced paths by directive

antennas. In this experiment, a URA of 16 elements (8 × 2) is used and

101 frequency tones sweeping 200 MHz around 2.4 GHz are transmitted.

The maximum error is 7◦ in elevation angle and 1 ns in time delay domain

when the MUSIC estimator is used in association with 3D Spatial Smooth-

ing. From the same trial, the power delay profile of this simulated channel

is shown with adequate results. Estimation in the time delay domain is al-

ways more accurate than angle estimates, as the number of frequency tones

is much larger than the number of antennas.

Comparing unitary-Esprit and MUSIC estimates, the former is less biased

for three paths, but could not resolve all paths, whereas the latter could.

This proves that MUSIC is more robust than Esprit when system complexity
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increases and is coherent with the observations reported in Section 2.2.3.

After testing the measurement and estimating tools for channel sounding.

Two experiments are carried out in a realistic indoor propagation channel.

The first is performed in a LoS condition and the second in an NLoS condi-

tion. 400 MHz of band around 2.4 GHz is swept by transmitting 201 tones

and 8 elements are used in the uniform linear array. The results of both trials

prove the adequate resolution of the system due to the joint estimation of

both DoA and time delay components. The feasibility of estimating a number

of paths comparable to the number of array elements is also confirmed.

Recommendations

Further works should be directed toward carrying out measurement cam-

paigns in different scenarios in order to enlarge the collected statistical data.

Consequently, stochastic models can be tuned to simulate mobile radio chan-

nels. Similarly, the performance of channel simulations using deterministic

models, such as ray-tracing, can be verified through a comparison to channel

soundings.

The present work is limited to stationary measurements, since the PLL

of available sweep generators takes a long time to change from the highest

frequency to the lowest frequency. This problem can be overcome by per-

forming an alternately progressive and regressive sweep. This soft changing

of frequency may allow the measurement of a sufficient number of frequency-

sweeps over a period of time for detecting Doppler-shift. Nevertheless, for

characterizing outdoor propagation channels where the coherence time is

usually smaller, other sounding techniques must be considered, such as the
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sliding correlation technique.

The extension to H-polarisation measurements is of interest, as incident

signals with horizontal polarisation can be taken into consideration for the

power distributions.

The LNA integrated on the array antennas may be replaced by a more

adapted amplifier to the present system. The wide bandwidth of the antennas

can be more advantageous associated to LNAs of a wider bandwidth. Fur-

thermore, its 20 dB of gain is not enough to mask the five-port noise figure.

Amplifiers of higher gain can improve the system sensitivity at the expense of

increasing its cost. Concerning the estimation procedure, a number of tests

in realistic propagation channels is needed to validate the employed power

estimation technique.

The beamforming system may be extended to a 2D spatial filter and

must be tested for signals with a more realistic bandwidth. For such, the

narrowband acquisition system must be replaced by faster acquisition boards.

Channel characterization that takes into consideration the angular dis-

tribution of the multipath in the receiving antennas, as well as in the trans-

mitting antennas, is a recent topic of research. The absence of exhaustive

measurements and characterization of MIMO propagation channels indicates

the need for upgrading the complexity of the preset system to MIMO channel

sounders. This is in process and corresponds to the thesis study of another

student at Ecole Nationale Supérieure des Télécommunications.
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Appendix A

Features of some channel

sounders

In Table A.1, a number of channel sounders are described according to the

type of channel architecture, sounding technique, carrier frequency, band-

width, sampling frequency, signal processing technique, dynamic range, sys-

tem resolution and whether joint spatio-temporal estimation is achieved.

UWB channel sounders are not included in the list.

With respect to SIMO schemes, the channel sounder architecture is par-

allel when system outputs are measured at the same time. Architecture is

serial when only one measurement circuit is used to measure all output chan-

nels by means of a switch. Regarding the transmitter, the same reasoning is

made for multiple input multiple output (MIMO) systems.

The evaluation of the system resolution when joint estimates are per-

formed, such as in the ENST channel sounder, is difficult, as paths may be

found with the same time delay or direction of arrival. In Tab. 5.7, the

163
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fifth and eighth paths are separated of 7 ns and 4◦, and the first and second

paths are separated of 2 ns and 67◦. This does not determines the system

resolution, but exemplifies the resolution performance.

A number of experiments in different scenarios and with higher power

levels for the transmitter should be carried out to measure the dynamic

range of the ENST channel sounder.
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