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Resum�eLes syst�emes de troisi�eme g�en�eration (3G) ommenent �a apparâ�tre en Europe etailleurs. Le mode d'a�es utilis�e sur l' interfae radio de es syst�emes est le CDMA (CodeDivision Multiple Aess). En Europe, le syst�eme de 3G en d�eploiement est l'UMTS (Uni-versal Mobile Teleommuniations System), qui emploie le WCDMA (Wideband CDMA)pour sa partie d'a�es radio.Une �evolution majeure des syst�emes de 3G en omparaison ave eux de deuxi�emeg�en�eration (2G) est la possibilit�e des servies de haut d�ebit. Cei permet l'introdutiondes nouveaux servies et notamment des servies de donn�ees. Il est envisag�e que lesservies de donn�ees formeront la plus grande partie du tra� �eoul�e dans les r�eseaux de3G. Il est pr�evu que es servies vont oexister ave la parole, d�ej�a pr�esente aux syst�emesde 2G. Par ons�equent, des s�enarios de tra� mixte doivent être onsid�er�es. L'existenedes di��erents types de tra� augmente la omplexit�e de la gestion des ressoures radios.Dans ette th�ese on �etudie l'a�es par paquet en UMTS. L'�etude se onentre sur lesens montant de la transmission, 'est �a dire du mobile (User Equipment ou UE) vers ler�eseau. En sens montant, la ressoure radio rare est la puissane re�ue �a la station de baseou Node B (selon la terminologie UMTS). Le but de notre travail est d'am�eliorer ertainsm�eanismes de l'a�es par paquet a�n d'optimiser l'utilisation de la puissane.Le premier m�eanisme de l'a�es par paquet pour lequel un e�ort d'am�elioration est fait,est l'adaptation du lien radio. En partiulier, l'aent est mis sur le as de la transmissionmultiservie. L'UE doit partager le d�ebit global qui lui est allou�e entre les di��erentsservies ativ�es. Ces derniers sont v�ehiul�es dans des radio bearers (tuyaux supports). �Ahaque intervalle �el�ementaire de transmission (Transmission Time Interval ou TTI), l'UEs�eletionne un sous-d�ebit pour haque bearer ; ei se fait par la s�eletion d'un \format detransport" �a appliquer pendant la dur�ee TTI. Cette pro�edure s'e�etue dans la ouheMAC (Medium Aess Control) ; le r�esultat de la s�eletion est une ombinaison de formatsde transport (Transport Format Combination, TFC) utilis�ee par la ouhe physique. Lapro�edure, nomm�ee s�eletion de TFC, permet d'adapter la transmission des di��erentsservies aux onditions variables de la propagation radio : elle d�etermine notablement laperformane de la transmission.L'algorithme de s�eletion de TFC est tra�e dans ses grandes lignes dans la norme. Unde ses prinipes est de favoriser le tra� temps r�eel au d�etriment des servies des donn�eespar paquet. Cependant, le tra� temps r�eel peut être perturb�e par le tra� donn�ees sousertaines onditions, en partiulier pour les mobiles �eloign�es du Node B. On propose unalgorithme de s�eletion de TFC qui limite es perturbations et qui o�re une plus largezone de ouverture aux servies temps r�eels.Un autre type de m�eanisme �etudi�e onerne l'ordonnanement de paquets entre lesdi��erents utilisateurs. C'est une pro�edure qui est ontrôl�ee par la partie �xe du r�eseau.Son impat sur les performanes du syst�eme est �etudi�e en d�etail et �evalu�e �a l'aide desimulations. Ensuite, le potentiel de trois m�eanismes visant �a am�eliorer l'ordonnanementde paquets est �evalu�e. Un premier m�eanisme est nomm�e fast Variable Spreading Fator(fast VSF) : les UEs distants hangent rapidement leur fateur d'�etalement (SF) a�n deonserver une puissane de transmission onstante, e qui stabilise l'interf�erene inter-ellulaire. Un deuxi�eme m�eanisme �etudi�e est un a�es paquet d�eentralis�e (deentralized



mode) utilisant une information en retour sur le niveau global d'interf�erene dans la ellule.Un troisi�eme m�eanisme nomm�e \fast sheduling" (ordonnanement rapide) raourit leyle d'ordonnanement. Les r�esultats ont montr�e que sous ertaines onditions, le moded�eentralis�e r�eduit le d�elai par paquet jusqu'�a 25%. L'ordonnanement rapide augmentela apait�e du syst�eme jusqu'�a 10%. De plus, l'ordonnanement rapide am�eliore la qualit�ede servie per�ue par par les utilisateurs en terme de d�ebit par utilisateur et d�elai parpaquet transmis.Cette dissertation est ompos�ee de six hapitres. Le premier hapitre sert ommel'introdution g�en�erale de la th�ese. Le adre du travail est pr�esent�e : au d�ebut unedesription g�en�erale de l'UMTS est donn�ee. Elle est suivie par une desription des servieset des lasses de servies en UMTS. La notion de Qualite de Servie (QoS) en UMTS estaussi pr�esent�ee. La mod�elisation du tra� et en partiulier du tra� des donn�ees parpaquet joue un rôle important �a notre travail. Pour ette raison, la partie suivante duhapitre traite e sujet. Ensuite, le but du travail est manifest�e : optimiser l'utilisation desressoures radios a�n d'augmenter la apait�e du syst�eme et d' am�eliorer la QoS o�erteaux utilisateurs. De plus, ette partie du hapitre pr�esente les travaux ant�erieurs ainsi quela litt�erature assoi�ee au sujet. Le hapitre termine ave une desription g�en�erale de lastruture du rapport de th�ese.Le deuxi�eme hapitre omporte omme une pr�esentation g�en�erale du r�eseau d'a�esradio de l'UMTS (UMTS Terrestrial Radio Aess Network, UTRAN). Le hapitre om-mene ave une desription de l'arhiteture protoolaire de l'UTRAN. Les protooles quiomposent la pile protoolaire de l'UTRAN sont bri�evement d�erits ainsi que leurs fon-tions prinipales. Les di��erents types de anaux en UMTS sont aussi pr�esent�es : les anauxlogiques, les anaux de transport et les anaux physiques. La desription se foalise sur lesanaux de transport qui onsistuent une nouveaut�e de l'UMTS par rapport aux syst�emesde 2G. De plus, e onept de anal de transport est largement utilis�e dans le travail. Lesd�e�nitions du format de transport (Transport Format, TF), de la ombinaison des formatsde transport sont donn�ees. Le m�eanisme de s�eletion du TFC est aussi d�erit. La �n duhapitre est d�edi�ee �a la desription d'une autre arat�eristique de la ouhe physique del'UTRAN qui est largement utilis�ee dans e travail : le hangement de fateur d'�etalement.Dans le sens montant, les UEs sont autoris�es �a hanger leur fateur d'�etalement et parons�equent leur d�ebit �a haque TTI a�n d'adapter leur lien radio. Ce trait est nomm�edans les normes 3GPP Variable Spreading Fator (VSF).Le hapitre 3 traite le sujet de l'adaptation du lien radio �a la ouhe MAC. Ceis'e�etue par la s�eletion du TFC, omme il est it�e auparavant. Le hapitre ommeneave une desription de la ouhe MAC. Ensuite la on�guration et le fontionnement dela ouhe MAC dans le as de la transmission multiservie en sens montant sont expos�es.La s�eletion du TFC pr�esente un plus grand int�erêt au as de la transmission multiservie.Ensuite, l'algorithme de s�eletion de TFC, tel qu'il est tra�e dans les normes 3GPP estd�erit ; dans le as de transmission de plusieurs servies, la s�eletion du TFC est bas�eeprinipalement sur la priorit�e des servies. Les performanes de l'algorithme sont �evalu�ees�a l'aide de simulations. Le mod�ele de simulation est d�erit en d�etail dans les paragraphessuivants du hapitre. Le s�enario simul�e ontient trois types de tra� : i) de la voix,ii) des donn�ees par paquet et iii) de la signalisation. Parmi es types de tra�, la voixa la plus grande priorit�e. Les plus importantes mesures de performane sont le taux



d'erreurs pour tous les types de tra�, le d�elai par paquet pour le tra� des donn�ees,le d�ebit total de l'UE et la puissane transmise par l'UE. Les mesures sont prises enfontion de la distane entre l'UE et le Node B. Les r�esultats des simulations montrentque le taux d'erreur augmente tr�es rapidement apr�es une ertaine distane entre l'UEet le Node B. Ce qui a omme r�esultat la perte du servie de la parole. Cei s'e�etue�a une distane onsid�erablement plus ourte que elle au as o�u seulement la parole etla signalisation sont transmises. Cei est dû au m�eanisme du ontrôle de puissane. Enpartiulier, pendant la transmission simultan�ee de la parole et des donn�ees, o�u la puissanede transmission est assez �elev�ee, les ommandes de ontrôle de puissane exigent souventque l'UE transmette ave la puissane maximale. L'UE se rend alors inapable de suivreles ommandes post�erieures de ontrôle de puissane et de maintenir son lien radio. Unevariante de l' algorithme de s�eletion de TFC est propos�ee. Le nouvel algorithme est surses grandes axes similaire ave l'algorithme d�erit dans les normes. L'algorithme introduitune nouvelle marge �a la puissane de transmission. Cette marge est onsid�er�ee uniquementau as o�u la parole et les donn�ees sont transmises simultan�ement. Son but prinipal est deprot�eger la transmission de la parole. Les simulations ont montr�e que le nouvel algorithmepr�esente des meilleures performanes en omparaison de l'algorithme de la norme en termede taux d'erreur pour tous les servies, de d�elai par paquet, de d�ebit total et en termede puissane de transmission. L'algorithme est test�e pour un ertain s�enario de tra�;n�eanmoins, des r�esultats similaires sont attendus pour d'autres s�enarios de tra�.Le hapitre 4 examine l'a�es par paquet en sens montant de l'UMTS. Le hapitreommene ave la desription g�en�erale de la pro�edure de l'a�es par paquet. Ensuiteles m�eanismes prinipaux de la pro�edure sont d�erits : i) l'envoi de requêtes des UEsvers le r�eseau sous la forme de reports de mesures de volume de tra� (TraÆ VolumeMeasurement Reports, TVMR), ii) l'ordonnanement de paquets, sur le ôt�e r�eseau et iii)la s�eletion de TFC, sur le ôt�e UE. L'aent est mis �a la desription de l'ordonnanementde paquets. Plus partiuli�erement, la desription suit deux axes : d'un part, l'algorithmed'ordonnanement par paquet est d�erit en d�etail. L'algorithme essaye de faire une alloa-tion �equitable des ressoures disponibles. De l'autre part, les probl�emes li�es �a l'alloationde puissane pendant l'ordonnanement de paquets sont trait�es. �A la suite du hapitre, lemod�ele de simulation est d�etaill�e. Le mod�ele onsiste en un r�eseau ellulaire de 24 ellules.Les plus importants m�eanismes des ouhes basses y sont onsid�er�es. Le servie qui estsimul�e est un servie de jeu sur internet. Les r�esultats des simulations montrent que pourle mod�ele et pour le servie simul�e la apait�e du syst�eme est 1.27 Mbps ; le syst�eme peuto�rir une aeptable qualit�e de servie �a 20 UEs environ par ellule.Le hapitre 5 pr�esente les am�eliorations propos�ees de l'a�es par paquet en sens mon-tant. Ces am�eliorations visent �a : i) augmenter la apait�e du syst�eme et ii) am�eliorerertains attributs de la QoS o�erte aux utilisateurs, par exemple, le d�elai par paquettransmis. Comme il est it�e auparavant, les trois am�eliorations propos�ees sont : i) lehangement rapide du fateur d'�etalement (fast VSF ), ii) l'a�es paquet d�eentralis�e etiii) l'ordonnanement de paquets rapide.Le sh�ema fast VSF propose que les UE's hangent rapidement leur fateur d'�etalementa�n de onserver leur puissane de transmission stable. Cei r�esulte en une r�edution de lavariane de l'interf�erene aux ellules voisines (interf�erene inter-ellulaire). En revanhe,la variane de l'interf�erene �a la ellule servante (interf�erene intra-ellulaire) augmente.



Le ompromis entre les deux tendanes et son impat sur la variane de l'interfereneglobale du syst�eme est �etudi�e. Une r�edution de la variane de l'interf�erene globalepermettra l'augmentation de l'interf�erene ible et par �equivalene de la puissane r�e�ueible au Node B. Cei se traduit en une augmentation de la apait�e du syst�eme. Pour lemod�ele de simulation utilis�e, les r�esultats ont montr�e que le fast VSF n'apporte pas de gainsigni�atif. Une des raisons prinipales pour ela est que les di��erentes restritions sur las�eletion du TFC ne permettent pas aux UEs de stabiliser leur puissane de transmissionet par ons�equent de diminuer la variane de l'interf�erene aux ellules adjaentes.En mode d'a�es d�eentralis�e, les UE ont plus de libert�e �a la seletion de leur TFCet par �equivalene de leur d�ebit. Les UE gardent leur bearers ouverts pendant toute leursession. Les UE transmettent des donn�ees en fontion de la valeur de l'interf�erene globale; ette valeur est p�eriodiquement di�us�ee dans la ellule. Les r�esultats des simulations ontmontr�e qu' en as de harge de tra� faible ou moyenne dans la ellule, une r�edution de25% du d�elai par paquet des donn�ees est atteint.L'ordonnanement de paquets rapide onsiste �a allouer et d�esallouer des d�ebits plusfr�equemment aux utilisateurs, par rapport au as de r�ef�erene. L'ordonnanement rapideest atteint en diminuant les valeurs de temporisateurs qui le ontrôlent. Alors, la d�etetionde non-usage de ressoures des ertains utilisateurs est e�etu�ee plus rapidemement ainsique l'alloation de es ressoures aux autres utilisateurs. Les r�esultats des simulations ontmontr�e qu'un gain de 10% en apait�e est atteint.Le hapitre 6 ontient les onlusions du travail et il propose le travail �a venir sur esujet.



AbstratThird generation (3G) ellular systems implement a new multiaess tehnique, theCode Division Multiple Aess (CDMA). In Europe, the 3rd generation system underdeployment is the Universal Mobile Teleommuniations System (UMTS). It utilizes, inits radio aess part, the wideband CDMA standard.The major evolution of 3G systems is the provision of high data rate servies. Moreover,3G networks o�er the possibility to their users to have more than one simultaneous servie.A paket-swithed mode of data transport has been inluded in 3G systems from thebeginning of their oneption. It is antiipated that internet-related appliations alongwith voie, are going to be the main soures of traÆ in these systems. Consequently,the paket-swithed mode oexists with the iruit-swithed one, the latter being presentalready in seond generation ellular networks.Considering that the most restriting part of a wireless network is the radio aesspart, the provision of the requested Quality of Servie (QoS) to a high number of usersinreases the requirement for an eÆient utilization of radio resoures both by the networkand the users.In this thesis, we mainly investigate the performane of paket data servies in theradio aess network of UMTS. We try to enhane a number of radio resoure management(RRM) mehanisms that have an impat on the performane of paket data servies. Theproposed enhanements aim at optimizing the utilization of resoures, whih is expetedto inrease system apaity and onsequently to improve the o�ered QoS to paket datausers.In UMTS however, paket data servies are expeted to oexist with voie, as men-tioned above. Therefore, a part of the thesis deals with the performane of both real timetraÆ and paket data in ase of mixed traÆ senarios.The work fouses on the uplink diretion of transmission, hene the transmission fromthe User Equipment (UE) to the network. A mehanism for whih an enhanement at-tempt is performed is the radio link adaptation. In partiular, the ase of multi-servietransmission is studied. The UE shedules its total alloated data rate to its ativatedservies, that are irulating in its radio bearers. At eah transmission time interval(TTI), the UE selets a part of its total data rate for eah radio bearer: this is performedthrough seletion of a \transport format" to be applied during the TTI. This proedureis performed in the MAC (Medium Aess Control) layer; its output is a ombinationof transport formats (Transport Format Combination, TFC) used by the physial layer.The proedure, named TFC seletion, permits to adapt the transmission of the variousservies to the hanging radio propagation onditions: it determines heavily the serviesperformane.The guidelines of the TFC seletion algorithm in uplink are presented in 3G standards.The priniple of the algorithm is that it favors the transmission of real time traÆ overpaket data. However, the real time servie may be degraded due to paket data underertain onditions, in partiular for UEs far from the Node B. We propose a TFC seletion



algorithm that minimizes this degradation and o�ers larger overage area for the real timeservies.A seond mehanism under study is the paket sheduling among users. It is a proe-dure that is ontroled by the network. Its impat on the system performane is investigatedand quanti�ed through system level simulations. We study the potential of ertain fea-tures to inrease the eÆieny of the paket sheduling. A �rst feature is named fastVariable Spreading Fator (VSF): UEs far from the Node B, hange rapidly their spread-ing fator in order to maintain their transmission power onstant, whih stabilizes theother ell interferene. A seond feature is a deentralized uplink paket data aess usingfeedbak information on the total interferene in the ell. A third feature, alled \fastpaket sheduling", redues the paket sheduling yle. Results have shown that in asesof medium and low load, the deentralized aes mode redues the delay per paket up to25%. Fast sheduling inreases the system apaity up to 10%. Moreover, it improves theQoS experiened by the users in terms of throughput per user and delay per transmittedpaket.
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Chapter 1Introdution: Paket Aess andServies in Third GenerationCellular Systems
1.1 SopeA lassial problem in ellular networks is the ontrol of multiple aess of users to thephysial medium. Among both diretions of transmission, the uplink, i.e. the diretionfrom the user to the network is the one that exhibits the highest sienti� interest.For iruit-swithed servies and in partiular for voie, the multiple aess issue inuplink has been resolved in the �rst and seond generation of ellular systems ([36℄).For paket-swithed servies, whih have been onsidered from the oneption of thirdgeneration (3G) ellular systems, the multiple paket aess indues spei� problems; inpartiular, in Code Division Multiple Aess (CDMA) systems, where the management ofpower is a very important issue ([58℄). In order to meet the needs in Quality of Servie(QoS) of their di�erent servies, third generation wireless networks are required to performan eÆient management of power and of other sare radio resoures ([22℄).This thesis deals with the paket data aess in the uplink (UL) in Universal MobileTeleommuniation System (UMTS). The latter one is the proposed 3G system in Europeand in Japan and it utilizes the CDMA mode in its radio aess part ([43℄). Senarioswith (i) paket data traÆ only or (ii) with a mix of paket data traÆ and voie areinvestigated.Among the elements with a key role in the paket data aess are the Medium AessControl (MAC) protool and the paket sheduler (PS). The MAC protool ontrols theaess to the physial medium. In uplink, it exhibits a higher interest, sine it is semi-autonomous (it is partly oordinated by the network as it is going to be disussed later).The PS is the entity in harge of alloating resoures to paket data users. One of theresoures to be sheduled is the power.This introdutory hapter is organized as follows: in the next setion (setion 1.2) theUMTS ontext is presented. Therein, a brief overview of the omplex UMTS arhiteture1



1.2. UMTS CONTEXT 2is given. The disussion then fouses on the arhitetural layout of the uplink paket dataaess proedure. The approah we used in this thesis is \top-down" and therefore inthe next setion (setion 1.3) we outline the servies and the quality of servie oneptin UMTS. Among this range of servies, paket data servies are expeted to be betweenthe ones that are going to prevail in UMTS. This evolution has reated a onsiderableresearh e�ort on the modeling of traÆ that originates from paket data appliations.Moreover, traÆ modeling is an important part of our study here. Therefore, this issue istreated in setion 1.4. In setion 1.5, the aim of this thesis is presented and in setion 1.6the overview of the dissertation is given.1.2 UMTS ContextThe initial aim of the �rst and seond generation ellular networks was to o�er voieservie. In this respet, these systems are quite suessful. The onstantly inreasingnumber of their subsribers and the higher request for a better quality for the voie servie,raised the demand for larger apaity. In addition, the tremendous suess of internetduring the last years pushed the need for wireless internet aess. Third generation (3G)ellular networks are introdued with the aim to satisfy these emerging needs ([59℄).As mentioned in the previous paragraph, third generation ellular systems utilize theCDMA mode in their radio aess network (RAN) part. In Europe, the proposed 3Gsystem is the UMTS. Its standardization is still an ongoing proess. Depending on the typeof overage desired, UMTS appears in two di�erent modes: Frequeny Division Duplex(FDD) and Time Division Duplex (TDD). The former one is suitable for outdoor andmaro ellular areas, whereas the latter is mostly targeted for indoor and miro ellularenvironments. The FDD mode utilizes the Wideband CDMA (WCDMA) aess tehnique,whereas the TDD mode applies the Time Division CDMA (TD-CDMA) sheme.General UMTS ArhitetureIt is envisaged that UMTS will o�er in its maturity servies with di�erent data rates,ranging from high-speed multimedia ommuniations, suh as video alls, to low speedservies suh as the Short Message Servie (SMS). In addition, it has to provide the voieservie as well. It is expeted that UMTS will allow data rates up to 2 Mbps in miro-elland indoor environments and 384 kbps in wide areas ([43℄). In order to be able to o�erthese servies to many users, UMTS will heavily rely on paket swithing. Paket swith-ing allows several users to share the same resoures. Therefore, the UMTS Radio AessNetwork (UTRAN) is oneived in a way that both iruit swithed and paket swithedtraÆ an be aommodated ([49℄) as it shown in �gure 1.1.It has to be noted that �gure 1.1, as the biggest part of the desription that is relatedto UMTS, is based on the UMTS standards. The standardization body of UMTS isalled third Generation Partnership Projet (3GPP). Six releases of 3GPP standards haveappeared so far. In this dissertation, the disussion is based on the release 5 of 3GPPstandards, for the reason that this is the latest ompleted 3GPP release. The major partof the assumptions in this work are valid for previous 3GPP releases as well; an exeption
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Figure 1.1: General UMTS arhiteture.is the radio link adaptation mehanism in MAC layer, that is going to be disussed inhapter 3. In release 5, the desription of this mehanism is more ompleted in omparisonto previous 3GPP releases and the guidelines for the algorithm of the radio link adaptationmehanism are outlined.Figure 1.1 illustrates the generi UMTS arhiteture, with the ommon radio aessnetwork (RAN) for both iruit swithed and paket swithed servies. It an be seenthat the ore network (CN) is split into two domains: the iruit swithed domain andthe paket swithed one, with the former one supporting iruit swithed traÆ and thelatter paket swithed traÆ respetively.UTRAN OverviewThe UMTS radio aess network is the part of the UMTS that manages the transmissionover the air interfae, the latter named Uu. It is onstituted by two types of funtionalomponents as it an be seen in �gure 1.1: the Radio Network Controller (RNC) and theNode B. The RNC is the gateway to the ore network (CN) and it ontains the funtionsthat ontrol the radio resoures and the mobility within UTRAN. The Node B is theentity that ommuniates over the air interfae with the User Equipments (UEs). It isonneted to a RNC through the Iub interfae. Logially, it orresponds to the GSM Base



1.2. UMTS CONTEXT 4Station. A ertain Node B is onneted to only one RNC, while a designated RNC an beonneted to more than one Node Bs; usually one RNC is onneted to some tens of NodeBs. The area that is onsisted of an RNC and of the Node Bs onneted to it is alledradio network subsystem (RNS). It is implementation dependent if RNCs are onnetedbetween them; if it is the ase, RNCs are onneted through the Iur interfae [71℄.Uplink Paket Aess in UTRANIt is antiipated that among the range of servies provided by UMTS, internet re-lated appliations and servies suh as web browsing and gaming, are going to be thedominant ones in some years. Hene, a signi�ant part of the UMTS traÆ is going tobe paket data, originating from internet-related appliations and other paket-swithedservies suh as the Multimedia Message Servie (MMS).
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Figure 1.2: Priniple of the uplink paket aess in UTRAN.The priniple of the paket data aess in the uplink diretion of transmission inUTRAN is illustrated in �gure 1.2. In the senario presented in the �gure, as in thewhole thesis, we onsider that a paket session is already open. We also onsider thatthe initial aess proedure has been performed and a onnetion has been establishedbetween the UE and the network. After the onnetion establishment, signaling messagesan be exhanged between the UE and the network.Even though a onnetion is established between the network and eah UE havingpaket data, this onnetion is not the lassial \iruit-onnetion". The prinipal dif-ferene of the studied here paket aess to the \iruit-onnetion" is that the data rateof the onnetion is not neessarily onstant during its whole period. Due to the burstynature of paket data traÆ, a onstant data rate per onnetion would lead to a waste ofressoures, therefore a dynami ontrol of resoures is required. This ontrol of resoures



1.3. SERVICES AND QOS CONCEPT IN UMTS 5is performed by an entity alled Paket Sheduler (PS). With the PS being loated inthe RNC, as it an be seen in �gure 1.2, the paket sheduling annot be performed onpaket-by-paket basis. The prinipal reason for this is the delay imposed by the interfaesbetween the UE and the RNC (information on the delays imposed by UTRAN interfaesand by its omponents an be found in [22℄). Therefore, the uplink paket shedulingonsists in alloating a list of data rates to the UEs for a ertain period.The uplink paket data aess is based on the request-response model, as it an be seenin �gure 1.2. Upon data burst arrival, UEs issue apaity requests to the PS. Followingthe paket sheduling, the network noti�es the UEs that are granted resoures with a listontaining the possible formats and onsequently the data rates they are allowed to applyduring their uplink transmission. The UE an then start the transmission of paket data.At eah transmission time interval, the UE selets one of the formats in the alloated list.1.3 Servies and QoS Conept in UMTSOne of the major developments of third generation ellular systems, like UMTS, inomparison to the seond generation ones, is the provision of new servies. This beamefeasible in these systems mainly due to the higher data rates they an o�er. Moreover, theUMTS arhiteture is oneived in a way that the multi-servie transmission to or from asingle UE is failitated.In UMTS, as in most of the networks, the lassial issue of providing the requested QoSto users over has been onsidered. For this reason servie bearers are introdued in UMTS.An important feature of UMTS servie bearers is that a negotiation of their properties isallowed. Hene, UMTS an support a wide range of servies that have di�erent QoS andthis is another advantage over GSM.1.3.1 UMTS Servie BearersFrom a user standpoint, a servie is onsidered end to end, hene from one user tothe other. Consequently, the requested QoS applies for the end to end onnetion. If theonnetion lies aross di�erent networks, eah network should provide the QoS over itspart. In UMTS, the QoS of a onnetion is guaranteed by the UMTS Bearer Servie. Thelatter one sets the mehanisms within UMTS that attempt to provide the agreed QoS;e.g. the transport of data in the user plane of the UMTS protool stak, the ontrol of theassoiated-to-data signalling and other QoS management funtions. The UMTS bearer isonsisted of two parts: the Radio Aess Bearer (RAB) and the Core Network Bearer.The former o�ers the bearer servie in UTRAN and the latter supports the bearer serviein the Core Network (CN). Figure 1.3 represents a simpli�ed overview of the layered QoSarhiteture in UMTS. (Figure is not an elaborate plan of the layered QoS arhiteture inUMTS, as it an be found in the UMTS standard [61℄. For illustrative purposes and forthe larity of the presentation, only the elements used in this work are presented therein).In ase of a onnetion with more than one servies, a RAB per servie is established. Adetailed desription of the UMTS bearer servie and of other related issues an be foundin [61℄. Examples of radio aess bearer on�gurations an be found in [82℄. In hapter
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Figure 1.3: Simpli�ed Overview of the layered QoS arhiteture in UMTS.2 the way UTRAN protools set mehanisms and ommuniate in order to o�er a singleRAB servie or a mix of RAB servies to an user is displayed.1.3.2 TraÆ Classes and QoS Attributes in UMTSFor a ertain servie, the properties of its servie bearer are de�ned on the basis ofthe traÆ of the servie. Hene, di�erent servie bearer types are assoiated to di�erenttraÆ types. In order to ensure that UMTS is apable of providing QoS in an aeptableresolution, four di�erent servie bearers are de�ned in UMTS. Consequently, the varioustypes of traÆ are ategorized into four traÆ lasses.Numerous ways to ategorize traÆ may be de�ned, e.g. unidiretional, bidiretional,symmetri, assymetri, et. In UMTS, the prinipal distintive harateristi among thesetraÆ lasses is their delay sensitivity. The UMTS traÆ lasses are the following:� onversational� streaming� interative� bakgroundTheir brief desription and the harateristis they di�erentiate them follow. Table 1.1summarizes the UMTS traÆ lasses and their harateristis. Namely, the table gives



1.3. SERVICES AND QOS CONCEPT IN UMTS 7Conversational Streaming Interative BakgroundDelay Intolerant Tolerant Tolerant TolerantDelay Jitter Intolerant Intolerant Tolerant TolerantError Data Tolerant Tolerant Intolerant IntolerantDeliveryTypial Speeh, Internet streaming Web browsing, email,Servies Fae-to-fae (radio, data retrieval MMSvideo onferene web ameras) from databasesTable 1.1: UMTS traÆ lasses and their requirements in terms of delay and error freedelivery of the information elements.the tolerane of the various traÆ lasses in delay, delay jitter and residual bit error rate.It also ites some typial servies per traÆ lass.Conversational ClassThe most known servie of this lass is the speeh. Traditionally, it is proessed as airuit-swithed appliation. The traÆ is bidiretional and usually symmetrial.Due to the onversational nature of the servies of this lass, the requirement in ab-solute values of delay are rigorous. In addition, almost no variane in the experieneddelay of the servie is tolerated, sine the quality of these servies is ditated by humanpereption. Another distinguishing property of this lass is the fat that the time intervalbetween information entities (bloks or pakets) should be preserved almost onstant, sinea small delay in the timings of onseutive information entities would degrade signi�antlythe quality of servie pereived by humans. Hene, the requirement for delay jitter is alsostringent. Other appliations inlude, video telephony (onferene) and video games.Streaming ClassTypial servies of this lass are the real time audio or real time video on the internet.In their majority, \streaming servies are unidiretional and onsequently highly asym-metri. Usually, the diretion of transmission is from a network server to a user. Thequality of servie is also determined by human pereption, sine usually the reeiver isa human. Delay requirements are thus strit, but sine the streaming data ow is timealigned in the reeiving end, the requirements in absolute delay values are not as severeas for \onversational servies. This time alignment is aheived through bu�ering. It is ofhigher importane though that the inter-arrival time of onseutive information entitiesexhibits low variane. Hene, the delay jitter should be low. However, the time alignmentin the reeiver an easily \orret" the delay jitter through appropriate bu�ering.Interative ClassServies where an user or a mahine is on line and is requesting data from a remoteserver belong to this traÆ lass. The most widespread \interative servies are webbrowsing and �le retrieval from data bases. The prinipal harateristi of this traÆ



1.4. PACKET DATA TRAFFIC MODELING 8lass, as of any kind of servie that is based on the request-response pattern, is that theuser, who is requesting data from a remote server, expets the response within a ertainperiod [54℄. TraÆ of this lass is heavily asymmetri, but a little bit more traÆn in ULthan in the streaming appliations is expeted.The time elapsed from the moment the user issued a request and the moment theuser has reeived the information requested, i.e. the so alled round trip time (RTT),is one of the key features of this traÆ lass. It determines the satisfation and henethe QoS experiened by the user. Depending on the servie, the value of the RTT variessigni�antly. Another harateristi of this traÆ lass is that data has to be reeivederror free at the requesting end point. The main reason for this is that these appliationstolerate delay. Therefore, error orretion tehniques suh as retransmissions are feasible.Bakground ClassThis ategory is onsisted of servies where the reeiving end is not expeting data.Hene, servies of this lass are tolerant in delay. Examples of this kind of servies areemail and the Multimedia Message Servie (MMS) ([28℄). As in the interative lassservies, also for servies of this lass, there is a requirement of error-free delivery of data.QoS Class AttributesThe traÆ lass of a servie onstitutes one of its QoS attributes and as suh it deter-mines the properties of its alloated servie bearer. A number of other QoS attributes hasbeen de�ned in UMTS [61℄. Most remarkable among them (other than the traÆ lass)are the maximum and guaranteed bit rate, the residual error rate, the delay, the handlingof priorities and the in-order-delivery of information entities.1.3.3 Targeted QoS metrisIn this report, the work fouses on the performane of the paket data aess. For thisreason, we hose an interative servie in order to perform our investigation. The QoS ismeasured in terms of guaranteed data rate, residual error rate and the transfer delay perinformation entity, hene per transmitted paket.As a real time appliation, the speeh is hosen. Hene, a onversational lass servie.The QoS attribute we are interested in for speeh is the residual error rate.The de�nition of this QoS metris in UMTS an be found in [61℄. The way they aremeasured in our simulations is going to be desribed in the orresponding hapters. Theoptimization work done here aims at these QoS attributes.1.4 Paket Data TraÆ ModelingTraÆ modeling is very important when studying RRM algorithms and onsequentlyin our study. Considering, that the aim here is to inrease system apaity and to improvethe QoS of the users, it is important to model aurately the traÆ from servies.In previous generation ellular networks, the prinipal target was to o�er speeh asservie. Speeh traÆ is traditionally model as a sequene of ativity and inativity



1.4. PACKET DATA TRAFFIC MODELING 9periods, with the ativity period emulating the time a user speaks and the inativityperiod emulating the silene. The data rate during ativity periods is onstant. Thismodel is introdued by Brady in [8℄ and it is known as the `on-o�' model. Variations ofthis traÆ model have been proposed for UMTS in [?℄ and in [78℄ .
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Figure 1.4: Generi web browsing model.New servies and onsequently new types of traÆ in 3G systems have urged a researhe�ort on traÆ modeling. The fous has been turned on the the modeling of the traÆoriginating from World Wide Web (WWW) related appliations. The initial approah hasbeen to model WWW traÆ in UTRAN, based on traÆ haraterizations arried outin wired networks. Although this approah seems heavily questionable, onsidering thelimitations imposed by the air interfae and the intermediate mehanisms set in order tomitigate them (e.g. the Wireless Appliation Protool, WAP), it is a rather fair one, sine3G radio networks will also be used for internet aess from portable omputers, where`wired' WWW models are appliable. Thus, on the basis of the work done in [2℄ and [41℄the "web browsing" model of [83℄ has emerged. Therein, WWW traÆ is modeled by using\paket sessions", \paket alls" and \reading time" periods, as it an be seen in �gure1.4. A paket session starts when a user starts WWW browsing session and ends whenhe stops downloading information. Eah paket session is onsisted of a number of paketalls. A paket all emulates the data burst originating from a web page and the readingtime the inativity period between two paket alls. This time orresponds to the periodduring whih the user is reading the downloaded web page before sending a request forthe next page. Within a paket all, datagrams, or pakets, arrive at ertain inter-arrivaltime. The above parameters, i.e. paket all duration and size, reading time, datagramsize and inter-arrival time, follow ertain distributions with ertain statistis. In eahmodel, these statistis and distributions are tailored in order to emulate harateristisof the servie to be modeled, e.g. data rate during ativity, burstiness, round trip timedelays, et. Therefore, the statistis of the web browsing models are heavily inuened bythe statistis of HyperText Transfer Protool (HTTP), sine HTTP is the protool usedby web browsing appliations. Measurements on HTTP traÆ has shown that HTTP



1.5. AIM OF THE PHD THESIS 10traÆ is haraterized by \heavy-tail" distributions, whih explains the important traÆvariane (burstiness) even in large time sales ([38℄). Therefore, the paket all size inthe web-browsing model is usually haraterized by heavy-tailed distributions suh asPareto. For simulation reasons however usually trunated heavy-tail distributions or fat-tail distributions suh as the lognormal are used in order to desribe the paket all sizes.Moreover, these parameters an be modi�ed in order to model traÆ emanating fromother than web browsing servies. As an example, in [6℄, the desribed above traÆ modelis tailored in a way that emulates the traÆ from web gaming.A family of traÆ models that are based on the web browsing model, has been reatedthe last years, as an example in [25℄ and in [42℄. They aim at inreasing the modelingauray of the existing web browsing model by essentially modifying the distributions ofits harateristis. These distributions result from the measured web traÆ. A generiweb browsing model that onsiders the nature of TCP traÆ and its proedures (slowstart, ongestion algorithm, et) has been proposed in [1℄.The web browsing model however applies for the downlink. For web browsing applia-tions, the traÆ in uplink is mainly onsisted of TCP layer aknowledgements, resultingthus in a low data rate. In order to study the performane of the paket data aess inuplink a servie resulting in higher data rates is required. Measurements and studies ofuplink traÆ have shown that the servie that generates the highest data rates in up-link is the network gaming [60℄. On the basis of the statistis of network gaming ([6℄),a generi traÆ model for interative servies in uplink has been proposed within 3GPP,the so-alled \modi�ed gaming model" ([78℄). This model with some slight modi�ationshas been used in our work. For the easiness of the reader, its harateristis are presentedin the next hapters along with the other simulation assumptions.1.5 Aim of the PhD ThesisAimIn this thesis our objetive is to propose methods and algorithms that optimize theutilization fator of resoures alloated to paket data servies in the uplink diretion oftransmission in WCDMA. This will improve the performane of paket data servies, i.e.it will inrease system apaity and it will improve the experiened QoS of users in uplink.BakgroundCurrent internet appliations suh as web browsing are haraterized by the lient-server model; users issue requests to remote servers for �les or for any other type of datathat is loated in them ([56℄). Hene, data is downloaded from the network to users inmost of the ases. As a result, in paket swithed networks the largest part of the traÆis observed in the network-to-users diretion. Consequently, the downlink diretion oftransmission in UMTS is expeted to exhibit higher load than the uplink, with the lastone mainly arrying user requests for servies and aknowledgements of reeption. For



1.5. AIM OF THE PHD THESIS 11this reason, in the last years the researh e�ort was primarily direted to the downlinkdiretion of transmission with an outstanding example the implementation of the HighSpeed Downlink Paket Aess (HSDPA).The expeted inrease of load in the downlink and the introdution of new servies,suh as the MMS, however, raise the demand for a orresponding improvement in theuplink diretion of transmission of paket data. In that respet, feasibility studies for theenhanement of the uplink paket data transmission have started in 3GPP [78℄. Candi-date features have been suggested in almost all of the layers and for all of the mehanismsinvolved in the UL paket data aess for both the UTRAN and the UE. Some of theproposed features are: advaned UE transmitters and reeivers, substitution of fast powerontrol funtion from adaptive modulation and oding (AMC) tehniques (for the mainte-nane of the radio link), improved oding shemes, optimization of the paket sheduling,shorter transmission time intervals and fast dediated hannel establishment and release,as well as hybrid automative repeat request (HARQ) mehanisms.Studied FeaturesAmong the proposed features, improvements in the proedure of format seletion for thepaket data transmission and in paket sheduling are disussed here. As it is presentedabove, the �rst one is a mehanism of seletion of the appropriate format, essentially ofthe data rate, among the alloated ones to the UE at eah transmission interval. For theuplink transmission, this mehanism is loated in the UE. Given that one of the riteriaof a format seletion are the radio propagation onditions, the TFC seletion is thus aradio link adaptation mehanism. In ase of multi-servie transmission, the mehanismperforms the sheduling of the alloated to the UE resoures to its di�erent servies. In3GPP doumentation, e.g. [73℄, it is alled Transport Format Combination (TFC) sele-tion.The paket sheduling in the uplink diretion of UTRAN is of partiular interest, asdisussed above. The paket sheduler grants \apaity rights" to UEs, by alloating tothem a set with possible data rates they an transmit, sine sheduling on a paket bypaket basis is not feasible, mainly due to delays in the radio interfae. The resoure tobe sheduled in the uplink is the reeived power in the Node B ([58℄).Our goal is to improve these two proedures without applying major hanges in theoverall proedure of the uplink paket data aess. The expeted gain from the improve-ment in the paket sheduling is the inrease in system apaity and onsequently theimprovement of the QoS of the paket data servies. The expeted gain from the im-proved TFC seletion mehanism under disussion in this thesis is that the addition ofpaket data servies is not degrading the performane of the existing real time ones.The guidelines for a TFC seletion algorithm for the uplink diretion of transmissionhave been desribed in the 3G standard [73℄. The main harateristi of this algorithmis that it favors the transmission of the highest priority real-time traÆ over paket data.In the ase of simultaneous transmission of a real time servie and a paket data one, theprobability of loss inreases in omparison to the ase of single real-time transmission, dueto the higher requirement in the transmission power. This inrease in losses a�ets morethe real time servie than the paket data one. We propose an algorithm that avoids this



1.5. AIM OF THE PHD THESIS 12e�et. For this reason, a simulator emulating the uplink multi-servie transmission of asingle UE has been implemented.The performane of the uplink paket sheduling has been investigated by means ofsystem level simulations. Performane evaluation riteria are the system apaity andthe o�ered QoS to users. We propose three features that aim at improving the eÆienyof the paket sheduling and hene at inreasing system apaity. In the �rst feature,UEs are hanging rapidly the spreading ode and hene the spreading fator they usefor their transmission in order to minimize the variane of their transmission power. Inthis dissertation, this feature is alled Fast Variable Spreading Fator (VSF). The seondfeature proposes an uplink paket data aess where UEs partiipate more in the ontrolof the overall proedure. Therefore, this aess mode is alled deentralized. The thirdstudied feature is the faster paket sheduling.Assoiated WorkIn order to perform our investigations, we studied and implemented paket data traÆmodels, we analyzed the UTRAN protool arhiteture with an emphasis on the meh-anisms that realize the uplink multi-servie transmission. We have also implementedfeatures related to the propagation in the physial layer suh as radio hannel models,power ontrol (PC) mehanisms and reeiver antenna diversity. Radio resoure manage-ment (RRM) mehanisms suh as load ontrol, soft handover (SHO) ontrol are also takeinto aount in our studies. Moreover, in order to assess the system performane and toanalyze results we studied onepts suh as ell interferene and the ratio of other to owninterferene, the so alled i-fator.Related LiteratureRadio resoure management in 3G ellular systems has reeived a lot of attention in theresearh ommunity during the last years. Most of the e�ort however has been direted tothe downlink diretion of transmission. Therefore the literature related to issues studiedhere, suh as paket sheduling, in downlink is wide, e.g. [39℄, [27℄, [9℄, [19℄, [3℄.The system modeling for the study of paket sheduling algorithms both in downlinkand uplink is desribed in [52℄ and in [35℄. In addition, in [52℄ a paket sheduling algorithmbased on traÆ priorities is presented and its performane is assessed. In [35℄ variouspaket sheduling algorithms \are designed based on di�erent philosophies: rate or utilityoptimal, fairness-based, and user-oriented". Obtained results show that \the fairness-based approahes seem to be a good ompromise and are good andidates for pratialimplementations in a real system". Uplink paket sheduling and its performane havebeen studied also in [?℄, [48℄, [23℄, [16℄, in [57℄ and in [34℄. The modeling of the paketsheduling is addressed also in [?℄. Therein, the impat of paket data traÆ on theperformane of speeh servies is also disussed. A paket sheduling algorithm based onload and interferene in the system is proposed. Paket sheduling in the ase of a systemwith two lasses of users \delay-tolerant and delay-intolerant users". Two transmissionpoliies for the delay-tolerant users are studied: in the �rst mode, users share the availableresoures and transmit when they wish. In the seond mode, only a limited number of



1.6. OVERVIEW OF THE PHD DISSERTATION 13users an transmit at a ertain time. Results show that this time-sheduling approaha�ords a better ell throughput. In [23℄ a paket sheduling algorithm for dual traÆ inUMTS is presented. Data rate alloations for the \paket traÆ" are performed on thebasis of interferene in the ell and of user's transmission power inreases the usage ofradio resoures. In [34℄ the performane of a number of paket sheduling algorithms isassessed. The major observation is that sheduling users with good hannel onditionsone-at-a-time and uses with bad hannel onditions in larger groups o�ers the highest ellthroughput among the studies algorithms.Radio link adaptation through format seletion in uplink has been studied in [17℄ and[46℄. A number of TFC seletion algorithms for paket data servies has been disussed in[46℄. Algorithms aiming at guaranting a ertain data rare for a servie or at maximizingthe user transmitted data rate are proposed. The performane of the disussed TFCseletion under di�erent admission ontrol poliies is investigated. Di�erent TFC seletionalgorithms in uplink along with other RRM funtions, suh as load ontrol have also beentreated in [51℄ and in [53℄. The di�erene being that in [53℄ a senario of mixed realand non real time traÆ is studied. The seletion of TFC has been disussed also in [4℄,with a fous on the impliations of the TFC seletion mehanism onto the physial layerperformane.1.6 Overview of the PhD DissertationThe rest of the dissertation is organized into �ve hapters. The main ontributionsof the thesis are presented in the three hapters ranging from hapter 3 to hapter 5. Inhapter 2 a brief overview of the UMTS Terrestrial Radio Aess Network (UTRAN) isgiven. Therein, the aim is to introdue the UTRAN elements that are needed for theunderstanding of the next hapters. The overall onlusions of this thesis are disussedin hapter 6. Eah hapter starts with a small paragraph introduing the issues to bedisussed in that designated hapter and it ends with a paragraph ontaining onlusions.Figure 1.5 illustrates the general outline of the main body of this dissertation.An outline of eah hapter follows:In hapter 2, a summary of UTRAN is given and its layered protool arhitetureis then desribed. A brief overview of the physial layer is given as well. Radio bearerarhiteture is also disussed. In addition, the UE arhiteture in the ase of multi-servieuplink transmission is presented.Chapter 3 gives an outline of the Medium Aess Control (MAC) protool. After thepresentation of the main funtions of the MAC protool, we fous on its role in the uplinktransmission; in partiular, on the link adaptation issue through appropriate TFC and thusdata rate seletion. We study the performane of the standardized TFC seletion algorithmand we then disuss alternative TFC seletion algorithms. We ompare the standardizedTFC seletion algorithm to one alternative algorithms with the help of disrete eventsimulations.An analysis of the uplink paket data aess follows in hapter 4. The prinipal meh-anisms involved in the uplink paket data aess are identi�ed; their impat on the overallperformane is stated. In partiular, the inuene of the paket sheduling on the over-
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SchedulingFigure 1.5: Plan of Dissertation.all performane is disussed. System performane is evaluated by means of simulations.The network level simulator therefore built is then shortly desribed. Next, we list theperformane metris we use and at the end we present and analyze simulation results.Possible enhanements in the uplink paket data aess are proposed and evaluatedin hapter 5. First, the fast variable spreading fator feature is disussed. Then, analternative mode of uplink paket data transmission, where the ontrol of the proedureis more distributed than in the standardized one is presented. Therefrom, this mode isalled deentralized in this report. At the end, the improvement through faster shedulingis assessed.The main onlusion of the dissertation and the future work are presented in hapter6.



Chapter 2UMTS Radio Aess Network(UTRAN): Protool Arhitetureand Radio Aess BearersThe present hapter introdues the UMTS Radio Aess Network (UTRAN). Thedesription here is based on tehnial spei�ations of 3GPP. However, the desription isa synthesis and an interpretation of 3GPP standards. Its aim is not to give a detaileddesription of UTRAN, but to i) situate the ontext of the work in this thesis, whih is theuplink multi-traÆ transmission, within UTRAN and to ii) present the UTRAN featuresthat are taken into aount and that are implemented in our simulation tools. Therefore,for most of the ases in this hapter, we present the basi harateristis of eah desribedfeature and we omit the details. The disussion here onentrates on the FDD mode ofUMTS.This hapter is organized as follows: in the �rst part (setion 2.1), an overview ofUTRAN arhiteture is given. Therein, the protool arhiteture is presented. In addi-tion, the role of eah protool is outlined. In setion 2.2 the physial layer along withphysial hannels are desribed. Then, the UTRAN protool mehanisms and the inter-layer protool proedures set in order to o�er radio aess bearer (RAB) servies to a userare given (setion 2.3). In the next setion (setion 2.4), transport hannels are presented.Setion 2.6 desribes the variable spreading fator issue.2.1 UTRAN Protool ArhitetureIn the CN of UMTS there are two modes of proessing the o�ered traÆ: a) thelassial iruit-swithed mode and the b) paket swithed mode, as mentioned in theprevious hapter. In general, the iruit-swithed handling is applied for the real time(RT) servies, thus for servies that belong to the onversational or streaming traÆ lass.The paket-swithed mode is applied for internet related servies, hene for servies of theinterative or bakground traÆ lass. Variations an also be imagined, e.g. real timetraÆ that is paket swithed (Voie over IP, or audio streaming over IP, et.).15



2.1. UTRAN PROTOCOL ARCHITECTURE 16In the radio aess network, both of these traÆ types are handled by the same arhi-teture, whih is disussed here.2.1.1 Protool ArhitetureFigure 2.1 illustrates the radio interfae protool arhiteture in UTRAN. The UTRANprotool stak is onsisted of protools ranging from layer 1 up to layer 3. In layer 1, thelassial physial layer protool an be found. Layer 2 or data link layer is deomposedinto 4 protools: the medium aess ontrol (MAC), the radio link ontrol (RLC), theBroadast/Multiast Control (BMC) and the paket data onvergene protool (PDCP).Layer 3 or network layer onsists of the radio resoure ontrol (RRC) protool [71℄.
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Figure 2.1: Radio Interfae Protool Arhiteture in UTRAN.The physial layer protool ontains the physial hannels for the transmission throughthe air interfae and through the �xed part of UTRAN. As suh, it ontains all the



2.1. UTRAN PROTOCOL ARCHITECTURE 17mehanisms that maintain the radio link, e.g. the power ontrol.Physial hannels are mapped to transport hannels. The latter ones de�ne the wayinformation is transmitted in the physial layer, e.g. they de�ne the type of oding applied.Transport hannels onsist the means of ommuniation between the physial and theMAC layer. More information on the physial layer and on the mapping of transporthannels to physial hannels is going to be disussed in setion 2.2.The MAC protool mainly ontrols the aess of traÆ ow from higher layers totransport hannels. It ommuniates with higher layers through logial hannels. Hene,logial hannels are the servie aess points (SAPs) o�ered by the MAC layer to RLCand they de�ne the type of traÆ that is transmitted through them. Essentially, there aretwo riteria that di�erentiate the logial hannels into di�erent groups:� the nature of their traÆ,� the number of users the traÆ is addressed to.The traÆ arried through a logial hannel may be user data or assoiated signaling.In ase the information arried on a single logial hannel is addressed to (or from) a singleuser, then the logial hannel is alled \dediated". In the opposite ase, where the arriedtraÆ on a logial hannel is addressed to a group of users or to all of the users in theell, then the logial hannel is named \ommon". Consequently, a number of di�erentlogial hannels is de�ned. All the types of logial hannels and their harateristis aredesribed in [71℄.In MAC layer, logial hannels are mapped into transport hannels. In UMTS, therole of MAC protool is not restrited to the ontrol of the aess to physial hannels, asin other systems. It is also in harge of adapting the transmission from logial hannelsaordign to physial hannel variations. It performs thus radio linkk adaptation. It is asubjet of our study and it is going to be disussed more analytially in hapter 3.The RLC is a typial data link ontrol protool ontaining the retransmission andthe in-sequene delivery mehanisms. As suh, it ontains the bu�ers required for theoperations of retransmission and in-sequene delivery of data units. The PDCP is inharge of ompressing and segmenting higher layer protool data units (PDUs), typiallyIP pakets. The BMC is in ontrol of information to be broadasted or multiasted toertain users in the ell. Detailed desription of the above mentioned protools an befound in [73℄, [74℄, [75℄, [76℄.In layer 3 the RRC protool an be found. Its prinipal task is to manage the networklevel signalling within UTRAN, making it thus the most ompliated UTRAN protool.Hene, its major funtions involve handling information to be broadasted in UTRAN,dealing with paging and mobility issues within UTRAN and managing the proeduresrelated to the establishment, reon�guration and release of the radio aess bearers. Theradio resoures needed for the radio bearers are also managed by the RRC. These funtionsare performed in ollaboration with other network layer entities, e.g. the paket sheduler(PS), the admission ontrol (AC) and the load ontrol (LC) entities. These entities arealso loated in the RNC and they form the Radio Resoure Management (RRM) module.They are going to be disussed in hapter 4. Moreover, the RRC is in harge of ensuringthat the requested QoS requirements per radio bearer are met. Therefore, all the related



2.2. PHYSICAL LAYER 18to the radio onnetion measurements that are aomplished in underlaying layers arereported to RRC. More detailed information on the RRC protool an be found in [77℄.In �gure 2.1 it an be seen that, as in other networks, two protool staks are de�nedin the radio interfae of UTRAN: the user-plane (u-plane) and the ontrol-plane (-plane).The �rst one is onsisted of protools that provide the data transfer and the seond protoolstak o�ers the assoiated signalling and ontrol.The user plane stak ontains protools of layer 1 and layer 2. The ontrol planeomprises protools of layer 1 up to layer 3. Layer 1 and 2 of the ontrol plane protoolstak are almost similar to the ones of the user plane. The di�erene between them is thatthe ontrol stak does not ontain the PDCP protool, sine signaling data units do notrequire ompression and segmentation.A number of possible distributions of UTRAN protools to the UTRAN omponentsexist, depending on the traÆ type of the servie and on the physial hannel used. Allthe feasible distributions of protools to the UTRAN entities are listed in [71℄.
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2.2. PHYSICAL LAYER 20� measurements and reporting of Blok Error Ratio (BLER), Signal to InterfereneRatio (SIR), transmission power, et.� mapping between transport hannels and physial hannelsSpreading is applied to physial hannels. It onsists of two funtions: the �rst one isthe hannelization, whih transforms every data symbol into a number of hips, inreasingthus the bandwidth of the signal. The number of hips per data symbol is alled spreadingfator (SF). Hene, the physial hannel data rate, p, is the ratio of the hip rate,  andof the spreading fator, SF , p = SF (2.1). The seond operation is the srambling, where a srambling ode is applied to thealready spread signal ([68℄).
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Figure 2.4: Code generation tree of the orthogonal variable spreading odes used inUTRAN.The hannelization odes used in UTRAN are Orthogonal Variable Spreading Fa-tor (OVSF) odes. Their prinipal harateristi is that they preserve the orthogonalitybetween them. The OVSF odes in UTRAN are de�ned by the ode tree of �gure 2.4.The modulation used in UTRAN is the Quadrative Phase Shift Keying (QPSK) for allof the physial hannels, apart from the synhronization hannel (SCH) and the high-speeddownlink physial hannel (HS-DPCH) in downlink. More details on the modulation anddemodulation in the UTRAN radio interfae an be found in [68℄.Error orretion is performed in the physial layer by using the Cyli RedundanyChek (CRC) mehanism. On the basis of the CRC output the physial layer an measurethe blok error rate. In addition, other measurements that are performed in the physiallayer are those of the transmitted power, of the reeived signal to noise rise ratio and ofother radio frequeny (RF) related measurements ([70℄).



2.3. RADIO ACCESS BEARER ARCHITECTURE 21With the mapping between transport hannels and physial hannels, traÆ from var-ious transport hannels is direted to ertain physial hannels. Dediated physial han-nels arry only dediated traÆ or ontrol originating from the orresponding transporthannels. Complete listing of the possible mappings between transport and physial han-nels an be found in [66℄. The whole hain of proedures and mehanisms that diret datafrom transport hannels to physial ones is desribed in the following paragraph.2.3 Radio Aess Bearer ArhitetureUpon request of a servie by a user, the network establishes a onnetion betweenthe designated UE and the UTRAN. It is a logial onnetion between the UE and thenetwork and this does not imply that a radio link is neessarily on�gured between them.Rather it implies that a user is ative, that his loation is known in the network and thathe is able to exhange signaling messages with the network. This logial onnetion isan RRC layer proedure and therefore it is alled \RRC onnetion". The UE is then in\onneted mode" ([77℄). Following the RRC onnetion, three signalling radio bearersbetween the UE and the network are set up. Following this stage, the UE is eligible toexhange signalling messages with the network in order to negotiate and obtain one ormore servies.For the ase of an UE in \onneted mode", there are four di�erent states that de�nethe type of RRC onnetion. States are distinguished from the type of physial hannelthat is alloated to the UE. These four states are:� CELL PCH� URA PCH� CELL FACH� CELL DCHIn the CELL PCH state, there is no establishment of physial hannel(s) between theUE and UTRAN and no exhange of user data takes plae. However, the ell where theUE is loates, is known in UTRAN and therefore the network an send page the UE, whenthis is needed.The URA PCH state is similar to the CELL PCH state, with the di�erene that theloation of the UE is not known to UTRAN on a ell level. In this state, the network isaware of the position of the UE at an area of several ells. This area is alled UTRANRouting Area (URA).In the CELL FACH state, a shared or ommon physial hannel is alloated to theUE. An exhange of user data takes plae through the alloated hannel. Hene, a radiolink is established between the UE and the network, but it is not permanent.In ase dediated physial hannels alloation, the UE is in CELL DCH mode. In thisase a onstantly \open" radio link between the UE and UTRAN has been establishedand the exhange of user data is therein performed. Our studies fous on this onnetionmode, whih is alled throughout this report \dediated mode".



2.3. RADIO ACCESS BEARER ARCHITECTURE 22For eah servie of the RRC onnetion, a radio aess bearer (RAB) is established.A RAB is bidiretional. It onsists of all the UTRAN protool elements that are set inorder to provide the required servie. Therefore, a RAB is omprised of a PDCP entity,an RLC entity, a logial hannel, a transport hannel and a physial hannel, as it an beseen in �gure 2.5. A single RAB is responsible for one servie.Hene, the establishment of an RAB involves the initialization of PDCP and RLCentities in both of the peer units, along with the establishment of an logial, an transportand a physial hannel. The PDCP entities are initialized if segmentation and ompressionof the higher layer protool data units (PDUs) are needed. All these elements ooperatein order to provide one radio aess bearer servie, as it an be seen in �gure 2.5. Theparameters of the elements that form a ertain RAB de�ne its QoS, e.g. the PDCP andRLC entity parameters, the physial hannel apaity ([77℄) determine the QoS of theservie arried by a designated RAB.

MAC

Physical layer processing

#2 #3 #4 Transport channels#1

Physical channels#1 #2

RLC RLC RLC RLC

#1 #2 #3 #4

PDCP PDCP PDCP PDCP

Logical channels

physical channel

1 transport channel +

1 logical channel +

1 RLC entity +

1 PDCP entity +

Radio Bearer = 

Figure 2.5: Con�guration of an UE supporting more than one radio bearers (user planeprotool stak).In ase more than one RABs are established between a designated UE and the network,more than one parallel strutures like the one presented above exist in both the UE andthe network. Figure 2.5 displays the lower layer on�guration of a UE having more thanone RAB. Eah RAB is then alloated a priority, whih is essentially the priority of thetraÆ lass that the RAB arries [82℄. Consequently, this is the priority of the logial



2.4. TRANSPORT CHANNELS 23hannel and of the transport hannel of the designated RAB.As it an be seen in �gure 2.5, in ase of several ative radio bearers there are morethan one logial hannels. The same applies for the transport hannels. There an be twolevels of multiplexing in that ase: a) the multiplexing of logial hannels to transporthannels and b) the transport hannels multiplexing into one or more physial hannels.The �rst one is performed at MAC layer and the seond one is performed aording tothe proessing hain in the physial layer ontaining desribed in setion 2.5). Thesemultiplexing proedures are based on hannel priorities, as it is going to be disussed inhapter 3.2.4 Transport ChannelsIt is mentioned above that the physial layer is o�ering a transfer servie to data omingfrom MAC layer by o�ering the transport hannels. Transport hannels haraterize theway higher layer data is transmitted in the physial layer. Therefore, di�erent types oftransport hannels are de�ned in UTRAN. We mention some of them: the BCH whihis used for the information that is broadasted in the entire ell, the RACH whih is anuplink hannel and it is used for the initial random aess of UEs in the system or the PCHwhih is a downlink hannel used for the paging (a omplete list of transport hannels anbe found in [71℄). Transport hannels are ategorized into ommon or shared ones andinto dediated ones. The ommon or shared transport hannels either arry informationthat an be addressed to more than one users or they an be aessed by more than oneusers. Dediated hannels (DCH) arry traÆ between UTRAN and a ertain UE. Ourstudies onsider only dediated hannels.2.4.1 Transport Format (TF)The format of the transport hannel, named Transport Format (TF), determines theway data is transmitted in transmitted in the physial layer. A transport format is on-sisted of a number of transport hannel attributes. Main transport hannel attributes areerror orretion parameters suh as the yli redundany hek (CRC), oding parame-ters suh as the oding type and the oding rate, punturing and repetition parametersand the number of data bits that an be transmitted during a transmission time interval(TTI) as well as this transmission interval.More preisely, the attributes of a given transport format are ([72℄):� the Transport Blok Size (TBS),� the Transport Blok Set Size (TBSS),� the Transmission Time Interval (TTI),� the oding type,� the oding rate,� the Cyli Redundany Chek (CRC),



2.4. TRANSPORT CHANNELS 24� the Rate Mathing (RM) attribute.A transport blok is the smallest entity of data that an be transmitted from MAC tothe physial layer, through a transport hannel at a given transmission time interval. Itssize (Transport Blok Size) is equal to the MAC protool data unit (MAC PDU) size. Ata designated TTI, one transport blok or more than one, a set of them (Transport BlokSet), an be transmitted through a transport hannel.Coding types that an be applied are the turbo oding, onvolutional oding or nooding. For the turbo oding, the oding ratio is 1/3 and for the onvolutional oding theratio an be either 1/2 or 1/3. For more information on the possible values of the othertransport hannel attributes, see ([67℄).Among transport hannel attributes, only the transport blok size and the transportblok set size an hange at eah TTI. Therefore these attributes are alled dynami. Theother attributes (TTI, oding type and rate, CRC and RM attribute) hange wheneverthe existing transport hannel on�guration is modi�ed by the network. Hene, signalingmessages are required for their hange. This implies that they annot hange on a TTIlevel and therefore they are alled \semi-stati" ([71℄). In this respet, UMTS is a stepbak in omparison to General Paket Radio Servie (GPRS). In the latter one, the userhas the possibility to modify his oding sheme within few deades of milliseonds withoutprior signaling between the network and the user.Transport Format SetTF TBS TBSS TTI Coding Type Coding Rate CRC RM0 320 0 40 Turbo 1/3 16 125-1651 320 3202 320 640 (2 � 320)3 320 1280 (4 � 320)4 320 2560 (8 � 320)Table 2.1: Example of a Transport Format SetFor the period of a given transport hannel on�guration, a list of transport formatsis alloated to a transport hannel. This list is named Transport Format Set (TFS) andonly transport formats that belong to the alloated TFS an be seleted for the transferthrough this designated transport hannel.An example of a transport format set an be seen in table 2.1. Four transport formatsare de�ned for this set. The transport blok size is equal to 320 bits. Formats di�er inthe number of transport bloks and thus in the total number of bits that are transmittedto the physial layer resulting therefore in data rates of 0, 8, 16, 32 and 64 kbps ([82℄).2.4.2 Transport Format Combination (TFC)In ase of more than one servies, there are more than one ativated transport hannels,as it an be seen in �gure 2.5. In this ase, multiple transport hannels are multiplexedonto one or more physial hannels. A ombination of transport hannels is thus formedand �nally transfered to the physial layer for transmission. Given that eah transport



2.4. TRANSPORT CHANNELS 25hannel has its own transport format, a ombination of transport formats is reated ateah transmission time interval; it is named Transport Format Combination (TFC).2.4.3 Transport Format Combination Set (TFCS)At eah transmission time interval a TFC is seleted among the existing TFCs in theTFC Set (TFCS). The last one is a list ontaining all the TFCs that an be applied duringa period of the urrent on�guration. Eah TFC in the TFCS is identi�ed with the aid ofthe TFC Identity (TFCI) �eld. The TFCS is alloated by the network at the on�gurationof low layers and it an be used till the next onseutive on�guration. Typially, the timeinterval between two onseutive on�gurations signalled by the network is equal to manymultiples of radio frames. Transport Channel AttributesTransporthannel number #1 #2 #3Transport TTI 20 20 40Channel Coding Type Turbo Coding Turbo Coding ConvolutionalAttributes Coding Rate 1/3 1/3 1/3CRC 16 16 16RM attribute 150-195 120-160 155-185TB Size [bits℄ 640 336 148TB Set Sizes [bits℄ 0 (0 � 640) 0 (0 � 336) 0 (0� 148)1280 (2 � 640) 336 (1 � 336) 148 (1� 148)772 (2 � 336)1544 (4 � 336)3088 (8 � 336)Table 2.2: Transport hannel attributes.An example of a TFCS an be seen in tables 2.2, 2.3. Table 2.2 presents the attributesper transport hannel of the hosen example. Table 2.3 displays the dynami attributes,hene the various TFCs formed by the transport hannels. Tables illustrate an examplethat applies for the uplink transmission. Three transport hannels are onsidered; the �rstarries traÆ from a onversational servie of 64 kbps, the seond from an interative orbakground servie with a data rate equal to 128 kbps and the third bears signalizationwith a data rate equal to 3.4 kbps ([82℄).The last olumn of table 2.3 ontains the SF per transport format ombination. Foreah ombination, the resulting number of bits in the physial layer is omputed. Thisestimation onsiders the physial layer proessing hain presented in �gure 2.6 and detailedin [67℄. From the resulting number of bits in the physial layer per ombination, theorresponding spreading fator is derived. (The TFCs in the list are sorted aording totheir total data rate).2.4.4 Transport Format Combination Set FormingThe forming of the TFCS is performed in UTRAN. It is an RRC protool task and it



2.4. TRANSPORT CHANNELS 26Transport Format Combination Set (TFCS)Dynami TFCI TBSS #1 TBSS #2 TBSS #3 SFAttributes 1 0 0 0 2562 0 0 148 2563 0 336 0 644 0 336 148 645 0 772 0 326 0 772 148 327 1280 0 0 168 1280 0 148 169 0 1544 0 1610 1280 336 0 1611 0 1544 148 1612 1280 336 148 1613 1280 772 0 814 1280 772 148 815 1280 1544 0 816 0 3088 0 817 0 3088 148 818 1280 1544 148 819 1280 3088 0 420 1280 3088 148 4Table 2.3: Dynami attributes of a Transport Format Combination Set (TFCS).takes plae during the transport hannels establishment or reon�guration.Upon transport hannel (re)-on�guration, transport hannels attributes, suh as thepossible data rates, the oding type and oding rate per transport hannel and onse-quently all the transport formats per transport hannel are de�ned. One of them is thetransport blok size of eah transport hannel, tbsi. It is determined by the other transporthannel attributes. In the desription below, the index i denotes the transport hannel.For the setting of the transport blok size two options exist:� for iruit-swithed servies where the transmission is done only at one bit rate, thetransport blok size of the transport hannel, tbsi, is given by:tbsi = ri � TTIi (2.2)where ri and TTIi are the transport hannel bit rate and transmission time intervalrespetively.� The seond option for the transport blok size applies for paket-swithed servies.In this ase, a ertain number of possible data rates used for the transmission througha transport hannel has been de�ned. The lowest non zero data rate determines thetransport blok size in this ase ([82℄).An example of an resulting thus TFCS an be seen in table 2.3.



2.5. PHYSICAL LAYER PROCESSING 272.4.5 TFCS Noti�ation to the Transmitter SideAfter the forming of TFCS, the latter one has to be transmitted to the MAC layer ofthe transmitter side. If the diretion of transmission is downlink, the TFCS is transferredfrom the RRC protool to the MAC protool through the ontrol servie aess point(SAP) onneting them (see �gure 2.1). In ase of uplink transmission, the TFCS issignalled to the RRC protool of the UE, whih then noti�es it to the UE MAC protool.The UE starts applying the new transport formats after a number of TTIs ([77℄).This proedure an take plae also in the ase of a TFCS restrition. The latter oneis a mehanism, where the network prohibits the transmission of a number of TFCs ofthe TFCS, due to the fat that their estimated required transmission power exeeds themaximum. In that ase, a sublist of TFCS, as it mentioned is permitted and the UTRANsends the new maximum TFC of the TFCS that an be applied. In addition, it also sendsthe period during whih the restrition applies ([77℄).2.5 Physial Layer ProessingThe physial layer proessing is presented in this paragraph. For both transmissionand reeption, the omplete proessing hains are de�ned in 3GPP standards, [67℄, [62℄,[63℄. In the transmitter side, the physial layer proessing involves among others oding,interleaving, mapping of transport hannels to physial hannels spreading and modulationproedures. In the reeiver side, the proessing ontains mainly demodulation, despreadingand deoding proedures as well as appliation of error detetion mehanisms and mappingof physial hannels to transport hannels.In this work the physial layer proessing is modeled in its whole apart from the modu-lation and demodulation proedures. For this reason, in this report the term physial layerproessing is used for the proessing hain that performs the mapping between transporthannels and physial hannels.As an example, the physial layer proessing in uplink in the transmitter side, hene inthe UE, is displayed in �gure 2.6. This model is in aordane with the guidelines imposedin [67℄.At the input of the hain transport bloks are arriving from the MAC layer. A transportblok is the smallest information entity that an be transmitted through a transporthannel and it orresponds to a MAC PDU. An error orretion ode (yli redundanyhek (CRC) ode) is added per transport blok that arrives from MAC. Then, if thesize of the transport blok plus the CRC bits is exeeding a prede�ned maximum odeblok size, the sequene of information bits is segmented to ode bloks, whih enter theoder. One the oded bloks are generated they are segmented to smaller parts, in away that eah one of them an be transmitted within a single radio frame (radio framesegmentation in �gure 2.6). The data entities thus formed per transport hannel are readyto be interleaved and multiplexed into the oded omposite transport hannel (CCTrCh).Before this proedure however, some bits per transport hannel need to be puntured orrepeated. This \�tting" operation is neessary beause the bits ontained in CCTrChare mapped to one or more physial hannels. In the ase of one to one mapping (oneCCTrCH mapped to a single physial hannel) the physial hannel apaity is de�ned
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Figure 2.6: Physial layer proessing model for the uplink. Model based on the one in[67℄.as the number of bits in CCTrCh. The physial hannel apaity however an have onlyertain disrete values due to physial layer parameters suh as spreading.2.6 Variable Spreading FatorIt ould be seen in the previous paragraph that within a single TFCS di�erent spreadingfators exist. Eah TFC has its assoiated SF. It an thus be argued that the SF is a\dynami TFC attribute".During transmission, one TFC and essentially one data rate of the list is seleted. (TheTFC seletion is a MAC protool proedure and it is going to be disussed in hapter 3.The data rate modi�ations resulting thus from the TFC seletion, require a physial



2.7. CONCLUDING REMARKS 29hannel with dynamially varying apaity. Given that the physial hannel data rate, p,is the ratio of the hip rate,  and of the spreading fator, SF (see formula 2.1) and thatthe hip rate is always onstant in UMTS, it derives that data rate modi�ations throughTFC seletion lead to a dynamially varying spreading fator. In uplink transmission theSF an hange dynamially without prior signalling between the UE and the network.As an example, we an imagine an UE that has been alloated the TFCS with theparameters of tables 2.2 and 2.3. In ase no data is arriving from the onversationalservie and from the interative servies, the UE is transmitting only assoiated signallingat a data rate of 3.4 kbps. This means that the TFCI 2 is transmitted by applying aSF equal to 256. Upon arrival of traÆ from both the onversational and the interativeservie, the UE transmits with its maximum alloated data rate of 195.4 kbps by applyingthe TFCI 20. This new TFCI requires a SF equal to 4 and hene a hange in the SF isperformed.2.7 Conluding RemarksThe present hapter has aimed at building understanding in issues suh as UTRANprotool arhiteture, multi-traÆ transmission in uplink and transport hannels.After a brief introdution of the UTRAN protool arhiteture, the protool on�g-uration of an UE during uplink multi-traÆ transmission is presented. It is shown thateah servie requires an radio bearer and onsequently an transport hannel. This resultsin the multiplexing of more than one transport hannels into physial hannel(s).At eah transmission interval a ombination of formats of the ative transport hannels(TFC) is seleted for the transmission. The UE selets the TFC among the ones inits alloated list of TFCs, the TFCS. Eah TFC results in a di�erent total data rateand onsequently it requires a di�erent spreading fator. Hene, uplink multi-servietransmission involves a dynamially varying spreading fator.



Chapter 3Radio Link Adaptation in MediumAess ControlIn this hapter the radio link adaptation in MAC (Medium Aess Control) layer ofthe UMTS is disussed. The funtion that realizes the radio link adaptation in this layeris the Transport Format Combination (TFC) seletion, already presented in hapter 2.The disussion fouses on a senario of multi-servie transmission in uplink (UL).In the �rst setions of this hapter the TFC seletion is desribed. Then, the simulatorused for these studies is desribed and the end of this hapter simulation results arepresented.The desription of the TFC seletion is divided into two logial parts. In the �rst logialpart, the implementation of the TFC seletion as a protool mehanism is desribed. Theseond part deals with the algorithmi part of the TFC seletion.The �rst logial part of the desription starts with a brief desription of the MACprotool. The onept of MAC protool in UMTS along with a presentation of its basifeatures, suh as MAC PDUs and MAC primitives are given in setions 3.1 and 3.2 respe-tively. The MAC layer funtioning in the UE side during multi-servie uplink transmissionis then presented in 3.3.The seond logial part starts with setion 4.6.4. Therein, we present the priniplesof the TFC seletion proedure. We also desribe the 3GPP ompliant algorithm for theTFC seletion in uplink. We then disuss alternative algorithms.The simulator built in order to assess the performane of the TFC seletion algorithmsis desribed in setion 3.5. Simulation results are presented in setion 3.7.3.1 MAC Protool Conept in UTRANThe prinipal funtion of the MAC protool is to provide traÆ from higher layersaess to the physial medium, in the transmitter side. In reeption, MAC layer is expetedto deliver the physial layer data units reeived to higher layer entities ([28℄). In UTRAN,due to the multi-servie apability o�ered to users, MAC protool usually ontrols theaess of traÆ from more than one simultaneous radio aess bearers to the physialmedium (both in the UE and the network side). The part of the transmission hain of a30



3.2. MAC PROTOCOL BASIC FEATURES 31radio bearer that is ontrolled by the MAC layer is the transmission of traÆ from logialhannels to transport hannels, as it an be seen in �gure 2.5. Therefore, an additionaltask of MAC in UMTS is the mapping between logial and transport hannels.The radio hannel is a�eted by onsiderable utuations and hanges, resulting thusin a physial hannel with dynamially varying apaity. In this ase, a seletion of thetransport hannels, that are going to aess the physial hannel(s) at eah transmissioninterval, has to be made dynamially in the MAC layer. This is done by the TFC seletionmehanism (see setion 2.4.3). Hene, one of the major roles of the MAC layer is to adapttraÆ from radio aess bearers to the atual state of the physial hannel(s), to performthus radio link adaptation through TFC seletion.From the above desription, it results that MAC plays an ative role during the trans-mission. This is a new harateristi of the MAC protool in UMTS in omparison toseond generation MAC protools, e.g. MAC in GSM.From arhitetural point of view, the MAC protool is omposed of a number of entities,eah one of them handling di�erent type of transport hannels. In the network side of theprotool, these entities are distributed in the RNC and in the Node B. The arhitetureof MAC protool is thoroughly presented in [73℄.More details about major implementation, design options for 3G MAC protools andabout their role in ahieving higher data rates an be found in [37℄, [5℄, [18℄.3.2 MAC Protool Basi FeaturesIn the present setion (3.2) a short desription of the primitives and PDUs of theMAC protool is given. Their knowledge is very useful for the understanding of the TFCseletion proedure.3.2.1 MAC layer primitivesPrimitives are the messages used for interlayer ommuniation. The desription isbased on the OSI model and therefore the OSI terminology is adopted. In the OSI model,primitives are sent between protools of adjaent layers. Therefore, MAC protool isexhanging primitives with the physial layer and with the RLC protool. This restritionimposed by OSI is not entirelly respeted in UMTS. Primitives are also exhanged betweenMAC and RRC. These primitives are mainly used for the ontrol and on�guration of MACby RRC. For their transmission a spei� SAP between MAC and RRC has been de�ned.It is the \ontrol" SAP that an be seen in �gure 2.1. A detailed desription of the MACprimitives that are involved in the uplink multi-servie transmission is given below.In UMTS four primitive types are used. They are adopted by the OSI model ([56℄).They are:� Request (REQ)� Indiation (IND)� Response (RSP)



3.2. MAC PROTOCOL BASIC FEATURES 32� Con�rm (CNF)The request is sent when a higher layer is requesting a servie from its lower layer. Theindiation is sent by a lower layer to its higher layer in order to inform it about the servieit is o�ering. The response type primitive is sent by the higher layer to the lower one inorder to inform the latter that the previously indiated servie has been ompleted. Theon�rm primitive is sent by the lower layer that provides the servie to its higher layerstating that the requested servie has been o�ered. The use of di�erent types of primitivesis displayed in �gure 3.1 (Primitives response and on�rm an have a di�erent usage inertain ases). When a designated servie is requested to a lower layer by its higher layer,the order in whih primitives are exhanged is de�ned. It is the order of their presentationhere. It an also be seen in �gure 3.1.
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Figure 3.1: Use of the four types of primitives. The numbers next to the primitive namesindiate the order of their transmission.Primitives between physial layer and MACPrimitives between the physial layer and MAC are mainly used during the transfer ofdata units from one layer to the other and when the physial layer needs to indiate thestate of the physial hannels to the MAC layer.The primitives between physial layer and MAC are:� PHY-ACCESS(-REQ/CNF)� PHY-CPCH STATUS(-REQ/CNF)� PHY-DATA(-REQ/IND)



3.2. MAC PROTOCOL BASIC FEATURES 33� PHY-STATUS-INDThe �rst four primitives, PHY-ACCESS(-REQ/CNF) and PHY-CPCH STATUS(-REQ/CNF) are used for the ontrol of the ommon transport hannels RACH and CPCH.Primitives PHY-ACCESS(-REQ/CNF) are exhanged during the aess to a RACH or aCPCH. Primitives PHY-CPCH STATUS(-REQ/CNF) are sent whenever information on-erning the atual state of a CPCH needs to be shared between MAC and physial layer.Their impliation in the uplink multi-traÆ transmission is insigni�ant, therefore theirdetailed desription is omitted here. Details on these primitives an be found in [73℄.The PHY-DATA-REQ primitive is sent by the MAC layer to the physial one in orderto request the transmission of MAC Servie Data Units (SDUs). In this ase, SDUs arethe transport bloks. A PHY-DATA-REQ primitive is submitted every TTI (TransmissionTime Interval) for eah transport hannel.The PHY-DATA-IND primitive is sent by the physial layer in order to transfer toMAC a number transport bloks. A PHY-DATA-IND primitive is submitted within aperiod of one TTI for eah transport hannel.Both of the previous primitives ontain as parameters the \Data Units" (DUs) to betransmitted, whih are the transport bloks in this ase, along with their TFI (TransportFormat Indiator).The PHY-STATUS-IND primitive is sent by the physial layer to MAC in order toinform the latter one about physial hannel onditions.The impliation of the last three primitives in the uplink transmission proedure isdisussed in setion 3.3.2.Primitives between MAC and RLCPrimitives between MAC and RLC are basially exhanged during the transmissionproedure. They are mainly used for the transfer of data units between layers. Theprimitives between MAC and RLC are:� MAC-DATA(-REQ/IND)� MAC-STATUS(-IND/RSP)The primitive MAC-DATA-REQ is sent by the RLC protool to MAC every timedata (transport bloks) are transmitted from RLC to MAC. It ontains the RLC PDUstransmitted. This primitive an also be used by an RLC entity in order to inform MACabout its bu�er state (atual size, mean size or variane of the bu�er size in number ofbytes).The primitive MAC-DATA-IND is sent by MAC to RLC whenever data (RLC PDUs)reeived in MAC layer shall be submitted to RLC.The primitive MAC-STATUS-IND is sent by MAC whenever a hange in MAC protoolhappens. It indiates the RLC PDU size and the number of RLC PDUs that the RLCentity an submit to MAC during the next TTI. It may also be used by the MAC layer inorder to initiate the transmission of a MAC-STATUS-RSP primitive from RLC to MAC.



3.2. MAC PROTOCOL BASIC FEATURES 34The last one ontains the atual bu�er state. In that ase, the primitive MAC-STATUS-IND ontains no parameters. This primitive may also be sent during transmission onRACH or CPCH in order to inform the RLC layer that a transmission on these hannelswas requested by the MAC layer or, when an attempt to transmit on these hannels hasfailed.In addition to the previously desribed funtionality, the primitive MAC-STATUS-RSPis sent in order to inform the MAC layer about the state of the RLC protool, e.g., thestate where the exhange between peer RLC entities is suspended for a reason.The use of the last four primitives during the uplink transmission proedure is presentedin setion 3.3.2.Primitives between MAC and RRCThese primitives are sent with a lower frequeny than the other groups of primitives.They are essentially transmitted when RRC requests the on�guration (or the reon�gu-ration) of the MAC layer and in ase the MAC layer needs to inform the RRC about itsstatus.The primitives between MAC and RRC are:� CMAC-CONFIG-REQ� CMAC-MEASUREMENT(-REQ/IND)� CMAC-STATUS-INDThe primitive CMAC-CONFIG-REQ is sent every time the MAC protool is (re)on�gured.It ontains information onerning the mapping between logial hannels and transporthannels, logial hannel priorities. In addition it arries the TFCS. (It is also used forother reasons, that are out of sope here, e.g., notify to MAC protool parameters relatedto the RACH, CPCH hannels and iphering parameters).As disussed above, MAC layer performs traÆ volume measurements by keeping trakof the RLC bu�ers sizes. These measurements are reported to the RRC layer. Theprimitive CMAC-MEASUREMENT-REQ is sent by the RRC in order to de�ne the waythe reporting of MAC layer measurements should be aomplished. It spei�es thus if themeasurement report should be periodi or event triggered. In the seond ase, it indiatesto MAC the trigger values.The primitive CMAC-MEASUREMENT-IND is sent by MAC. It ontains the mea-surements requested by the RRC.The primitive CMAC-STATUS-IND is sent by MAC in order to notify RRC about anabnormal situation (e.g. maximum number of attempts to aess to the RACH hannelahieved).3.2.2 MAC Protool PDUsAs disussed above a MAC PDU is a transport blok in UMTS. Two groups of MACprotool PDUs exist. The �rst group of PDUs is used for the transmission on the HS-DSCH and the seond is used for the transmission on all the other types of hannels. The



3.2. MAC PROTOCOL BASIC FEATURES 35transmission on HS-DSCH is out of the sope here, therefore the desription of MAC-PDUsfor HS-DSCH is omitted.A MAC protool data unit (PDU) onsists of one optional MAC header and a MACServie Data Unit (MAC SDU), as it an be seen in �gure 3.2.
TCTF UE Id

type UE−Id C/T MAC SDU

RLC PDU

MAC Header MAC SDUFigure 3.2: MAC data PDUMa headerA MAC header, when it exists, may be onsisted of one or a ombination of thefollowing �elds:� TCTF (Target Channel Type Field)� UE Id Type� UE Id� C/TTCTF �eldThis header is used on the FACH and RACH transport hannels. As it an be seenin [71℄, FACH or RACH may transport information originating from (or sent to) di�erenttypes of logial hannels. The TCTF is used in order to identify the logial hannel type(ontrol or data) to whih the transport hannel is mapped.UE Id related �eldsThe seond and third header �elds provide UE identi�ation in ommon transport han-nels. There an be two di�erent types of UE-Ids:� U-RNTI, UTRAN Radio Network Temporary Identity� C-RNTI, Cell Radio Network Temporary Identity



3.3. UPLINK MULTI-TRAFFIC TRANSMISSION 36The C-RNTI is used whenever an identi�ation of the UE inside a ell is needed. TheU-RNTI provides an identi�ation of the UE in a radio network subsystem (RNS). (Thishappens when an UE is logially onneted to the network, but it is not alloated dediatedhannels. Hene, the RNS where the UE is loated, is known in UTRAN, but its exatell is not known, [77℄).The header UE-Id type is used in order to speify whih of the two above desribedUE-Id is going to be used in the urrent MAC-PDU.C/T �eldThe C/T �eld is used in the ase of multiple logial hannels being multiplexed inone transport hannel. It provides an identi�ation of the logial hannel.A detailed desription of the size and oding of the previous header �elds an be foundin [73℄.3.3 Uplink Multi-traÆ TransmissionIn this paragraph the MAC protool funtioning in ase of multi-servie transmissionis explained. The desription onentrates on the transmitter's side, thus the UE side.As disussed before, in the multi-bearer transmission hain, there are two levels ofmultiplexing at MAC layer: the �rst one onsists in multiplexing di�erent logial hannelsonto one transport hannel and the seond one involves the transport hannel multiplexingonto a single physial hannel. These two levels of multiplexing an be seen in �gure3.3. This �gure illustrates an example of MAC layer funtioning in uplink multi-bearertransmission. The transmitter, hene the UE, is displayed. The UE is in \dediatedmode". Logial and transport hannels of the �gure are thus dediated. The ase oflogial hannels being multiplexed onto a single transport hannel an be seen: logialhannels #1 and #2 are multiplexed onto transport hannel #1. All transport hannelsare multiplexed onto a single physial hannel. Data units originating from RLC layer,RLC PDUs, arrive from RLC through the di�erent logial hannels. A MAC header isadded to eah RLC PDU, oming through logial hannels #1 and #2. The C/T header(see setion 3.2.2) is added in this ase; no additional header �elds exist due to the fatthat logial hannels are dediated. The RLC PDU and the MAC header form the MACPDU. A MAC PDU is equivalent to a transport blok.During the uplink transmission proedure, the atual state of the physial hannel(s)is known to MAC layer; information regarding the physial hannel(s) ondition is sentto the MAC layer with the aid of the PHY-STATUS-IND primitive. Based on the atualapaity of the physial hannel, the following proedures are performed in the MAC layer,at eah transmission time interval:� the seletion of the logial hannel to aess the transport hannel (in ase of morethan one logial hannels being multiplexed to a single transport hannel)� the seletion of transport hannels that are allowed to transmit traÆ (originatingfrom logial hannels) to the physial hannel(s)
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Figure 3.3: MAC protool during uplink multi-traÆ transmission. Transmission is doneon dediated logial and transport hannels.� the deision of the amount of traÆ that eah seleted transport hannel is permittedto transmit to the physial hannelThe �rst seletion of the above list is based on the priorities of the logial hannels. Itis ontrolled by the RRC layer, sine logial hannel priorities are therein alloated.The last ones are parts of the Transport Format Combination seletion, as it is namedin the 3GPP standards.In addition, MAC protool is onstantly aware of the RLC bu�ers oupany, sine thisinformation is provided by the MAC-DATA-REQ primitive. Bu�er sizes are reported toRRC with the aid of the CMAC-MEASUREMENT-IND primitive. (This information maybe then transmitted to the RRC entity in UTRAN, serving thus as an impliit apaityrequest, as it is going to be disussed in hapter 4).3.3.1 MAC layer funtions in uplink transmissionIn the previous setion, we desribed the ations undertaken by MAC protool in theUE side during uplink multi-servie transmission, when the UE is in dediated mode. Twotime sales an be distinguished to haraterize these funtions. Funtions of the longertime sale apply for the proedures of MAC protool (re)on�guration, while the seondones apply for proedures that take plae at eah TTI (10, 20, 40 or 80 ms).



3.3. UPLINK MULTI-TRAFFIC TRANSMISSION 38Longer time-sale funtionsIn the �rst group of funtions belong:� the mapping of logial hannels to transport hannels,� the alloation of priorities to logial hannels� the alloation of a TFCS list (or sublist) to the urrent on�guration.All these funtions are performed under the guidane of the RRC protool.Shorter time-sale funtionsIn the seond group of funtions belong:� the seletion of the appropriate Transport Format Combination (TFC),� the reporting of the size of RLC bu�ers to RRC.3.3.2 Uplink transmission proedure in MAC layerThe proedure of uplink transmission follows the next steps (see �gure 3.4):1. At the initialization phase, RRC protool requests the on�guration of the MAClayer by sending the CMAC-CONFIG-REQ primitive. RRC protool sets the on�g-uration about: a)the mapping of logial hannels onto transport hannels, b)logialhannel priorities, )the TFCS list that MAC is allowed to use during the designatedon�guration.2. The primitive MAC-STATUS-IND is sent to the RLC layer in order to request theRLCs Bu�er Oupany (BO) values.3. RLC entities send the primitive MAC-STATUS-RSP. They indiate thus their RLCsBO values to MAC protool.4. After the seletion of the appropriate TFC for the next radio frame, MAC layersends the primitive MAC-STATUS-IND to RLC entities whose traÆ is hosen fortransmission during the next TTI. This primitive ontains information about the sizeof the RLC PDU and the number of RLC PDUs that the RLC entity may transmitduring the next TTI.5. RLC entities send through their orresponding logial hannels, the primitive MAC-DATA-REQ. It ontains the number of RLC PDUs to be transmitted during thenext TTI, along with information about the size the RLC bu�er.6. A MAC header is added to RLC PDUs, in ase this is needed.7. The PHY-DATA-REQ primitive is sent to the physial layer by MAC layer. Thisprimitive ontains the Transport Bloks to be transmitted by the physial layer. Itontains also the Transport Format of the transport hannel.



3.3. UPLINK MULTI-TRAFFIC TRANSMISSION 398. The primitive PHY-STATUS-IND is sent from the physial layer to MAC in orderto inform the last one about the level of the transmitted power. In addition, it istransmitted in the ase of an abnormal event in the physial layer, e.g. maximumuplink transmission power has been reahed, minimum allowable transmission powerhas been reahed.Steps 2-8 are repeated at the next shortest TTI boundary.
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Figure 3.4: Uplink transmission in MAC layer in dediated mode (UE side).



3.4. TRANSPORT FORMAT COMBINATION SELECTION 403.4 Transport Format Combination SeletionAs disussed in previous setions, an important task of MAC layer is the radio linkadaptation through the seletion of the appropriate Transport Format Combination (TFC)among the existing ones in the alloated TFCS at eah radio frame. This seletion is mainlybased upon:� available physial layer resoures� transport hannel priorities� RLC bu�ers oupany at the input of logial hannelsWith the term physial layer resoures, we mean the maximum data rate of the TFCSthat an be transmitted under the urrent radio propagation onditions.In the 3GPP spei�ations ([73℄, [64℄) mehanism that onsiders the physial layeronditions during TFC seletion has been de�ned. We all it throughout this report `TFCElimination'. It involves the restrition of the TFCs in the TFCS whose transmissionpower exeeds the maximum transmission power.At eah time slot, the UE measures its transmission power. In addition, the data ratetransmitted at eah TTI is also known in the MAC layer. Based on this information, MAClayer an ompute the transmission power required for all of the TFCs in its TFCS. Thisomputation is aheived through the formula that relates the user data rate, r, with thetotal reeived power PTotal ([22℄): EbN0 = wr PrPTotal � Pr (3.1)where EbN0 is the energy per bit to noise density ratio of the user deteted in the NodeB (after demodulation), w is the hip rate and Pr is the reeived power from the user.Considering that: Pr = GPt (3.2)where Pt is the transmitted power of the user. Without introduing a big unertainty, weommit the term Pr from the denominator. Equation 3.1 an then be written as:EbN0 = wr PtGPTotal (3.3)Assuming the same EbN0 for all of the data rates, the estimated transmitted power, Pt;iof a data rate ri is obtained as a funtion of the urrently transmitted power, Pt;0 anddata rate r0 by the formula: Pt;iPt;0 = r2r0 (3.4)In the above mentioned spei�ations, three parameters have been de�ned: X, Y andZ. If the required transmission power of a ertain TFC in the TFCS exeeds the maximum



3.4. TRANSPORT FORMAT COMBINATION SELECTION 41transmission power X slots during the last Y slots, then it annot be seleted (it is thus\eliminated") for the next Z slots. Usually an o�set, TFCEoffset, is onsidered for the\TFC Elimination" and a TFC is onsidered if its omputed transmission power is higherthan the maximum transmission power, Pmax, minus the o�set:Pthr = Pmax � TFCEoffset (3.5)3.4.1 3GPP Compliant AlgorithmIn the release 5 of the 3GPP spei�ation [73℄, the guidelines for the TFC seletionalgorithm are presented (these hanges are then inorporated in the latest version ofprevious releases as well). The prinipal riteria for the appropriate format seletion arethe logial hannel priorities, in this algorithm. Based on available physial resoures, thealgorithm aims at providing the highest possible data rate to the servie (or equivalentlytransport hannel) of highest priority. The seletion algorithm runs at the beginning ofthe shortest on�gured TTI. It runs as follows:1. Form the (sub)list L, with all the allowed TFCIs at that TTI.2. Selet the transport hannel with the highest priority, P1.3. Form the sublist L1 of L ontaining the TFCIs that o�er the highest bit rate to theseleted transport hannel.4. If L1 ontains only one TFC, hoose this TFC and exit.5. If L1 ontains more than one TFCs, L = L1.6. Selet the transport hannel with the next highest priority P2.7. Go bak to step 3.The proedure is repeated till L1 ontains only one TFC.As an example, onsider that at a given moment the TFCS list presented in tables 2.2,2.3 is alloated to MAC layer. Priorities of transport hannel 1, 2, 3 are 0, 1, 2 respetively.At that moment, none of their RLC bu�ers is empty and the state of the physial hannel(noti�ed to MAC with the PHY-STATUS-IND primitive) allows the transmission of the�rst 16 TFCs. So the list L ontains the �rst 16 TFCs of the table 2.3. The transporthannel seleted is the �rst one, sine it arries the traÆ with the highest priority. Atthe end of the �rst iteration, the list L ontains the TFCIs 7, 8, 10, 12-15. Next, thetransport hannel 2 is seleted. The new list L ontains now only the TFCI 15. The TFC15 is hosen for transmission in the oming TTI.3.4.2 Alternative algorithmsThe 3GPP ompliant algorithm favors the transmission of high priority traÆ. VariousTFC algorithms an be oneived. As an example, in [11℄ and in [46℄ a number of TFCseletion algorithms has been disussed. In [11℄ a fair algorithm and an algorithm that



3.5. SIMULATION MODEL 42prioritizes the traÆ with the highest bu�er oupany are presented. In [46℄, algorithmsthat aim at guaranteeing or maximizing the data rate of a servie are proposed. Nu-merous other TFC algorithms may be de�ned. However the exibility in the oneptionof TFC algorithms redues in senarios with real time traÆ, due to the stringent delayrequirements of the latter one.Considering the traÆ priorities in UMTS [82℄, in ase of multi-traÆ transmissionfrom a real time servie and from a paket data servie, real time onversation serviesare privileged over interative paket data ones. Under unfavorable radio propagationonditions, both of the servies are experiening losses. In these ases, the blok error rate(BLER) of the real time servie and the delay of the paket servie are inreasing. It islikely that the paket data traÆ will su�er more heavily. The QoS requirement of thereal time traÆ being more stringent than the one of the paket data, the impat on theQoS of the real time servie is going to be more important in ase of unfavourable radiopropagation onditions and it may lead to loss of the all.In ase a paket data servie is added to a real time one, the probability the UE is inshortage of transmission power inreases. Consequently, the overage area is reduing.Modi�ed TFC Seletion AlgorithmA modi�ed TFC seletion algorithm is disussed here. Its aim is to inrease the ov-erage area for the real data servies. It mainly aims at senarios with a mix of real timeand paket data traÆ. Its prinipal harateristi is that it attempts to split in timethe transmission of real time traÆ from the transmission of paket data, if the orrettransmission of their ombination is not feasible.The operation of the algorithm is similar to the 3 GPP ompliant one; the seletionof appropriate formats is also performed on the basis of traÆ priorities. In ase, realtime traÆ is seleted for transmission in the urrent TTI, paket data is also seleted fortransmission, only in the ase the required power for the transmission of the ombinationof the servies is below a ertain threshold, Pthr. For this reason a power o�set, Poffsethas been de�ned, suh as:Pthr = Pmax � (TFCEoffset + Poffset) (3.6)where Pmax stands for the maximum transmission power of the UE.3.5 Simulation ModelIn order to investigate the performane of the above mentioned TFC seletion algo-rithms, a simulator is built.The simulator is essentially emulating the operation of the MAC protool during uplinktransmission. The MAC funtions that have been implemented apart from the TFCseletion are the mapping between logial and transport hannels and the alloation ofpriorities to logial hannels. For simpliity reasons, only the ase of one to one mappingbetween logial and transport hannels has been onsidered. Therefore, when priorities aredisussed, a radio aess bearer priority is equivalently its logial and transport hannelpriority.



3.5. SIMULATION MODEL 43In order to assess the performane during multi-servie transmission in uplink, theimplementation of funtions of other layers is required. In the desription of the multi-traÆ transmission in uplink (setion 3.3.2), it is mentioned that MAC is on�guredby RRC. In addition, MAC layer is onstantly reeiving information about RLC bu�erssize from the RLC protool and information about the available radio resoures fromphysial layer. For this reason, the RLC bu�ering is simulated. In addition, RLC layerre-transmissions are also onsidered. The physial layer transmission through the radiointerfae have been onsidered as well in the simulator.Inputs of the simulator are the initial RLC and MAC on�gurations, i.e. the numberof ative RABs and their parameters suh as the type of traÆ the data rate per radiobearer. Attributes per transport hannel are also inputs of the simulator.The main outputs of the simulator are the hosen for transmission TFC per TTI, alongwith its transmission power and its total bit rate. Traes onerning the perentage ofbloked pakets per logial hannel and the delay of pakets for logial hannels supportingnon real-time data traÆ are also kept.The exeution of the simulation basially onsists of three parts. The �rst part isthe initialization phase. The implemented segments of RLC, MAC and physial layer areon�gured. The Transport Format Combination Set (TFCS) of the UE is formed in thispart. In the next step, the uplink transmission in low layers is simulated. The sequeneof events, as it desribed in �gure 3.4, is implemented. The major task of this proedureis the seletion of the appropriate TFC at eah transmission time interval. In parallel,proedures neessary for the emulation of the physial layer, suh as the radio propagation,the fast power ontrol and the outer loop power ontrol (OLPC) ([22℄) are performed. Inaddition, the update of RLC bu�ers is also aomplished. In the �nal step, results of theuplink transmission analysis are post proessed.Results fous on the QoS measures of the various servies, i.e., the BLER for the realtime servies, delay per paket for the paket data servies. In addition, the FER is alsotraed, the mean transmitted power of the UE along with its mean data rate.Issues related to the physial layer modeling, suh as the radio propagation model, thefast and outer loop power ontrol are not desribed here, sine they do not onsist themost important part of the study. These features are thoroughly disussed in numerousbooks and artiles, as an example, details about radio propagation modeling an be foundin [47℄, [50℄. A onise presentation of the fast and outer loop power ontrol an be foundin [22℄. Their modeling in the simulator under disussion is desribed in appendix A.3.5.1 TraÆ Soures CharateristisIn this setion, we desribe the traÆ models applied for the di�erent types of traÆ inour simulations. The senario we investigate three traÆ types: (i) CS speeh, (ii) signalingand (iii) paket data originating from an interative servie (more detailed desription onthe servies of the simulated senario, an be found in the next setion). Therefore, thetraÆ soure modeling involves three di�erent models.



3.5. SIMULATION MODEL 44Speeh TraÆ ModelThe traÆ model used for the speeh is based on the \On-O�" model ited in hapter1. Parameters of the model are the ones of [83℄. Both the ativity (On) and the inativity(O�) periods are exponentially distributed. The mean On period is equal to 3 seonds,whilst the mean O� period is set to 3 seonds as well. This model results thus in a 0.5ativity fator for the voie.Signalling TraÆ ModelFor the signalling, the soure traÆ model used is the \On-O�" model, as for thespeeh, with the On period emulating the moments of arrival of RRC layer signaling. Themean 'On' period is 0.3 seonds and the mean 'O�' period is set to 0.7 se.Interative Servie TraÆ ModelThe traÆ that is generated from the interative servie is modeled aording to the\web browsing model" that is already presented in hapter 1. Hene, the periods ofativity and inativity are modeled by using \paket alls" and \reading time" periodsrespetively.In these studies, the paket all session has an inde�nite duration, thus it lasts till theend of the simulation. Therefore, no paket session arrival proess has been spei�ed.The distributions haraterizing the paket all arrival proess and the datagram ar-rival proess are inspired from the ones in [6℄. Therein, these distributions are derivedempirially from measurements in \gaming" appliations through the network, hene thismodel is alled \Modi�ed Gaming Model".The parameters for the traÆ model are summarized in table 3.1. Parameters aremodi�ed omparing to the ones in [6℄, in order to emulate future servies with high datarates and burstiness. The paket all duration is exponentially distributed with a meanequal to 5 seonds. The reading time is also haraterized by the same distribution, withthe mean reading time being equal to 5 seonds. The inter-arrival time between datagramsfollows a log-normal distribution with a mean equal to 40 ms and standard deviation equalto 38 ms. The datagram size is �xed and it is set to 576 bytes, whih is a typial valuefor an IP paket size ([56℄). These settings result in a mean data rate during paket allequal to 115 kbps.Parameters of the Modi�ed Gaming TraÆ ModelParameter Distribution ValuesPaket Call Duration exponential 5 s (mean)Reading Time exponential 5 s (mean)Datagram Inter-arrival Time log-normal 40 ms (mean), 38 ms (std)Size deterministi 576 bytes(Resulting) Data Rate - 115 kbpsduring Paket CallTable 3.1: Parameter settings of the \Modi�ed Gaming" traÆ model.



3.5. SIMULATION MODEL 45This traÆ model is very generi and it an easily provide various levels of data ratesand of burstiness by tuning its parameters. Parameters having an inuene in the bursti-ness of the model are mainly the datagram inter-arrival time, the reading time and thepaket all duration, whilst the o�ered data rate is primarily inuened by the datagramsize and the mean datagram inter-arrival time.Generated IP datagrams (or pakets) are stored in RLC bu�ers. They are removedfrom the bu�ers either upon their orret reeption or upon their expiry. Upon orretreeption of an IP datagram in the Node B, an immediate aknowledgement is sent to theUE and the IP datagram an be removed from the RLC bu�ers.3.5.2 Simulation ParametersThe simulation time is 18 minutes. The time step of the simulation is equal to a radioframe duration, thus 10 ms. For eah simulation, the UE is plaed at various distanes fromthe Node B. The UE is supposed to move ylially around the Node B, so as its distaneto the Node B is onstant. The total reeived power (or equivalently the interferene)in the ell is onstant and it is equal to -100 dBm. The propagation model hosen isthe Okumura-Hata model in a metropolitan area ([36℄). The UE maximum transmissionpower is 21 dBm ([62℄). Eah IP datagram (paket) of the interative servie remains inthe UE bu�er for 6 seonds. After the expiration of this period, it is removed from theUE bu�er.The \TFC elimination mehanism as it is desribed in [73℄ has been implemented, withthe parameters X, Y and Z equal to 1, 30 and 30 slots respetively. The o�set onsideredfor the TFC elimination (TFCEoffset) is set to 1 dB. For the modi�ed TFC seletionalgorithm, the transmission power o�set, Poffset, is set to 3 dB.A list with the most important simulation parameters an be seen in table 3.2.Simulation time 18 [minutes℄Chip Rate 3.84 [Mps℄UE Max Tx Power 21 [dBm℄UE Min Tx Power -50 [dBm℄TFC Elimination O�set 1 [dB℄Poffset 3 [dB℄Path loss with distane d km 147.3 + 38.3Log10(d) [dB℄Itotal -100 [dBm℄Table 3.2: Simulation main parametersThe traÆ models used, are desribed in detail in the previous paragraphs.As disussed before, the UE supports three servies: (i) a real time one, (ii) signallingand (iii) a paket data servie. The real time servie is the speeh. It is modeled aordingto the desription in the previous paragraphs. The same applies for the traÆ model ofthe paket data servie. Speeh has the highest priority among the servies and the onewith the seond highest priority servie is the signaling.A CS radio bearer of 12 kbps is alloated for the speeh, a signalling radio bearerof 4 kbps for the signalling and a paket swithed bearer of 128 kbps for the interative



3.6. SIMULATION RESULTS 46Transport Channels#1 # 2 # 3TTI [ms℄ 20 40 20Coding type Convolutional Convolutional TurboCoding rate 1/3 1/3 1/3CRC 12 16 16Transport Blok 0 0 0Set Sizes 240 160 160[bits℄ 2 � 1604 � 1608 � 16016 � 160Table 3.3: Attributes of the transport hannles used in the simulation. Parameter valuesare in line with the ones in [82℄.paket data servie. The transport hannel attributes of the orresponding radio bearersare listed in table 3.3. They are in onformane with the ones in [82℄. It an be notiedin table 3.3 that the Adaptive Multi-Rate (AMR) feature ([81℄) is not onsidered for thespeeh.The ombination of the transport hannels form the TFCS of table 3.4. This tablerepresents the transport blok set sizes per transport format ombination. In addition,the SF applied for the transmission of eah TFC and the resulting total data rate are alsodisplayed. Combinations are ranked in asending order of total data rate and hene ofrequired transmission power.3.6 Simulation ResultsThe performane of both the 3GPP ompliant algorithm and of the modi�ed one isompared. The omparison is performed for various distanes between the UE and itsserving Node B.Criteria for the performane evaluation are the QoS of the UE's servies. The QoSmeasurement for the speeh is the blok error rate (BLER). It is de�ned as the ratio of theerroneously reeived transport bloks of speeh to the total number of transmitted bloksof speeh. For the paket data servie, the QoS is measured in terms of perentage of lostIP pakets. Considering that the retransmission of IP pakets is possible, lost IP paketsare the ones that are removed from RLC bu�ers after their expiry.In addition, we look at the Frame Error Rate (FER) and the UE transmission power.The FER is de�ned as the ratio of the erroneous reeived physial layer (radio) frames tothe total number of transmitted frames.The fous is plaed on the performane of the speeh. The reason for this is that itis the servie of the highest priority and the most diÆult to handle, due to its stringentQoS requirements. Aording to 3GPP spei�ations, for speeh it is required that theBLER is maintained up to 2% ([78℄). Therefore the FER target needed for the operationof the outer loop power ontrol is set to 2%.



3.6. SIMULATION RESULTS 47TFCSTFCI Transport Blo Set Size SF Total Dataper Transport Channel [bits℄ Rate# 1 # 2 # 3 [kbps℄1 0 0 0 256 02 0 160 0 256 43 0 0 160 128 84 0 160 160 64 125 240 0 0 64 126 0 0 320 64 167 240 160 0 64 168 0 160 320 32 209 240 0 160 32 2010 240 160 160 32 2411 240 0 320 32 2812 0 0 640 32 3213 240 160 320 32 3214 0 160 640 32 3615 240 0 640 16 4416 240 160 640 16 4817 0 0 1280 16 6418 0 160 1280 16 6819 240 0 1280 8 7620 240 160 1280 8 8021 0 0 2560 8 12822 0 160 2560 8 13223 240 0 2560 8 14024 240 160 2560 8 144Table 3.4: The TFCS used in the simulation..In the following, we mainly present statistis for various path losses experiened bythe UE. For simpliity reasons, the di�erent path loss values are mapped to the distanesthey orrespond. Hene, throughout this setion when the disussion is about distane,the latter one stands for the distane that orresponds to a ertain radio path loss.Figure 3.5 displays the FER versus various distanes. The two TFC seletion algo-rithms and the ase where only speeh and signaling are transmitted (\speeh only) aredisplayed. It an be seen that when the 3GPP ompliant algorithm is applied, the UE isable to preserve the FER to 2% till a distane of around 1100 m to the Node B. On theontrary, in the ase of the modi�ed TFC seletion algorithm the FER is maintained to2% till the distane of 1400 m.This has an impat on the BLER for speeh as it an be seen in �gure 3.6.The same behaviour is observed for the perentage of lost IP pakets. Figure 3.7 showsthat approximately no losses of IP pakets our till the distane of 1100 m and then theperentage of losses inreases to very high levels. These losses have an impat on the totalUE throughput (with this term we mean the total data rate that is suesfully transmitted
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Figure 3.5: FER for various distanes between the UE and the Node B.

200 400 600 800 1000 1200 1400
0

0.05

0.1

0.15

0.2

0.25

Distance (m)

S
pe

ec
h 

B
LE

R

Speech Only
3GPP Compliant
Alternative

Figure 3.6: Speeh BLER for various distanes between the UE and the Node B.
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Figure 3.7: Perentage of lost IP paket for various distanes between the UE and theNode B. UE-Node B UE Throughput [kbps℄Distane [m℄ 3GPP Compliant Alternative1200 40.4 47.311300 29.09 38.061400 23.68 26.8Table 3.5: Total UE throughput for the distanes of 1200m to 1400 m for in ase of the3GPP ompliant and the alternative TFC seletion algorithms..by the UE). Table 3.5 shows the total data rate that is suessfully transmitted in aseof the 3GPP ompliant and of the alternative algorithms. It an be seen that the UEthroughput is higher when the alternative TFC seletion algorithm is applied.Table 3.5 displays the values for the distanes of interest, hene for distanes higherthan 1200 m. Although, the values in the table orrespond to spei� distanes, theobserved trend is general. This improvement in the so alled total UE throughput ishowever aheived with the spei� value of the Poffset. Higher values are expeted toresult in redued UE throughput.These results show that in the ase of 3GPP ompliant algorithm, the servies anbe guaranteed up to a distane of approximately 1100m. For higher distanes, serviesannot be guaranteed beause the UE is in shortage of transmission power. Figure 3.8shows the mean transmission power versus distane for both of the algorithms and for thease of \speeh only" transmission. It an be seen that for distanes higher than 1100 m,the mean transmission power is lose to the maximum power, in the ase of the 3GPPompliant algorithm. Hene, upon eah TFC seletion, at the beginning of eah TTI,
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Figure 3.8: Mean UE transmission power for various distanes between the UE and theNode B.the transmission power is lose the maximum. This inreases the probability of the UEreahing the maximum transmission power, as a result of it following fast power ontrolommands. As a result, the probability of losses inreases.In the same �gure (�gure 3.8), it an be seen that for high distanes the mean transmis-sion power is lower in the ase of the alternative algorithm. This mainly derives from thefat that this algorithm redues the probability that both speeh and high data rate paketdata are transmitted simultaneously; the transmission of suh a ombination requires ahigh amount of power.Figure 3.9 shows the probability of seletion of one TFC of the TFCS of table 3.4 forboth of the TFC seletion algorithms. The distane to the Node B is 1400 m. The �gureshows that in the ase of the 3GPP ompliant algorithm the UE selets to transmit withthe TFC 24 for approximately 14% of the time. The seletion of TFC 24 involves thesimultaneous transmission of speeh, signaling and paket data of 128 kbps. In the aseof the alternative algorithm the probability that the TFC 24 is seleted for transmissionis reduing. The UE in this ase usually selets to transmit high data rate paket dataseparately. Hene an inrease in the number of times TFCs 21, 17, and 12 are seleted isobserved.The attempt to transmit speeh and high data rates of paket data simultaneously inthe ase of the 3GPP ompliant algorithm inreases the transmitted power. Figure 3.10shows the CDF of the transmission power for both algorithms. It an be seen that in thease of the 3GPP ompliant algorithm, the UE transmits approximately 20% of the timeat the maximum transmission power.Figures 3.11 and 3.12 show the perentage of orret and inorret reeption per TFC,for all of the TFCs in the TFCS of table 3.4. It an be seen that in the ase of the 3GPPompliant algorithm, when the TFC 24 is seleted for transmission, approximately 67%
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Figure 3.9: Probability of seleted TFC for a distane to the Node B equal to 1400 m.
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Figure 3.11: Perentage of orret-erroneous reeption per seleted TFC in the ase of the3GPP ompliant algorithm.
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3.7. CONCLUSIONS AND DISCUSSION 53of the times it fails. It ould be be easily argued that these failures our when the UE istransmitting with the maximum power.In the ase of the alternative algorithm, there is an inreased probability of erroneousreeption in the ase high data rate paket data is transmitted (TFCs 21 and 24).Results have shown that the so-alled \alternative" TFC seletion algorithm outper-forms the 3GPP ompliant one. This is the impat of the addition of a margin wheneverspeeh is transmitted, that leads to the separation of transmission of speeh and paketdata. The inrease of the already existing TFC Elimination margin (`TFC EliminationO�set') will not bring the gain presented here.In order to ertify this argument, simulations with an inreased margin for the TFCElimination O�set are onduted. The value of the `TFC Elimination O�set' is set to 4dB. This value is the sum of the `TFC Elimination O�set' used before (1 dB) and of theadditional o�set, Poffset (3 dB).Table 3.6 summarizes some of the obtained results: the BLER for speeh, the per-entage of lost IP Pakets and the mean UE throughput. The distanes for whih theTFC Elimination mehanism is in e�et are displayed, hene distanes equal or higherthan 1200 m. From table 3.6, it an be seen that the BLER for speeh is insigni�antlyimproving in omparison to the ase of a TFC Elimination O�set equal to 1 dB (see �gure3.6). However, it is still above the requirement of 2%. The inrease of the TFC Elimi-nation margin has an e�et on the perentage of lost IP pakets and onsequently on thee�etive UE throughput as it an be seen in table 3.6: they are signi�antly reduing. Thereason for these results is that the inreased TFC Elimination O�set leads to a onserva-tive algorithm that blindly eliminates the high data rate TFCS independently of the typeof traÆ they support. Hene, it does not lead to separated transmission of speeh andpaket data, as it was aheived in the ase of the alternative TFC seletion algorithm.UE-Node B Speeh % Lost UEDistane [m℄ BLER IP Pakets Throughput [kbps℄1200 5.3 36.87 31.851400 16.43 85.13 15.97Table 3.6: BLER for speeh, perentage of lost IP Pakets and mean UE throughput forthe ase of the 3GPP ompliant algorithm and when a TFC Elimination O�set of 4 dB isapplied. .3.7 Conlusions and DisussionIn this hapter the radio link adaptation in the MAC layer during uplink multi-servietransmission has been disussed. Radio link adaptation in MAC layer is performed throughappropriate TFC seletion.The present hapter has started with a desription of the TFC seletion as a protoolmehanism. Then, the algorithmi part of the TFC seletion is studied. An algorithm ofTFC seletion that is based in the guidelines imposed by 3GPP spei�ations has been



3.7. CONCLUSIONS AND DISCUSSION 54implemented and tested through simulations. A senario with a ombination of speeh,signaling and an interative servie has been investigated. Results have shown that theaddition of a paket data (interative) servie to speeh \shrinks" the overage area. Thetested servies an be guaranteed of a distane to the Node B approximately equal to 1100m. An alternative TFC seletion algorithm has been proposed. Its aim is to guaranteethe voie servie for even higher distanes in omparison to the ase the 3GPP ompliantalgorithm is applied. This is aheived through the introdution of an additional marginthat is onsidered only when speeh is transmitted. A side e�et of the algorithm is thatsimultaneous transmissions of speeh and high data rate paket data that require hightransmission power are avoided. Simulation results show that speeh an be guaranteedfor even higher distanes when the proposed TFC Seletion algorithm is applied. Moreover,the total UE throughput inreases upon appliation of the proposed algorithm, withoutinreasing the mean UE Tx power. This is a diret onsequene of the redution of lossesand hene of retransmissions. With these assumptions, the proposed algorithm improvesthe utlization fator of the UE Tx power.



Chapter 4Uplink Paket Data Aess inWCDMAIn this hapter the paket data aess in the uplink diretion of UMTS is disussed. Themehanisms involved therein are presented and their inuene in the system performaneis quanti�ed. A proedure having a major impat on the overall performane of the paketdata aess is the paket sheduling; therefrom, the desription fouses on this proedure.Simulations have been performed with a network simulator implemented for this purposeand results are presented.The hapter is organized as follows: the aim of this hapter along with a brief intro-dution to the paket data aess in UMTS is given in setions 4.1 and 4.2. The mainproedures partiipating in the uplink paket data aess and important related issuesare listed in setion 4.2. They are desribed in detail in the next setions, 4.3, 4.4 and4.5. Simulation ampaigns have been arried out in order to assess the performane ofthe uplink paket data aess. A system level simulator onsisted only of paket datausers is therefore implemented. The system model used for the simulations along with thesimulation parameters are detailed in setion 4.6. A listing of the performane evaluatorsused follows in setion 4.7. Simulation results are presented and analyzed in setion 4.8.Conlusions and some disussion on the simulation results follows in setion 4.9.4.1 Introdution and AimIntrodutionIn UTRAN, paket data aess applies mainly to non real time (NRT) traÆ, thusto interative and bakground traÆ lasses. It ould be used also for real time (RT)traÆ, suh as streaming or onversational, but only in spei� ases, e.g. voie over IP.The uplink diretion of transmission in UMTS, as in other CDMA systems is inter-ferene limited. Thus, the sare radio resoure diretly inuening the uplink apaityand hene the one to be sheduled is the reeived power in the Node B ([58℄). Therefore,sheduling algorithms where the reeived power in the Node B is shared among UEs are55
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Figure 4.1: Division of the total reeived (Rx) power in uplink between RT and NRTtraÆ.proposed in several artiles, e.g. in [10℄, [32℄ and [23℄. Therein, the term \uplink interfer-ene" is used in order to denote the total reeived power in the Node B. Here, both of theterms are used and they stand for the total reeived power in the Node B.In a single ell, there is a unique power budget (i.e. the total reeived power) that hasto be shared among the RT and the NRT traÆ. As RT traÆ has higher priority overNRT traÆ, the power that is alloated to the NRT traÆ is the one that is not used bythe RT one.Paket data transmission an be performed either on (i) ommon and shared hannelsor on (ii) dediated ones. We disuss here the paket data transmission on dediatedhannels, whih ends up to be a variable bit rate iruit-swithed transmission. Hene,the requirement for eÆient paket sheduling on these hannels is more stringent.The power alloated for the transmission of NRT type traÆ is ontrolled by the paketsheduler (PS), whih is traditionally loated in the RNC.AimThe aim here is to assess the performane of the uplink paket data aess throughdediated hannels. Therefore, we hoose a quite representative paket sheduling algo-rithm: the `fair throughput sharing' one. We also aim at �nding parameters having animpat on the overall system performane and tune them aordingly.



4.2. GENERAL ISSUES 574.2 General IssuesFigure 4.2 illustrates an overview of the uplink paket data aess in UMTS. We anapproximate that the paket data transmission in uplink is haraterized by the request-response model, as already mentioned in 1.2. First, UEs that have paket data in theirRLC bu�ers, report the amount of data waiting in their bu�ers to the PS. The last oneperforms data rate alloations based on these measurement reports, whih it interpretsas apaity requests. At eah sheduling interval, apaity requests previously reeived inthe PS are ranked aording to the sheduling poliy applied. For eah proessed request,it is tested whether a possible data rate alloation to the UE (from whih the requestoriginates), results in an estimated total reeived power above the planned target. Ifthis onstraint is satis�ed, the UE is alloated data rates, otherwise the request remainsin the PS bu�er. At the end of the requests proessing, the network noti�es the UEsthat are granted resoures with their new TFCS that ontains the maximum TFCI (andequivalently data rate) they an apply during their uplink transmission. (In ase the UEis not onneted to the network, hene it is not already alloated a RAB, the networksends a RAB on�guration message that ontains the new TFCS. In our studies however,we onsider that all UEs are already onneted to the network, as mentioned in hapter1). Then, UEs transmit by seleting one of the TFCIs within their TFCS.
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UuFigure 4.2: Overview of the Uplink Paket Data Aess in WCDMA UplinkFrom �gure 4.2 and from the above desription, the uplink paket sheduling in UMTSis a ombination of entralized and distributed (UE autonomous) paket sheduling.In the following setion, the traÆ volume measurements reporting and the paketsheduling proedures are desribed in detail.



4.3. CAPACITY REQUESTS 584.3 Capaity RequestsAs disussed above, an UE is impliitly sending a apaity request to the networkwhen it transmits a traÆ volume measurement report. The traÆ volume measurementreporting onsists an important proedure in the uplink transmission of paket data. It isnot of the same importane in ase of onstant bit rate (CBR) servies. In the latter ones,measurement reports are transmitted only one at the beginning of the servie session,sine the traÆ ow remains onstant during the whole session. Hene, the network aneasily model this traÆ and alloate resoures aordingly ([79℄, [16℄). To the ontrary, inthe ase of paket data transmission, measurement reports have to be sent several timeswithin a paket data session, mainly due to the bursty nature of traÆ. For this reasonalso, the PS removes apaity requests from its bu�er after a ertain period.With these messages UEs inform the network about the bu�er size of the RLC entityonneted to a ertain transport hannel. Hene, in ase of multi-traÆ transmission,where there is more than one transport hannel arrying paket data traÆ, a measurementreport per transport hannel is transmitted ([77℄).TraÆ volume reporting is performed either (i) periodially or (ii) upon detetionof a ertain event. The latter is alled \event-triggered" and it results in a periodimeasurement report during ativity periods, as it is going to be explained in the following.In ase of periodial measurement report transmission, the time interval between twoonseutive messages may vary from 250 ms to 64 seonds ([77℄). The hoie of themeasurement reporting period is done in a way that the reporting is frequent enough,so as the PS an perform appropriate alloations, while at the same time the signallingoverhead is kept low. This value should also onsider the maximum lifetime of a apaityrequest in the PS bu�er.In the periodial measurement reporting, the UE either reports the urrent RLC bu�ersize in number of bytes, or the mean RLC bu�er size along with its variane.For the ase of \event-triggered" measurement reporting, the UE reports its RLC bu�ersize when the last one exeeds a prede�ned threshold during a ertain time interval. Twothresholds for the RLC bu�er size are de�ned: a high one and a low one. A measurementreport is transmitted when (i) the RLC bu�er size is larger than the high threshold andwhen (ii) it is smaller than the low threshold. The threshold value for the RLC bu�er sizeranges from few bytes to some hundreds of kbytes. In this ase, the UE noti�es to thenetwork the identity of the deteted event ([77℄).The \event-triggered" reporting is ontrolled by two timers, as it an be seen in �gure4.3. (The �gure represents the ase of the high threshold. The same proedure appliesalso for the low threshold). The �rst timer is alled \time to trigger". It starts upon eventdetetion (moment t1 in �gure). Upon its expiration (moment t2), it is tested if the RLCbu�er size is bigger than the high threshold. A report is transmitted only in the ase theondition is satis�ed. In the ase the RLC bu�er size is not anymore bigger than the highthreshold, the timer stops. The \time to trigger" interval an be seen in �gure 4.3. It isthe time period ts. Its value may vary from 0 to few seonds ([77℄). This time period ismainly introdued in order to avoid reports triggered by small disontinuous bursts whosetransmission does not require additional resoures. The hoie of this timer has to bemade in a way that unwanted measurement reports are avoided, while the transmission of
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4.4. PACKET SCHEDULING 60the measurement report is not onsiderably delayed.Figure 4.3 shows another timer that ontrols the measurement reporting. It is the\pending time after trigger" timer (tp in �gure 4.3). Following the transmission of ameasurement report (moment t4 in �gure 4.3), this timer starts. A new measurementreport is transmitted only if the event is still deteted upon expiry of the timer (momentt5). When the \pending time after trigger" is ative, the \time to trigger" timer is notonsidered, as it an be seen in �gure 4.3. Hene, the \pending time after trigger" hassomehow \higher priority" than the \time to trigger" timer. The value of the \pendingtime after trigger" timer ranges from 250 ms to 16 seonds ([77℄).The hoie of the value of the \pending time after trigger" has to be based on the samepriniples that haraterize the seletion of the period of the transmission of measurementreports, in ase of periodial reports sending.Among these two options of transmitting measurement reports, the periodial one isreating a higher amount of signalling overhead omparing to the \event-triggered" mode,if the measurements are sent at short periods.4.4 Paket ShedulingIn uplink, the resoure to shedule among users is the total reeived power in the NodeB, as mentioned above. Therefore, the sheduling is based on power. It is performed byan entity alled Paket Sheduler (PS), whih is loated in the RNC.From arhitetural point of view, the paket sheduler is a part of the Radio ResoureManagement (RRM) module of the UTRAN (see �gure 4.4). As it an be seen in this�gure, the paket sheduler ommuniates with the RRC and MAC protools and otherRRM entities. It reeives apaity requests (in form of traÆ volume measurement reports)from the RRC protool and then transmits to RRC the alloated TFCS of the users thatare alloated power at the end of the paket sheduling.From the Load Control (LC) module the paket sheduler reeives information regard-ing the total reeived power in the ell, the reeived power from RT traÆ. The LC entityommuniates with the Node B. The latter one provides periodially to the LC the meanvalues of the above mentioned entities over an observation window. In addition, it reeivesthe value of the planned target for the reeived power.The PS reeives from the MAC layer information about inative users, i.e. for userswho have been alloated resoures but they are not making use of them.These information is important for the estimation of the available for sheduling power,as it is going to be disussed in the following.The paket sheduler operates at eah \paket sheduling period", whih is typiallymuh longer than an UMTS radio frame. The latter one being equal to 10 ms ([72℄) andas disussed in hapter 2.Not all of the paket data users an be alloated data rates at a designated paketsheduling period; for eah user a \modi�ation period" has been de�ned. The modi�a-tion period is the same for all of the users. It is the minimum time interval between twoonseutive data rate modi�ations to a spei� user.The role of the paket sheduling and modi�ation period an be seen in �gure 4.5.
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Max Allocated data rate to the UE Packet Scheduling instant in RNCFigure 4.5: Time intervals in the paket sheduling proedure.This �gure illustrates an example of data transmission from a single UE. Therein, thetime intervals involved in the transmission of a single user, suh as TTI, PS period andmodi�ation period an be seen.In the same �gure, another time interval of the paket data transmission of a user anbe seen. It is the \inativity period". It is the interval during whih a user that has beenalloated data rates is not transmitting. This implies that the user's RLC bu�er is empty.Upon detetion of inativity in the reeiver side (in the RNC), a timer, the \inativitytimer", is launhed. Upon its expiry, resoures are released.These intervals de�ne how dynami is the funtioning of the PS. They have a onsider-able impat on the performane of the paket sheduling and hene on the overall systemperformane, as it is going to be disussed in hapter 5.4.4.1 Paket Sheduler FuntioningAt eah sheduling period, apaity requests originating from users that an be allo-ated data rates at this ertain moment, i.e. it is permitted by their modi�ation period,are gathered. They are then ranked. Next, UEs that have been inative for longer thanthe inativity period, are downgraded to lower data rates. Then, it is tested whetherthe total reeived power is below the planned target. If it is the ase, the PS starts thealloation of data rates to UEs aording to the sheduling poliy we are going to desribebelow. In the ase the total reeived power is above the planned target, the load ontrolfuntion is performed.Figure 4.6 illustrates the funtioning of the paket sheduler at eah paket shedulingperiod.
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Figure 4.6: Funtioning of the PS at eah paket sheduling period.



4.4. PACKET SCHEDULING 644.4.2 Ranking of Capaity RequestsA number of queuing poliies may be de�ned ([30℄). Common poliies are the First InFirst Out (FIFO), Last In First Out (LIFO), et.It has to be noted that the queuing poliy is diretly related to the whole paketsheduling poliy. Considering that the implemented paket sheduler aims at performingfair throughput sharing, we hoose to sort apaity requests in asending order of alloateddata rates, i.e. requests from UEs that have been alloated the lowest data rates are plaed�rst. For requests originating from UEs that have been alloated the same data rate, theFIFO riterion is applied.4.4.3 Data Rate DowngradeFrom the desription above, it derives that another task of the PS, apart from thealloation of data rates to UEs, is to downgrade data rates of di�erent UEs. In various PSimplementations, e.g. in ase the PS aims at making an alloation of equal throughput toUEs, the PS may downgrade the bit rate of an UE in order to upgrade the data rate ofanother UE.In addition, a reason for whih an UE is downgraded to a lower data rate is when itis deteted that this designated UE has been inative for a time interval longer than the\inativity period".In both of these ases, the UE an be downgraded to the next lower data rate fromthe one it has been alloated or to even lower data rates.In the implementation here, the PS is downgrading the data rate of an UE only upondetetion of an inativity longer than the \inativity period" for this UE. In this ase, theUE is downgraded to the minimum possible data rate.4.4.4 Estimation of the Available Power for ShedulingAt eah paket sheduling period, the power available for sheduling at eah Node B isobtained; originally, it is the di�erene between the planned target for the reeived powerand the previously total reeived power. The PS is aware of both of these two values,sine the reeived power threshold is radio network planning parameter and the meantotal reeived power is noti�ed to the PS by the load ontrol entity (�gure 4.4).However, an additional margin (in the available power) for the previously inative usershas to be onsidered. In the last measurement of the total reeived power (that is trans-mitted from the LC entity to the paket sheduler), the ontribution of non-transmittingusers is zero. The possibility that some of the previously inative users, may start trans-mitting with their alloated data rate and inreasing thus the total reeived power inthe next period has to be taken into aount. Therefore, the power that is available forsheduling, Pav, is: Pav = Ptarget � PRx �WFIU � Pinat (4.1)where Pinat is the estimation of the transmission power of the inative users, in ase theystart transmitting at their alloated data rate andWFIU stands for the Weighting Fator



4.4. PACKET SCHEDULING 65for Inative Users. It is a weighting fator of the estimated power due to the users, thathave been inative during the previous period. It ranges from 0 to 1 and its value de�neshow preemptive the paket sheduler funtioning is, as it is going to be shown later.It has to be noted here that the margin due to inative users refers only to UEs thathave been inative during the last period of measurement of the total reeived power inthe Node B. It does not refer to UEs that have been deteted inative for an interval longerthan the \inativity time" and that have been downgraded to the lowest data rate.4.4.5 Sheduling PoliyFor CDMA systems, the most ommon paket sheduling poliies are the fair through-put sheduling, the best C/I and the time sheduling, as it is desribed in [22℄. In thefair throughput sheduling, it is attempted to divide the available throughput equally tousers, whilst in the best C/I sheduling, users that experiene the best C/I ratio are theones with higher priority on data rate alloation. In the time sheduling, resoures arealloated to a single user for a time period.Based on these main group of sheduling poliies, numerous others have been proposed,e.g. in [3℄, [35℄ and [9℄.In our simulation we hoose the \fair throughput sharing" poliy. Its aim is to sharethe available throughput to UEs that request for it, in a way that they have as equalthroughput as possible. This sheduling poliy is lose to the \fair throughput" one.Reasons for this hoie are that this sheduling is� a quite representative sheduling poliy for the uplink paket data aess, sine itis easy to be implemented and it requires less signalling than the fair throughputsheduling and� it results in a fairly uniform behavior of all of the users in the simulated network,making thus the olletion of statistis from all the users a reliable option for theassessment of the system performane.Figure 4.7 illustrates the paket sheduling poliy. For eah apaity request, it isattempted to alloate the next higher data rate to the UE. As mentioned above, thesheduling is done on power. Therefore, for eah proessed request the resulting totalreeived power due to the alloation of this ertain data rate upgrade is estimated. If thenew resulting power is below the planned target, the UE is granted the higher data rate.Following the alloation of a higher data rate to an UE, the (estimated) values of totalreeived power and available power for paket data are updated.Then, it is tested if the new alloated data rate to the designated UE is equal to themaximum data rate the system an o�er. If it is the ase, the request is disarded fromthe PS bu�er. Otherwise, it is plaed bak to the PS bu�er with the updated value ofTFC.The proedure ends when the PS bu�er is empty or when the available power forsheduling has been exhausted.Due to the fat that requests are ranked in asending order of the urrently alloateddata rate, UEs having been alloated the lowest data rate are �rstly upgraded to the next
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Figure 4.7: Paket Sheduling Algorithm.higher one. Upon upgrade of all of the UEs with the lowest data rates, the seond groupof UEs is formed. This seond group onsists of (i) UEs having been alloated the nexthigher data rate and of (ii) the UEs that have been upgraded from the lowest data rateare to this one. For UEs of this seond group it is attempted to alloate the next higherdata rate and so on, till there is no more available power.



4.5. POWER ISSUES 674.4.6 Load ControlAs desribed in [22℄, the load ontrol (LC) is an RRM mehanism, whose task is toensure that the system does not beome overloaded. Hene, it maintains the system ina stable state. If the paket sheduling and the admission ontrol mehanisms have beendesigned aurately, the system is supposed to operate within the desired load range.However, the admission ontrol and the paket sheduling are based on estimations andpreditions of the load in the system and therefrom errors are introdued.The load ontrol is undertaken whenever the air interfae load (whih is the totalreeived power in uplink) exeeds a ertain threshold. Upon triggering of the load ontrol,the data rates of a number of users are downgraded in order to bring the total reeivedpower level in a ell bak to the allowed level.The load ontrol operates in ollaboration with the paket sheduler, (�gure 4.4),therefore it has been inluded in the implemented simulator.In the implemented LC funtion, users are downgraded to the next lower data rate. Foreah data rate downgrade the resulting reeived power is estimated; the power modi�ationestimator desribed above is applied. The LC stops when the total reeived power is setbak to the target. Users that have been alloated the highest data rates are downgraded�rst.4.5 Power IssuesUpon an upgrade or downgrade of the data rate of a user, the total reeived power inNode B hanges. Therefore, the new total reeived power in the Node B that results froma data rate alloation or removal to a ertain UE has to be estimated. On the basis ofthis estimation, the PS makes the alloation of data rates as disussed above.In the following we desribe the estimator of the new total reeived power, that is usedin our studies.For the easiness of the reader, we rewrite the formula that relates the user data rate,rj , with the total reeived power PTotal is ([22℄):EbN0 = wrj PjPTotal � Pj (4.2)where EbN0 is the energy per bit to noise density ratio of the user deteted in the Node B(after demodulation), w is the hip rate and Pj is the reeived power from the user.Note: Formula 4.2 an be found in related literature in more ompliated formats,e.g. in [29℄. Therein, reeiver imperfetions and interferene generated by other hannelsof the same UE are onsidered. Our physial layer model is not taking into aount theabove mentioned and similar features. We assume that the non simulated physial layerfeatures exhibit an ideal behavior. Hene, we use the formula 4.2.By de�ning the user load, Lj, as the ratio between the power reeived at the Node Bdue to this designated user, Pj and the total reeived power, PTotal, it derives from (4.2)that:



4.5. POWER ISSUES 68Lj = PjPTotal = 11 + w(Eb=N0) � rj (4.3)The total reeived power at the Node B, PTotal, exluding the thermal noise, PN , isthe sum of power reeived from UEs in the ell, Pown and of the power reeived from UEsfrom other ells, Pother: PTotal � PN = Pown + Pother (4.4)In [58℄ and in [22℄, the ratio between the power reeived at a Node B from users outsidethe ell, Pother, to the power reeived from users inside the ell, Pown, has been de�ned asthe i-fator, if : if = PotherPown (4.5)Taking into aount formula 4.5 and onsidering that the reeived power from users inthe ell, Pown, an also be written as the sum of the per user reeived powers, formula 4.4beomes: PTotal � PN = (1 + if ) MXj=1Pj (4.6)where M is the number of UEs in the ell.By dividing the formula 4.6 with PTotal and by using equation 4.3, the former onebeomes: PTotal = PN � 11� (1 + if ) �PMj=1 Lj = PN � 11� � (4.7)where � is the total uplink load \seen" in the ell:� = (1 + if ) � MXj=1Lj (4.8)Two estimations of the hange in the total reeived power, �PTotal, due to the loadinrease/derease �L are introdued in [21℄. They are further disussed also in [22℄.Therefore, we adopt their terminology.The �rst estimation is obtained from the derivative of equation 4.7. In [21℄, it is alledthe \derivative" method and it gives �PTotal as:Derivative : �PTotal = �L1� �PTotal (4.9)The seond estimation is the so-alled \integrative" (in [21℄). It is obtained from theintegral of 4.9. It is: Integrative : �PTotal = �L1� � ��LPTotal (4.10)
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Figure 4.8: Estimation of the new total reeived power due to the hange of the load of auser.Figure 4.8 illustrates the priniple of the estimation of the new total reeived power, dueto the hange in the total load by �L. The ase of the inrease in the uplink interferenedue to the addition of a load �L is displayed. Point 1 marks the urrent \load state"(before data rate alloation), where the total load in the ell is L1 and the total reeivedpower is equal to P1. Upon an alloation of a ertain data rate to an UE, the loadinreases by �L. The estimated value of the resulting total reeived power by applyingthe \derivative" method is equal to P 02. The \integrative" method gives the value P 002 .It an be seen that the \derivative" method is giving an underestimation of the powerinrease. To the ontrary, the \integrative" method is usually an overestimation of thethe power inrease. It assumes that the i-fator remains onstant upon alloation of datarates to a user and therefore the same i-fator urve is used. This is somehow pessimistisine the alloation of data rate to an UE in the ell is very likely going to inrease morethe \own ell" reeived power, Pown, than the \other ell" reeived power, Pother. Hene,the i-fator dereases and therefore another load urve has to be used for the estimationof the power inrease.For this reason, it is suggested in [21℄ to apply a weighed sum of these two methods ateah load modi�ation. This approah is adopted for our simulator:�PTotal = � �L1� �PTotal + (1� �) �L1� � ��LPTotal (4.11)We set � equal to 0.5. The term �L orresponds to the di�erene between the new load



4.6. SIMULATOR DESCRIPTION 70of the user, Lnew and the previous one, Lprevious ([22℄):�L = Lnew � Lprevious = 11 + w(Eb=N0) � rnew � 11 + w(Eb=N0) � rprevious (4.12)where rnew is the data rate of the user after alloation and rprevious is the previous datarate of the user (before alloation).4.6 Simulator DesriptionIn this setion the parameters of the simulator are listed. In addition, the modeling andthe implementation hoies for the features disussed before in this hapter are presented.4.6.1 System ModelThe network area is onsisted of 24 ells plaed in a ell grid on�guration with three-ell sites and diretional antennas. The network layout is displayed in �gure 4.9; the ellradius is equal to 933 meters. Users are uniformly loated in the network and eah useris moving at 3 km/h on a designated diretion during the whole simulation. The wrap-around tehnique ([24℄) is implemented in order to ensure the presene of the users in thenetwork area during the whole simulation.The number of users remains onstant during the whole simulation, therefore no ad-mission ontrol mehanism is implemented. The attenuation between a UE and a Node Bis modeled aording to the ITU Vehiular A test environment [78℄, inluding path loss,long-term fading (shadowing), short-term time-dispersive fading, and setorized antennapattern. (Additional information on the propagation model used an be found in [80℄; theantenna pattern used in the simulations is detailed in [78℄).The above mentioned timers are onsidered in the paket sheduler implemented; thepaket sheduling period is set to 500 ms, the modi�ation period is set to 500 ms forall of the users and the inativity timer is equal to 2 seonds. In the simulator however,upon detetion of inativity for a ertain UE equal to 2 seonds, resoures are not entirelyreleased, but the UE is downgraded to the minimum alloated data rate, whih is8 kbps.The Node B is assumed to deploy two-branh antenna diversity with ideal RAKEproessing of the reeived signals. This proedure is alled unorrelated Maximum-RatioCombining, MRC. Its explanation an be found in [26℄. The simulator implements thesoft handover (SHO) algorithm desribed in [22℄. The losed and outer loop power ontrolmehanisms are ompliant to the ones standardized in 3GPP and they are desribed inappendix A. The settings of all of the features mentioned above are listed in table 4.3.4.6.2 Capaity RequestsIn the simulator implemented, measurement reports are transmitted on an \event-triggered" basis. Only the high threshold has been onsidered. A traÆ volume mea-surement report is transmitted to the network, whenever the size of an RLC bu�er of theUE exeeds the size of 32 kbits. The \time to trigger" value is set to 0 seonds and the
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Simulation ParametersCell layout Grid size (hexagonal) 24 - ells (8 sites with 3 setors)Grid on�guration Wrap aroundCell radius 933 mReeiver antennas per ell 2Reeiver antenna gain 14 dBiReeiver antenna gain pattern 70 degree (-3dB)20 dB front-to-bak ratioUE antenna gain 0 dBiPropagation Path loss with distane d km 128.1+37.6 log10(d) dBCarrier frequeny 2.0 GHzShadow fading standard deviation 8 dBShadow fading de-orrelation distane 25 mFast fading hannel model Vehiular A, 3 km/hFast fading model Jakes Spetrum [26℄Noise level per reeiver antenna -102.9 dBmSoft Handover Ative set size 2Add threshold 2 dBDrop threshold 4 dBDrop Timer 200 msReplae Threshold 2 dBPower ontrol Fast Closed Loop PC step size 1 dBOuter Loop PC step size 0.3 dBOuter Loop PC update interval 1 TTIOuter Loop FER target 10 %Maximum Tx Power +21 dBmTime resolution Slot (1/1500 s)Table 4.1: Most important simulation parameters.
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Figure 4.9: Network layout onsisted of three-ell setor on�guration with diretionalantennas.\pending time after trigger" to 2 seonds. Table 4.2 summarizes the parameters relatedto apaity requests.4.6.3 Paket ShedulingThe paket sheduling period has to be suÆiently short, so as the paket sheduleroperates frequently enough in order to respond to apaity requests. However, a very shortpaket sheduling period has to be avoided due to the high amount of signalling overheadthat it is going to generate.The same riteria apply for the hoie of the modi�ation period. In the simulator,both of these parameters are set to 500 ms.The inativity timer needs to be long enough in order to avoid unneessary reurrentresoure releases and alloations. In order to be totally aligned with the fair throughputpoliy, we ould de�ne di�erent values of the inativity timer for di�erent data rates,i.e. for lower data rates, the value of the timer should be higher. For simpliity reasonshowever, a unique value is applied for all of the data rates and it is set to 2 seonds.The UEs in the system have only one ative radio aess bearer. It arries paket data.The minimum data rate of the paket data radio aess bearer is 8 kbps and the maximum



4.6. SIMULATOR DESCRIPTION 73Capaity Requests ParametersTransmission mode \event-triggered"Threshold 32 kbitsTime-to-trigger 0 sePending-time-after-trigger 2 seTable 4.2: Capaity requests related parameters.Paket Sheduling ParametersSheduling priniple \Fair throughput sharing"Paket Sheduling Period 500 msModi�ation Period 500 msNoise Rise target 6 dBNoise Rise O�set (Load ontrol) 1 dBMinimum alloated data rate 8 kbpsMaximum possible data rate 384 kbpsInativity timer 2 sMaximum lifetime of a 2 sapaity request in the PS queueTable 4.3: Parameters of the implemented paket sheduling funtion.is equal to 384 kbps. A list with the parameters related to the paket sheduling is givenin 4.3.Data rates of the paket data servie are 0, 8, 16, 32, 64, 128, 256 and 384 kbps.4.6.4 Transport Format Combination SeletionThe TFC seletion proedure is also inluded in the simulator. It is performed everytransmission time interval (TTI). The latter one is set to 10 ms. In addition, it ontainsa \TFC Elimination" mehanism as it is desribed in hapter 3.The priniple of the TFC seletion here, as also in hapter 3, is that the UE attemptsto transmit at eah TTI with the maximum \non-bloked" data rate if the amount of datain the UE RLC bu�ers is suÆient; otherwise, the UE selets the TFC that �ts to theremaining amount of bits in the UE RLC bu�ers.As mentioned above, in the simulator eah UE is having a single paket data radioaess bearer. As a result, the TFCS of eah user an be simply modeled as a list withall the possible rates of the paket data that the UE an apply. Hene, the TFC seletionmehanism onsists in seleting the appropriate rate for the paket data servie amongthe non-bloked rates (�gure 4.10).Figure 4.10 illustrates an example of a TFC seletion, as it an be found in the sim-ulator. An UE is alloated a maximum data rate of 256 kbps. Due to the urrent radiopropagation onditions however, the TFC elimination has restrited the maximum dataup to 128 kbps. The bu�er oupany of the UE is suh that all data in its bu�er an betransmitted by seleting a TFC that orresponds to 32 kbps.
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TFC´ - 1Figure 4.10: Transport Format Combination Seletion Proedure.4.6.5 TraÆ ModelingThe traÆ model for the paket data servie used here is the same as the one presentedin the previous hapter. The main di�erene is that in this model, the reading time startsonly after the RLC bu�er is emptied, hene after the orret reeption of the last datagramof the previous paket all (�gure 4.11), modeling thus the fat that the UE is awaitingfor an aknowledgement from its peer entity in the network, as it an be met in a numberof internet based appliations. With this mode of transmission, whih is known as \losedloop", the exessive aumulation of datagrams in the bu�ers and hene ontinuous-liketransmission is avoided. This ensures a level of burstiness in the o�ered traÆ in thesystem during the simulation.
Packet Call Duration

End of Packet Call

Reading Time

Start of a new Packet Call

Transmission of IP packets
(accumulated during the

packet call). NO generation
of new IP packets

Empty RLC buffer:

· Start of the reading time

IP packets generation
and storage in the

RLC bufferFigure 4.11: A simple modeling approah to inlude losed loop transmission model.The distributions haraterizing this model have already been presented in the previous



4.7. PERFORMANCE METRICS USED 75hapter. For the easiness of the reader, they are reprodued here, in table 4.4. As it anbe seen in the table, two parameter settings resulting in two di�erent mean data ratesduring paket all have been de�ned. The �rst parameters setting, is similar to the oneused for the simulations in the previous hapter.Parameters of the Modi�ed Gaming TraÆ ModelParameter Distribution ValuesPaket Call Duration exponential 5 s (mean)Reading Time exponential 5 s (mean)Datagram Inter-arrival Time log-normal 40 ms (mean), 38 ms (std)Size deterministi 576 bytes (1152-Set B)(Resulting) Data Rate - 115 kbps (230-Set B)during Paket CallTable 4.4: Parameter settings of the \Modi�ed Gaming" traÆ model.The seond parameter setting di�ers from the �rst only in the datagram size, whihis now set to the double size of the one before (1152 bytes), resulting thus in the doubleaverage data rate during paket all (approximately 230 kbps).Generated datagrams are bu�ered in RLC layer bu�ers and stored there until theirorret reeption. Typial RLC mehanisms, suh as ARQ or IP paket disarding afterthe lifetime of the IP pakets in the bu�ers have not been implemented.4.7 Performane Metris UsedIn this paragraph, the measured parameters used in order to assess the system perfor-mane and to quantify the impat of some proedures in the overall paket data servieare listed. As the wrap-around tehnique ([24℄) is used in the simulator, the followingmeasurement are olleted from all of the ells in the simulated system.The measurement mainly used here to evaluate system performane is the ell through-put and its statistis. At eah simulated radio frame (10 ms), the average ell throughputper ell (in kbps) is obtained as: C = bN � TRF (4.13)where b is the total number of orretly reeived data bits in all the Node Bs of the system,N is the number of ells in the simulation and TRF is the radio frame duration.For the assessment of the user performane, mainly two of its QoS attributes are usedhere: the user throughput during ativity periods and the experiened delay per paketall.The delay per paket all (in se) is measured for all of the paket alls of all the usersin the system. It is de�ned as the time di�erene between the moment of the suessfulreeption at the Node B of the last datagram of the paket all, trx end and the momentof arrival of the �rst datagram of the paket all in the UEs bu�er, ttx arr,:



4.7. PERFORMANCE METRICS USED 76D = trx end � ttx arr (4.14)The user throughput during paket alls (in kbps) is obtained as the ratio between thenumber of bits in a paket all, pb and the delay per paket all D:U = pbD (4.15)It has to be noted here that this de�nition of user throughput is possible only whenthe delay per paket all, D, does not ontain delays due to signalling.Results onentrate also in the noise rise (NR) statistis. The noise rise in the ell hasbeen de�ned in [22℄ as the ratio of the total reeived power, PTotal and the noise power,PN : NR = PTotalPN (4.16)The NR per ell is stored at eah simulated radio frame. Apart from the mean andstandard deviation values, the perentile outage values are also of importane. Often therequirement for a system is to operate under a ertain value of NR for a perentage of thetime.From equations 4.16 and 4.7 it an be seen that the NR is a measurement of the load,�, in the system. To a ertain load target in the system a NR target orresponds. In oursimulations, the system apaity is de�ned as a funtion of the NR target and the ellthroughput: the maximum observed ell throughput for a ertain NR target orrespondsto the system apaity for the designated NR target.At eah radio frame the i-fator of all the ells is obtained. For eah ell, Pown is thesum of the power reeived by all of the users in the ell, whilst Pother is the sum of thepowers reeived by all of the users in the system not belonging to the ell.The i-fator statistis have to be read as a omplement to the NR ones. The i-fatoris a measurement of the isolation of the ell from the interferene reeived from other ellsand therefore an indiator of the level of ontrol of the reeived interferene. Hene, uponview of a ertain NR distribution in the system, the i-fator distribution helps to identify ifthe NR distribution is the unbiased result of the paket sheduling, or if it is onsiderablyinuened by interferene originating from other ells.The transmission power for eah user in the system is also olleted. For eah UE,it onsists the output transmission power measured at its antenna. It is measured everysimulated time slot.Other measurements used, are the Frame Error Rate (FER) and the Eb/No target.The FER of eah user is the ratio of the number of erroneous frames to the total numberof frames in the simulation. The FER statistis of the system are obtained by gatheringthe per user FER statistis. However, in some ases the FER statistis of the system arealmost similar when omparing a number of on�gurations. In this ase, the Eb/No targetdistributions give a better insight in the ability of the users in the system to preserve theirradio link. Hene, the FER statistis along with the Eb/No target distributions are theindiators of the radio link quality in the system.



4.8. SIMULATION RESULTS 77The probability of seleted TFCs of all the users in the system is also largely usedwhen displaying results. The probability of seletion of a ertain TFC from a ertain useris obtained as the ratio of the number of the TFC seletion and of the total number ofTTIs in the simulation. Statistis from all UEs are gathered in order to obtain the systemstatistis. This measure gives a piture of the data rates UEs are trying to transmit.Impliitly, it gives an indiation about the alloated data rates to the UEs by the paketsheduler.4.8 Simulation ResultsIn this paragraph, the most representative results portraying the performane of theuplink paket data servie in UMTS are displayed and ommented. In addition, the impatof the TFC Elimination mehanism in the overall system performane is displayed, at thebeginning.4.8.1 Impat of the TFC Elimination MehanismThe ase of 8 users per ell in average is examined. Two simulation senarios areompared: in the �rst one, the TFC eliminationmehanism is ativated (\TFC EliminationOn") whilst in the seond one, it is deativated (\TFC Elimination O�"). For the TFCElimination mehanism parameters X, Y, Z (explained in Chapter 3) are set to 15, 30, 30slots respetively. A number of ombinations for the values of X, Y and Z are also tested;the hange in the obtained results is insigni�ant. The other parameters are set to thevalues listed in table 4.3.Figure 4.12 shows the probability of seleted TFC for all the users in the system inases the TFC Elimination is ativated and deativated (olumn 1 and 2 respetively).The probability of seletion of a ertain TFC is similar in both ases, implying thus thatin the ase the TFC elimination mehanism UEs are not restriting the higher data ratessine their transmission does not require transmission power higher than the maximum.Figure 4.13 erti�es this statement. Users are almost always transmitting with a powerthat is below the maximum one.The similar behavior of the UEs in the tested ases, results in the same air interfaeload in the system. Figure 4.14 shows that the noise rise in the system is almost similarin both ases.Obtained results with regards to ell throughput, user throughput and FER (see table4.5) on�rm the disussed trends.Next, the same senarios are tested, with the di�erene that the ell radius is the double(1866 m) than in the above disussed ases. In this ase however, the "TFC Elimination"algorithm is applied due to higher distanes between users and their serving BSs. Figure4.15 displays the probability of seleted TFC for the ases the TFC Elimination mehanismis ativated and deativated (olumns 1 and 2 respetively). Users attempt to transmit 384kbps less frequently in the ase of ative TFC elimination. Instead, users try to transmitwith lower data rates (e.g. 128, 64 kbps).The elimination of the high data rates leads to a derease in the perentage of trans-mission with the maximum transmission power, as it an be seen in �gure 4.16.
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Figure 4.12: Probability of seleted TFC for all of the users in the system (TFC Elimination\On and \O�", 8 users per ell, ell radius 933 m).

−50 −40 −30 −20 −10 0 10 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

UE Tx Power (dBm)

 C
D

F

CDF of the UE Tx Power (8 Users/cell − Cell Radius 933 m)

TFC Elimination On
TFC Elimination OffFigure 4.13: CDF of the UE transmission power (TFC Elimination \On and \O�", 8 UEsper ell, ell radius 933 m).In absene of the TFC elimination mehanism, around 15% of the times the transmis-sion is done with the maximum transmission power (�gure 4.16). These ases orrespond



4.8. SIMULATION RESULTS 79

0 1 2 3 4 5 6 7
0

0.1

0.2

0.3

0.4

0.5

0.6
Mean: 1.37 (dB) 
  StD: 0.72 (dB)

NR (dB)

P
D

F

PDF of the NR per BS (8 Users/cell − Cell Radius 933 m)

Mean: 1.37 (dB) 
  StD: 0.68 (dB)

TFC Elimination On
TFC Elimination Off

Figure 4.14: PDF of the noise rise (TFC Elimination \On and \O�", 8 UEs per ell, ellradius 933 m).
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Figure 4.15: Probability of seleted TFC for all of the users (TFC Elimination \On and\O�", 8 users per ell, ell radius 1866 m).mainly to the transmission of high data rates from UEs that are loated far from theserving BS. However, transmission with the maximum power inreases the probability of
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Figure 4.17: FER as a funtion to the distane from the serving BS (TFC Elimination\On" and \O�", 8 UEs per ell, ell radius 1866 m).erroneous reeption. Figure 4.17 erti�es this statement; it shows the FER as a funtionof the distane between the UE and its serving BS for the ases that the TFC Eliminationmehanism is ativated and deativated respetively. In ase the TFC elimination is notapplied, the FER inreases dramatially for UEs at high distanes from their serving BS,prinipally due to the fat that UEs transmitting at high data rates, transmit at the max-imum power and they are not able thus to follow the power ontrol ommands. Hene,repeated errors in the transmission of UEs far from their serving Node B set their Eb/No



4.8. SIMULATION RESULTS 81Cell Throughput UE Throughput FERTFC Elimination On 477,3 [kbps℄ 111,7 [kbps℄ 10% 933 [m℄TFC Elimination O� 479,6 [kbps℄ 111,9 [kbps℄ 10%TFC Elimination On 460.2 [kbps℄ 106,5 [kbps℄ 10% 1866 [m℄TFC Elimination O� 437 [kbps℄ 103,1 [kbps℄ 18,32%Table 4.5: Cell Throughput, UE throughput FER for the ases TFC Elimination is \On"and \O�". The ell radius is 933 m and 1866 m.target to high values. Figure 4.18 shows that the Eb/No target of the users inreasesonsiderably when the TFC elimination mehanism is deativated. This inrease resultsessentially from UEs at the ell borders. Considering the way the outer loop power ontroloperates, the Eb/No target reahes high values for these users and its derease to lowervalues is very slow. Hene, these UEs are requested to transmit with very high power evenif their radio link onditions improve, resulting in an almost stable situation where theseUEs transmit with very high power.
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Figure 4.18: CDF of the Eb/No target (TFC Elimination Mehanism \On" and \O�", 8UEs per ell, ell radius 1866 m).In the ontrary, the avoidane of transmission with the maximum power in the ase ofpresene of the TFC elimination mehanism assures an invariant to the distane FER.The erroneous transmission from the UEs that are situated far from their serving BSand attempting to transmit with the maximum power adds interferene in the system andinreases the measured noise rise in the system, as it an be seen in �gure 4.19.Table 4.5 summarizes the prinipal results presented in this paragraph. Values of thetable are the mean ones.
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Figure 4.19: PDF of the noise rise (TFC Elimination \On" and \O�", 8 UEs per ell, ellradius 1866 m).4.8.2 Uplink Paket Data Aess PerformaneIn this setion the impat of the PS funtioning in the overall system performane isassessed. The emphasis is plaed on the air interfae load (or equivalently noise rise), ellthroughput and the alloated and transmitted data rates by the UEs with various numbersof UEs in the system. At the beginning, the hosen poliy with regard to previouslyinative users is desribed.Choie of the Weighting Fator Due to Inative UsersAs disussed in setion 4.4.4, at eah sheduling period an amount of power is reservedfor the users that have been previously inative and are still in the system. The estimatedpower due to inative users (Pinat in equation ) is multiplied with the weighting fatorfor inative users (WFIU). Its value ranges from 0 to 1 and it is diretly dependent on theprobability of inative users starting transmission at the next paket sheduling period.The value 1 orresponds to the most \onservative" poliy; it is assumed that all of theusers whih have been previously inative, start transmission at their maximum alloateddata rate and as suh a onsiderable margin due to inative users is taken. On the ontrary,the value 0 applies for the ase that no power margin is preserved for the users who havebeen inative, onsidering that they will remain inative in the oming sheduling period.As a result, more power is available for data rate alloations to other users.Simulations were onduted with the WFIU value set to 0, 0,5 and 1. Figure 4.20illustrates the impat of the WFIU value on the NR distribution. The lower the powermargin reserved for the inative users, the more spae for new data rate alloations andthereby the inrease in the obtained NR statistis.From the results in table 4.6, it an be notied however that the inrease in the NRstatistis is higher than the inrease in the ell throughput, when the power margin re-
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Figure 4.20: PDF of the noise rise (32 UE per ell, weighting fator for inative users(WFIU) is set 0, 0,5 and 1 respetively).WFIU Cell Throughput UE Throughput Mean NR 5% NR Outage0 1384,7 [kbps℄ 66,27 [kbps℄ 5,61 [dB℄ 6,7 [dB℄0.5 1265,7 [kbps℄ 59,59 [kbps℄ 4,72 [dB℄ 5,7 [dB℄1 1199,3 [kbps℄ 55,14 [kbps℄ 4,31 [dB℄ 5,25 [dB℄Table 4.6: Cell Throughput, UE throughput and FER (32 UEs per ell, WFIU is set to0, 0,5 and 1).served for inative users is redued; e.g. the redution of the WFIU from 1 to 0 results inan 15,45% inrease in the mean ell throughput and in a orresponding inrease of 27,62%in the NR value that orresponds to 5% outage.Hene, the introdution of additional interferene is more signi�ant than the gain inthe ell throughput. Although the outome of this study has been obtained for a spei�senario, the resulting trend is expeted to be general. Therefore, in the simulationsdesribed below the WFIU is set to 1.System Performane for Di�erent Load SenariosSimulations with di�erent number of users in the system and hene di�erent numberof UEs per ell have been onduted. The parameters listed above are used. The resultingmean ell throughput for di�erent number of UEs per ell is displayed in �gure 4.21. Itan be observed that the ell throughput is inreasing with the number of UEs per ell,until a ertain point and then a \saturation" in the ell throughput is notied around thevalue of 1.25 Mbps. This omes mainly as a result of the setting of a noise rise target inthe system. The planned NR target sets the limit for the total uplink load, �UL in the elland onsequently the total ell throughput (equation 4.7).
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Figure 4.21: Mean Cell Throughput for di�erent number of UEs in the ell.
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Figure 4.22: Probability of seleted TFC for the ases of 8, 20 and 32 users per ell.Three senarios standing for the ases of low, medium and high o�ered load in the sys-tem are presented below. The average number of UEs per ell is 8, 20 and 32 respetively.Figure 4.22 shows the probability of seleted TFC (and thereby of seleted data rate)
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Figure 4.23: PDF of the noise rise for the ases of 8, 20 and 32 UEs per ell.by the UEs in the examined senarios. In the ase of few users in the system, UEs attemptto transmit with the maximum possible data rate (384 kbps), implying that this data ratehas been alloated to the users. With an inreased number of users in the system, UEsare mainly attempting to transmit with lower data rates, sine high data rate alloationis less probable in that ase. This is a diret onsequene of the fair sheduling poliy.Another e�et of the absene of high data rates in the ase of medium to high load inthe system is that the ativity fator of UEs is inreasing. This leads to a situation ofonstant-like transmission at medium to low data rates from the biggest part of the UEsin the system. This results in a low-varying air-interfae load in the system, as it an bederived from the NR distributions in �gure 4.23NR [dB℄ Cell UE Delayusers/ell Mean StD Throughput [kbps℄ Throughput [kbps℄ [se℄8 1.34 0.72 480,13 116,43 4,9720 3.38 0.85 1102,6 92,27 5,9432 4.23 0.56 1268,5 55,5 10,21Table 4.7: Mean and standard deviation of the NR, Cell Throughput, UE throughput anddelay per paket all for the ases of 8, 20 and 32 UEs per ell.Table 4.7 ontains the prinipal system performane metris for the examined ases.The dramati derease of the user throughput during the paket all and the inrease perpaket all delay in the ase of high number of users an be observed.



4.9. CONCLUSIONS AND DISCUSSION 864.9 Conlusions and DisussionThe uplink paket data aess in UMTS has been studied in this hapter. Its prinipalmehanisms are also desribed with a fous on the paket sheduler. A network simulatorontaining a paket sheduler operating aording to the priniple of fair throughput shar-ing is therefore implemented. In this part of the work, we tested the performane of aninterative servie. In addition, simulations performed helped us to validate our models.The importane of TFC elimination mehanism in the overall system performane hasbeen quanti�ed. It is shown that when the TFC elimination mehanism is ativated,UEs an preserve the same radio link quality in terms of FER with maybe redued datarates, independently of their loation within the ell. This is ahieved when the data ratestransmitted by UEs depend on their radio path loss, even if UEs in the ell are grantedsimilar data rates. This e�et however does not imply that resoures alloated by thePS are wasted. The reason for this is that the PS performs alloations on the basis ofmeasurements of the total reeived power, whih is a result of the urrently transmitteddata rates from the di�erent users.Simulations have also been performed for various o�ered loads in the system. A \sat-uration point" in the ell throughput is deteted as a result of the NR target imposed bythe network planning; in the simulations, this point is around 1.25 Mbps.For the ases of high load in the system, UEs are granted data rates muh lower thanthe requested ones, as a onsequene of the fair throughput sheduling. This leads to asituation, where UEs remain ative for the biggest perentage of the time transmittingat relative low data rates. The average reeived power is then high and it exhibits smallvariane.



Chapter 5Enhanements of the UplinkPaket Data Aess in WCDMAIn this hapter, the possible enhanements of the uplink paket data aess are dis-ussed. The proposed enhanements aim at (i) inreasing ell apaity and (ii) improvingthe o�ered QoS to users. The potential of three features to meet the above mentionedgoals is studied here. We all the �rst one \Fast Variable Spreading Fator" (VSF). TheUEs apply dynami hanges of the spreading fator (SF) aording to the physial han-nel variations in order to maintain an as onstant as possible transmission power. Theseond feature is an uplink paket data aess mode with a partly distributed ontrol ofthe uplink resoures. Hene, the paket sheduler ontrols to smaller extent the uplinkpaket data aess, in omparison to the one urrently standardized in 3 GPP. Users aninitiate paket data transmission on the basis of the interferene level in the ell. Eventhough this mode is not entirely deentralized, we all it here \deentralized". The thirdproposed feature is the faster operation of the paket sheduler.The hapter is organized as follows: in setion 5.1 the motivation for improving theuplink paket data aess is given. In addition, the targeted metris per eah proposedfeature are listed. Then, the proposed features are presented; the fast variable spreadingfator (fast VSF) onept is desribed in setion 5.2. The disussion of the so-alleddeentralized uplink paket data sheme follows in setion 5.3 and then the presentationof the fast paket sheduling feature (setion 5.4). The hapter ends with the setion 5.5,whih ontains the onlusions and related disussion.5.1 Motivation for Enhaned Uplink Paket Data Aessand GoalsThe primary goal of enhaning the uplink paket data aess is to inrease systemapaity. As it is mentioned in hapter 1, the aim of this work is \to optimize the utilizationfator of resoures alloated to paket data servies". The ell apaity is an impliitymeasurement of the utilization fator of the total power budget in the system.Higher ell apaity leads to improved QoS attributes of the users in the system, i.e.,higher user throughput, whih in most of the ases is translated into redued experiened87



5.1. MOTIVATION FOR ENHANCED UPLINK PACKET DATA ACCESS ANDGOALS 88delay per paket all.5.1.1 On the System Capaity InreaseWe try to identify the parameters of the formula having an impat on the systemapaity. One the parameters deteted, it is disussed whether they an be optimized soas to bring apaity gains.As it is disussed in 4.7, in our studies the system apaity is the maximum ellthroughput for a ertain load target. Therefore, in the following we base our investigationon the formula of the ell throughput as a funtion of the frational load, whih is alreadydisussed in the previous hapter. For the easiness of the reader, we rede�ne here someparameters already presented in hapter 4.The frational load Lj of a user j has been de�ned in [22℄ as the ratio between thereeived power from the designated user, Pj and the total reeived power, PTotal:Lj = PjPTotal = 11 + w(Eb=N0) � Rjvj (5.1)where w is the UTRAN hip rate, Eb=N0 is the reeived energy per bit to noise density ofthe user and Rj is the bit rate of the user during ativity and vj is the ativity fator ofthe user j.In the same book, [22℄, the i-fator of a ell, if , has been de�ned as the ratio betweenthe reeived power from users from other ells, Pother and the reeived power from usersin the designated ell, Pown: if = PotherPown (5.2)Considering the de�nition of the frational load, Lj of an user j and that of the i-fator,the total uplink load in a ell, � is written in hapter 4 as:� = (1 + if ) � MXj=1Lj : (5.3)where M is the number of users per ell. Considering equation 5.1, formula 5.3 beomes:� = (1 + if ) MXj=1 11 + w(EbN0 )jRjvj (5.4)Let us assume that all the users in the ell have the same mean data rate, R, the sameativity fator, v and that they exhibit the same reeived energy per bit to noise densityratio, Eb=N0. This is not a so irrelevant assumption for the fair paket sheduler understudy, espeially in the ases of high o�ered load in the ell (simulation results in hapter4 ertify this argument). Hene, equation 5.4 an be written as:� = (1 + if )M 11 + w( EbN0 )R0 (5.5)



5.1. MOTIVATION FOR ENHANCED UPLINK PACKET DATA ACCESS ANDGOALS 89where R0 = Rv (5.6)is the mean data rate per user aounting for both the ativity and inativity periods.Let us assume that w(EbN0 )R0 >> 1. It is the ase, if the number of users per ell, M ,is suÆiently high. In this ase, it is unlikely that there are users with high data rates.Formula 5.5 an then be written as:� = (1 + if )MR0(EbN0 )w (5.7)The average throughput per ell, Cave is equal to:Cave =MR0 (5.8)From 5.8 and 5.7, the average ell throughput an also be written as:Cave = �w(1 + if )(EbN0 ) (5.9)Hene, aording to formula 5.9, for a designated noise rise target in the system andequivalently a ertain load target, �target, an inrease in the average ell throughput anbe obtained through a redution of the reeived Eb/No per user, or through a redutionof the i-fator in the system. Similar �ndings related to ell apaity are presented in [7℄.However, reduing the reeived Eb/No per user results in higher blok error rate(BLER). In order to preserve the same link quality in terms of BLER with a reduedEb/No, additional mehanisms are applied; the most ommon ones being Hybrid Au-tomati Repeat Request (HARQ), adaptive modulation and oding (AMC) or shortertransmission time intervals (TTIs) ([31℄). These hanges however require signi�ant mod-i�ations in the physial layer arhiteture and neessitate additional feasibility studies.These kind of studies are out of the sope here and therefore these tehniques are notdisussed.i-fator RedutionFrom the disussion in the previous paragraph, it derives that only the redution of thei-fator an bring a apaity gain, without signi�antly modifying the existent physiallayer arhiteture. A poliy to redue i-fator is to avoid transmissions that require highpower from UEs at the ell borders. This an be ahieved if high data rates are notalloated to UEs far from their serving Node B. However, suh a sheduling algorithmwould \shrink" the ell size, i.e. it will redue overage. Moreover, it will not be fair. Thefast VSF sheme aims at ontrolling i-fator by minimizing the variane in the transmissionpower of UEs lose at the ell borders. However, its eÆieny in reduing the i-fator isdisputable sine it inherently inreases the variane of the inner ell interferene, as it isgoing to be disussed in setion 5.2.



5.2. FAST VARIABLE SPREADING FACTOR 90EÆient Paket ShedulingAnother means to inrease system apaity is to improve the eÆieny of the paketsheduling. A paket sheduler that dynamially alloates data rates in order to adaptto UEs requests is expeted to make a more eÆient use of resoures and hene inreasesystem apaity. This is the onept of the fast paket sheduling. Results in hapter 4justify this expetation. In this hapter, it was notied that even at senarios with highload in the systems, the observed mean noise rise has a onsiderable distane from theplanned target. A more aurate sheduling is going to redue the standard deviation ofthe noise rise in the system, whih may result in a mean noise rise loser to the target.Higher mean noise rise in the system is translated into higher ell throughput.5.1.2 Delay RedutionAs mentioned before, one of the targeted QoS metris to be improved through thiswork is the experiened delay per paket all. In our work a derease in the delay anbe obtained either (i) by inreasing the data rate of the user during ativity period (seesetion 4.7) or (ii) by reduing the delays imposed by the proedures involved in the uplinkpaket data aess mehanism.The proedures of the uplink paket data aess (desribed in hapter 4) add delayto the paket transmission. Namely, the apaity requests transmission and the radiobearer establishment are proedures that inrease onsiderably the experiened delay perpaket all. The so-alled deentralized mode attempts to redue delays introdued bythese proedures due to the redution of the number of transmitted traÆ volume mea-surements and of alloations and releases of radio bearers. This is ahieved when UEspreserve their already ativated radio bearers and initiate paket data transmission with-out previously sending traÆ volume measurements to the network (detailed desriptionof the \deentralized" aess mode is given in setion 5.3).5.2 Fast Variable Spreading Fator5.2.1 ConeptThe goal of the fast VSF sheme is to minimize the i-fator, as mentioned in theprevious setion. A redued i-fator is expeted to inrease ell apaity (aording to5.9) and to add robustness in the system.Considering that the i-fator is essentially inuened by UEs at the ell borders (withthe last ones tending to transmit with high power), the i-fator an be minimized, if UEsfar from their serving base station (BS) avoid high peaks in their transmission power. Theaim of the disussed here fast VSF sheme is to eliminate the high peaks in the transmissionpower of UEs at the ell borders. This is ahieved by setting a transmission power target forUEs at the ell border. This target is essentially de�ned by radio propagation onditionsand by the UE's data rate. Its value is usually fairly low. The fast VSF hanges areapplied with the aim to maintain the UE transmission power as lose as possible to thetransmission power target. Figure 5.1 illustates the basi onept of the fast VSF sheme.
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Figure 5.1: Basi onept of the fast VSF sheme.The stabilization at low values of the transmission power of users lose to ell borders isexpeted to redue the high peaks in the neighboring ell interferene.In addition, the fast VSF is expeted to enhane the per user link, sine it preventsUEs from transmitting with highly peaked power. This improvement may lead to betterperformane in terms of user throughput for UEs far from their serving BS.UEs transmit with an almost invariant power if they make use of the possibility o�eredby 3GPP standards to modify their spreading fator aording to the physial hannelvariations. In uplink transmission, a SF hange an be performed within the UE, withoutprior signalling between the UE and the network, [22℄, [72℄). A modi�ation of the SFhowever implies a hange in the transmitted data rate. Considering that a designated UEis alloated a ertain data rate, there are restritions in the SF that an be applied. Thisissue is going to be desribed further in the following setion.5.2.2 Preliminary Study on the Capability of the Fast VSF to Stabilizei-fatorIn this setion, the impat of the fast VSF sheme on the noise rise at the servingell and at adjaent ells is assessed. In related literature, the power reeived in a NodeB from UEs that are outside the own ell, is alled \other ell interferene. The powerreeived from UEs in the own ell is alled \own ell interferene. These terms are usedhere. Results are ompared with the ones in the ase no VSF is applied. In order toassess the potential of the fast VSF sheme, the two "extreme" ases are onsidered in



5.2. FAST VARIABLE SPREADING FACTOR 92this preliminary study. The �rst ase refers to the absene of fast VSF; no SF hangesare performed. In the seond \extreme ase, the SF hanges ontinually so that the UEtransmission power remains onstant. It is assumed then that the UE is transmitting witha onstant power. For this study, it is also onsidered that the total reeived power in theell is onstant and that the user is not moving.
Node-B 1

Node-B 2

1. UE

d1

d2

Figure 5.2: UE at the ell border.As an example imagine an UE at the ell border, as it an be seen in �gure 5.2. TheEb=N0 of a ertain UE is given by formula 4.2. In this formula, the useful reeived powerof the UE is not ounted in the total interferene. For simpliity reasons and withoutintroduing a signi�ant error, we assume that the reeived power from the designatedUE is inluded in the total ell interferene. Formula 4.2 beomes then:EbN0 = wrj PjPTotal (5.10)If the formula 5.10 is transformed into logarithmi sale, it beomes then:EbN0 = G+ Pj � PTotal (5.11)where G is the proessing gain. It is de�ned as the ratio of the hip rate w to the UE datarate, r,: G = wr (5.12)The reeived power, P 1j , due to the designated UE (in dB) in the serving Node B 1 is:



5.2. FAST VARIABLE SPREADING FACTOR 93P 1j = PTx + PathLossd1 + ff1 (5.13)where PTx denotes the mobile transmission power, PathLossd1 stands for the path lossdue to distane d1 (see �gure 5.2) and ff1 the fast fading oeÆient of the propagationhannel.From 5.11 and 5.13 the reeived Eb=N0 of the designated UE is given by:EbN0 = G+ PTx + PathLossd1 + ff1 � PTotal (5.14)In ase the fast VSF sheme is not applied, the proessing gain, G, remains onstant.In addition, in an ideal ase, the fast PC is able to \follow" the fast fading variations.Thus, the transmission power of the designated UE is the inverse fast fading oeÆientplus a onstant, 1: PTx = �ff1 + 1 (5.15)In this ase, the statistis of the UE transmission power are similar to ones of thefast fading oeÆient. From 5.13 and 5.15, it derives that the reeived power, Pj , of thisdesignated UE at Node B 1 (5.2), is equal to:P 1j = PathLossd1 + 1 (5.16)Hene, for a non-moving user, the reeived power at the serving Node B due to anideally power ontrolled user, is not hanging.The reeived power, P 2j , due to this designated UE in the adjaent Node B 2 is equalto: P 2j = PTx + PathLossd2 + ff2 (5.17)where PathLossd2 is the radio path loss due to the distane d2 (�gure 5.2) and ff2 is thefast fading oeÆient of the propagation hannel between the UE and Node B 2.Considering 5.15, 5.17 beomes:P 2j = PathLossd2 � ff1 + ff2 +  (5.18)The reeived power at the adjaent Node B in ase the fast VSF sheme is not used,is thus the sum of two unorrelated Rayleigh distributed variables. The PDF of the sumof n number of unorrelated Rayleigh fading proedures is given by ([45℄):PDF (ff)dB = [exp � (ffM )℄nM � (n� 1)! � exp[�exp(ffM )℄ (5.19)where M = 10ln10 (5.20)In ase the fast VSF mehanism is applied, ideally, the UE transmission power remainsonstant. The SF is persistently adjusted that:



5.2. FAST VARIABLE SPREADING FACTOR 94PTx = 2 (5.21)In this ase, the reeived power in the serving Node B1 due to the designated UE is:P 1j = 2 + PathLossd1 + ff1 (5.22)The variane of the reeived power, in this ase, is expeted to be the same as the oneof the fast fading oeÆient.In the same ase, the power reeived in the adjaent Node B 2 is equal to:P 2j = 2 + PathLossd2 + ff2 (5.23)The reeived power at the adjaent Node B 2 exhibits similar statistis as the ones ofthe fast fading oeÆient.Without lak of generality, a numerial example of the formulas presented above isgiven. The ase of an UE situated at a distane of 800 m (d1) far from its serving NodeB 1 and at a distane d2 of 1200 m far from its adjaent Node B 2. The path loss due toradio propagation through distane d1 is -125 dB and due to distane d2 is -145 dB. TheUE is transmitting at a data rate of 12.2 kbps, hene the proessing gain, G, is 25 dB.The total reeived power in the serving Node B 1 is onstant and it is equal to -100 dBm.The mean of a Rayleigh fading distribution is 0. Its standard deviation and hene the oneof the fast fading radio propagation hannel is theoretially equal to 5.5 dBs ([45℄). Tablesummarizes the results of the numerial example in terms of mean and standard deviationof the reeived power due to a ertain UE in the serving Node B 1 and in an adjaentNode B 2. The ases where the VSF is \on" and \o�" are presented.Reeived Power Reeived Powerin Node B 1 in Node B 2Mean [dBm℄ StD [dB℄ Mean [dBm℄ StD [dB℄Fast VSF o� -121 - -141 7.877Fast VSF on -121 5.57 -143.5 5.57Table 5.1: Mean and standard deviation of the reeived power in the serving Node B 1and in an adjaent Node B, due to an UE at the borders of the ell.The �ndings of this preliminary study show that the use of the VSF leads to an inreasein the variane of the reeived power in the serving Node B. To the ontrary, it exhibitsthe tendeny to redue the mean and standard deviation of the reeived power in adjaentNode Bs, omparing to the ase no fast VSF is applied.The fat that the fast VSF sheme inreases the variane in the reeived power inthe serving Node B an potentially lead the system to instability. The probability ofinstability in ases of high onentration of UEs lose to their serving Node B. Moreover,the indiated redution in the variane of the other ell interferene is more evident whenthe fast VSF is applied to UEs at ell borders. For these reasons, there is an interest ininvestigating the fast VSF sheme in ases the latter one is applied to UEs at ell borders.



5.2. FAST VARIABLE SPREADING FACTOR 95In these ases, the evaluation of the trade o� between inreased variane of the own ellinterferene and redued variane of other ell interferene is of high interest.5.2.3 ImplementationThe fast VSF sheme aims at minimizing the variane of the UE transmission power.The algorithm materializing the fast VSF is implemented inside the UE. It does not requiresigni�ant modi�ations of the 3GPP standards. It works in ollaboration with the otherradio link mehanisms, that have been already implemented inside the UE, e.g. the \TFCelimination".
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Figure 5.3: Implementation of the fast VSF sheme.The priniple of the fast VSF algorithm an be seen in �gure 5.3. In order to maintainthe UE transmission power onstant, a transmission power target per UE is de�ned. Inaddition, a desired area of operation are determined (Ptx Target and [Ptx Target-Margin,Ptx Target+Margin℄ respetively in �gure 5.3). At the beginning of eah transmission timeinterval, it is heked whether the urrent transmission power of the user (Ptx in �gure 5.3)is within the desired area of operation. In ase the urrent transmission power is outsidethe desired area of operation, the UE is hanging its SF in order to bring its transmissionpower inside the area of [Ptx Target-Margin, Ptx Target+Margin℄. The ideal operation ofthe algorithm requires that all the SFs are possible and that the UE is hoosing the onethat brings its transmission power as lose as possible to the target. However, ertainlimitations in the use of SFs have to be onsidered. The �rst one is imposed by the \TFCElimination" mehanism; SFs orresponding to data rates and hene to TFCs that are inthe \bloked" state, annot be applied. The seond limitation is imposed by the maximum



5.2. FAST VARIABLE SPREADING FACTOR 96data rate that is alloated to the UE. In ase a signi�ant number of UEs deides to applySFs that orrespond to muh higher data rates than the ones they are alloated, it isvery likely that the noise rise reahes values muh higher than the target, leading thusthe system to instability. Therefore, a limit in the maximum data rate and hene in theminimum SF that an be applied by eah UE has to be determined. This limit is set infuntion of the alloated data rate; e.g. the maximum data rate of an UE an be equal toits alloated data rate, or it an be one step higher than the alloated data rate.The target for the transmission power of eah UE is set by the UE itself. It is de�nedby solving the following equation:(EbN0 )target = wr PrxPTotal � Prx = wr Ptx �GPTotal � Ptx �G (5.24)where Prx is the reeived power of the user, Ptx is its transmission power and G is theaverage path gain, inluding the radio attenuation and the shadow fading. Hene, thetransmission power of a user is:Ptx target = (EbN0 )target � r � PTotalG(w + (EbN0 )target � r) (5.25)The setting of the transmission power target by the UE is feasible, sine the (EbN0 )targetan be transmitted to the UE by the network and the value of the total reeived power isdi�used in the entire ell periodially ([77℄). In addition, the UE an estimate the averageradio path gain, G, by measuring the pilot hannel, [62℄. The data rate, r, that is usedfor the estimation of the target is the data rate alloated by the PS to the UE.However, a number of the parameters de�ning the transmission power target are sub-jet to hange. Therefore, the transmission power target is omputed periodially. Thepower target update period is hosen to be equal to a dozen of TTIs.In order to obtain the expeted gains from the fast VSF sheme, the transmissionpower target has to be set to relative values. Therefore, an upper limit for the powertarget has been de�ned.5.2.4 Simulation ParametersThe fast VSF has been tested with the simulator presented in hapter 4. Hene,the biggest part of the assumptions and parameters listed in this hapter apply for thesimulations here as well. A number of parameters that are related to the fast VSF shemehave been introdued to this version of the simulator and their desription follows.As in the simulations presented in hapter 4, the system is onsisted of only paketdata users. The traÆ model senario B is used in this ase. It results in a high o�eredload in the ell deriving from few users arrying high data rates eah. Consequently, thealmost \stable" situation that ours when the o�ered load in the system is high, as it isdesribed in hapter 4, is avoided.Users are moving at a speed of 3 km/h. Higher speeds have also been tested and testshave shown that the fast VSF sheme is able to redue the variane of the UE transmissionpower only at low speeds. (More details of this study an be found in appendix B).



5.2. FAST VARIABLE SPREADING FACTOR 97Parameter ValueUE Speed 3 [km/h℄TraÆ Model Senario BMinimum UE-Node B Distanefor the appliation of fast VSF 1.5 [km℄Data rate steps above the alloated 2Margin 2.5 [dB℄Max UE Tx Power 21 [dBm℄Max Tx Power Target 18.5 [dBm℄Tx Power Target Update 100 [ms℄Table 5.2: Simulation parameters for the fast VSF sheme.The fast VSF is applied to users whose path loss orresponds to a distane of 1500 mand more. Upon appliation of the fast VSF, users are allowed to use data rates from 0kbps up to the maximum alloated one plus 2 steps more. The margin that de�nes thedesired area of operation is equal to 2.5 dB (�gure 5.3). The transmission power target isupdated every 100 ms and its maximum value is set to the value that orresponds to themaximum UE transmission power minus the margin, hene to 18.5 dBm.5.2.5 Simulation Results
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5.2. FAST VARIABLE SPREADING FACTOR 98the maximum ell throughput for this NR target; hene, it an be easily argued thatit orresponds to the system apaity. Consequently, an inrease in the observed ellthroughput an be onsidered as a apaity gain. The same applies for the ell throughputomparisons of the other proposed shemes.
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Figure 5.5: PDF of the noise rise (fast VSF \On" and \O�", 12 UEs per ell, traÆ modelsenario B).Figure 5.4 shows the i-fator CDF for the ases the fast VSF is ativated and dea-tivated respetively. The use of fast VSF is not reduing the i-fator. The main reasonbeing that the SF hanges inrease the variane of the own ell interferene. This results inhighly variant total reeived power in the ell. Espeially, in the ases of sudden inreaseof the reeived power in the ell, UEs in the ell are obliged to inrease their transmissionpower in order to meet the reeived Eb=N0 requirements. Figure 5.5 erti�es this assump-tion. Figure 5.5 depits the noise rise PDF in the system. Therein, it an also be seenthat the NR presents higher \long tails" in its PDF.Figure 5.6 displays the umulative distribution funtion of the delay per paket all,when the Fast VSF is deativated and ativated respetively. The experiened delay isreduing when the fast VSF is ativated. The main reason for this redution is that usersfar from their serving BS are transmitting at higher data rates, as it an be seen in �gure5.7.Users far from their serving BS are transmitting with higher data rates when the fastVSF is applied. This is a diret sequene of the setting of the transmission power target.There is no penalty in the average UE transmission power due to the transmission ofhigher data rates of UEs at ell borders, sine these UE in question are transmitting witha power lose to the target.Table 5.3 lists the performane metris for the ases the fast VSF is ativated anddeativated respetively. Displayed values are the mean ones. There is an inrease ofabout 1.2% in both ell throughput and user throughput. The observed inrease in thesemetris is insigni�ant and it an easily argued that it is simulation \noise". In any ase,
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5.3. DECENTRALIZED UPLINK PACKET DATA ACCESS 100the gain observed in these simulations in onjution with the diÆulties related to theimplementation of the fast VSF sheme make the fast VSF sheme a not so appealingproposal for operators.5.3 Deentralized Uplink Paket Data AessIn this setion an alternative uplink paket data aess sheme is presented ([13℄, [14℄).In this mode, UEs partiipate more in the ontrol of the uplink paket data transmission.Therefrom, this aess mode is alled \deentralized" in this hapter.In the following paragraph, the motivation for introduing an uplink transmission modewith more distributed ontrol is stated. Then, the onept of the deentralized paket datatransmission is explained. At the end of this setion, the ases where the deentralizedsheme is expeted to improve the performane of the system are disussed.5.3.1 Motivation For Deentralized Uplink Paket Data AessIn a typial proedure of the uplink paket data aess, UEs report their RLC bu�ersize to the paket sheduler. The paket sheduler alloates data rate based on thesereports, as it is desribed in hapter 4. Following the data rate alloation, a radio beareris established. At the end of the paket all transmission, usually the radio bearer isreleased. At the arrival of a new paket all a new measurement report is sent. If datarates are granted, a new radio bearer alloation takes plae. This mehanism an be seenin �gure 5.8. Therein the typial uplink paket data transmission, involving reursiveradio bearer establishments and releases is illustrated.In a designated user's paket session, this proedure an be repeated several times,introduing thus signi�ant delays to the paket data transmission. In addition, it reatesa signalling overhead in the system ([77℄, [79℄). Moreover, the arrival of the new paketall may happen shortly after the release of the radio bearer.In order to avoid the reursive radio bearer establishments and releases, the deentral-ized sheme proposes that the radio bearer that is dediated for the uplink paket dataremains open till the end of the paket session.The hanges that the deentralized mehanism introdue are presented in the followingparagraphs. The limited ases in whih the deentralized sheme is expeted to exhibitgain in omparison to the entralized sheme are also presented.5.3.2 Deentralized Uplink Paket Data Aess ConeptIn the following paragraphs the onept of the deentralized uplink paket data aessis presented. In addition, the hanges in the nominal uplink paket data aess requiredby the deentralized mode are listed. At the end of this setion, the senarios, where thedeentralized sheme is expeted to exhibit gain in omparison to the entralized mode aredisussed and explained. Therefrom, the ases that worth to be simulated are presented.The deentralized sheme proposes that a radio bearer arrying paket data is notreleased and re-established during the transmission of a single paket session. This an beahieved by setting the inativity timer to values in a way that the timer is more likely
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Figure 5.8: Motivation for the proposal of the deentralized sheme.triggered at the end of the paket session. This mehanism results in a higher number ofpaket data radio bearers per ell than in the entralized sheme. Therefrom, a number ofhanges in the uplink paket data aess is introdued. They are disussed in the followingparagraphs.TraÆ Volume Measurement ReportsNo modi�ation is introdued in the way traÆ volume measurements are reportedby the UEs to the network, in omparison to the entralized sheme.Paket ShedulingThe operation of the paket sheduler in the deentralized sheme is similar to the opera-tion in the entralized one; the funtions, timers and assumptions desribed in hapter 4apply also for the ase of the deentralized mode. The inrease in the number of paketdata radio bearers in the system leads onsequently to an inrease of the inative paketdata users.It was shown in hapter 4, that a power margin is onsidered for paket data users,whih have open radio bearers and whih have been deteted inative previously. In asethe inative users are onsidered in the same way in the deentralized sheme, the margindue to inative users is going to have very high values. This would result in a small amount



5.3. DECENTRALIZED UPLINK PACKET DATA ACCESS 102of available power for new data rate alloations. Therefore, a hange in the onsiderationof the inative paket data users in the deentralized sheme is required. These usersare not onsidered in the estimation of the available for sheduling power and hene theweighting fator for inative users (WFIU) is set to 0.Paket Data AessThe priniple of the uplink paket data aess, as it is desribed in hapter 5 for theentralized ase, remains the same for the deentralized mode.The number of users whih have been granted data rates and whih are inative is in-reasing in the deentralized mode, as it is disussed in the previous paragraph. Moreover,no margin is onsidered for these users. Consequently, if an important number of inativeusers restarts paket data transmission, it is very likely that the noise rise per ell exeedsthe planned target.
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Figure 5.9: Paket data transmission mehanism in the deentralized sheme.Therefore, an additional mehanism ontrolling the uplink paket data aess is re-quired. This mehanism is loated in the UEs and therefrom the name of the disussedtransmission mode is \deentralized". Users that are alloated data rates deide whetherto transmit or not based on the interferene level in the ell. The ell interferene isdi�used periodially in the ell ([77℄). The di�used value of the interferene is mappedto a number, y, between 0 and 1, with the aid of a spei� mapping funtion. Eah UEbearing paket data, before starting the paket data transmission, is generating a randomnumber, rand, between 0 and 1. This number is ompared to the mapped interferenevalue, y and the UE is transmitting if the random number is higher than y. The prinipleof this deision mehanism is displayed in �gure 5.9. The funtion that is mapping the



5.3. DECENTRALIZED UPLINK PACKET DATA ACCESS 103di�used value of the interferene to a value y between 0 and 1 is:y = 1NRtarget �NRbh (5.26)where NRtarget is the planned noise rise target and NRbh is the noise rise that orrespondsto the urrently broadasted interferene level in the ell. Noise rise values are in dB.Formula 5.26 is applied for noise rise values between 0 and NRtarget. When the broad-asted level of interferene results in a noise rise, higher than the NRtarget, then y is equalto 1.5.3.3 Simulated CasesThe inrease of the open uplink radio bearers per ell in the deentralized mode resultsin a respetive inrease of the downlink radio bearers, sine a radio aess bearer is bidi-retional ([61℄). However, an open downlink radio bearer requires a downlink orthogonalvariable spreading fator (OVSF) hannelization ode, whih is a sare radio resoure([68℄). Hene, the deentralized mode may lead to a waste of downlink hannelizationodes. This waste of OVSF hannelization odes is avoided in the ase paket data userssupport a real time servie simultaneously and hene downlink radio bearers are alreadyopen for the real time servie. These ases onsisted the simulation senarios for this work.5.3.4 Simulation ParametersA network level simulator is used in order to assess the performane of the deentralizedsheme. The network is onsisted of three-ell setors and diretional anntenas. The sameassumptions for the radio propagation models and for the proedures involved in UTRAN,as they are desribed in hapter 4, are applied in this simulator. In addition, the samesimulation tehniques are used ([24℄.In order to be able to assess the bene�t from the deentralized mode, the signallingbetween UEs and the RNC is onsidered in this simulator. Mainly, the transmissionof apaity requests from UEs to the RNC and its assoiated delay are implemented.Considering the delay budgets in UTRAN ([77℄, [22℄), the delay is set to 100 ms. Moreover,this simulator presents a number of other di�erenes, in omparison to the one presented inhapter 4. The most important of them being the lak of SHO and load ontrol mehanismsin this simulator.In regards to the parameters that are related to the deentralized sheme, the \ina-tivity period" timer is set to a signi�antly high value, so as to make sure that the radioaess bearer is released at the end of the paket session. In these simulations, it is set to20 seonds. The ell interferene level is broadasted every 40 ms in the ell.The traÆ models that are used are similar to the ones desribed in the previoushapters; the model used for the speeh is similar to the one desribed in hapter 3. Thetypial \On-O�" model is used with the \On" and \O�" periods being exponentiallydistributed and with mean values equal to 1 seond for both ases. For the paket datatraÆ, the model used is similar to the one in hapter 3.



5.3. DECENTRALIZED UPLINK PACKET DATA ACCESS 1045.3.5 Simulation ResultsThe deentralized uplink paket data aess has been tested for various numbers ofusers per ell. The displayed here results fous on ases of 10 users per ell. In thesenarios presented here, all of them bearing a speeh servie and either half of them (5)or all of them bear a paket data servie in parallel with the speeh.
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Figure 5.10: CDF of the experiened delay per IP paket, for the ases of the entralizedand deentralized shemes (10 UEs per ell).Figure 5.10 depits the CDF of the delay per IP datagram for both the entralized andthe deentralized shemes. Blue lines orrespond to the ases where half of the UEs have apaket data servie simultaneously with speeh. Green lines orrespond to the ases whereall of the users have both speeh and paket data servie in parallel. It an be seen thatin the deentralized sheme, the delay per IP datagram is reduing, at ases of mediumload in the system; namely for the ase where 5 users bear also paket data, the meandelay is dereasing approximately 25% for the 90% of the delay CDF. For the ase of highload in the system (10 UEs per ell, all of them bearing both speeh and paket data),the delay per paket is inreasing when the deentralized mode is applied. The reason forthis is that the high o�ered load leads to high noise rise in the system and onsequentlyto a high mapped value y of the noise rise. Hene, the probability that a paket data usergenerates a random number higher than y is reduing, resulting thus in longer delays inthe transmission of pakets.Figure 5.11 displays the CDF of the UE transmission power for the ase of 10 UEsper ell under disussion here. As before, blue lines orrespond to the ase where half ofthe UEs have a paket data servie along with the voie. Green lines orrespond to thease all of the UEs have both speeh and a paket data servie in parallel. It an be seenthat UEs transmit at lower power levels in the deentralized mode. The reason for thisbeing that UEs statistially do not tend to transmit when the NR in the system is high,avoiding thus transmission with high power.
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Figure 5.11: CDF of the UE transmission power, for the ases of the entralized anddeentralized shemes.
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5.4. FAST PACKET SCHEDULING 1065.4.1 ConeptFaster paket sheduling is expeted to inrease ell apaity and the UE throughputby improving the utilization of the available resoures. This is antiipated to lead to morefrequent high data rate alloations, than in the ases presented in hapter 4. The mainidea involves very dynami modi�ations of the alloated data rates to UEs so as to adaptto the typially bursty nature of their soure traÆ ([15℄).The paket sheduling beomes faster by shortening its related time periods and timers;hene by reduing (i) the paket sheduling and modi�ation periods, (ii) the lifetime ofa request in the PS bu�er and (iii) the value of the inativity timer.5.4.2 Simulation ParametersFor the ase of fast paket sheduling, the PS period is equal to the modi�ation period,as in hapter 4. Both of the PS period and the modi�ation period are equal to 100 ms.This value orresponds to the fastest possible sheduling period when the PS funtionalityis loated in the RNC, due to delays in UTRAN ([22℄). The value of the inativity timerand the lifetime of a traÆ volume measurement in the PS are saled aordingly andtherefore they are set to 400 ms. Table 5.4 summarizes the timing related parameters ofthe fast PS. The table ontains also the parameters for the ase of sheduling period equalto 500 ms. The latter one is alled \referene ase" in the table and in the following.Referene Case Fast Paket ShedulingPaket Sheduling Period 500 [ms℄ 100 [ms℄Modi�ation Period 500 [ms℄ 100 [ms℄Inativity Timer Value 2 [se℄ 400 [ms℄Maximum Lifetime of a 2 [se℄ 400 [ms℄TraÆ Volume Measurementin the PS queueTable 5.4: Timing related parameters for the referene ase and for the fast paket shedul-ing ase.The omparison between the referene ase and the fast sheduling proposal is per-formed in terms of NR outage probability; both of the shemes exhibit the same 2% NRoutage probability.It is antiipated that the expeted inrease in the alloations of high data rates in thefast sheduling ase is going to enlarge the long tails of the NR distribution and heneshift upwards the NR value that orresponds to the 2% of NR outage. In order to preventthis e�et and make the omparison between the two shemes feasible, the NR target isequal to 5 dB for the fast sheduling ase.Both of the traÆ model senarios that are presented in hapter 4 are simulated. Whenthe traÆ model senario A is simulated, there are 32 UEs per ell, eah one generatinga data rate of 115 kbps approximately during paket all period. The same level of meangenerated load in the ell is obtained with the traÆ senario B, when there are 12 UEs



5.4. FAST PACKET SCHEDULING 107per ell, eah UE having a soure data rate equal to 230 kbps approximately during paketall.5.4.3 Simulation ResultsThe fast paket sheduling is simulated and ompared to the referene ase for di�erentnumber of users in the system.
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Figure 5.13: Probability of seleted TFC for all of the users in the system, for the asesthe paket sheduling period is 500 and 100 ms, (olumns 1 and 2 respetively, 32 UEsper ell, traÆ model senario A).For the traÆ senario A and for 32 UEs per ell, the gain obtained from fast paketsheduling is insigni�ant; the ell apaity gain is 1.7% when the PS period is shorter(see table5.5), while the noise rise distributions are similar in both ases.The reason for suh a small improvement due to faster sheduling is that in this asethe air interfae load in the ell is almost onstant and onsequently no muh gain anbe expeted by the faster sheduling ([15℄). It an be seen in �gure 5.13, that UEs aremost of the times attempting to transmit with 64 kbps, a data rate that is approximatelythe half of the generated data rate per user and onsequently, the perentage of the timeUEs are ative is inreasing (approximately 70%, �gure 5.13). As a result, there is a highnumber of ative UEs in the ell, eah UE transmitting at a low data rate, whih leadsto an almost invariant and high NR in the ell. Under suh onditions, the fast paketsheduling annot bring any gain ompared to the referene ase.In ase of traÆ senario B and of 12 UEs per ell, the mean o�ered load in the ell is
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Figure 5.14: PDF of the noise rise, for the ases the paket sheduling period is 500 and100 ms (12 UEs per ell, traÆ model senario B).almost equal to the one in the previous ase, but it exhibits higher variane. Under theseonditions, a apaity gain of 8.1% is obtained when the PS period is redued from 500ms to 100 ms (5.5), while preserving the same noise rise value at 2% outage. Figure 5.14displays the PDF of the noise rise in the system. With more frequent paket sheduling,the mean noise rise slightly inreases, as a onsequene of the inreased ell throughput.The standard deviation of the noise rise however redues, allowing thus the maintenaneof the same 2% outage probability.In addition, the mean UE throughput is slightly inreasing with faster paket shedul-ing (see table 5.5). This e�et in onjuntion with the shorter PS period leads to aonsiderable redution of the delay per paket all; �gure 5.15 displays the CDF of thedelay per paket all. The mean delay is reduing by approximately 11% when the PSperiod is redued from 500 ms to 100 ms.These improvements are mainly due to the inreased probability of alloating highdata rates, when the paket sheduling is done faster, as it is shown in �gure 5.16.Table 5.5 summarizes the obtained results for PS periods equal to 500 and 100 msrespetively, for both of the traÆ model senarios. In order to have the same averageo�ered load in the system, there are 32 UEs per ell when the traÆ model senario A isapplied and 12 UEs per ell when the traÆ model senario B is applied respetively.It an be seen in table 5.5 that the ell throughput is equal to 1.224 Mbps in aseof fast paket sheduling, when there are 12 UEs per ell. In ideal onditions, i.e. whenthe load in the system orresponds to the planned noise rise target, the reeived EbN0 isequal to the (EbN0 )target for 10% FER from the AVI urves and the ell is perfetly isolated(i-fator equal to 0), the maximum ell apaity is derived. For 12 UEs and for a NR
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5.5. CONCLUSION AND DISCUSSION 110Users/ell Sheduling Cell UE Paket CallPeriod Throughput Throughput Delay32 500 [ms℄ 1182 [kbps℄ 73 [kbps℄ 11.2 [se℄(TraÆ Model A) 100 [ms℄ 1202 [kbps℄ 73 [kbps℄ 8.6 [se℄12 500 [ms℄ 1132 [kbps℄ 157 [kbps℄ 8.01 [se℄(TraÆ Model B) 100 [ms℄ 1224 [kbps℄ 165 [kbps℄ 7.13 [se℄Table 5.5: Cell Throughput, UE throughput and delay per paket all for the ases ofpaket sheduling period equal to 500 ms and 100 ms, for both of the traÆ model se-narios.target equal to 5 dB and from formulas 5.3, 5.5 and 5.8, an approximation of the ellapaity an be obtained. The maximum ell throughput is equal to 1.313 Mbps. Henethe ell apaity that is obtained in the ase of fast sheduling is lose to the approximationof the theoretial maximum apaity (it is 93% of the approximation of the theoretialmaximum). Considering the imperfetions in the radio interfae, it seems that the ellapaity in the fast sheduling ase is very lose to the maximum value of ell apaitythat an be obtained from system level simulations for the above listed assumptions.5.5 Conlusion and DisussionIn this hapter, the possibility to inrease the uplink ell apaity and to improve theuser QoS metris, suh as the user throughput and the experiened delay per paket all,is investigated. Therefore, three mehanisms are proposed: i) the fast variable spreadingfator, ii) the deentralized uplink paket data aess and iii) the fast paket sheduling.The fast VSF sheme is attempting to inrease the system apaity by stabilizingthe other ell interferene. Results show that the other ell interferene is stabilizingupon appliation of the fast VSF sheme, but the variane of the intra ell interfereneis inreasing due to the sudden hanges of the transmitted data rates from many UEs inthe ell. As a result, the inrease in ell apaity is marginal. Consequently, the proposedhere fast VSF sheme is not reommended for use.The deentralized sheme attempts to improve mainly the delays in the paket trans-mission, by reduing the signalling. Results have shown, that in the ases of medium loadin the system, the delay per transmitted IP paket an be redued up to 25%. Hene,the implementation of the deentralized sheme is of high interest, in systems where theexpeted load is not very high.The fast sheduling is expeted to inrease ell apaity essentially by alloating morefrequently higher data rates to UEs. Results have shown that a apaity gain of 8.1% anbe obtained when the generated traÆ in the system exhibits a onsiderable variane. Theobtained value of the ell apaity is very near to the maximum theoritial value that anbe obtained with the applied here assumptions. Consequently, the implementation of thefast paket sheduling sheme worths an e�ort. In addition, further investigations on thepotential of even faster paket sheduling are of high interest.



Chapter 6Conlusions and Further Work
6.1 ConlusionsThis thesis has evaluated the performane of the uplink paket data aess in UMTS.Performane evaluation riteria are the ell apaity and the QoS experiened by the usersin the system. In addition, potential improvements of the uplink paket data aess areinvestigated.The �rst mehanism of the uplink paket data aess under study is the TFC seletion.An algorithm for the TFC seletion has been proposed in 3GPP. The seletion is basedon traÆ priorities; the algorithm always attempt to maximize the data rate of the traÆwith the highest priority. Its performane has been tested for a senario with mixed traÆ:speeh and high data rate interative traÆ. Results have shown that the introdution ofan additional paket data servie to the speeh shrinks the overage area for both servies.In order to mitigate this e�et, a modi�ed TFC seletion algorithm is disussed. Thealgorithm aims at preserving the required QoS of speeh for even higher distanes than inthe ase of the 3GPP ompliant algorithm. This is aheived by introduing an additionalTFC elimination margin that is applied only whenever speeh is transmitted. A by-produt of this additional margin is that simultaneous transmissions of speeh and paketdata, whih require high transmission power, are avoided. Results have shown that theoverage area inreases in omparison to the 3GPP ompliant algorithm. In addition, theUE throughput inreases without a orresponding inrease in the UE transmission power,mainly due to redution of losses and onsequently of retransmissions.The modi�ed TFC seletion algorithm has been tested for a senario with a mix ofvoie and interative traÆ. The algorithm an be applied for other senarios, with twotraÆ types of di�erent priorities, e.g. streaming and interative.The lesson we learned from these studies is that the TFC seletion is a mehanism withsigni�ant impat on the performane of the uplink paket data aess. The TFC seletionalgorithm an be shaped and modi�ed in order to provide the QoS and the overage wetarget at. For this reason, appositely oneived admission ontrol poliies are required.The impat of the TFC elimination mehanism has then been assessed by means ofnetwork level simulations. Results show that the TFC elimination has an impat on UEs111



6.2. FUTURE WORK 112that are loated at distanes higher than 2 km far from the serving Node B. In the ase ofabsene of the TFC elimination, the FER experiened by these UEs rises to undesirablyhigh levels. Hene, these users reate a signi�ant amount of unwanted interferene in thesystem. In this ase, apaity losses of about 5% an be observed.The overall system performane of the uplink paket data aess is then assessed.Prinipal performane evaluators are the ell apaity and the experiened QoS by theusers, i.e. the user throughput during ativity and the experiened delay. A paketsheduler that funtions aording to the priniple of fair throughput sharing among UEsis therefore implemented. The tested servie is an interative servie, with a mean datarate equal to 115 kbps during ativity. Results show that ell apaity is approximately1.25 Mbps. For the simulated servie, this apaity is suÆiently high in order to o�er anaeptably good QoS to approximately 20 UEs per ell.Mehanisms that improve the uplink paket data aess are then studied. They arethe fast VSF, the deentralized uplink transmission and the faster sheduling. Theirharateristi is that they don't require signi�ant hanges in the existing 3GPP standards.The fast VSF aims at inreasing system apaity by stabilizing the i-fator. Resultshave shown that the fast VSF is not bringing any signi�ant gain, due to the fat that itdoes not sueed in stabilizing the i-fator. The reason for this is that while it stabilizes(redues the variane of) the other ell interferene, in the same time it inreases thevariane of the own ell interferene.We have learned that stabilizing the transmission power of UEs by applying the fastVSF sheme is not stabilizing the i-fator of the system.We have also learned that if the fast VSF is applied without any limitation in themaximum data rate transmitted per UE, it may lead the system to instability. Therefore,a limitation on the number of data rate steps above the alloated data rate of eah UEhas to be de�ned.The performane of an alternative uplink transmission mode, with a more distributedontrol of resoures is then investigated. The main aim is to redue the delay per paket.This is ahieved by minimizing the amount of exhanged signaling between the UE andthe network. Results show that under ertain assumptions a gain of approximately 25%per paket delay an be obtained. In addition, the deentralized mode is a reliable systemdespite the loosening of the entralized ontrol.The potential of the fast paket sheduling is then investigated. Without applying anyhange in the paket sheduling and by simply upgrading and downgrading users faster,a apaity gain of approximately 10% is observed. The main reason being that the fasterfuntioning of the PS makes more aurate alloation of resoures, minimizing thus themargins onsidered in the paket sheduling.6.2 Future WorkThe ontributions in this manusript have tried to set the stage for future in depthstudies and developments in the uplink paket data aess inWCDMA-based systems. Thepotential of a number of mehanisms related to the paket sheduling to inrease systemapaity has been put in evidene throughout the thesis. The apaity bene�ts provided



6.2. FUTURE WORK 113by more elaborate than the urrent one paket sheduling have been demonstrated.To that respet, studies on advaned sheduling algorithms would be of high interest.Moreover, their ombination with advaned physial layer mehanisms suh as Hybrid Au-tomati Repeat Request (HARQ) or Adaptive Modulation and Coding (AMC) or shorterTTIs is expeted to bring even higher apaity gain. The implementation of suh algo-rithms though, involves signi�ant hanges in the existing 3GPP standards. In addition,their implementation requires the transfer of the paket sheduler from the RNC to theNode B. Hene, additional investigations on protool arhiteture aspets might be needed.It is hoped, that the lessons learned here, will provide a part of the required knowledgefor these and for other related future studies.



Appendix ASimulators DesriptionResults presented in this manusript are obtained by three di�erent simulators. The�rst one is used for the TFC seletion studies. The seond is used for the assessment ofthe uplink paket data aess performane (i.e. results presented in hapter 4) and forinvestigations on the potential of the fast VSF and of fast paket sheduling. The thirdone is used in studies about the deentralized uplink paket data aess.The �rst simulator is a single-link simulator, i.e. it models the transmission from asingle UE to the network, whilst the other ones are system level simulators.All of them simulate the funtioning of layers 1-2 of the UE. The seond and thirdsimulators inlude also a simpli�ed modeling of few RRM funtions and of few RRCelements, e.g. . The implementation of layer 3 proedures in the simulators has beendisussed in hapters 4 and 5.Layer 1-2 modeling involves the funtions of RLC layer bu�ering, TFC seletion inMAC layer, aess to transport and physial hannels. A signi�ant part of the simulatorsonsists of models related to the transmission in the physial layer and its ontrol. Hene,mehanisms suh as radio propagation modeling, fast fading, fast and outer loop powerontrol, reeption in the physial layer are also implemented.Users mobility is onsidered in our simulator apart from the �rst one. This is the essen-tial reason for not implementing a slow-fading (also known as shadow fading) funtionalityin the single-link simulator.Simulators 2 and 3 present many similarities. The motivation for implementing thesesimulators being slightly di�erent, explains the few di�erenes. As mentioned above,simulator 3 is implemented in order to study the deentralized sheme. The main aimtherein is to redue delays per paket by avoiding reurrent signalling as disussed inhapter 5. Therefore, simulator 3 is more elaborated than simulator 2 in the modeling ofRLC bu�ers; in simulator 3 a timestamp is attahed to every paket in the bu�er, makingthus possible the measurement of delay per paket in the bu�er. This is also the reasonfor modeling the RRC signalling that is related to apaity requests and alloations insimulator 3.Other di�erenes between simulator 2 and 3 are related to SHO and antenna diversity.In simulator 3, no SHO and no dual antenna reeiver have been implemented. In addition,there is a di�erene in the fast fading modeling. In simulator 1 and 2, fast fading has beenimplemented as a Rayleigh proedure [26℄ and the power delay pro�le Veh A is used [78℄.i



A.1. FAST POWER CONTROL iiIn simulator 3, the fast fading after RAKE ombining has been modeled. Therefore, nopower delay pro�le has been implemented.The fast fading oeÆient reeived after RAKEombining has been modeled as a orrelated proedure whih follows a normal distribution([45℄). Aording to this modeling, the fast fading oeÆient at an instant n is given (indB) as: Xn = �Xn�1 + ��n (A.1)where �n is a normally distributed variable with a mean value equal to 0 and a varianeequal to 1. Consequently, the fast fading fator, Xn, is also a normally distributed variable,with a mean value equal to 0. In that ase, its variane, V ar[X℄, is given by :V ar[X℄ = E[X2℄ = �21� �2 : (A.2)A.1 Fast Power ControlIn order to ompensate the fast fading e�et, the fast power ontrol mehanism runs15 times per radio frame (that orresponds to one power ontrol ommand per slot). Thedeision of the power ontrol algorithm to inrement or derement the UE transmissionpower is based on the reeived energy per bit to noise density ratio EbN0 at Node B([58℄).A target for the reeived EbN0 is set. The EbN0 target is de�ned by the desired blok error rate(BLER) and it is ontrolled by the outer loop power ontrol, as it is going to be desribedin the next paragraph. In ase the reeived EbN0 is below the target, the Node B ommandsthe UE to inrease its transmission power. In the opposite ase, the UE is requested toderease its power.Errors in the reeption of the power ontrol ommand at the UE, are also onsidered.Errors are simulated aording to the model of A.1. This is a binary symmetri hannelmodel for the downlink diretion of transmission.
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−1Figure A.1: Model of errors of the power ontrol ommandNo delays in the fast power ontrol are onsidered in the simulation. The probabilityof the UE reeiving an erroneous fast power ontrol ommand is taken into aount. TableA.1 summarizes the parameters related to the fast power ontrol.



A.2. OUTER LOOP POWER CONTROL iiiFast Power Control ParametersFrequeny 1.5 [kHz℄Step 1 [dB℄Delay 0Error 4%Table A.1: Parameters related to the fast power ontrol funtion.A.2 Outer Loop Power ControlThe outer loop power ontrol operates in ollaboration with the fast power ontrolin order to preserve the the users radio link quality in the desired level (the radio linkquality an be measured in terms of bit error rate (BER), frame error rate (FER) or blokerror rate (BLER) ([77℄). In this work, the measurement of the BLER is used). It is inharge of setting the energy per bit to noise density target, (Eb=N0)target, used by thefast power ontrol. It is performed at a frequeny of 10-100 Hz. In the uplink diretionof transmission, it is loated in the RNC, for the reason that it has to be applied in thefuntional omponent where the reeived bloks are deoded ([22℄). This happens in theRNC, where a possible soft handover (SHO) ombining ours, as it an also be seen in�gure A.2.

Figure A.2: Model of the outer loop power ontrol in uplink.There are two options for the (Eb=N0)target setting, as it is explained in [33℄. The �rstoption onsists in setting a onstant (Eb=N0)target for all the UEs. The seond option is to



A.2. OUTER LOOP POWER CONTROL ivset a variable (Eb=N0)target. The variations of the (Eb=N0)target in this ase are performedin funtion of the quality of the reeived signal.In the ase the (Eb=N0)target is set to onstant value, this value has to orrespond to theworst ase in terms of radio link quality. Consequently, it has to be set to a signi�antlyhigh value resulting thus in a apaity waste. Therefore, the seond option is a moresuitable solution. The basi onept of the outer loop power ontrol in this ase an beseen in �gure A.3; at eah exeution step of the outer loop power ontrol the quality of thereeived signal is ompared to the desired quality. If it is better, then the (Eb=N0)target isredued, otherwise it is inreased.

Figure A.3: General Model of the outer loop power ontrol.From the previous desription, it derives that in order to perform the outer loop powerontrol with a variable (Eb=N0)target, a measurement of the reeived signal quality isneeded. In our simulations, the signal quality is measured in terms of BLER. In realitythe BLER is omputed aording to the outome of the yli redundany hek (CRC).The latter is a proedure that detets whether there is an error in the reeived blok ([72℄).It is performed in every transmission time interval in the RNC (in uplink). Figure A.4presents the pseudo-ode of the outer loop power ontrol algorithm implemented here.The parameters for the outer loop power ontrol are listed in the following setion.In the simulation however, the CRC hek is not implemented as it is presented in3 GPP standards ([72℄). Suh an implementation would add a lot of omplexity in thesimulator and it is generally avoided in system level simulators. An interfae onsisted oflookup tables, where the probability of a orret CRC hek is mapped to a value of thereeived energy per bit to noise density, Eb=N0 of the user is usually used. The onept ofthese lookup tables is introdued in [20℄ and they are named Atual Value Interfae (AVI)tables.
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Figure A.4: Pseudo-ode of the simulated model of the outer loop power ontrol.



Appendix BOn the apability of the fast VSFto redue the variane of the UEtransmission powerThe aim of the fast VSF sheme is to redue the variane of the UE transmissionpower, whih will lead to a minimization of the other ell interferene, as it is shown inhapter 5. However, the potential of the proposed fast VSF sheme depends on a numberof parameters; among them the TTI size, the UE speed, the fast PC step and delay an beidenti�ed. In the following, the impat of the TTI size and the UE speed on the apabilityof the fast VSF to minimize the UE transmission power is assessed.In an ideal senario of uplink transmission, the fast PC is able to \follow" the fastfading variations in order to maintain the reeived Eb/No in the Node B onstant. In thisase, the UE transmission power is haraterized by similar statistis as the ones of the fastfading. Therefore, the fast fading harateristis needed for our study are presented next.Based on these harateristis, the TTI size and the UE speed values that ould minimizethe standard deviation of the UE transmission power are omputed. Then, simulationresults are presented.B.1 Considerations on the TTI size and UE speed in rela-tion with the fast fading harateristisAn indisputable advantage is obtained by the fast VSF when the latter one is able toadjust the UE transmission power at the appropriate time instant in order to mitigatedeep fades in the propagation path loss. The SF an hange only at the beginning oftransmission time intervals, the latter ones being equal to multiples of radio frames [62℄.In the following, a TTI is equal to one radio frame.Aording to Rayleigh statistis the envelope of a signal, that is distorted by fastfading, experienes in average two fades every wavelength (�gure B.1). Considering thefast fading dynamis (up to approximately 60 dB) and the number of PC steps per radioframe (15), it an be understood that in ase a TTI orresponds to a wavelength period, itis almost impossible for the fast VSF mehanism to adapt the SF applied for transmission.vi



B.1. CONSIDERATIONS ON THE TTI SIZE AND UE SPEED IN RELATION WITHTHE FAST FADING CHARACTERISTICS vii

Figure B.1: Fast fading in relation with the TTI size.Therefore, the fast fading experiened in two onseutive TTIs must be orrelated. Hene,the spae separation between two onseutive TTIs should be signi�antly smaller than awavelength period. The situation is better depited in �gure B.1, where DC/� is the spaeseparation in terms of number of wavelengths and RdB is the reeived varying signal power,normalized so as the mean average reeived power equals 0 dB. This �gure illustrates twoases; in the �rst one, the TTI is equal to one �fth of the wavelength period and in theseond one the TTI is equal to one wavelength period. The SF hanges an e�etivelyompensate the deep fade, in ase the TTI orresponds to 0.2 wavelength periods.The fast VSF sheme an be eÆient when the fast fading experiened between twoonseutive TTIs exhibits a orrelation higher than 1/e. We hoose to have as referenevalues the ones that orrespond to 0.7 and to 0.5 autoorrelation. Figure B.2 illustratesthe Rayleigh envelope autoorrelation of fast fading ([55℄). The Clarke's sattering modelis used. It an be seen that autoorrelation values of 0.5 and 0.7 orrespond to distanesequal to �/10 and �/5 respetively. Herein, these distane values are used in order todetermine the required TTI at various UE speeds.Table B.1 reports the time separation needed in order to obtain an autoorrelationof about 0.7 and 0.5 respetively, in ase of di�erent UE speeds. Aording to 3GPPspei�ations ([65℄), in uplink transmission the wavelength is equal to 14 m. (This wave-length orresponds to a entral frequeny of 2140 MHz). The time intervals in table B.1orrespond to distanes equal to 1.4 m and 2.8 m respetively.Values in table B.1 show that in ase of TTI size equal to 10 ms, the fast VSF ansuessfully \follow" the fast fading only in a low mobility senario. An eÆient fast VSF



B.2. SIMULATION STUDIES AND RESULTS viii

Figure B.2: Envelope autoorrelation of fast fading in Clarke's sattering model ([55℄).UE Speed Time separation for Time separationkm/h 0.7 autoorrelation for 0.5 autoorrelation3 16.8 ms 33.6 ms30 1.7 ms 3.4 ms50 1.0 ms 2.0 ms100 0.5 ms 1.0 msTable B.1: Time required in order to have an auto-orrelation equal to 0.7 and 0.5 forvarious UE speeds.sheme, even for users moving at higher speeds requires shorter TTIs.B.2 Simulation Studies and ResultsThe eÆieny of the fast VSF sheme to redue the variane of the UE transmission poweris tested by means of simulations. Therein, the performane of a single-link is tested. Thefast VSF sheme presented in hapter 5 is applied. Considering that the potential ofthe fast VSF is assessed with this simulator, no limitations are applied in terms of UEtransmission power and in terms of SF applied, i.e. the UE an apply any SF value (evenif it is not an integer) in order to maintain its transmission power as onstant as possible.For the simulation, a single UE transmitting initially at 60 kbps is used. It is loatedat a distane that orresponds to 125 dB radio path loss. The interferene is onstant



B.2. SIMULATION STUDIES AND RESULTS ixParameters ValuesSimulation Time 336.448 [se℄Eb/Notarget 4 [dB℄UE Max Tx Power +1 [dBm℄UE Min Tx Power -1 [dBm℄UE Tx Power Target 11 [dBm℄Margin 1.5 [dB℄PC step 1 [dB℄PC Delay 1 slotItotal -100 [dBm℄Radio Path Loss 125 [dB℄Table B.2: Main simulation parameters.in the ell, it is equal to -100 dBm. From these values, the transmission power target isomputed to be equal to 11 dBm. The so-alled \Margin" in hapter 5 is equal to 1.5 dB.Fast PC is performed 15 per radio frame and the PC step is equal to 1 dB. Table lists theprinipal simulation parameters.The transmission power of the UE is traed for various UE speeds and for di�erentTTI sizes. Figure B.3 displays the standard deviation of the UE transmission power infuntion of UE speed for the ases of TTI size equal to 15, 5 and 3 slots. In the absene ofthe fast VSF sheme at low speeds, the standard deviation of the UE transmission poweris equal to 5.5 dB. related literature ([45℄), it is known that this value orresponds to thestandard deviation of a fading radio hannel. This value is expeted sine, in absene offast VSF, the statistis of the transmission power of an ideally power ontrolled UE aresimilar to the ones of the fast fading. In the same �gure (B.3), it an be seen that whenthe TTI size is 10 ms (equal to 15 slots) the fast VSF an redue the variane of thetransmitted power by the UE only when the UE speed is below 5 km/h.Figure B.3 shows also the the variane of the UE transmission power dereases withshorter TTIs. In the same �gure, it an be seen that the standard deviation inreases tilla ertain speed. For higher speeds the standard deviation then dereases. This e�et isnotied for all the TTI lengths. However, it is more evident in the ase the TTI is equalto 15 slots. The reason for this being that the power ontrol PC is able to "follow" fadestill ertain UE speeds (around 20 km/h). Thus, the UE transmission power reahes oftenhigh and low peaks (whih are related to the deep and at fades of the radio propagationhannel). In higher UE speeds, the mobile goes through several fades during the durationof a single TTI and the PC is unable to \follow" these hanges. This leads to an UEtransmission power that utuates around the mean and onsequently to a lower standarddeviation.
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Figure B.3: Standard deviation of the UE transmission power versus UE speed for theases the fast VSF is deativated and ativated.
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