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Abstract

This work originates in the context of the “NapaWine” Eurapeoroject and its main goal is to
make P2P applications aware of the underlying network tapol This information (e.g., path
capacity, latencies, etc.) helps to optimize P2P trafficitmbdenefits are twofolds: on one hand
operators can limit traffic on peering links by confining ti@in their AS. On the other hand, users
can experience higher quality of service due the proximityaighbors.

To tackle the problem we first analyze existent applicatenm$ we especially gauge their level
of network awareness: since many systems are closed saugcgtudy them as black boxes by
means of purely passive analysis, then we setup a contrigitded and finally we make use of
parallel active probing to gather dynamic neighbors prisger

As a second step we test state of the art chunk diffusion ihgas in a realistic simulator
where we model latencies and access link capacities aogptdiacademic results. Within such
a scenario we study how chunk diffusion performance suffepgesence of measurement errors
and out-of-date system state knowledge.

Finally we develop an emulation scenario in which we are #&bkest real applications. Our
testbed can scale up to 200 application instances and exstiteg topology of the existing research
network Abilene; it also allows to perform traffic enginegyiwhich we exploit to analyze coupling
phenomenon between IP and overlay routing.







Résuméeé en francais

Introduction

Au début de cette thése le paradigme pair-a-pair était andeadevenir de plus en plus populaire
et des nouveaux services étaient en train d’étre déploygsldaéseau globale. Selon une étude
de Hendrik Schulze [43], en 2008, environ le 70% du trafic desdes européen était généré par
des applications P2P. Cependant, la révolution promisée@@2P n’est pas encore avérée : cela
est essentiellement di aux limitations de 'ADSL (le sysd?2P n'a pas la capacité de soutenir le
service) mais cela poudrait changer avec le déploiemert filere optique jusqu’aux utilisateurs
finaux. Ceci confirme donc I'importance de notre travail.

Les motivations derriére la croissance initiale des sysgeRRP-TV sont multiples : d’abord,
une grande partie de l'intelligence exigée par un systenfed3Pau bord du réseau, ainsi que ce ne
Soit pas nécessaire d’améliorer son infrastructure poploglér un nouveau service. Le deuxiéme
aspect important c’est qu'il n’y a pas un seul point d’échdes: graphes logiques de niveau 7
sont construits d'une facon distribuée et n'exigent pagjufgement centralisé pour coordonner
I'échange des informations. Troisiéme point, c’'est dilfici’'avoir un contréle du trafic de données
et cela a permis aux systémes de partage de fichiers de gagpleiscen plus de popularité.

Aujourd’hui le paradigme P2P s’étend sur une large gammeéces de réseau, de la com-
putation distribuée jusqu’aux systémes de fichiers distgb il est aussi en train de modifier la
facon dont le contenu vidéo est distribué. Les opérateursftrent ainsi la dénommeée “triple-
play” 1 sont en train d'utiliser la technologie multicast, lagaesi d’'un coté garantit une perfor-
mance optimale, de l'autre ne permet la distribution du @antque dans le méme autonomous
system. Les technologies vidéo P2P, tout en gardant une loaatité d'efficience, pourraient
remédier a cette limitation en permettant aux distribitele construire des marchés de distribu-
tion d’échelle globale.

Les systémes de vidéo en direct comiiRLi ve [89], TVAnt s [112], SopCast [107] sont
déja en train d'attirer un grand nombre d'utilisateuPRLi ve soutient d’avoir eu 200 millions
d’installations et 104 millions d’utilisateurs actifs paois en 2011 [109]. Des nombres si grands
que ¢a, combinés avec les caractéristiques intrinséqueswvéelays moderne sont en train
de préoccuper les opérateurs et fournisseurs de servimgadhqui sont en train d’adopter des
stratégies pour contrer le phénomene. Comcast, un proaméricain [23], est le cas le plus
célébre et réecemment a admis de gérer différemment le traRcpar rapport a I'autre trafic; en
outre, des études ont démontré que la forme du trafic P2Rressépar rapport au trafic quotidien.
Cela sembilerait di a I'effet de la manipulation du trafic pardpérateurs.

Le défi est donc de faire si que les systémes P2P, et spécrdlendéo en direct, se com-
portent synergiguement avec la couche réseau et auss qabpérent avec les fournisseurs de
services. Cela peut porter des avantages pour les utilisatemme pour les fournisseurs d’'acces:

IADSL, télévision et téléphone
2nombre élevé de connections, flux avec large débit, trafioptimisé, etc.,
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un trafic P2P mieux concu peut améliorer drastiquement €8gpce des utilisateurs (e.g., bas
délais, qualitée augmenté) tout en limitant les colts djpénzels des opérateurs. En fait, si un
noeud P2P est capable de choisir ses voisins dans le méramsyatitonome, le trafic généré ne
passera pas a travers des liens colteux. On appelle cetiieeHdetwork Awareness” (NA) ou
conscience du réseau.

Conscience du réseau

La définition de conscience du réseau est tres simple: urnieaiign P2P est consciente du réseau
ou “network aware” si elle a connaissance de la couche quiredessous d’elle méme et utilise
cette information pour ces algorithmes internes (i.e. gmmmation d’envoi des morceaux vidéo,
gestion topologique). Pour raisons d’espace, on utilis&gNetwork Awareness) comme syn-
onyme de conscience du réseau.

Intuitivement cette information peut répondre aux questicest-ce que il y a un noeud que
je peux contacter dans mon systéme autonome? Combien rtésleehemin vers ce noeud?
Combien de sauts faut-il faire pour le rejoindre? Un rélgiphde cette thése est de déterminer
guelles propriétés du réseau puissent étre prises en cpoytaméliorer les systemes P2P.

Approche Travail Année Navigation de la topologie
[57] 2009 Latence

[104] 2008 Débit

[93] 2008 Dbit

Latence

P2P Mesures

[12] 2006 Localité
[37] Oracle (IETF ALTO WG)
Coopération avec ISP [3] 2007 Oracle

[124] 2008 iTracker

Table 1: Une vue d’ensemble des approches pour atteindreetavérk awareness

Les méthodes dont les données sont collectionnés peuvangehd'un systeme a l'autre
et la Table€ 1l résume les majeures efforts au présent. Lesuttasont divisés en deux grandes
familles, mesures pair-a-pair et coopération avec les.|I8RBgpremiére consiste en des mesures
exécutées par les applications (e.g., en utilisant dels@maimmepi ng pour mesurer la latence
ou CapPr obe [46] pour I'estimation de la capacité du chemin) sans bed@ite d'une infras-
tructure externe. Toutefois, si la mesure de capacité, @mé sauts, taux de perte ou mesure
du débit de I'application est relativement facile a effecflautres métriques comme la capacité
d’'un chemin sont achevées en injectant du trafic additiodaak le réseau qui peut biaiser les
mesures lui méme. Finalement ces techniques sont génératleoncues pour étre utilisés seules
et leur utilisation multiple en paralléle pourrait généugre mauvaisee conscience du réseau.
Le deuxiéme groupe de techniques utilise I'aide de ISPs guvent déployer des noeuds ainsi
dénommé “oracles” dans des points stratégiques du résesaioracles exposent des interfaces
d’interrogation pour permettre I'échange d’informaticeagec I'ensemble des noeuds pour leur
permettre de choisir le meilleur voisin. Un aspect posiéfaktte solution est la parfaite con-
naissance de la topologie du réseau par les ISP qui poureaisai potentiellement exploiter les
oracles pour faire du trafic engineering basique. Dans tiett®e on se focalisera sur la classe de
mesures P2P.
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The Big Picture

En faisant référence a la figure 1, nous décrivons maintdeauntenu et I'organisation de cette
thése.

Measuring
Network Awareness

[Chapter 4]

Implementing Chunk-level

Simulation
Network Awareness [Chapter 6]

Figure 1: La vision d’ensemble

Mesure de la conscience du réseau

Un pas préliminaire dans le contexte du projet europBepaWinec'est d’avoir une vue
d’ensemble de I'état de l'art actuel des plus importantsésyes P2P déployésPRLi ve,
TVAnt s, SopCast and autres). Notamment, notre but est d’évaluer le niveaNAlembar-
guée dans ces logiciels. L'obstacle majeur c'est la ferreetim code de ces systémes et nous
n'avons pas d’informations concernantes leur algorithmegprotocoles. Donc notre premiére
défi est de trouver une méthodologie qui puisse permettvalli@tion; nous n'avons pas pris
en compte I'approche reverse-engineering car il a un copt étevé et il n’est pas applicable a
plusieurs logiciels. Par conséquence nous avons développénéthodologie a “boite noire” qui
permet d’examiner n’importe quel logiciel actuel, ou fusuivant le paradigme P2P. La prochaine
section expliquera en détail nos résultats.

Approche PassivelLe premier travail en cette direction est présenté dans &3 dans lequel
nous avons préparé une campagne de mesures pan européentesqrartenaires du projet
NapaWine pendant lequel le nous avons capturé le trafic §@aar des application P2P
depuis de points privilégiés. Nous définissons aussi unetste pour quantifier quels sont
les parameétres de réseau qui modifient les décision desatptis; ensuite nous appliquons
notre méthodologie aux données collectées.
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L'idée principale est d'utiliser un@artition Préférentielle(PP) : chacun des noeuds dans
notre expérience prend contact avec autres peers dans éeemirecP (p) nous indiquons
'ensemble de peers contacté par le nogudprés, en considerant une propriété du réseau
X(+), nous divisonsP(p) en deux sous-ensembles utilisant la valeutXde) d’une fagon
telle gu’'une classe devrait intuitivement étre choisi pagpplication (e.g., si nous utilisons
la propriétéRTT nous pouvons diviser les noeuds qui sont loin de ces qui sBsing). A

ce point nous computons le nombre d’octet qui sont échang&sce noeuds qui sont dans
le sous-ensemble “proche” sur le totale d’'octets envoyésiitivement le plus ce nombre
est grande, le plus I'application est biasée par la prapagaminée.

Selon 'analyse des données, nous observong§dat s et PPLi ve préférent Iégérement
échanger les données dans leur méme autonomous systenSdpdiast , par contre, cet
effet d’agglomération est moins évident. Toutefois, danstles cas, les applications ne
présentent aucune préférence vers le pays, sous-réseambuoende sauts.

Approche Active Le probléme principal de I'analyse purement passive c’astsgulement les

métriques concernantes les noeuds (systtme autonome, gurgsse IP) peuvent étre
étudiés. Au contraire, le métriques concernant les chesams difficiles a analyser a
partir seulement de I'analyse passive des traces car noasmmaissons pas ni les détail
d'implémentation, ni les details des protocoles utilidésur surmonter cette limitation est
necessaire d'utiliser un approche active comme celui degans le Chapitr€l4, ol nous
utilisons des conditions contrélés pour tester le compuete des applications.

Nous obligeons les applications a télécharger le flux vidgmus une source contrblé, puis
nous commencgons a changer les propriété du chemin (cadatitéce, taux de perte, nom-
bre de sauts, etc) et nous observons comment I'applicadiagitra ces altérations.

Nous appliquons notre méthodologiePBLi ve et nous investiguons quelles sont le pro-
priétés qui influencent ses préférences d'échange. Letaeguincipal est quéPLi ve
semble plutot chercher les noeuds avec un haut débit magsptéfére pas explicitement
les noeuds qui sont voisins (RTT ou nombre de sauts).

Avec un approche purement passive nous pouvons evaluer ld'N#& application vers
quelques propriétés mais nous ne sommes pas encore cagabtangrendre la situa-
tion générale. Nous avons besoin de la contribution de dethniques. En corrélant les
derniéres découvertes avec l'analyse passive des trames,déduisons que la préférence
vers les grands débits peut induire un niveau non négligestidénéfique d’agglomération
géographique

Analyse passive augmenté avec sondage ackfnalement, comment nous venons de voire,

méthodes actives ou passives seules ne peuvent pas centilwoir une vue globale de
la NA des applications: pour cette raison nous exploitoagli&ix méthodologies au méme
temps. Dans le Chapitfd 5 nous présentons un cadre compteh@dsherlock pour (i)
analyser les applications P2P d’une facon “boite-noire(iiptdécrire le trafic généré de
maniére compacte. Sherlock peut collectionner informatisur une application au moyen
d'une analyse au méme temps passive et active et préseateselll coup ses empreintes
digitales en forme de graphiques de Kiviat.

Nous implémentons la structure de Sherlock dans le logitgetonstratifP2PGaugeque
nous avons présenté&SdGCOMMO0994] et que publions en open-source in [76]. P2PGauge
est capable de mesurer, en fait, le niveau de NA embarqué Idarapplications P2P
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courantes en corrélant techniques actives et passivesételtats de notre étude sont ap-
pliqués a I'analyse du systeme de P2P-JapCast .

Mise en oeuvre du NA

Dans la deuxieme partie de la thése nous transférons neérétime I'analyse des systémes ex-
istants aux designs et algorithmes originaux et nous dgpelts des méthodologie et outils pour
les tester en conditions réelles.

Etude de simulation Avec les autres partenaires du projet Napa-Wine nous avéveappé un
simulateur nommé P2PTV-Sim qui est spécialement congulpdétévision P2P. Ses prin-
cipales objectif de conception sont (i) étre facilementamssé et (ii) les plus réaliste pos-
sible. Notre but est de comprendre si les algorithmes de NA bbustes aux erreurs de
mesure et aux mauvais connaissances de 'état du systéem@auontre, des informations
imprécises ont un impact négative sur les performancesoderlay.

Le chapitrd_b expose une analyse simulative qui prend endgason différents facteurs:
L7 overlay (e.g., chunk scheduling, management de la tgimletc), réseau niveau 3 (mod-
eles de latence, conditions dynamiques vs. statiqueseet@teraction de deux niveaux
(erreurs de mesure, perte de messages de signalisatipnPets avoir une représentation
compléte des systémes, les résultats sont exprimés deppsint de vue soi des utilisa-
teurs soi du réseau. En résumé, notre résultat principaluedes systemes P2P-TV sont
généralement robustes aux erreurs de measure (latencemates de la capacité), mais il
sont, au contraire, profondément affecté par les erreusgdalisation (e.g., perte de paquet
ou vieux état du systeme), qui sont souvent négligés satifscjaison.

Malheureusement, malgré le précieux apercu qu’un simulgteut offrir du mechanisme
de fonctionnement d’'un overlay, il pourrait pas suffire poapturer toutes les failles poten-
tielles de I'architecture d'un systeme P2P: en effet, beapade détails d'implémentation
ne peuvent pas étre analysé par simulation.

Etude d’émulation Pour dépasser cette limitation et approfondir notre amalpsus utilisons
une technique de émulation réseau niveau paquet. En détasl considéronsnodelnet
[113] qui est un environnement d’émulation qui permet léxmentation d’applications
réseau réelles en émulant topologies réseau arbitraieesd@ences, capacités des chemins
et pertes. A partir de Modelnet, nous développons Moddlgef70], qui est capable de
performer de I'ingénierie du trafic en temps réel.

Dans le Chapitré]7 nous réalisons une campagne expérimetitateraction entre les
niveaux du routage 7 et 3. Nous considérons un algorithmssigiae du répartition
de charge, que nous comparons avec le routage IP standamim€&applications P2P
d’exemple, nous prenons BitTorrent, un des plus connu s\side partage de ficher au-
jourd’hui, et WineStreamer, une application open-soureestdeaming en direct dévelop-
pée au sein du projet NapaWine et disponible a [119]. Nousl@msuBitTorrent et

WineStreamer avec des topologies soi réalistes (e.g.,eAd)l soi simpliste qui sont
habituellement utilisées aujourd’hui.

Les résultats de notre campagne expérimentale démontrené gperformance niveau util-
isateurs peuvent étre significativement affecté par, soirlécanismes utilisés au niveau 3
(e.g., a cause des interactions avec le contrdle de cog&gii ou la logique d’échange de
morceaux vidéo de I'application.), soi par des paramétuesant difficiles a contrdler dans
I'internet, ce qui confirme I'intérét pour les outils commedkINet-TE.
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Table 2: Résumé des hotes, sites, pays (CC), systémes m#orei type d’acces des noeuds
prenant part aux expériences

Host Site CC AS | Access NAT FW
1-4| BME HU AS1 | high-bw - -

5 ASx | DSL 6/0.512 - -

1-9 | PoliTO IT AS2]| high-bw - -
10 ASx | DSL 4/0.384 - -
11-12 ASx | DSL 8/0.384 Y -

1-4| MT HU AS3 | high-bw - -
1-3| FFT FR AS5| high-bw - -

1-4 | ENST FR AS4| high-bw - Y
5 ASx | DSL 22/1.8 Y -
1-5| UniTN IT AS2 | high-bw - -
6-7 high-bw Y -
8 ASx | DSL 2.5/0.384 Y Y
1-8| WUT PL AS6 | high-bw - -
9 ASx | CATV 6/0.512 - -

Analyse Passive

Dans cette section nous présentons notre analyse du NAiadyane base de données purement
passive.

DataSet Passive

Les partenaires du projet NapaWine ont pris part aux expéggen exécutant des logiciels P2P
sur des PCs connectés dans les sous-réseaux institusann@DSL. En détall, la configuration
comprenait un total de 44 noeuds, dont 37 machines conseatéesites académiques/industriels
et 7 machines connectées a des passerelles ADSL domestguemnséquence, la configuration
représente un nombre non négligeable d’environnementauigs Par la suite nous appellerons
I'ensemble des machines qui ont pris part a I'expérience PNAVINE peers”.

Dans les systemes P2P, les hétes qui exécutent I'applicgpieers) forment un topologie
logique en créant des liens virtuels sur lesquels ils tratiemt et recoivent les informations.
Une source est responsable d'injecter dans le systéeme leiflén découpé en morceaux (que
nous appelons chunks) de quelques Ko, qui sont aprés enveygsin sous-ensemble de ses
voisins. Chaque peer peut contribuer a la diffusion des kuen les retransmettant vers ses
voisins comme dans le systéeme BitTorrent. Les différendesipales entre P2P-TV et le partage
de fichiers sont: (i) la source géneére le flux vidéo en temps(igddes données doivent étre livrées
aux peers a débit presque constant et (iii) chunks doivereaen séquence pour étre rapidement
joués chez le récepteur.

Nous avons considéré trois différentes applicatiéii,i ve, SopCast et TVAnt s, et nous
avons performé plusieurs expériences d’'une heure peraartis d’avril 2008, pendant lesquelles
nos noeuds regardaient le méme canal a la méme heure. Des &aaoiveau paquet ont été col-
lectées et analysées. Comme les applications P2P-TV gemidpulaires dans les pays asiatiques,
nous avons réglé chaque application sur la chaine CCTV-daeres heures de pic [41]. Dans
toutes les expériences, le débit du flux vidéo était de 38&lKgmcodeur était Windows Media 9
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Table 3: Moyenne et coefficient de variation de quelquesstitptes collectionnées pendant les
expériences

PPLi ve SopCast TVAnt s
Mean| cv | Mean| cv | Mean| cv
Avg RX rate [kbps] 549 | 0.22| 482| 0.05| 415| 0.04
Avg TX rate [kbps] | 3150| 1.02| 262 | 1.04| 396 | 0.65
N. contacted peers| 22263| 0.53| 740| 0.29| 222 | 0.19
N. RX contrib peers 382 | 0.50| 139 0.43 54| 0.31
N. TX contrib peers| 958 | 0.73| 137 | 0.54 66 | 0.54
% non-resp. peers 271 0.87 251 0.73 30| 0.31

Encoder et la qualité vidéo percue par les utilisateurs #&8 similaire entre les systémes. Les
résultats reportés dans cette thése concernent plus deeigshd’expériences, qui correspondent
a environ 140 millions de paquets. Les traces collectéesdisponibles pour la communauté
scientifique.

Une structure pour I'analyse de la sélection des peers

Notre but est de développer une structure rigoureuse paaugér la NA exposée par les appli-
cations, i.e., quels sont les paramétres de réseau qui gsrdgmpconsidération en distribuant le
flux vidéo. Nous définissons un cadre flexible qui nous perraaiedpas seulement inspecter le
niveau de NA d’'un systeme par rapport a la couche L3, mais paas comprendre si les peers se
comportent de fagon “amicale” entre eux, i.e. siles noeods gousseés vers un échange mutuel
des données. En particulier nous considérons :

e AS(p): 'Autonomous System ou le pegrest localisé

CC(p): le pays duquel le noeuydfait partie

NET(p): le sous-réseau duquel le noguthi partie

HOP(p, e): le nombre de sauts entregete

SYM(p, e): la symétrie de I'échange d’octets entre le nopud e

Définition de la structure

Définissonsp € W un peer qui appartient a I'ensemble NAPA-WINE. 7P(p) indique
'ensemble de peers qaontribuentet avec quip échange des donnée®(p) est composé de
peers auxquelg a envoyé/recu des informatiorig(p) décrit le sous-ensemble de peers auxquels
p envoie les données &(p) le sous-ensemble depuis lesquels télécharge des dorliéeset
D(p) sont deux (non disjoints) sous-ensembleddp), etld(p) U D(p) = P(p).

e € P(p) est un noeud arbitraire qui échange du trafic aveB(p, e) est le nombre d’octets
transmis pap verse, tel queB (e, p) est le nombre d’'octets recus padepuise.

En considérant maintenant un parameétre réséai, X (p,e) € X indique la valeur observée
de X (-) pour le paire(p, e). Nous répartisson®(p) dans deux classes en se basants(, ),
telle que une classe devrait intuitivement étre préféréd’gaplication (e.g., bons peers contre
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mauvais peers). Plus formellement, nous répartissongfeosuX dans deux ensembles disjoints
: l'ensemble préfereX, et son complément s, tel queXp U X3 = X et Xp N X5 = ().

Pour faciliter la notation, nous indiquons avke(p, e) la fonction identité qui prend la valeur
1siX(p,e) € XpetOautrement; de la méme facbp(p,e) = 1—1p(p,e). Pour rester général,
nous nous concentrons sur le trafic sortant d’'un noeud NARNEA) € W, et nous définissons :

Peeryip(p) =, 1p(p.e 1)
e€U(p)
Byteyip(p) = > 1p(p.e p,€) )
e€U(p)
Peeryp(p) = ) (1-1p(p.e)) (3)
e€U(p)

Byteyp(p) = Y (1—1p(p,e€)) - B(p,e) 4)

e€U(p)

ou les indicesU et D sont utilisés pour indiquer respectivement le trafic sarenentrant.
Peery|p(p) conte le nombre de noeuds desquelsst un donateur et qui appartient a la parti-
tion préférentielleX,,. PareillementByte p(p) représente le nombre total d’octets envoyés par
p aux peers de la partitio’,,. Au contraire,PeerU@(p) et Bytemﬁ(p) représentent le nombre
de peers e d'octets auxquelsnvoie malgré leur appartenance a la partition non prétiétien
X5.

PEn considérant maintenant I'ensemble compléides peers NAPA-WINE, nous définissons
le nombre total de noeuds et d’octets comme :

Py = 100——LccTuIP (5)
v Peeryp + Peermﬁ
Buyte
By = 100 yeuip (6)

Bytey|p + ByteU‘ﬁ

Intuitivement, P;; exprime les probabilités que le mécanisme de sélectionekss favorise la dé-
couverte et I'échange entre noeuds appartenant a la panitéférentielleX ». PareillementB;;
exprime la probabilité que n'importe quel octet soit envegés des noeuds appartenant a la classe
Xp. Clairement, plus grandB;; et B;; sont, plus grand est le biais vers la partition préférdgtiel
concernant la métriqu&’. L'avantage d'utiliser ces simple métriques c’est qu®lEermettent
une comparaisodirecteet compactadles différentes propriété du réseau et des systemes P2P-TV
car elles ne sont sensitives ni a I'unité de mesure, ni a Euvalctuelle dex.

Les métriqued’p et Bp peuvent étre définie en considérart D(p) dans la dérivation précé-
dente.

Partitions préférentielles

Avec le terme partitions préférentielles, nous considgron

e AS: 1p(p,e) = 1 si et seulement si Ap) = AS(e),
i.e., les deux noeuds sont localisés dans le méme systéomames;

e CC: 1p(p,e) = 1 si et seulement si C@) = CCle),
i.e., les deux noeud sont localisés dans le méme pays;

3CC et AS ont été déterminés en utilisant la base de donnéesisivh
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e NET: 1p(p,e) = 1 si et seulement si HQP, p) = 0,
i.e., les noeuds appartiennent au méme sous-réseau;

e HOP: 1p(p,e) = 1 si et seulement si HQP, p) < median[HOH,
i.e., le nombre de sauts entretp est plus petit que la distance moyenne calculée entre tous
les noeuds;

e SYM: 1p(p,e) = 1 sietseulement di/2 < B(e,p)/B(p,e) < 2,
i.e., le nombre d’'octets regus (envoyés) est au moins leldalds octets envoyés (regus).

Si par AS, CC et NET le choix de la classe préférentielle espkd, les cas de HOP et SYM
exigent une discussion supplémentaire. Si nous consisideométrique HOP d’abord, le dé-
compte de sautd/OP(e,p) a été évalué a 128 moins le TTL des paquets regus, étant 128 la
valeur par défaut sur des hbtes avec systeme d’exploitslfiodows. Nous utilisons la médiane
de la distribution comme un seuil pour définir deux sous-@tdes. Comme la valeur de la médi-
ane de nombre de sauts varie entre 18 et 20 selon I'apphcataus utilisons un seuil fixe de 19
sauts pour toutes les applications. Cela signifie gu’envi@o des noeuds tombent dans la classe
préférentielle.

Dans le cas des mécanismes des avantages (incentive nsmebpnnous classifions un
échange comme “symétrique” quand le nombre d’'octets retcavesiaximum le double d'octets
envoyés et vice versa. Nous soulignons que méme si ce mémadéfinit une relation de symétrie
non exacte, nous avons Vérifié que les résultats ne sontqmsensibles au choix du seuil (voir

Sec[3.34).

Résultats expérimentaux

L'évaluation expérimentale de la NA d®@PLi ve, SopCast et TVAnt s est rapportée en table

[4. Spécifiguement nous rapportons, pour les directions teadpl/) et dowload D), le dé-
compte de noeuds) et d’'octets B) pour chacune des différentes métriques considérées. avant
Table[4 détaille les résultats concernant tout I'enseméseaghporteursHy;, Pp, By, Bp) et aussi
I'ensemble des apporteurs en excluant les noeuds NAPA-WIEP],, B}, B},).

Conclusions

Dans cette section nous avons proposé une méthodologie qoonprendre quelles sont les
métriques qui sont exploitées par les applications P2P-di pptimiser la diffusion vidéo. En
considérant trois applications populair€PLi ve, SopCast et TVAnt s) nous avons démontré
gue seulementVAnt s et PPLi ve exposent une |égére préférence a échanger les données avec
des noeuds qui sont dans le méme systeme autonome. Cepehdana pas de preuve d’'une
préférence vers les noeuds dans le méme sous-réseau, asfeemim plus court et il n'apparait
pas de mécanisme d’avantage (incentive) en aucun desdisgidiservés.

Nous croyons qu’un meilleur niveau de NA doit étre embargaésdes systemes P2P-TV
pour mieux exploiter et optimiser I'allocation des ressesrdes fournisseurs de service. Dans
le contexte du projet NAPA-WINE nous sommes en train d’exeenmcomment atteindre ce but
(améliorer la localisation du trafic, emprunter des chemiuos courts, exploiter les connaissances
topologiques, etc.).
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Table 4: La conscience du réseau comme “peer-wise” et ‘bjde” biais

Download Upload

Non-Napa All Contributors Non-Napa All Contributors

Net  App Byw P, % |Bp% Pp% | B,% P,%|By% Py%
AS PPLi ve 6.5 0.6 12.8 1.3 0.8 0.2 1.8 0.5
SopCast 0.6 0.7 35 3.9 1.7 0.7 6.4 3.9

TVAnt s 7.3 3.3 32.0 13.5 11.6 1.8/ 30.1 9.6

CcC PPLi ve 6.5 0.6 13.1 14 1.1 0.3 2.1 0.6
SopCast 0.6 0.8 4.0 4.4 1.7 0.8 7.2 4.4

TVANnt s 7.6 4.0 37.9 16.3 14.3 3.1 377 12.5

NET PPLi ve - - 9.9 0.8 - - 14 0.3
SopCast - - 2.0 2.6 - - 35 2.6

TVANnt s - - 18.1 6.7 - - 18.1 5.4

HOP PPLi ve 42.2 411 514 42.4 30.4 40.4| 31.7 41.0
SopCast 29.0 40.7 37.9 48.0 45.9 43.0| 56.9 49.8

TVANnt s 62.1 55.0f 81.1 71.9 57.8 53.0f 78.9 67.2

SYM PPLi ve 3.3 4.8 4.3 5.0 - - - -
SopCast 6.7 13.0 7.8 14.2 - - - -

TVANnt s 12.4 10.9] 20.0 14.3 - - - -

Analyse hybride

En cette section nous utilisons deux différents ensembiegériences afin de mesurer la NA
d’'un systéeme P2P-TV par rapport aux métriques peer-wisathtyise discutées plus tot :

Méthodologie

e D’un coté, nous exploitons ur@ate-forme d’essai activeour imposer des conditions ar-
tificielles (longueur du chemin, délai, pertes, étrangletrdu débit du chemin) sur des
chemins particuliers.

e D’un autre coté nous adoptons une approche basée soraeses passiveavec lesquelles
nous performons des mesures en direct et au méme momens agEupoints spéciaux
dans I'Internet pour étudier les propriétés (comme le systautonome ou la localisation
géographique) qui appartiennent aux noeuds de I'overlay.

Propriétés concernant le chemin: plate-forme d’essai conblée

Pour les préférences liées aux métriques concernant lesichienous avons monté une plate-
forme d’essai qui impose des conditions de réseaux artiisieomme dans [5], duquel notre
approche différe par deux raisons particuliéres. Premmént, nous décidons de contrdler com-
pletement les métriques. Cela veut dire que, au contraifB]del les restrictions sont appliquées
en outre aux conditions du réseau actuel, nous connaisesre®hditions des différents noeuds
concernés par I'expérience. Deuxiemement, nous ne tegéaseulement I'impact des métriques
en isolement mais nous étudions aussi leur effet combiné.
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Figure 2: Métriques concernant les chemins : configuratiobahc d’essai

La configuration utilisée pour toutes les expériences estast reportée en figuré 2. Nous
utilisons trois ordinateurs modernes équipés avec preaessiual-core qui exécutent un logiciel
de P2P-TV PPLi ve 2.4) sur windows XP. Deux machinet et B sont connectées a un com-
mutateur de paquets a travers des interfaces ethernet ali¥) Me trafic est observé a la sonde
P qui est connectée au switch par une autre machine, nontmgéet dans la figure, qui joue
le réle de bridge, firewall et émulateur réseau. Remarquameguarge partie d'utilisateurs, et la
source aussi, sont accessibles par l'internet.

Pendant la phase de démarrage, toutes les machingé®t P exécutent I'application pendant
5 minutes. Pendant ce temps initial (o nous vérifions quadéovest jouée correctement et
synchronisée entre les machin@) naturellement recoit la plupart du trafic par des noeuds dans
Internet. Aprés, au momeii,,, = 5 minutes, des régles du firewall sont établies sur la machine
Fw/Net afin de bloquer le trafic provenant depuis internet @rgjui, a partir de ce moment,
peut recevoir seulement le trafic depuisou B. Dans ce cas, les machindset B recevront
encore les données par les noeuds distants en Internetpateéssonde ne pourra pas recevoir la
totalité du trafic pad et B.

Nous introduisons apres, a partir g, = 10 min, des regles d’émulation du réseau (comme
la perte de paquets, RTT délai, réduction du débit, etc)esichemins qui relient la sonde
aux hétesA et B. Nous soulignons que, comme notre but est de comprendre entrien“peer
selection” marche pendant les opérations normales, noifioué que la sondé est en train de
recevoir et de jouer correctement la vidéo. Quand une nu&tigest considérée en isolation, nous
aggravons volontairement les conditions de réseau sentgyoar le chemin qui relie la machine
A a P, en configurant correctement la discipline de queue (ggediscipline) sur la machine
Fw/Net. Les regles pour le chemin entfeet P, au contraire, sont appliquées seulement pour
I'étude de l'importance relative des différentes métrgjge.g., delai sul — P et pertes sur
B — P). Finalement, les conditions de réseau artificielles sofevées aRR,;; = 20m et les
limitations du firewall sont enleveéesi;; = 25m.

Cette configuration nous permet de nous focaliser sur landgesition du bit-rate regu pd?
parmi ses apporteurs (i.e4, B et hotes internet), et d'exprimer d’'une fagon simple etifiviel
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Figure 3: Métriques concernant les chemins : le débit agdéd#PLi ve est représenté en haut

et la décomposition par rapportA B et les hbtes internet en bas pour différentes capacités (a)
et taux de perte (b). Les profils de la limitation de la cagaettde I'imposition des pertes sont
reportés avec les lignes noires et font référence a I'axeroited PPLi ve montre une grande
sensibilité vers le changement de capacité alors qu'iliréaglement a des grands taux de pertes.

la NA des applications P2P-TV. En fait, en considérant ldooér pendant laquelle les régles
d’émulation sont activées sur le chemin entret P, nous pouvons imaginer intuitivement que
s'il n'y a pas de biais par rapport a une métrique détermikiéda décomposition du trafic est
insensible aux variations d€. Au contraire, une décomposition variante est le réflexaadeA
versX, ol I'amplitude de la variation est un vague indicateur deelasibilité du systeme vers.

Résultats expérimentaux: meétriques concernant les chemsn

Nous reportons dans ce résumé a titre d’exemple seulensagSleltats obtenus par la plate-forme
d’essai active et en particulier ceux concernant la capaes chemins.

Les résultats de cette expérience sont reportés en fijuretgnips de I'expérience est affiché
sur I'axe x, alors que les temps du début et fin du firewall seporés sur I'axe en haut pour
référence. Un profil décroissant limitant le débit est apmi a partir duR,,, au moyen d’'un
filtre “token bucket”, qui suit des marches de= {50, 10,1, 0.5,0.25} Mbps chaque 2 minutes
comme montré par la ligne noire épaisse. Les valeurs dudébiottleneck sont montrés sur I'axe
y de droite et le bottleneck est enlevégy ;. L'évolution temporelle du débit agrégeé a la machine
P est montré dans la portion haute du graphique (moyenneléatuutes les 20 secondes). |l est
possible de voir, aprés une phase de démarrager,,, pendant laquelle le débit entrant arrive a
1.2Mbps, le débit agrégé versest stable autour du 400 Kbps, qui compte pour les donnéés vid
et les données de signalisation. De plus, nous pouvons geerague le débit est stable pendant
tout I'expérience, ce qui suggére que le “shaping” du trafigarturbe pas la qualité du service
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percu.

Le graphique en bas montre la répartition du trafic entrarg Pepar rapport aux différents
hbtes qui envoient le trafic vei® : I'néte A est montré en bas en vert, I'h6f# en rouge et le
reste du trafic internet en pointillé. C’est facile de voiegavant que les régles du firewall soient
mise en place &< F,,, plus du 80% du trafic entrant est recu depuis les hbtes gttertérieurs.
Des que les regles du firewall démarrerta F,,, P est obligé de recevoir la totalité du trafic
exclusivement depuid et B : comme pendank,,, < t < R,,, la capacité du chemin n’est pas
encore forcée, le trafic est divisé également ertret B parce que les conditions du réseau et
d’état de I'application (play-out time) sont pareilles.i®ulés que I'émulation limite la capacité a
50 Mpbs aR,,, PPLi ve commence tout de suite a préférer I'héte lii#equi ensuite apporte la
plupart du trafic vers.

Cette observation est importante car elle signifie quBRLi ve estextrémemensensible au
débit et (ii) pourrait trop réagir ou estimer incorrectemlerdébit.

Finalement les limitations de la capacité sont enlevéBsa, ce qui enleve l'inégalité dans
la répartition du trafic en faveur d@ ; cette situation reste stable jusqu’au moment ou les limita
tions du firewall sont enlevéesi ¢, apres lesquelles les hotes internet redeviennent lesirsaje
apporteurs.

Sherlock

Dans cette section nous appliquons I'outil de visualisa8berlock pour analyser la NA des appli-
cations. Nous suivons une méthodologie hybride qui mélfm@e2] dans un logiciel démonstratif,
nommé P2PGauge, qui exploite les techniques actives avpagmur déduire résultats complets.
Notre logiciel est disponible open-source a I'adresse.[E] détail, nous trouvons toujours les
deux différentes catégories de métriques : celles qui copoeles noeuds et celles qui concernent
les chemins.

Il est nécessaire de souligner gg2PGauge exploite une exploration active des noeuds
contactés par l'application P2P sous analyse : méme siillest capable d'analyser des
traces passives, les résultats sont beaucoup plus fiadkseiesures sont exécutées simultané-
ment a 'application. Donc, en utilisant P2PGauge, nousiswllecté un nouveau ensemble
d’expériences pendant lesquelles nous avons étudié ikapiph SopCast. Dans ces expériences
une sonde unigue située en France est utilisée pour suffteedites chaines vidéo a différentes
heures, explorant ainsi un large spectre de localisatiarodtenu et de popularité des chaines. De
plus, nous avons été particulierement attentifs au chair dontendocal (ligue des champions)
et aussi étranger (informations et films en langue étrajg&mcore une fois, chaque expérience
est conduite indépendamment pour éviter de biaiser lettaésu

Processus d’analyse

Nous décrivons maintenant le processus d'analyse a I'aidie figurd#. Dans nos expériences, un
client SopCast non modifié tourne sur la machine sonde,fle tra laquelle est capturé par I'outil
P2PGauge qui est exécuté sur la machine a I'écouRR2 PGauge analyse le trafic généré par
SopCast et recueille des statistiques sur (i) les caratitgrés concernant les noeuds au moyen
de I'analyse passive et (ii) des caractéristiques conaefiea chemins en envoyant des paquets
sondes vers les noeuds contactés par SopCast.

Avant de commencer I'explication des métriques et des téniatiques choisies, nous voulons
souligner une implication importante. Concernant les m@tkogies passives, P2PGauge recueille
les caractéristiques concernant les noeuds au moyen dasgede données locale [65] (e.g., geo
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Figure 4: Processus d’analyse de P2PGauge

localisation et numéro d’AS, etc.) ou a travers des simphedyaes et inférences (e.g., longueur
du préfixe IP, débit de I'application, nombre de sauts, etanalyse passive ne peut pas interférer
avec le trafic observé, mais elle pourrait étre limitée pastésse d’acces de la base de données
: comme les API de la base de données supportent plus de 4§e6tions par seconde, cela ne
constitue pas un probléme de vitesse.

Pourtant, I'outil performe aussi des mesuagesivespour collecter des propriétés concernant
les chemins, possiblement interférant avec le trafic olésepour cette raison, les mesures actives
doivent étre utilisées le moins possible. Notez en fait §ign que les mesure sont exécutées par
une machine dédiée, le monitor et la sonde partagent la méisen d’'acces. Considérez par ex-
emple le probleme d’estimation de la capacité : les colsatieshiniques du sondage actif des liens
(comme les mesures de bande par trains de paquets) ne sapppagriées a nos objectifs, et nous
avons besoin de techniques de mesure plutét Iégéres (comites lbasées sur la dispersion des
paires de paquets). En raison de cette observation, nogsé@soudrons a utiliser CapProbe [46]
pour estimer activement la capacité du chemin, le RTT eti 4a1S8TL IP (a partir duquel nous
pouvons connaitre le nombre de sauts). Pour chaque noeusipedormonsV = 100 mesures
en envoyant des paires de ICMP paquets 'une apres I'autiek{tm-back), et chaque paire est
espacé paAT = 0.5 seconds.

Pour limiter le nombre de paquets sondes pendant les phrisases de découverte du réseau,
nous limitons le nombre de proces de sondage actit/e=a 50. Bien que le volume de paquets
sondes soit limité & = 2C'/AT = 200 paquets par seconde, mesurer activement tout le voisi-
nage serait une tache prohibitive. Nous soulignons quesiseult une partie des noeuds prend
effectivement part a I'échange du contenu alors que lessuatéchangent pas de données. Sices
noeuds peuvent constituer un pourcentage significatif gepalation des noeuds, il n'ont quand
méme pas de poids pour ce qui concerne le volume du trafic. @onous sommes intéressés
par la majeure partie du volume du trafic, nous limitons desscrhesures actives seulement aux
noeuds qui apportent activement a la distribution du flucgmuement, nous considérons seule-
ment ces peers qui envoient au moins deux paquets dans dteefeemporelle\T. Cette simple
heuristiqgue nous permet de nous concentrer sur la pluparafic (e.g., au dessus du 95% dans
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le pire des cas de PPLive), tout en limitant le biais causdepaondage actif. Notez que cette
heuristique est trés robuste et peut étre appliquée a dadkasses du trafic comme le partage de
fichiers.

Définition des métriques

Partition préférentielle La métrique plus simple et plus intuitive que nous utilisess la par-
tition préférentielle déja présentée dans le chapiire 3ur Bbaque caractéristique,
I'ensemble)}, des noeuds contactés jusq@’a= kAT est divisé en deux sous-ensembles
disjoints\Vj, = N,flose(F) UN,f”(F), afin que les noeuds qui sont “proches” au peer analysé
X en terme de caractéristiguésoient regroupés ensemble.

Spécifiguement nous utilisons les régles suivantes potager’ensemble. Nous consid-
érons les peers qui tombent dans le méme AS ou pays, dans le s@rs-ensemble de
noeuds proches. Concernant le NET nous utilisons un seeitiéxL6 bits, au dessus duquel
nous considérons les noeuds comme voisins. Finalement, o0 HOP et CAP, nous
utilisons un seuil variable basé sur la médiane calculé&sisrle noeuds.

En nous basant sur ces simples partitions, nous quantiiarigdau de préférence en calcu-
lant la pourcentage d’octets que le pééa échangé avec le noeud de la partition préférée.

Kullback-Leibler (KL) Comme seconde métrique nous considérons la mesure deaticerde
Kullback-Leibler (KL), qui est une mesure connue de distaantre deux distributions de
probabilité (pdf)p etb :

p\r
KDlp) = Y p()iog 22 )

zeX ( )

Nous utilisons la divergence KL pour mesurer la différenseesles pdf concernant (i) les
noeuds (peer-wise) et (ii) les octets (byte-wise) d’'uneci@ristiqueF’. Autrement dit, nous
évaluons le pdf dé, soit en décomptant chaque peer une fois, soit en prenamtnepte le
volume de trafic en octets que le peer loin a échangé_ @vea divergence KL nous indique
si les deux distributions sont pareilles (KD) ou s’il y a quelques disparités (Ki0). Notez
que, au contraire d’avant, une large valeur de KL ne peut padiu& comme un indicateur
de préférence : plutdt, elle indique simplement que il y aiarskentre le nombre de peers
exhibant une valeur donnée pour une caractéristiXjuet le nombre d’octets échangés avec
eux. Par exemple, une large valeur de &Lne signifie pas qu’un large nombre d'octets
est échangé avec des noeuds du méme AS mais plut@juglguesAS apportent plus des
données que d’'autres. En d’autre termes, les valeurs degXEe&s correspondent a un biais
majeur, qui pourtant ne se traduit pas nécessairement agieane majeure du réseau.

Résultats expérimentaux

Nous adoptons maintenant une représentation Kiviat dedmile de caractéristiques, ex-
primées au moyen des métriques PP e KL pour SopCast. LafigepoB&e les graphiques,

arrangés d’'une facon telle que les caractéristiques mespe inférence passive (AS, CC,
NET) sont représentées sur les trois axes en haut, tandikesjwaractéristiques qui im-

pliquent des mesures actives sont dans la partie basse.eLgaétriques PP et KL sont

reportées respectivement [gn 5-(a) et (b). Notez aussi guaxks s'étendent jusqu’a 1.0
(2.0) pour la métrique PP (KL).
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Figure 5: Représentation de la conscience du réseau : gr&viat de la (a) Partition Préféren-
tielle et (b) de la mesure de divergence de Kullback-Leipleur SopCast. Les caractéristiques
assemblées a partir de mesure passives sont montrées ¢ABA0C, NET) alors que les mesures
actives sont sur les axes en bas (HOP, RTT, CAP).

Kiviat reporte, comme d’habitude, la moyenne et la déviaitandard sur tous les noeuds.
Considérons d'abord la partition préférentielle. Il egtiliade noter que, tandis que les
expériences se référent a un contenu qui est trés poputaiegfootball match de ligue
des champions), et aussi tres localisé (équipes frangamrstant SopCast réussit a trouver
seulement peu de noeuds qui sont dans le méme sous-ré3Bgu{ ~ 0%) AS ou pays
(PPys ~ 1.6% and PPrc ~ 4.5%).

L'analyse de graphiques kiviat nous permet d’arriver a lactwsion que la localisation
géographique pourrait étre causée par autre préférencasexpmple, la simple stratégie
de choisir les noeuds a haute capacité, qui dans notre tatageaussi ceux appartenant
au méme AS. Et en fait, tout cela est corroboré par la carstitgre de capacitéH{Pcp

> 50%), qui montre une légére préférence vers les noeuds a hapaeitta Au contraire,
aucune préférence n’est montrée pour les noeuds procheemde RTT, car juste la moitié
du trafic global est échangé avec des noeuds proé¢hBg(r ~ 50%), fait qui suggere qu'il
n'y a pas de préférence pout le RTT. Pareillement, le faitBég o p < 50% confirme que
des chemins Iégérement plus longs peuvent étre empruniéshpercher ces noeuds a haute
capacité.

Nous considérons d’aprés le graphique du KL (b). Dans c&,easlarge biais est manifesté
pour la capacitéX L 4p, corroborant ainsi I'hypothése de la sélection avide. Unisbi
encore plus large est manifesté pdur 45, qui dans ce cas, correspond a une distribution
du trafic déséquilibré. Dans ce cas peu d’ASs sont les mag@piarteurs : cependant, telles
ASs different du AS du noeud analysé et leur occurrence pibuéire le résultat d’autres
politiques de choix. Globalement nous pouvons conclurelgsi@pplications populaires
P2P-TV comme SopCast n'ont pas encore considéré le prolderzENA.

“nous rappelons que valeurs du KL plus larges indiquent U plas large
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Figure 6: Apercu du cadre d’'évaluation : vue d'ensemble desposants L3 et L7 et de
l'interaction des deux.

Analyse simulative

Dans cette section nous utilisons un simulateur pour teleralgorithmes [12, 17,93, 104] en
considérant les facteurs importants que nous modélisaas @v niveau croissant de réalisme.
Un premier probléme est que les systemes NA P2P-TV prenyigigiiement des décisions en se
basant sur les caractéristiques des autres noeuds megqw8éscela, réussir a avoir de mesures
correctes sur Internet est une tache difficile et il est tngsortant de comprendre I'implication
deserreurs de mesuresur les performances du systéeme. Un deuxiéme probléme edesgu
algorithmes de “scheduling” ont été évalués en comptantiserconnaissance parfaite, mais pas
réaliste, de I'état du systeme (buffer-maps des voisinspur gela, il est important d’évaluer
l'impact de l'inconsistance du systéme (dd a la perte desages de contréle ou a de vieilles
informations).

Description du systeme

Cette section donne une vue d’ensemble de la structure gqigeavons congu pour comparer les
systemes P2P-TV, laquelle est a disposition de la commérsaigntifique a I'adresse [78]. Le

simulateur guidé par les événements (event-driven) cuséprend en considération différents
éléments, qui sont visuellement présenté§len 6. D’'un peintug de haut niveau, la structure
consiste en deux couches : (i) la couche physique réseau H8gshous et une couche logique en
haut nommé overlay, qui sont couplées par différents medgiéteraction.

Du point de vue de L3, au bord de 'architecture nous trouteasbtes, qui sont physique-
ment interconnectés au réseau L3 a travers des liens d,apgése comportent comme des étran-
glements, et qui sont modelés comme des pairs capacité—témhobtes sont attachés aux rou-
teurs de borde, qui constituent le point d’accés du traficdR2i? le réseau, lequel nous modelons
avec un niveau croissant du détail. De point de vue du L7 desstexécutent des applications P2P-
TV, que nous exprimons en terme d’algorithmes (chunk sdimegjiselection des hbtes, manage-
ment de la topologie) et du graphe logique en résultant.|€fiment, nous modelons l'interaction
L3/L7 en tenant compte que, dans le monde réel, différemiesce d’erreurs peuvent apparaitre
dans n'importe quel point du procés (e.g., perte de paquetsighalisation, mesures biaisées,
etc.).

Maintenant nous détaillons chacun des composants du systirtes motivations a la base
des nos choix.
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Table 5: Répartition en classes des propriétés des noeuds
Class Ratio BW, BW¢ trx
I 10% oo  5.0Mbps 20ms
Il 40% oo 1.0Mbps 100 ms
[l 40% oo 0.5Mbps 200 ms
IV  10% 00 0 Mbps 00

Composants L3

Avec le terme “composants L3” nous indiquons des objets dadaghysique, comme (i) hétes
et (ii) routers, qui sont interconnectés par un réseau (iii)

Hotes Les hétes sont des machines qui exécutent les instanceppliesions P2P et sont carac-
térisés par une interface physique vers le réseau L3. Les Bont divisés en deux classes en
accord avec leur capacité d’'upload BVelors que nous considérons le débit entrant,BW
infini. Cela est une acceptation raisonnable en cas d’acygnérique, donné que nous
supposons ultérieurement que I'étranglement est placéoalidu réseau (qui représente
le cas commun aujourd’hui et il est généralement supposé’patres recherches sur la
P2P-TV [93,104] et sur le partage des fichiers [83] ).

Dans nos simulations nous considérdng=2000 hbtes divisés en 4 classes, ou la moyenne
BW(y (i) pour la classé-eme est répartie comme décrite en table 5, qui est en aceeed a
[83,104]. La premiere colonne de table 5 reporte la répamtién classes : la plupart de la
population est constituée par des peers avec une vitessenmgyavec une présence non
marginale de peers tres rapides et trés lents. Dans la ¢|des#bit sortant de chaque peer
p est configuré & - BW (i) ou v est une variable aléatoire uniformément distribuée en

[0.9,1.1] (e.g., le vrai débit sortant de chaque pgefévie au plus du 10% de la moyenne
de la classe).

Router Chaque hote est “single-homed”, i.e., attaché a un singlteral’accés, qui modeéle le
premier router IP du réseau d'agrégation (e.g., le BRAS pouéseau ADSL). Dans nos
simulations nous considérons un nombre de routers éfyal & 100 et nous utilisons un
simple “mapping” entre hotes et routers : chaque hote egiléqar hasard a un router, il
suit qu’en moyenne ily & /Ni = 20 hétes attachés a chaque router.

Comme montré en figuid 6, les routers son placés au bord dauréseagissent comme
point d'accés en formant une “full-mesh” logique. Chaqueteo garde des statistiques
concernant les paquets qui passent a travers ses intedadedifférencie le trafic entre
remote(i.e., trafic qui est réexpédié vers le réseau) et tiafial (i.e., trafic qui est reflété
vers un autre lien d’accés attaché au méme router). Notezefie facon nous permet
d’avoir une simple mesure de la localisation du trdfié = local/(local + remote).

Réseau Le réseau niveau 3 modele I'interconnexion des routerss daitravail, nous considérons
différents modeéles de réseau.

Si nous considérons le lien d’accés comme le “bottlenedkiyi aura probablement pas
de formation de queues dans le noyau du réseau : comme cedselu modéle simple-
ment le délai bout-a-bout. Dans ce cas, la topologie réssilhien représentée par une
matrice statique des latences, ou la latence représentddiedd propagation. Nous con-
sidérons plusieurs modeles de réseaux statiques, a partioderlay idéal (ou le délai est
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donné seulement par la durée de transmission d’'un morceas)des modeles plus réal-
istes comme Meridian [38] (ou le délai bout-a-bout est déevpartir de mesures réelles
effectuées par de multiples hétes). Nous considérons kusas ol la congestion peut se
produire dans le réseau et nous employons des matricesteiesdsdynamiquesou la la-
tence entre deux hotes peut étre différente parmi plusiearseaux vidéo. Nous soulignons
gue le cas ou le trafic P2P est (i) minoritaire ou (ii) prévakamt a considérer séparément.
Dans le premier cas, qui est typique aujourd’hui et que noansidérons dans ce travalil, la
congestion est due au trafic dit de “background” : nous modetet effet simplement en
variant la latence entre deux morceaux consécutifs atéatent. Dans le deuxiéme cas, les
liens du réseau devraient, eux aussi, étre modélisés, peutiggénierie du trafic (réparti-
tion de la charge, optimisation périodique, etc.) puisse @&bpliquée pour gérer la matrice
de trafic générée par le P2P-TV. Comme le cas (i) est le plusntomnous considérons le
cas ou le trafic P2P est prévalent hors intérét.

Composants L7

Avec le terme composants L7 nous indiquons les composaetesveau plus élevé comme (i)
les peers, qui sont des instances du niveau 7 des appled@RiR-TV. En plus de ce détail, nous
modelons les peers en définissant les algorithmes qu’ilmgntent : spécifiquement, chaque
peer doit (ii) gérer la topologie overlay et (iii) programniienvoi des chunks.

Peer Chaque peer établit et maintient différentes connectiogijlies vers des autre peers : nous
dénotons ave®/ (p) 'ensemble de peers dans le voisinagepd€omme, dans les systémes
mesh-push, les morceaux vidéo ne sont pas forcement regad'dare, les peers doivent
avoir une buffer-mapB qui décrit les morceaux qui ont étés regus et stockés dangda m
moire. Pour un peer, nous indiquons aveB(p) sa buffer-map et avece B(p) le fait que
le peerp ait regu le morceau. La dimension de la buffer-map(p) détermine la perfor-
mance de la P2P-TV comme décrit ci-apres : des buffer-magsdaéduisent la probabilité
de perte des morceaux mais ils augmentent le décalage tehgmdre la source et les des-
tinations ; au contraire, buffer-maps plus petites rédiiis=décalage mais augmentent les
pertes (les morceaux qui arrivent apres le délai ne sontyplies et peuvent étre considérés
perdus).

Topologie overlay les liens logiques établis par les peers forment une toplogerlay. Pour
optimiser leur performance, les peers peuvent modifierdaltgie créée : i.e., ils arrangent
leur voisinage pour exploiter I'hétérogénéité de la poparta pour optimiser globalement
la topologie en se basant sur des décisions locales.

Dans ce travail, nous nous focalisons sur le managementtdpdéogie en le considérant
soit comme (i) un “outil boite” noire qui induit un type patiier de graphe ou (ii) comme
un algorithme qui régle constamment la topologie. En dégtailir le point (i) nous consid-
érons différentes topologie Erdos-Rewyfn, p) qui sont créées &= 0 et ne sont jamais
changées, et donc cela définit un voisinage logique fixé=a0. Pour (ii) nous consid-
érons aussi un processus de management de la topologiautng twonstamment et adapte
la topologie initiale, en se basant sur les propriétés néesufe.g., latence, capacité, etc).
En fait, comme les noeuds a plus haute capacité peuvent sarkiples voisins, les mettre
prés de la source permet de propager les nouveaux morceasixapidement et vers un
plus grand nombre de noeuds. Cela implique d'avoir des sudeediffusion (qui peuvent
changer pour différents morceaux) qui ont un majeur “fati-etiune profondeur réduite.
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Table 6: Chunk scheduler policies

Scheduler Description

ru/r [17]  Random useful chunk / Random peer

lu/r [17] Latest useful chunk / Random peer

lu/la [12] Latest useful chunk / Latency-aware peer
lu/ba [104] Latest useful chunk / Bandwidth-aware peer
lu/pa [93] Latest useful chunk / Power-aware peer

Nous remarquons que la gestion dynamique de la topologienesapproche raisonnable
: en fait, en considérant une topolodi#n, M) ou G(n,p) at = 0, elle modéle approxi-
mativement un systéme dans lequel les noeuds qui entresiudieswarm recoivent un petit
nombre de noeuds de bootstrap (e.g., par moyen d’un tradkeBiélorrent) qui constitue
le voisinage initial, qui peut en suite étre modifié contifareent (par exemple comme
le mécanisme PEX de BitTorrent). Nous soulignons que, enrdcavec le chapitrg] 3,
les applications sur internet peuvent exhiber un compatemlus proche de (i) comme
TVAnNts et Joost, ou (i) comme PPLive et SOPCast, ce qui readdeux cas importants.
Nous soulignons aussi que d'autres types de graphes petiventtilisés pour (i), comme
Barabasi-Albert [11] scale-free et Watts-Strogatz [1Ivigh-world, mais cela n’ajouterait
pas de réalisme a notre campagne expérimentale car la dymauaés topologies est beau-
coup plus importante que les conditions initiales au temp<).

Chunk Scheduler Le but final de chaque application P2P est de donner a chasueaupdlux

continu de données vidéo : pour cela, les peers doiventré@/dgoir des trous dans leur
buffer-maps dans la position proche de la limite de jeu. loe@s d’échange vidéo est géré
par un chunk-scheduler, qui agit dés que le peer peut utdise débit sortant. Dans les
systemes push, n'importe quel peezxécute un scheduler qui doit choisir : (i) un morceau
parmi ceux stockés dans la buffer-mBp) et (ii) choisir un noeud-destination parmi ses
Voisins N (p).

Les algorithmes de scheduling peuvent étre divisés en dasseas, selon I'ordre avec lequel
la sélection chunk/peer est faite : dans ce travail, nous famezalisons sur les algorithmes
qui d’abord choisissent les chunks et aprés les peers. Nmsidérons les algorithmes
proposés en [12,17,93,104] que nous résumons enfiable Givantslibrement [17], nous
décrivons chaque algorithme commip, ou c et p signifient respectivement algorithme de
sélection deehunket peer.

Le scheduler le plus simple est./r, qui sélectionne un chuntandome € B(p) que est
ensuite envoyé vers un randamefulpeerp’ € N(p), i.e., un noeud qui ne possede pas
le chunk sélectionné ¢ B(p’). Nous considérons aprés une série de schedulers qui sélec-
tionnent ledernier chunk parmi leur buffer-maps, que ensuite ils envoient uartuseful”
noeud choisi avec une stratégie soit aléatbire- [17], soitnetwork awardw/{la, ba, pa}.
Pour ce qui concerne les stratégies NA, nous considéronstraiégie consciente de la la-
tencelu/la [12], du débitiu/ba [104] et consciente du “pouvoirlu/pa [93] (i.e., ou le
pouvoir est le ratio du débit sur la latenBg L). La sélection est accomplie en mesurant les
propriétés de chaque peer, qui sont ensuite ordonnés palelar\de la propriété et sélec-
tionnés aléatoirement (i.e., pas dans l'ordre strict)cawge probabilité proportionelle a la
valeur de la propriété.

Intuitivement, lu/r vise & maintenir le décalage entre source et destinatioptusebas
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possible en diffusant le morceau le plus récent (i.e., leidemorceau dans la buffer-map
B(p)). Nous considérons le simpte,/r a raison de référence, let/r comme il a été prouvée
optimal dans des scénarios homogénes [17]. Scheduler&:NAa, ba, pa} [12, 93, 104]
sont, par contre, censés améliorer la performancéude, spécialement dans le cas de
scénarios hétérogénes : en détai),la vise & confiner le trafic localement par une sélection
de proximitéJu/ba vise a réduire le temps de diffusion des morceaux en préfdempeers
avec des hautes capacités d’'uploatkg&pa vise a combiner le deux avantages.

Intéraction L3/L7 Finalement, I'efficacité des décisions de scheduling ewmiiellement per-
turbée par des erreurs concernant (i) la précision des emsgurréseau ou (ii) le fonction-
nement de I'échange des informations de contrdle.

D’un cb6té, (i) NA schedulers basent leur décisions sur degrtés concernant les voisins
et potentiellement les conditions du réseau au dessouste @eipriétés peuvent étre
récupérées par I'utilisation “d’oracles” (comme proposé |g projet ALTO [6]), ou di-
rectement mesurées par I'application. Mesures directegene étre plutdt imprécises pour
plusieurs raisons (e.g., trafic de fond, OS scheduling, Ni@srupt coalescing, interaction
entre plusieurs mesures), et ¢a peut causer des mauvapédartations du voisinage et
mauvaises décisions de scheduling. Afin de mesurer I'imgasterreurs de mesure sans
étre spécifiguement lié a des techniques particulieress nous sommes résolu a utiliser
un modéle de haut-niveau ou le procés de mesure est contbidseul paramétre qui
décrit 'ampleur de I'erreur.

De l'autre coté, (ii) I'information de contrdle peut ne pdeeé&distribué dans les délais, ou
méme perdue at L3. En fait, en cas de algorithmes de gosagipiisant UDP, cette infor-
mation ne serait pas retransmise, déformant ainsi la vigierie peer a de I'état du systéme.
L'inconsistance peut aussi étre due a une disséminatide tas informations de contrdle
(e.g., un systéme pourrait désirer de limiter le débit defkonde contrdle en limitant la
fréquence des message de mise a jour des buffer-maps). $Scaosidérons des systémes
mesh-push, le deux types d’erreurs se traduisent en un&issance périmé de I'état des
buffer-maps du voisinage : dans ce cas, un peer peut dé@dmodrammer une transmis-
sion d’'un morceau vidéo méme si la destination a déja re¢loleeau, résultant ainsi une
transmission inutile (chunk collision). Afin de mesurenipact de la signalisation sans étre
lié a des algorithmes spécifiques, nous utilisons encoreaba@raction de haut niveau et
nous modelons les erreurs provoqué par la perte des paquétéoamations périmes de
I'état du systeme comme des erreurs des buffer-maps.

Analyse Emulative

Introduction

Dans cette section nous présentons ModelNet-TE, une éxteie ModelNet qui habilite
I'émulation de I'ingénierie du trafic. En outre, nous posda version originale du coeur Mod-
elNet de BSD a Linux, et nous le rendons disponible a la conaugnscientifique [70]. L'outil
ModelNet-TE est interoperable, flexible et passe a I'éehellinteroperabilité e le passage a
I'échelle sont directement hérédité par le code originaMaeleINet qui permet de exécuter des
milliers d’'instances d’'applications. La flexibilité, aurtaaire, est une clé de ModelNet-TE que
nous avons congu pour étre un outil réutilisable, dans legles chercheurs peuvent facilement
intégrer leur propre mécanismes de TE a coté de ceux que aousssons déja [31, 72].
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Nous utilisons ModelNet-TE pour évaluer I'interaction remordonné entre le trafic engineer-
ing au niveau 3 et le polices du contréle du trafic appliguédgsaapplications au niveau 7. En
fait, malgré un nombre de travaux ait étudié le probléme dtfish routing”, [45,47,58,75,90,99]
la plupart de ces travaux adoptent une approche théoriguestyvrai spécialement pour le cas de
interaction non contrélé de dynamiques de routage a plissieveaux [45,47,58]. De 'autre coté,
méme si plusieurs études expérimentaux existent [16,2918701,106,123] néanmoins ils négli-
gent l'interaction avec le niveau réseau dessous. Si lquoahe est nécessaire pour comprendre
le comportement des applications, il ne permet pas de comprd'impact du traffic engineering
(TE) sur le trafic des utilisateurs; ni il permet aux dévekyms P2P du comprendre comment leur
algorithmes performent sur des réseaux réactives.

En voulant remplir cet écart, nous étudions l'interactid@ill? a travers ModelNet-TE. Pour
prouver la flexibilité de ModelNet-TE, et pour recueillir ensemble complet de résultats, nous
conduisons une campagne expérimentale qui, comme monfiguee[7, considére un riche en-
semble de (i) topologie niveau 3 et algorithmes de routagié) efpplications niveau 7 e modeéles
de population. Au niveau 3, nous considérons soit un simplégte de overlay pur, ou le bottle-
neck est seulement a I'accés, soit Abilene, une topologiellpge, ou est le coeur qui se comporte
de bottleneck. Concernant I'ingénierie du trafic L3, nouplémentons un algorithme de partage
de charge multi-chemin [31] que nous comparons avec le igaebs standard du chemin le plus
court. Au niveau 7, nous considérons deux applicationgtivéac: BitTorrent [15], I'application
de partage de fichiers la plus connue, et WineStreamer [14uB8 application de streaming
en direct. En plus, nous considérons soit une populatiofoume, soit une population qui est
proportionelle aux habitants de chaque ville.

En résumé, cette section atteint deux principales résulaemier, nous offrons a la commu-
nauté scientifique un émulateur de réseau complet, opeces@ustomizable, avec la capacité de
faire du TE en directe. Deuxiéme, nous conduisons la prenc@mpagne approfondie, exploitant
une méthodologie expérimentale, qui se focalise sur fauiion entre le dynamiques P2P et le
réseau L3 au dessous. Les résultats expérimentaux domnsuivints apercus : (i) les bottle-
necks dans le réseau peuvent avoir un impact profond surflerpence des applications; (i) le
modeéle de population, outre a modéliser le trafic percu paisleau, peut contribuer a déterminer
la performance; (iii) TE peut améliorer la performance diegdl (e.g., en égalisant la charge sur
les liens) au détriment des performance au niveau utilisg=g., du aux effets des interactions
inattendues avec TCP ou la logique d’échange P2P).
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Figure 8: Topologie Abilene de niveau 3 et swarm niveau 7 : é@de population uniforme a
gauche et biaisé a droite

Scénario et méthodologie

Nous décrivons maintenant les scénarios émulés dans rotigagne expérimentale, en donnant
le motivations et informations détaillés concernant rtieoix de (i) topologie réseau, (i) algo-
rithmes de TE, (iii) modéles de population, (iv) applicasdP2P.

Réseau niveau 3

Topologie Sans considérer I'application P2P, nous considérons d#féxantes topologies de
réseau : (i) une topologie réaliste Abilene et (ii) un modkdéoverlay pur.

Le scénario réaliste que nous concevons est représentéueal@icavec de lien de cceur
interconnectés selon la topologie Abilene [1] qui compréhg = 11 routers déployés sur
le sol des Etats-Unis. Dans notre setup, nous considérarapheités de liens du cceur de
C = {5,10} Mbps et nous modélisons la capacité d’'accés des peersisindléa FTTH
(fiber to the home) aveC'p; = Cy; = 5Mbps. Il est important de mentionner que le
trafic agrégé de chaque peer est en moyenne entre 720KbpeSiMéamer) et 1.5Mbps
(BitTorrent), et que comme une partie du trafic est dirigés\ders peers qui sont derriéres
la méme passerelle, il ne consumera pas la capacité entidiendcoeur. Donc, st =

5 Mbps représente un scénario pauvre, le scénario @vee 10 Mbps modele un réseau
bien provisionné. Remarquez aussi que, malgré réalisteptdogie Abilene est aussi un
scénario difficile pour la répartition de la charge, car leau de diversité des chemins ne
pourrait toujours permettre de contourner les lien congasés.

Pour mieux apprécier I'impact de la topologie du réseausrmammparons le scénario Abi-
lene avec un modele simplifié ou tous le peers sont interadés@vec une topologie étoile
vers un router central. Niles capacités ni le délai sont érdahs le coeur mais que a l'acces
: donc, du a notre setup physique, le cceur va a la méme vitesseti1/,Gbps ethernet
switch (qui est plus vite du cas Abilene et ou il N’y a jamais dengestions). Toutefois,
dans ce scénario nous appliquons latences d'acces réatisfgendantes du modeéle de pop-
ulation.
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Ingenierie du trafic Dans ModelNet-TE, la matrice de trafic (TM) est échantil@arsur des
fenétres deav secondesy = 1 dans notre cas), et ModelNet-TE peut faire de simples
opérations (e.g., moyenne, std deviation, maximum, etar) I8 fenétres consécutives.
Puis, apred¥ fenétres consécutives, ces demandes sont exportées il kers les al-
gorithmes de TE. Pour la campagne expérimentale, nous fions 30, and exécutons
IAWM périodiquement apreB’ fenétres, pour générer le nouvelles table de routage.

Applications P2P niveau 7

Au niveau 7 , nous construisons scénarios réalistes end@rasit hétérogénéité dans (i) la classe
des applications P2P et (ii) modéles de population

Nous sélectionnons deux applications P2P, BitTorrent §t3)ineStreamer [14, 55], qui of-
frent services hétérogénes et ils ont ainsi des différeatekitectures. En fait, BitTorrent et
WineStreamer sont plutét différents dans leur contrajntesix architecturales (TCP vs UDP)
et logique d’échange (rarest first VS playout-deadlineuri2amt, ces applications partagent aussi
des similarités (mesh overlay) qui sont un résultat natlediévolution de I'écosystéme du P2P.

Pour les deux applications, nous émulons un scénario dedtasid dans lequel une source
unique injecte la vidéo pour un ensemble &l = 200 noeuds. Notez que cela est une taille
raisonnable pour des applications de file-sharing: en1#i6] observe que juste le 1% des torrents
ont plus de 100 peers, alors que [84] report des tailles igsicde swarms de BitTorrent entre
300 et 800 peers. Concernant le streaming en directe, darisajstre[8 nous avons observé
gue la taille des swarms pour une chaine dépende de I'appticéqui reflet la popularité de
I'application plutot que la popularité de la chaine), aves dwarms qui vont de 500 peers en
TVAnts jusqu’a 180,000 peers pour PPLive pour le contensiplies populaires. Dongy,, = 200
peers peut représenter une chaine populaire sur une djgplicaoyennement populaire, ou un
contenu moyennement populaire sur une application papulai

Pour simplicité, nous considérons les capacités des peersdenes : notez que I'effet des
swarms hétérogénes avec plusieurs capacité sont connpgdb8h point de vue purement appli-
catif, et pourrait étre digne de investigation vue par uteraction L3/L7.

Modele de population La différence entre le modéle uniforme et proportionnel représenté
graphiquement en figuié 8, et la correspondante distribakes latences en figure 9. La dis-
tribution des latences montre I'impact des la populati@idéi et trois pics se produisent : ils
correspondent a (i) bas délai pour les communications po@lerriere la méme passerelle),
(i) délai modéré pour communications mi-porté et (iii) ptes communications loin (entre
le deux cotes). Notez aussi que le pic a haut délai est prénaae la plupart de la pop-
ulation est distribuée sur le deux cotes. Au contraire, $ribution uniforme porte a une
distribution completement différente, qui est pas réalpr rapport aux mesures faites par
des projets comme [120].

Résultats expérimentaux

Dans cette section nous reportons des résultats de notigagam expérimentale, pour raisons
d’espace nous montrons ici seulement I'impact des modeadgsogdulation et de la capacité du
réseau.




33

— Skewed
0.018 | --seereeees Uniform 1

PDF

End-to-end Latency [ms]

Figure 9: Modéle de population uniforme contre biaisé :ritistion des latences

Impact du modéle de population et de la capacité du réseau

Nous nous focalisons maintenant sur la performance descapphs niveau 7, en considérant
le débit de téléchargement des peers BitTorrent et (ii) lagatage de morceaux correctement
recus pour WineStreamer. Nous pensons que ces métriqueesaoneilleures pour représenter
la qualité apercue par les utilisateurs : en fat (i) est lieflidience du systéme et au temps pour
compléter le téléchargement ; concernant (i), la qualite est baissé par les morceaux qui
arrivent aprés la limite de temps ou qui sont perdus. Les deéixiques sont évalués sur des
fenétres de 10 secondes. Dans la suite nous reportons ldtat®sollectés en 5 expériences pour
chaque configuration.

Nous considérons d’abord I'impact que la capacitées lien du cceur et le modéle de pop-
ulation ont, et nous montrons la CDF (cumulative distribatfunction) du débit e de la vitesse
de réception des morceaux, mesurés pour toute la populatidigure[ ID (pour I'instant nous
utilisons la topologie Abilene).

Nous considérons d’abord la distribution de la populatioa.considération générale est que
la population biaisé est bénéfique car, si I'applicationdien compte la latence ou la capacité,
5, elle peut établir relations de voisinage avec noeuds oti attaché a la méme passerelle, en
confinant ainsi le trafic au bord du réseau et en évitant legstiens du coeur.

En se focalisant sur les clients BitTorrent, nous voyonslgs@ébit plus bas sont atteint par
les noeuds du scénario uniformeCa= 5Mbps: apres, nous trouvons deux scénarios dont les
performances sont presque équivalentes. Elle peuverdtétinte par, soit (i) doublant la capacité

SComme TCP est avantagé par des RTT petits, le applicatidnsréférent noeuds a haute capacité, préférerons
aussi probablement les noeuds proches. Méme pour desajmple comme PPLive, qui utilisent UDP au niveau 4
et mesurent le débit au niveau 7, nous avons vérifié expétateenent que la préférence vers la capacité induit une
agrégation des noeuds proches (voir chapitre [97])
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Figure 10: Impact des différents modeles de populationt(fes capacités des liens du coeur
(C = 5Mbps VSC = 10Mbps). Les fleches sont utilisées pour souligner les gaipedermance
sur la moyenne de la distribution

sous le méme modéle de population ou (ii) considérant un ladiigisé avec la méme capacité.
Notez en fait que le débit entrant moyen augmente du 25% etr@épectivement, comme reporté
dans la figurgé 10(h).

Si nous considérons les clients WineStreamer, nous voyoad'impact du modéle de pop-
ulation reste considérable, bien que dans ce cas les a&pales liens du coeur jouent un role
déterminant a cause des contraintes du streaming. Enifaitus considérons le scénario a basse
capacitéC' = 5Mbps de la figur¢ I0(b), en moyenne le 22% en plus des morceaixe;us
dans le modéle de population biaisé par rapport au modeferom@. Pourtant, changement du
modéle de population ne suffisent pas, car la pourcentagmade&gaux recus pour le scénario a
C = 5Mbps est encore basse pour certains noeuds (particuliatgroar ceux qui sont derriére a
liens tres chargé), alors que la situation s’améliore nedte pour le scénario@ = 10Mbps.
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Chapter 1

Introduction

1.1 Foreword

At the beginning of this thesis, peer-to-peer paradigm veoining more and more popular as
new services were deployed in the internet. According td [A2008 around 70% of the traffic on
European Internet backbones was generated by P2P appisakiowever, for the time being, the
promised breakthrough of P2P-TV did not maintain itselfs&®i Visual Networking Index 2010-
2012 [21] affirms that streamed video is surpassing P2Pdraiffd that video directly streamed
to enabled-televisiods through OTT (Over-the-top) technologies, will be in thexngears the
fastest growing video service together with mobile videar Gpinion is that this is mainly due to
ADSL limitation (i.e. P2P systems do not have enough uplaatttvidth to sustain the service)
but it can change with Fiber-to-the-home FTTH in the neanrfit Hence, this is the reason to
sustain the importance of this study.

The motivations behind the initial growth of P2P-TV systeane manifold: first, great part
of the intelligence required by a P2P system is at the netwattge so that it is not necessary
to upgrade its infrastructure to deploy a new applicatienvise. Second important aspect is that
there are no Single points of Failure: overlays are built dist&ributed fashion and do not require
centralized equipment to coordinate the exchange of irdition. Third, due to its decentralized
nature, it is difficult to have a control over data traffic (gtgacking illegal contents) and this
allowed file-sharing systems to gain more and more populd#i] claims that approximately 70
to 80 percent of P2P traffic in 2010 was carrying video content

Nowadays, P2P paradigm spreads over a wide range of neseovices, from distributed
computation to distributed file systems; it is also affegtine way video content is delivered. Op-
erators offering the so-calledple play 2 are currently relying on multicast technology which, if
on one hand guarantees optimal performance, on the otkeritkto traffic only to be distributed
into the single AS. Video-P2P technologies, while keepindnigh level of efficiency, could rem-
edy to this limitation and allow distributors to build wonide video-distribution markets.

Well-know live video systems such &PLi ve [89], TVAnt s [112], SopCast [107] are al-
ready attracting a huge number of usé?BLi ve claims to have 200 million user installations and
104 million active users each month in 2011 [109]. Such hugebers added to the intrinsic char-
acteristic of modern P2P overlayare worrying network operators and internet service pergd
which are beginning to adopt strategies to face P2P phermmeDomcast, a US provider, [23]

by means of set-top boxes, Internet enables devices as$4ftp¥Box 360 or Internet-enabled televisions
2High bandwidth internet connectivity, television and pélene services
3High number of connection, streams with high bandwidth deinaot optimized traffic, etc,
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is the most famous case and it recently admitted to handiereliftly P2P from traditional traffic;
moreover, some studies have shown that P2P traffic daild iscimverted from daily traffic. This
fact seems to be due to the effect of traffic manipulation fiot@rnet providers [44].

The challenge therefore is to make P2P systems, and esdpdivialvideo P2P systems, be-
having friendly toward the network layer and also to makespids the cooperation with service
providers. This fact can lead to advantages for both useatssarvice providers: a better en-
gineered P2P traffic can drastically improve the user egpeée (e.g., lower delays and higher
perceived quality) while containing operators’ costs.datf if a P2P node is able to chose neigh-
bors in the same autonomous system, traffic generated wiliraosit through expensive access
links. We call this abilitynetwork awareness

1.1.1 Network Awareness

The definition ofnetwork awarenesis straightforward: A P2P application is network-aware if
has some knowledge about the underlay network and usesfihisiation for its inner algorithms
(i.e. chunk scheduling or topology management).

Intuitively this information can answer to the questiorssthiere any peer i can contact in my
Autonomous System? How long is the round trip time toward greer? How many IP hops
packets must pass through? A partial role of this thesis Wik individuate which network
properties can be taken into account to improve P2P systems.

Approach Work Year Topology Navigation
[57] 2009 Latency

[104] 2008 Bandwidth

[93] 2008 Bandwidth

Latency

[12] 2006 Locality

[37] Oracle (IETF ALTO WG)
ISP Cooperation [3] 2007 Oracle

[124] 2008 iTracker

P2P Measurements

Table 1.1: An overview of Network-Aware approaches

The ways these data are collected can vary across systen&hblefl.]l summarizes main
efforts in this field. Work is divided in two big families, P2ZReasurements and ISP cooperation.
With former techniques applications can perform measuneh®ir own (e.g., use tools @s ng
to carry out latency measure @apProbe[46] for path capacity estimations) without the need
of external supporting infrastructure. However, while swging latency, hop distance, loss rate
or throughput measurement is trivial, other metric suchaih papacity or available bandwidth
can be tricky. Furthermore those measure usually are ahiey injecting additional traffic in
the network which in turn can bias the measure itself resylitn imprecise values. Finally, tech-
nigques are generally devised to single measurements, smthtiple measurements at the same
time interfere leading to wrong awareness of the networtkistal he second group of techniques
leverages the help of ISPs which can deploy so-caiedtle nodes in strategic point of the net-
work. Oracles expose query interfaces to allow the exchahgdormation with the P2P swarm
to help nodes choosing the best neighbors according tarceriteria. One positive aspect of this
solution is the optimal topology knowledge of ISPs which matgo potentially exploit oracles to
do some basic traffic engineering. In this thesis, we focuB2id measurement class.
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1.2 The Big Picture

With reference to Figurle 1.1, we now describe the contenagahization of this thesis.

Measuring
Network Awareness

[Chapter 4]

Implementing Chunk-level
Simulation
Network Awareness [Chapter 6]

Figure 1.1: The big picture

1.2.1 Measuring Network-Awareness

One of the preliminary steps in the context of thapaWineproject [73] is to get an overview on
the actual state-of-the-art of most important deployed 8&fems (namelPPLi ve, TVAnt s,
SopCast and others). Specifically, our aim is to assess the leveltofor& awareness embedded
in these applications. The major obstacle is that theseivefssised systems are closed-source
and we have no information about either their inner algorghor protocols they use for data
exchange. Therefore the first challenge is to find a methggdioat enables the evaluation; we
dropped the reverse engineering approach since it enighsclosts and is hence applicable only
to few applications/versions. Consequently we developethadologies that use lalack-box
approach and that are usable to examine every present amd &ystem that follows the P2P
paradigm. Next section will explain in more detail our agkiments.

Passive Approach

First work in this direction is presented in Chagter 3 in whiee set-up a pan-European measure
campaign among project partners to run unmodified and umbiesdl P2P clients in order to collect
traces from a certain number of vantage points. We then defiremework to quantify which
network parameters influence the application choices anthareapply the methodology to the
dataset.

Here the main idea is to ugereferential Partitions(PP): each peer in our testbed contacted
a number of other peers in the rest of the world. P€p) denote the set of peers contacted by
the peemp. Then, given a network propert¥(-), we divide’P(p) into two sub-set using the value
of X (-) such that one class should intuitively be preferred fromapglication (e.g., if we use
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RTT as a property, we divideloseVs. far peers). At this point we compute the number of bytes
that are exchanged with peers in the preferred partitiom theetotal. Intuitively the greater this
number is, the greater the bias w.r.t. the preferentialtjmarts.

From the analysis of the dataset we observe Th#nt s andPPLi ve clients mildly prefer
to exchange data in their own Autonomous SystenSdpCast , instead, this clustering effect is
less intense. However, in all cases, no preference versudgrgpsubnet or hop count is shown.

Active Approach

The main drawback of purely passive analysis is that @elgr-wisemetric$ can be analyzed.
Conversely, path-wise metrics (i.e. properties relategatts), are instead difficult to infer by
simple analysis of traces, since we do not know the detatlsagbrotocols used by applications. To
overcome this limitation, it is necessary to use an actiyg@gch as the one described in Chapter
[ in which we setup a completely controlled environment s tiee behavior of applications.

Here, we force application instances to download the vidiexas from a controlled source,
then we start to change path properties (e.g. capacitndgtéoss rate or number of IP hops, etc.)
and we observe how the application reacts to these altegatio

We apply this methodology tBPLi ve and we investigate which path-wise property biases
more its trading preferences. Our main finding is tABLi ve seems mainly bandwidth greedy,
but does not show any preference toward peer proximity basdRil T delay.

Again, with a purely active approach we can evaluate the ewess of an application towards
some network properties but we are not able yet to draw a aemepsive picture. We need indeed
the contribution of both techniques. Correlating the abiwveings with the offline analysis of
passive traces, we gather that bandwidth preference aleggomovide a non-negligible level of
geographical clustering among peers as a beneficial sidetef

Passive Analysis augmented with Active Probing

Finally, as we just saw, active and passive methods alonenactoontribute in having a global
overview of the applications’ network-awareness: for tieiason we exploit both methodologies
at the same time. In Chapter 5 we present a comprehensivevirark named Sherlock to (i)
analyze P2P applications as black-boxes and (ii) to corypdescribe the traffic they generate.
Sherlock can collect information about an application byanseof passive and active measures
and show at a glance its distinctive fingerprint in fornkifiat charts

We implement the Sherlock framework in the demonstratidtwswe P2PGaugeve presented
at SIGCOMMO0994] and which we release as open source in [76] building bable to measure
the level of network awareness embedded in current P2Pcafiphs by correlating passive and
active techniques. Results of our investigation are agpbehe analysis of the well-known P2P-
TV applicationSopCast .

1.2.2 Implementing Network Awareness

In the second part of the thesis, we move from the analysisistest P2P-TV systems to orig-
inal designs and algorithms and we develop methodologidgaois to test them under realistic
conditions.

“properties related to a single peer and not to the path @utpnomous System, country, |P address
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Simulation-based Study

Together with other NapaWine project partners we developathunk-level simulator called
P2PTV-Sim which is specifically conceived for P2P televisitis main design goals are (i) being
easily customizable and (ii) as realistic as possible. @urisito understand if network-aware al-
gorithms are robust to measurement errors and wrong statelddge or if imprecise information
impact negatively on the overlay performance.

In Chaptef 6 we carry on a simulation analysis that consisevsral factors, modeling the L7
overlay (e.g., chunk scheduling, topology management;layé¢opology, etc.), the L3 network
(e.g., end-to-end latency models, fixed vs dynamic conditi@tc.), and the interaction of both
layers (e.g., measurement errors, loss of signaling messagc.). To depict a comprehensive
system view, results are expressed in terms of both usérneand network-centric metrics. In a
nutshell, our main finding is that P2P-TV systems are gelyenatbust against measurement errors
(e.g., propagation delay or capacity estimation), but arthe contrary deeply affected by signal-
ing errors (e.g., loss or outdated system view), which aenadverlooked without justification.

Still, despite the invaluable insight a simulator can offarthe inner workings of an overlay,
it may not be enough to capture all the potential flaws of a B&Rem design: indeed, many
implementation details can not be analyzed by means of atioal

Emulation-based Study

To overcome this limitation and deepen our analysis, we madee of a packet-level network
emulator technigue. In more detail we consider Modelnettvisg an emulation environment that
allows the experimentation of real network applicationgtnulating arbitrary network topologies
with latencies, capacities and losses. Building on Modele develop Modelnet-TE, which is
able to perform real-time Traffic Engineering (TE).

In Chaptef¥ we carry on an experimental campaign of L7/L3mguayers interaction. As TE
algorithm we consider the classic minimum congestion lbal&ncing, that we compare against
standard IP routing. As example P2P applications, we takEoBent, one among the most pop-
ular file-sharing applications nowadays, and WineStreaareopen source live-streaming appli-
cation developed during NapaWine project and availableLld®]] We emulate BitTorrent and
WineStreamer swarms over both realistic topologies (Algjlene) and simplistic topologies that
are commonly in use today (e.g., where the bottleneck id sitthe network edge) under a variety
of scenarios.

Results of our experimental campaign show that user-lesdbpmance may be significantly
affected by both the TE mechanism in use at L3 (e.g., due &dntions with TCP congestion
control or P2P chunk trading logic), as well as scenariormpatars that are difficult to control in
the wild Internet, which thus testifies the interest for soslich as ModelNet-TE.
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Chapter 2

Preliminary discussion

Since the first part of the thesis deals with problematics d@na very close, we provide in this
chapter contents (related work and a passive datasetteallatthe context of NapaWine project
[73]) that are common to chapténd 3, 4 &md 5.

2.1 Related Work

A fairly large number of public P2P architectures and alponss for the support of video
distribution over the Internet has been proposed in thettase-four years within the scien-
tific community [10, 18, 20, 79, 129]. Despite their clear iethe above systems have only
gained limited popularity — especially in comparison withmanercial systems. The latter sys-
tems have indeed attracted a larger audience, up to sevdhainsnof users. The fact that
such commercial systems follow a closed and proprietarygdeksas motivated further re-
search [2,5, 41, 42, 56, 100, 105, 115, 116, 122], aimed atrstahding these systems through
on-field measurements.

Such works, which exploit partial reverse engineering méqhes and typically rely on active
crawling methodologies, face the daunting task of undedstg and implementing part of the
system under analysis. As a consequence, this methodddolyyited by the ability to break
closed and proprietary systems, and we believe that thepehardly extended to characterize all
the possible P2P-TV applications. For example, [41] ingaseés PPLive, whereas [56] focuses
on the commercial re-engineer of Coolstreaming, and [12#] [A21] considers UUSee. For
instance, authors in [121] exploit the application-layagd of UUSee: at the same time, we stress
that our work differs from [121] concerning two importantipts. A first difference arises in the
methodology employed, which in the case of [121] limits tpelecability of the effort: indeed,
authors not only have knowledge of the P2P-TV system innekiwgs, but also base their analysis
on application-layer logs, which requires thus to instratide application under analysis and
is thus clearly not applicable in case of closed-source n@tgry systems. Second, our work
does not have the same motivation: while authors of [121]tw@explore and dig P2P overlays
dynamics and graph properties over long period of time, veegmon the network awareness of
the applications under study; despite these differentésts we arrive to a common conclusion.
In fact they say that a significant fraction of neighbor pédells into the same ISP, despite UUSee
does not explicitly take into consideration ISP membersHipese observations allows them to
conclude that the reason behind the clustering is that “aeaxiions between peers in the same
ISPs have generally higher throughput and smaller delay thase across ISPs, they are more
inclined to be chosen as active connections”. Interestiriglchaptef’ we show that a similar
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geographical clustering can be observedPRLi ve, which we also showot to be sensitive to
RTT preference. To the best of our knowledge, this clustegiffiect solely induced by bandwidth
preference has not been observed by other researchergto dat

Other works, such as [2,42,115,116] instead study spesifieds of a P2P streaming system.
For instance, [115] gives some preliminary results on theeraegrees of popular versus unpop-
ular channels in PPLive, while [116] instead investigatesdtability of PPLive peers. Quality of
service is of concern in [2,42]. Authors in [42] exploit arafysis of PPLive buffer maps, collected
through protocol reverse engineering, to infer QoS mesich as network-wide playback conti-
nuity, startup latency, playback lags among peers, andkchwopagation timing. Authors in [2]
focus on similar metrics but instead exploit logs made atda from an unspecified commercial
P2P streaming system.

Despite all the above valuable work, to date, very few meament studies compare differ-
ent systems, such as [5, 100, 105], which are closest to otk. wauthors in [100] analyze and
compare PPLive and SopCast, investigating the time eweoluif different metrics, like trans-
mitted/received bytes, number of parents and children, Atghors in [105], present instead a
comparative evaluation of PPLive, PPStream, SOPCast a8V Analysis is carried on in
terms of flow-level scatter plots of mean packet size versms €furation and data rate of the
top-10 contributors versus the overall download rate.

In [5], authors set-up aactivetestbed to investigate the congestion control algorithfrtifo
ferent P2P-TV applications. Using active probes, authofsree artificial bandwidth limitations,
packet loss and delay, and examine P2P-TV reaction to aslnets/ork conditions. However, not
all metrics potentially exploited by the overlay for neigitselection and chunk scheduling can
be artificially enforced — as, for instance, it is the caseéhefdgeographical and AS location of the
contributing peers.

Our work presented in chapter 3 differs from [5, 100, 105]amesal aspects. The first is the
aim, as our work focuses on a systematical exploration ofrtbgics, if any, that drive the peer-
selection in the different systems. Second, we considéerdiit aspects related to the overlay
setup and download policies which are complementary tcetlaoflressed in [5, 100, 105]. An
important last difference lies on the scale of the testbed urs chapterg]8]4 and presentedid 2.2,
which involves multiple vantage points scattered acrossgan countries and it is representative
of very different network setups.

Inspired by [5], and willing to overcome the problems foundhaptef B, chaptér 4 refines their
setup, by (i) considering a more controlled setup and byofiitly applying different impairments,
S0 to assess the relative importance of multiple path-wispegties.

2.2 Passive Data Set

In this section we present the data set used in Chdpters[3 avitbde main features are summa-
rized in Tab[Z]l. Partners of the NAPA-WINE project tooktgarthe experiments by running
P2P-TV clients on PCs connected either to their instituti®, or to home networks having
cable/DSL access. In more details, the setup involved &dabed peers, including 37 PCs from
7 different industrial/academic sites, and 7 home PCs. PE€sliatributed over four countries,
and connected to 6 different Autonomous Systems (AS), vittiae PCs are connected to 7 other
ASs. Therefore, the setup is representative of a significantber of different network environ-
ments. In the following, we refer to the set of PCs used duttiegexperiment as “NAPA-WINE
peers”.

In P2P-TV systems, hosts running the application (callextg)dform an overlay topology by
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Table 2.1: Summary of the hosts, sites, countries (CC)namaus systems (AS) and access types
of the peers involved in the experiments.

Host Site CC AS | Access NAT FW
1-4| BME HU AS1 | high-bw - -

5 ASx | DSL 6/0.512 - -

1-9 | PoliTO IT AS2]| high-bw - -
10 ASx | DSL 4/0.384 - -
11-12 ASx | DSL 8/0.384 Y -

1-4| MT HU AS3 | high-bw - -
1-3| FFT FR AS5| high-bw - -

1-4 | ENST FR AS4| high-bw - Y
5 ASx | DSL 22/1.8 Y -
1-5| UniTN IT AS2 | high-bw - -
6-7 high-bw Y -
8 ASx | DSL 2.5/0.384 Y Y
1-8| WUT PL AS6 | high-bw - -
9 ASx | CATV 6/0.512 - -

setting up virtual links over which they transmit and reedivformation. A source peer is respon-
sible to inject the video stream, by chopping it into segradnalled chunks) of few kilobytes,
which are then sent to a subset of its neighboring peers(takighbors). Each peer can con-
tribute to the chunk diffusion process, by retransmittingnh to its neighbors following a swarm-
ing like behavior, as in file sharing P2P systems like Bitéotr The major differences between
P2P-TV systems and traditional P2P file sharing applicatene i) that the source is generating
the stream in real time, ii) that data must be received byspaiealmost constant rate, and iii) that
chunks must arrive almost in sequence so that they can bklypiayed at the receiver.

We considered three different applications, nanféRLi ve, SopCast and TVAnt s, and
we performed several 1-hour long experiments during AD& where peers were watching
the same channel at the same time. Packet-level traces olezeted and later analyzed. Since
P2P-TV applications are mostly popular in Asian countnwes tuned each application to CCTV-1
channel during China peak hours [41]. In all cases, the nalwideo stream rate was 384kbps,
Windows Media 9 Encoder was used, and the video quality peaddy users was very similar
across systems. The entire dataset contains more than a&0dfoexperiments, corresponding
to more than 140M packets. Collected traces are also madatdgeo the research community
upon request.
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Chapter 3

Passive Analysis

In this chapter, whose results have been published in [22]gather the level of network aware-
ness of P2P-TV applications by means of a strictly passiadyais of traffic traces generated
by P2P-TV applications. Since we do not know any detail alibatapplications’ design and
inner workings, our methodology must allow the study of aggtions as black-boxes. This pro-
cedure, in contrast with reverse engineering approaclees)its to analyze any application, even
future, who follows the P2P paradigm. We run a large testbxpe@r@ments described in section
[2.2 which consists in passive traces collected from 40 genpmints scattered across Europe for
three different P2P-TV applications, namélPLi ve [89], SopCast [107] andTVAnt s [112].
By applying the proposed methodology, we highlight whichapaeters affect the peer selection
and data exchange policies. This work arose from collalmordietween Politecnico di Torino,
Budapest University of Technology and Economics and Té@eParisTech in the context of the
NapaWine European project. Our contribution to the worklieen the development of the pref-
erential partition framework and the analysis of all theed¢s collected during the experimental
campaign.

The rest of this Chapter is organized as follows. First, wesent preliminary results [n3.1,
where we present a preliminary quantitative descriptiothefperformed experiments. We then
introduce the methodology for the analysis of the experialatata i 3.2, introducing the metrics
that we will use to assess P2P systems network awarenessrifagptal results are reported in
3.3, while we devote 34 to a spatial and temporal analysikeopeer selection process.

3.1 Preliminary Results

We recall that the description of the dataset used in thisosers presented ih 2.2 towards which
we invite the reader for more details.

Let us now give some preliminary definition. It has been presiy observed that P2P-TV
peers exchange packets of typical length, i.e., very stawrkets carrying signaling information,
and much longer packets carrying video information [41]t Ne(¢, j) be the number of packets
sent from peet to peerj whose size is equal to the typical video packet length. Tondjgish
between peers that exchanged mainly signaling informaéind peers that exchanged actual video
content too, we say that Pegis a “TX (transmitting) contributing” peer foj if N, (i, j) is larger
than threshold\/ = 5, i.e., peeri transmitted at least video packets to pegr At the same time,
jis a “RX (receiving) contributing” peer fa, i.e., j received at leasi video packets from. We
verified that this heuristic gives accurate and consemvatdgults for classifying the contributing
peers. Results are also consistent with results of the steupgresented in [41] in which only
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Table 3.1: Mean and coefficient of variation of some stasstollected during all the experiments.
PPLi ve SopCast TVANnt s
Mean cv | Mean cv | Mean cv
Avg RX rate [kbps] 549 | 0.22| 482| 0.05| 415 0.04
Avg TX rate [kbps] | 3150 | 1.02| 262 | 1.04| 396 | 0.65
N. contacted peers| 22263| 0.53| 740| 0.29| 222 0.19
N. RX contrib peers 382 | 0.50| 139 0.43 541 0.31
N. TX contrib peers| 958 | 0.73| 137 | 0.54 66 | 0.54
% non-resp. peers 271 0.87 251 0.73 30| 0.31

PPLive was analyzed.

We start by giving some preliminary insights from the cdiéetdata.

Both the average value over all the NAPA-WINE peers and thedficgent of variation (i.e.,
cv = /o?(X)/E?*(X), wheres(X) and E(X) are the standard deviation and averageXof
respectively) are reported. Tdb.13.1 presents the follgvgimple metrics which are evaluated
considering all NAPA-WINE peers: i) receiving data rate,tiansmitting data rate, iii) number
of contacted peers (i.e. the number of peers that succlgseidhanged at least one packet), iv)
number of RX contributing peers, v) number of TX contribgtimeers, and vi) percentage of peers
that have never replied to any message.

The first and the second rows show the average inbound andundlulata rate, including both
video and signaling traffic. As we can expect, on the recapide, no significant difference can
be observed among the different applications, as testifyethd small coefficients of variation.
This is due to the fact that the dominant component of theiveddraffic is constituted by the
video content, whose average rate is the same for all thes gewl applications (recall that all
the considered applications adopt the same streaming ieigcethnique). FoOPPLi ve dataset,
the highercv and average values suggest that the receiver rate can ler thigim the stream rate.
This is due to the large incoming traffic that high-bandwigters receive, i.e., to the signaling
messages they have to handle which are sent by the peergnmgadbie uploaded video content.

More interestingly, the transmission rates are signifigatifferent. Indeed, the transmission
data rates are strongly dependent on the specific mechadpteal by each system to distribute
the video content. First, the transmission data rate iglaicprrelated to the upload bandwidth of
peers; all the applications successfully exploit high adth peers, demanding to some of them
a significant contribution. To confirm this, we investigatbd upload rate of each NAPA-WINE
peers and we found that high-bandwidth NAPA-WINE peers ata@ as “amplifiers”, i.e., they
upload much more than what they download. Instead, peersutbaonnected by CABLE/DSL
show much smaller upload rate. On this regard, we obserteP®Plai ve may be significantly
demanding, so that high bandwidth peers push their averagemission data rate to more than
10Mbit/s, with short time peaks reaching 30Mbit/s. The higkfficient of variation is also due to
difference among the upload capacity of the peers.

Huge differences among the systems arise considering tihé@erof contacted peers, which
is on the order of tens of thousands for PPLive, up to one tnwifor SopCast, and in the order of
few hundreds for TVAnts. We believe that the huge differeincae number of contacted peers is
mainly due to the algorithms used to discover and to mairtegroverlay, on which we will come
back later il -3.4.

The fourth and the fifth rows report the number of RX contiitbgitpeers and TX contributing
peers, respectively. If we compare the number of contaaedspagainst the number of contribut-
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Figure 3.1: Geographical breakdown of the number of peecgived and transmitted bytes.

ing peers, we can see tha&YAnt s exploits the contacted peers at the highest degree, i.e., on
fourth of the contacted peers are also contributing peesasideringSopCast , about 1/5 of the
contacted peers are used to download some content. Fimalhg PPLi ve case, the number of
contacted peers is more than 50 times higher than the nurmlentributing peers. Focusing on
the number of TX contributing peers (i.e., peers to whichscontent has been transmitted to), we
observe that peers with low upload bandwidth serve fewersgban peers with high bandwidth.
This fact is expected since low upload bandwidth peers Henigell capability to upload data to
other peers. FAPPLi ve, the significantly larger number of both contacted and douting peers
explains the higher upload rate.

The last row shows the fraction of the peers which did notyreplall, i.e., failing peers. All
of the systems show a very high failing ratio (25% - 30%). Thirgs to little optimization on the
P2P-TV control plane, so that outdated information is diétributed among peers. Moreover, we
noticed that in all experiments, NAPA-WINE peers tried toiaxt peers with private IP address,
with some peers performing address scan of whole subnetwork

Fig.[3.1 shows the geographical distribution of the numbieoatacted peers, the amount of
received and transmitted bytes, labeled #, RX and TX resadet China (CN) and countries in
which experiments were performed are shown, with the resttetountries labeled with a star.
Percentages are expressed over the total number of obseeeesl, which amounts to 181729
for PPLi ve, 4057 forSopCast and 550 forTVAnt s. As expected, China is the predominant
country, though it is easy to gather that a non negligibletioa of the data is exchanged within
the countries of NAPA-WINE peers: this hints to a bias in tkemselection, which will be more
rigorously investigated in the following sections. Thegkdifference in geographical distribution
of contacted peers shows that different algorithms are bgdtle different applications. In par-
ticular, TVAnt sseems to adopt a “smart” choice in selecting peers. Indeadng the 550 total
peers, 154 are located in Europe and 229 in China. Consgdrsnwatched channel and time of
the experiment, the popularity of the application shouldrgeh higher in China than in Europe,
so that we can conclude that the observed peers are onlyedaasl small fraction of the total
active population. On the contraiyPLi ve adopts a less smart peer discovery policy, so that the
total number of contacted peers is more than 50 times higlagrTtVAnt sor SopCast . In this
case, 748 peers are located in Europe only (180.000 in China)
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3.2 A Framework for Peer Selection Analysis

As previously stated, our aim is to develop a rigorous fraor&wto unveil the “network-
awareness” exhibited by P2P-TV applications, i.e., whiebwork parameters current P2P-TV
systems take into account when distributing the stream. #fleela flexible framework that al-
lows us not only to inspect the level of “awareness” of a PZResy with respect to the underlying
network, but also to assess whether peers behave fairly@ggiect one to another, i.e. if the peers
are incentivized to the mutual data exchange. In particularconsider:

e AS(p): the Autonomous System where peds located

CC(p): the Country, which pees belongs to

NET(p): the subnetwork, which pegrbelongs to

HOP(p, e): the IP hop-distance between pegrande

SYM(p, e): the symmetry of byte-wise data exchanges between peside

3.2.1 Framework Definition

Let p € W denote a peer that belongs to the NAPA-WINE kgt Let P(p) denote the set of
contributing peers,p exchanges data with. That iB(p) is composed by the peers to whigh
transmitted or/and from which received some video information. L&{p) denote the subset of
peers to whiclp is uploading video content, arfd(p) the subset from which is downloading
video from.U(p) andD(p) are two (non disjoint) subsets #¥(p), andl/(p) U D(p) = P(p).

Lete € P(p) be an arbitrary peer that exchanges traffic witlDenote byB(p, ¢) the amount
of bytes transmitted from to e, so thatB (e, p) represents the amount of bytes receiveg fipm
€.

Consider now a generic network parameX&r), and denote withX (p, e) € X the observed
value of X () for the pair(p, e). We partitionP(p) into two classes based df(p, e), such that one
class should intuitively be preferred from the applicatfery., good vs bad peers). More formally,
we partition the supporX into two disjoint sets: the preferred s&t» and its complemenk,
such thatXp U X3 = X andXp N X5 = 0.

For the ease of notation, l&i>(p, ¢) be the identity function which takes the value of 1 if
X(p,e) € Xp and 0 otherwise; similarli5(p,e) = 1 — 1p(p, e). Without loss of generality, let
us focus on the upload traffic of a NAPA-WINE peee W, and let us define:

Peeryip(p) = Y 1p(p.e) (3.1)
e€U(p)
Byteyip(p) = > 1p(p.e) B(p.e) (3-2)
e€U(p)
Peeryp(p) = Y (1—1p(p,e)) (3.3)
e€U(p)

Byteyp(p) = Y (1—1p(p,e€)) - B(p,e) (3.4)

e€U(p)

where U and D subscripts are used to indicate the upload and downloafictraSpectively.
Peery p(p) counts the number of peers of whighis a contributor and which belongs to the
preferential partitionXp. Similarly, Byteyp(p) represents the total amount of bytes uploaded
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from peerp to peers in the preferential partitiokip. Conversely,PeerU@(p) and Bytewﬁ(p)
represent the number of peers and bytes to whighuploading despite they belong to the non-
preferential partitionX5. Considering now the whole si¥ of NAPA-WINE peers, we define the
total amount of peers and bytes as:

Peery|p = Z Peery p(p) (3.5)
peEW

Bytey|p = Z Byteyp(p) (3.6)
pPEW

Similar definitions hold fotPeer;; » and Byte; p.
Finally, we define the peer and byte preference as:

Py = 100 Lecruip (3.7)
Peeryp + Peermﬁ
Buyte
By = 100 yeup (3.8)

Bytey|p + ByteU‘ﬁ

Intuitively, Py expresses the chance that the peer selection mechanism theadiscovery and
data exchange among peers belonging to the preferredqatkit-. Similarly, By quantifies the
chance that any given byte is uploaded to peers belongingetXt class. Clearly, the greater
Py and By are, the greater the bias with respect to the preferentiéitipa of metric X is. The
advantage of using these simple metrics is that they allairesct and compactcomparison of
different network properties and P2P-TV systems, sinceg #ne neither sensitive to the unit of
measure, nor to the actual valuef

Downlink metricsPp and B can be defined by considerirge D(p) in the previous deriva-
tion.

3.2.2 Preferential Partitions

As preferential classes, we consider the following:

e AS: 1p(p,e) = 1ifand only if AS(p) = AS(e),
i.e., both peers are located in the same Autonomous System

e CC: 1p(p,e) = lifand only if CQ(p) = CCle),
i.e., both peers are located in the same Country;

e NET: 1p(p,e) = 1ifand only if HORe, p) = 0,
i.e., peers belong to the same subnet;

e HOP: 1p(p,e) = 1ifand only if HORe, p) < median[HOH,
i.e., the number of hops betweerandp is smaller than the median distance among all
peers.

e SYM: 1p(p,e) =1lifandonlyif1/2 < B(e,p)/B(p,e) < 2,
i.e., the amount of data received (sent) is at most twice tieuait of data sent (received).

1CC and AS have been determined by querying the “whois” damba
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Table 3.2: NAPA-WINE induced Bias

Contributors All-peers
App Peer% Bytes% Peer% Bytes%
PPLi ve 0.95 3.54| 0.10 3.33
SopCast | 10.25 17.71] 4.60 19.45
TVAnt s 29.82 56.31] 15.56 56.06

While for AS, CC and NET the preferential set choice is stifigward, the HOP and SYM
cases require additional discussion. Considering HOPiarfest, the hop counfiOP(e, p) has
been evaluated as 128 minus the TTL of received packetg $Rfis the default TTL considering
Windows O.S. We use the median of the distribution as thidglbalefine two subsets. Since the
actual HOP median ranges from 18 to 20 depending on the afiplic we use a fixed threshold
of 19 hops for all applications. This means that, approxatyab0% of the peers falls in the
preferential class.

In case of incentive mechanism, we classify a data exchaagymmetric’ when the amount
of data received is at moswtice the amount of data sent, and vice versa. We point out thaewhil
this only enforces a loosely symmetrical relationship, weefied that the results are not very
sensitive to these threshold choice (see Bec.13.3.4).

3.2.3 Preliminary Analysis and Issues

Given the black box approach based on passive measureraeatalsissues could undermine the
significance of the results unless carefully dealt with. fitg issue is that the NAPA-WINE peers
induced a biagduring the experiments. Recall that among NAPA-WINE pebesd are several
high-bandwidth peers, located in Europe only. Furthermaltgpeers within the same institution
are in the same LAN, and AS. This possibly represents an ummmmnpopulation subset.

A quantification of the induced bias is given in Tab.l3.2. fiods the percentage of i) NAPA-
WINE peers over all peers observed during each experimeiak,iijpbytes exchanged among
NAPA-WINE peers over all exchanged bytes. Results are tepaonsidering contributors only,
or all peers. As first important remark, NAPA-WINE peers digarefer to exchange data among
them. For example, considering contributors infi ve experiment, NAPA-WINE peers con-
tribute to more than 3.5% of exchanged data, even if theyesgmt less than 1% of the contributing
peers. Similarly, they are about 10% and 30% of peerStgpCast andTVAnt s respectively,
but they contribute to 18% and 56% of exchanged bytes. Wessthat by restricting the analysis
to the set of peers other than NAPA-WINE, it will be possitdehighlight and quantify which
properties of the NAPA-WINE peers cause such a strong biag solve the issue concerning
the induced bias, we introduce the {p) C P(p). SubsetP’(p) is constituted by the peers in
P(p) excluding the NAPA-WINE peers, formallp’(p) = P(p) \ W. We evaluate the preference
metrics also over the filtered set, gettiRy, P/;, B},, B;, accordingly. Intuitively, restricting the
observation td?’ is equivalent to consider peers not involved in the expenimigor example, we
expect that a preference versus a metric noticed in the dultributor set should be noticeable
also in the set deprived of NAPA-WINE peers. In case the masill evident, this means that the
preference wanot artificially induced by NAPA-WINE peers.

Another problem concerns the fact that it existarelation between the considered metrics:
for example, peers within the same subnetwork (NET=1) tesv@aths of zero hop (HOP=0),
belong to the same Autonomous System (AS) and Country (C@)edls It may be therefore
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Table 3.3: Network Awareness as Peer-wise and Byte-wise Bia

Download Upload

Non-Napa All Contributors Non-Napa All Contributors

Net  App Byw P, % |Bp% Pp% | B,% P,%|By% Py%
AS PPLi ve 6.5 0.6 12.8 1.3 0.8 0.2 1.8 0.5
SopCast 0.6 0.7 35 3.9 1.7 0.7 6.4 3.9
TVAnt s 7.3 3.3 32.0 13.5 11.6 1.8/ 30.1 9.6

CcC PPLi ve 6.5 0.6 13.1 14 1.1 0.3 2.1 0.6
SopCast 0.6 0.8 4.0 4.4 1.7 0.8 7.2 4.4

TVANnt s 7.6 4.0 37.9 16.3 14.3 3.1 377 12.5

NET PPLi ve - - 9.9 0.8 - - 14 0.3
SopCast - - 2.0 2.6 - - 35 2.6

TVANnt s - - 18.1 6.7 - - 18.1 5.4

HOP PPLi ve 42.2 411 514 42.4 30.4 40.4| 31.7 41.0
SopCast 29.0 40.7 37.9 48.0 45.9 43.0| 56.9 49.8

TVANnt s 62.1 55.0f 81.1 71.9 57.8 53.0f 78.9 67.2

SYM PPLi ve 3.3 4.8 4.3 5.0 - - - -
SopCast 6.7 13.0 7.8 14.2 - - - -

TVANnt s 12.4 10.9] 20.0 14.3 - - - -

difficult to properly isolate the impact of each metric. Aétsame time, this correlation is likely to
hold for the NAPA-WINE peers mainly, since they form “clotidg high-bandwidth PCs within
the same LAN, CC, and AS. Considering the Bétwhere the correlation related to the locality
among peers is smaller, it will be possible to identify whinhtric has the highest impact.

All the observed parameters can be evaluated considenpagately the download and upload
direction of traffic, e.g., we can observe from (to) which mwies the NAPA-WINE peers prefer
to download (upload) the content. Notice that, for HOP roetwe can only directly measure
HOP(e, p), but not HORp, ¢) which can be in general different from HQPp) due to Internet
path asymmetry. However, we point out that the adoption @fase-granularity should minimize
this issue. Indeed, it is likely that HQ® p) € HOPp, then HORp, ¢) € HOPp as well, i.e., it is
unlikely that the reverse path HQR ¢) is short when the direct path HQRp) is long. Finally,
note that to compute the SYM metric it is necessary to comffaemount of transmitted and
received data between any pair of peers.

3.3 Experimental Results

Empirical evaluation ofPPLi ve, SopCast and TVAnt s network-awareness is reported in
Tab.[333. Specifically, we report, for both upload)(and download D) directions, the peer-
wise (P) and byte-wise B) preference metrics for each of the different network proge early
considered. Tab._3.3 details results referring to the wboigributor set’;, Pp, By, Bp) and to
the contributor set excluding the NAPA-WINE peef¥ ( Py, B;;, B}).
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3.3.1 AS and Country Awareness

We first turn our attention to location awareness by consigahe AS and CC metrics. Consid-
ering download direction, it can be seen tiafpCast is unaware of AS location. Indeed®p

is almost equal td3p, which suggests that peers in the same AS are not prefdhersidected
to download data from. On the contrary, b&RLi ve andTVAnt s show higher AS-awareness.
Considering non-NAPA-WINE contributors,RPLi ve peer downloads fron#;,=0.6% of peers
B=6.5% of traffic, i.e., there is a byte preference 10 timegdathan a peer preference. The
same factor holds including NAPA-WINE peers (which then ab Iias the results). Similarly,
for TVAnt s, B},=7.6% of the bytes are downloaded frafi},=3.3% of the non-NAPA-WINE
contributors, i.e., @7,/ P, ratio equal to 2. Also, notice that 0.04% alif peers are in the same
AS of NAPA-WINE peers in case d?PLi ve, and 3.6% in case ofVAnt s. Sitill, as 1.3% of
the contributing peers are located in the same AS RRLi ve, and 13.5% foTVAnt s, we can
conclude thaPPLi ve exhibits a stronger preference for peers within the saméhASTtVANt s.

Looking at the downloaded traffic with respect to the peerr@giwe notice that almost the
same percentages are observed as in the AS preference casetwd peers in the same AS are
also located within the same Country, we can conclude thabuoatry preference is shown, i.e.,
the CC preference is due to the AS preference. Finally, densig the upload directions, similar
conclusions can be drawn.

3.3.2 NET Awareness

We now evaluate the potential preference to exchange traitficoeers in the same subnet (NET).
The set of peers in the same subnet includes only NAPA-WINEspé.e.,P’ = (). Results show
that also in this caséPPLi ve and TVAnt s only exhibit NET awareness, for both upload and
download directions. Indeed, about 10% and 18% of the bytesezeived from about 1% and
7% of hosts which are in the same subnet respectively. CselyeSopCast does not show
any evidence of subnet awareness. However, the NET prefei@n be also enforced by the AS
preference. Looking at the ratio betweBrover B for the AS and NET preferences, we observe
that they are very similar. This points out that peers in Hrae autonomous system but not in the
same NET are equally preferred as the peers in the same NHTn(@ne same AS). Therefore,
the AS preference is stronger than the NET preference. &lat&o that the AS locality is overall
quite marginal, so that the majority of the traffic is stillnsmg from other ASs. As such, there is
large margin to improve the network friendliness of P2P-Pylacations.

3.3.3 HOP Awareness

We also investigate the HOP count preference. In this casparticular evidence of preference
toward shorter paths is underlined. Indeed, looking at te-MAPA-WINE peers, almost no
difference emerges comparidgf and B’. Only TVAnt s shows a small preference to download
from closer nodes.

To further testify this finding, Fid. 312 reports the CumiMatDistribution Function (CDF) of
contacted peers (solid line) and of the received bytes @thtihe) versus the distance between
peers in hop count, not including the NAPA-WINE peef¥Ant s only shows a slight commit-
ment to the closest peers, whepCast andPPLi ve seem to ignore peer distance considering
the hop number.
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3.3.4 SYM Incentive Mechanism

Considering P2P file sharing applications, incentives raeidms have been successfully intro-
duced to improve system performance. For example, Bithbrckents play a tit-for-tat game
with other peers, so that the more a peer sends to a neighbandre it will receive from it. This
enforces a sort of symmetry between the amount of bytes sdneaeived by peers.

We explore whether there exists some incentive mechaniatretiforces symmetry in P2P-
TV systems as well. Results are reported in Tab. 3.3: Evereiwbitrarily report SYM under
the download section of the table, we recall that it is a roelrat requires to compare the amount
of traffic exchanged in both directions (upload and down)daetween two peers. Considering
non NAPA-WINE peers, it emerges that only a small percen{frgen 5% considerind®PLi ve
to 13% consideringsopCast ) of the links are symmetrical. Moreover, the amount of data e
changed between these peers is not predominant (less tB@n TRis suggests that P2P-TV sys-
tems do not enforce any tit-for-tat like mechanism. Inddmxng the download rate constrained
by the actual video rate, these systems are engineeredhrasmay that peers with limited upload
capacity can receive the video stream anyway, even if theyairable to re-distribute it.

This is highlighted in Fig._3]3, which reports the amountrahsmitted versus received bytes
considering contributing peers. Intuitively, if a tit-ftat like incentive mechanism were imple-
mented, then a strong correlation should be observed s@dinats accumulate along the= «
diagonal. Log/log scale is used to better represent resultse area between the TX/RX=2
and TX/RX=1/2 lines corresponds to symmetrical exchangegreviously defined. Looking at
Fig.[3.3, it can be seen that the wide majority of points faliside this area, as already reported
in Tab.[3:3. Only in theSopCast case, a cloud of points lies in the symmetry strip, thougthsuc
points correspond to moderate amount of data (i.e., fewsthndi Bytes). ConsideringPLi ve,
we observe that a lot of points accumulate alongithe 10z line, corresponding to peers that
mostly download data from the NAPA-WINE peérsThe dense points accumulating around
y = 10* andz = 10* are also a consequence of a private mechanism of the ajgric&umma-
rizing, no evidence of a symmetric tit-for-tat like incamtiemerges for any system.

To summarize, we have shown that the three applicationsvbdtiifierently, and by means
of inference on passive measurements, we have empiricaéiytiied these differences. While
our results point out the lack of network awareness of sustesys, the picture is far from being
complete: for instance, the different behaviors are a titeasequence of specific, proprietary
and therefore unknown mechanisms adopted by such systemsvdr, we point out that by pure
black-box measurement is unfortunately impossible to tstded what are the specific algorithms
implemented, as well as the parameters adopted by eaclmsyste

3.4 Dynamics of Contacted Peers

In this section we supplement the analysis of peer seledipmspecting its dynamics from both
a temporal and a spatial point of view as well.

3.4.1 Temporal Analysis

To better understand the peer selection process|_Fig. &< thie dynamics of the contacted peers
versus time. One arbitrary NAPA-WINE peer is representeghich figure, since they are qualita-
tively all similar. ForPPLi ve the behavior of both high-bandwidth and DSL nodes are refort

The factor 10 can be explained by considering tRBLi ve protocol uses some acknowledgment message to
possibly confirm the reception of data packets. The size d#\S about 1/10th of the size of data packets.
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Figure 3.4: Arrival and Departure process of the all and identributing peers.
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Figure 3.5: Arrival and Departure process of the all peer$fLi ve.

The continuous line reports the total number of contactedspeersus time, while the squared dots
show the arrival of contributing peers, whose departurédsve by the crosses in the same line.
In this context, the arrival and the departure of a peer istified by the time of the first and last
observed packet from it, respectively. Positive y-axisrepthe remote peers that were contacted
by the NAPA-WINE peer first, while negative y-axis reports theers that were the initiator of the
connection toward the NAPA-WINE peer. FHBPLi ve, the evolution of the number of contacted
peers is reported in Fif._3.5, since it is much larger largantother quantities.

Both TVAnt s and SopCast limit this rate as soon as a good set of contributing peers is
obtained (after about 250s and 500s respectively). On thigary, PPLi ve has a stronger greedy
behavior, essentially contacting new peers at an almostaonrate. These different overlay
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exploration algorithms clearly drive the total number oftaxted peers, which is much higher for
PPLi ve.

As already observed in Tab._B.1, the number of contributiegrg is limited to few tens for
TVAnt s andSopCast . In addition, the set of contributing peers is rather stalid@g the whole
experiment duration, i.e., the contributing peer contawetlasts several tens of minutes. In the
case ofPPLi ve on the contrary, the number of contributing peers is muchéridgseveral hun-
dreds, up to one thousand) and it exhibits a higher degrearahility. This can be explained
considering the fact that the number of possibly good catdglis higher, and the peer selection
policy continuously tries to improve performance by tegtirew peers. No major difference is
shown between DSL or high bandwidth nodes considering tihebeu of contributing peers that
are contacted by the NAPA-WINEpeer. On the contrary, thebemof peers that initiated a con-
nection to the high-bandwidth peer is larger than the ontilttitiated a connection to the DSL
node. That is, the high-bandwidth peer gets more requesis sliggests that the information
about the peer upload capacity is made available to othes pee

3.4.2 Spatial Analysis

Finally, we complete our analysis of the peer selectiongssby considering the spatial properties
that can be inferred by exploiting our large number of meament points. Fid._316 shows the
CDF of the common contributing peers, i.e., the probabiligt a contributing peer is seen by
different NAPA-WINE peers (on the x-axis).

For example, Fid. 316 shows that for PPLive, there are 50%®feers can be observed by
only 1 NAPA-WINE user and 70% of the peers can be observed therel or 2 NAPA-WINE
users. For SopCast, about 30% of peers are seen by only on&-MARE peer, and 40% as seen
by two NAPA-WINE users. These percentages reduces to lassltb?o for both cases. Similarly,
considering the probability that a peer has been contagted least 20 NAPA-WINE peers, we
notice that for PPLive, the probability is close to one, miegrhat a negligible set of peers have
been contacted by more than 20 NAPA-WINE hosts; for Sop@aistprobability is 0.8, meaning
that there are about 20% of the peers that exchanged datanwith that 20 different NAPA-
WINE hosts; for TVAnts, there are 50% of the peers that aré¢amted by more than 20 different
NAPA-WINE hosts.

In case a random independent and identically distributed.ji selection is performed, the
common peers CDF follows a Binomial distribution. On the tcary, in case of a correlated
choice (i.e., when certain peers are preferred to otherspeardifferent trend is expected; for
example, a more linear CDF would suggest that peers prefasrtact the same subset of peers.

We assume that the number of contributing peers that exeloaatagta with NAPA-WINE peers
during the experiment is a small fraction of all availablerse This assumption is supported by
Fig. [3.1, in which TVAnts population is largely biased, sagting a “smart” choice by peers.
Furthermore, Fig.[[3]4 shows that both TVants and Sopcastuyseer discovery mechanisms
which is very greedy during the first part of peer life, aftemnigh the peer discovery rate slows
down.

Fig.[3.8 clearly shows that f@opCast andTVAnt s experiments the selection of peers from
which to download is performed according to some algorithat tends to correlate peer choice.

For example, consider the probability that no more than 2@NAVINE peers select the same
contributing peer. FOPPLIi ve, is almost one, it is about 0.8 f@opCast , and it is about 0.5 for
TVANt s. Indeed, forTVANt s, there are some peers that have been selected as congipatns
by most of the NAPA-WINE peers.
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3.5 Conclusions

In this chapter we have proposed a methodology to highligtitkvmetric is exploited by P2P-
TV applications to optimize the video delivery. Considgrihree popular P2P-TV applications,
namelyPPLi ve, SopCast andTVAnt s, we conclude that only TVAnts and PPLive exhibit a
mild preference to exchange data among peers in the samadkatus System. At the same time,
no preference versus country, subnet or hop count is shovamypgystem. Despite the content is
available from peers on the same LAN, about 82% of the videmk& are fetched from peers out-
side the LAN considering TVAnts. Percentages grows to 908 RLive and 98% foBopCast
respectively. Moreover, only 32% of the content is fetchedtpeers inside the Autonomous Sys-
tem where TVAnNts peers are. Even worse, PPLive doplCast peers receive the large majority
of traffic from outside the AS (87% and 96% respectively). Phesented results underline the
need for the development of newer and network friendlier-P2Fsystems, an interesting topic
deserving future investigation. To this extent, the ppatigoal of the NAPA-WINE project is to
design a novel P2P-TV system tleplicitelyoptimizes ISP resource utilization. According to the
NAPA-WINE vision, peers should download/upload the stréeym/to nearby peers, they should
minimize the path length, and in general they should leverafprmation about the network sta-
tus. According to the results presented in this chaptey; e network awareness is embedded
in current P2P-TV applications.

We believe that a much higher level of “network-awarenesa$ to be embedded in P2P-
TV systems to better exploit and optimize the ISP resourdzatton. In the context of the
NAPA-WINE project, we are currently investigating how t@ch this goal, e.g., to improve traffic
localization, seeking shorter paths, exploiting topol&ggwledge, etc.




62

3. PASSIVE ANALYSIS




63

Chapter 4

Hybrid Analysis

In this Chapter, whose results have been published in [9€]dewelop an hybrid methodology
which overcomes the problems found in chapter 3 (i.e., taéuation of preference towards path-
wise properties) and that exploigstive techniques to artificially enforce path-wise metiit a
controlled testbed to analyze chunk trading policies. Welifgdahe analysis procedure presented
in chaptei B developing a nepassive techniquthat is used on the same data set of se¢fioh 2.2 to
infer application preference with respect to peer-wisericeet

We apply this methodology to the studyR®PLi ve where the combination of both techniques
allows us to draw conclusions that are otherwise precludatieither methodology alone.

Let us briefly summarize the main contributions of this ceapte as follows:

e First, we propose a black-box methodology, based on a catibimof active and passive
measurement techniques, to assess the level of networlea@gs and friendliness of cur-
rently deployed Internet P2P-TV applications.

e Second, we apply our methodology to the analysiBRifi ve finding that geo-localization,
while not explicitly enforced by the application, actuadlyises as beneficial side effect of
bandwidth preference.

e Third, the methodology allows to investigate the relativef@rence of different metrics as
well: in the case oPPLi ve, we find that the peer selection process is continuouslytegda
with a relative preference among path-wise propertiesdeépends on the actual magnitude
of the metrics.

The reminder of the chapter is organized as follows. Afteirgadescribed the methodology
in Sec[4.1l, we apply it to the analysis BIPLi ve reporting experimental results of active and
passive techniques in S&c.4.2 and §ed. 4.3 respectiveglyriSec[ 4.4 concludes the chapter.

4.1 Methodology

As previously outlined, our aim is to define a methodologyeadbltell whether a P2P-TV system
has some level of knowledge of the underlying IP network, &héther it exploits this knowl-
edge to bias the selection of the overlay neighborhood —cesfyefor what concerns the chunk
download preference. From a high level perspective, we efineltwo categories of metrics that
pertain to network awareness:
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Figure 4.1: Path-wise metrics: Active testbed setup

e Path-wise metrics such as IP path length (hops), loss rate, RTT delay, avaitzndwidth,
etc., are determined by the conditions on the end-to-enk Ipatiween two peers in the
overlay.

e Peer-wise metrics such as Autonomous Systems, geographical location, /AdP pre-
fix, access capacity, etc., instead only depend on propetia single peer.

In this work, we use two separate sets of experiments to@ffseawareness of a P2P-TV system
with respect to metrics falling in either of the two aboveecafries:

e On the one hand, we exploit attive measurementechnique to enforce controlled arti-
ficial conditions (such as path length, delay, loss and drwtk bandwidth) on a specific
network path in an Internet-scale testbed.

e On the other hand, we adopt a lipassive measuremenapproach, where we perform
contemporary live measurement of unmodified peers fromipheilzantage points, in order
to investigate properties (such as AS or geographical imtabelonging to real overlay
peers.

4.1.1 Path-wise: Controlled Testbed

For preference related to path metrics, we setup a cordrtdigtbed to enforce artificial network
conditions as in [5], from which our approach differs for twmin reasons. First, we decide to
completelycontrol the path metrics. This means that, unlike [5] whenpdirments are addi-
tionally enforced beyond the actual network conditions,kiwew precisely the conditions of the
different peers involved in the experiments. Second, wenbt test the impact of each metric in
isolation, but also investigate their combined effect al.we

The configuration used for all active experiments is showhign[4.1. We use three modern
desktop PCs equipped with dual-core processor runningaiastallations of Windows XP and of
the P2P-TV application, which in our caseFBLi ve 2.4. Two machines! and B are connected
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to a network switch through their 100 Mbps Ethernet intexfacTraffic is observed at the probe
PC P, which is connected to the switch through a machine, redeoeasFw/Net in the picture,
running a linux kernel 2.6 and acting as a bridge, firewall aativork emulator. Notice that a
large population of users, as well as the primary sourcee¥itieo itself, is reachable through the
Internet.

At start-up, all machinesi, B, and P runs undisturbed clients for 5 minutes. During this
start-up period (where we verify that play-out starts arad the clients are visually synchronized
within a 1-2 seconds rangel, naturally receives most of the traffic from Internet hostéie,
at time F,,,, = 5min, firewall rules are established Btv/Net to block traffic coming from the
Internet towardP, which can thus only receive traffic coming from eithéror B. In this case,
hostsA and B will still receive the video from the remote Internet pedxgt our probeP will be
forced to receive the totality of the video fromhandB.

We then introduce, starting &,,, = 10 min, artificial network emulation rules (such as packet
loss, RTT delay, bottleneck bandwidth limitation, etc.) tha path that joins our probg to the
hostsA and B from which he is receiving the video content. We point out,tbhar aim being to
understand how the system biases its peer selection duvimgal operation, we verify that probe
P is correctly receiving the video stream. When a path mefrits considered in isolation, we
artificially worsen network conditions (e.g., increase kmdoss rate, delay, etc.) solely on the
path from machined to P, by properly configuring the queueing discipline Blw/Net. Rules
on path fromB to P are instead enforced only to investigate the relative itgpame of different
metrics (e.g., delay ol — P and loss onB — P). Finally, artificial network conditions are
turned off at timeR, sy = 20 m and firewall limitations are removed B}y = 25m.

The above setup allows us to focus on tireakdownof the bit-rate received aP between
its contributors (i.e.,A, B and Internet hosts), and to expresses in a visually simpie the
network awareness of the P2P-TV application. Consideraddiee period when artificial network
emulation rules are applied on the path frehto P, for instance: clearly, in absence of bias with
respect to a given metri&’, we expect the breakdown of the traffic receiveddb be unaffected
from variations ofX. Conversely, a varying breakdown will reflect system awassrtoX, with
the extent of the breakdown variation as rough indicatiothefsystem sensitivity t.

4.1.2 Peer-wise: Multiple Live Measurement

The analysis of preference related to peer properties isadsbased on a large testbed, setup in
the context of the NAPAWINE project [73] which we described?.2. In this case, we mine the
data gathered from the experiment in order to infer addatiamformation concerning the P2P-TV
system bias on peer-wise properties.

The main idea is to use@rrelation-basedanalysis of any given peer-wise meticand the
amount of bytes exchanged between contributor peers. Asyise metricsX, we will consider
the Autonomous System (AS) and geographical Country (CQ)gaties. In this case, our aim is
to test whether two peers that belong to the same AS/CC egehaore data than faraway peers,
gauging the importance of in the peer selection process.

4.2 Experimental Results: Path-wise Metric

Let us start by inspecting path-wise preference, by meattseafontrolled testbed depicted early
in Fig.[4.. Initially, we study path-wise metrics in isatat, enforcing either (i) decreasing bot-
tleneck bandwidth, (ii) increasing packet loss rate, {iijreasing RTT delay, (iv) increasing IP
hop count on the path from hodtto the probeP.
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We then inspect the relative importance of the above matritise peer selection process by
jointly considering different metric combinations, apply one condition (e.g., bottleneck band-
width) on the path from the host to the probeP, and a different condition (e.g., packet loss rate
or RTT delay) on the3 — P path.

4.2.1 Bottleneck Bandwidth

Results of the first experiment are reported in Eigl 4.2-(ape of the experiment runs on the x-
axis, while the firewall start and end times are reported eridp axis as a reference. A decreasing
bandwidth profile is enforced starting &, by means of a token bucket filter, with steps of
C = {50,10,1,0.5,0.25} Mbps every 2 minutes, as shown by the thick black line. Vahfes
the bottleneck bandwidth are reported on the right y-axid, tae bottleneck is removed Bt ;.
The time evolution of the aggregatesceivedrate atP is reported in the top portion of the plot,
averaged over 20 seconds intervals. It can be seen thataafiaitial start-up phase < F,, in
which the incoming rate peaks up to 1.2Mbps, the aggregatssivied throughput & is steady
around 400 Kbps, which account for both signaling and vidatiit. Moreover, notice that the
aggregate rate is undisturbed during teole experiment, hinting to the fact that traffic shaping
did not perturbed the perceived quality of service.

Bottom plot of the figure report thereakdowrof the traffic incoming af with respect to the
different hosts that sent the traffic & hostA is depicted at the bottom with light (green) color,
host B with dark (red) color and the remaining Internet hosts withaahed pattern. It is easy to
gather that, before firewall rules are in place F,,, more than 80% of the incoming traffic is
received through Internet hosts. As soon as firewall rukes att = £, P is forced to receive
traffic exclusively from hostsi and B: since duringf,,, < t < R,,, ho bottleneck bandwidth
is enforced yet, the traffic splits roughly equally betwetand B, as the network condition and
play-out time of hostsl and B are alike. Then, as soon as a 50 Mbps bottleneck bandwidkk kic
in at R,,,, PPLi ve immediatelystarts preferring the unconstrained héstwhich then provides
the most significant portion of the traffic @.

This observation is important as it means thaPfLi ve is extremely sensitive to the band-
width and (ii) that it may over-react or perform faulty baridth estimations. This behavior might
be due to the token bucket shaper used to enforce bandwidlitiations, causing strange arrival
patterns that mingle the bandwidth estimation algorithmorddver, packet time stamping may
also bias the results (e.g., by poor timing due to clock drifick skews due to NTP synchroniza-
tion, etc). More likely, since packets of the same chunk arg sut in bursts [41], implementation
of hardware card and drivers may play a very important roleely especially due tanterrupt
coalescing this feature, aimed at avoiding the overkill of raising &) signal for every packet
received, makes the cards wait during a short time-windavitfe arrival of other packets prior
to notify the reception to the upper layers. Since packeg¢tstamping is then performed by the
OS, this means that interrupt coalescing has a possiblynesty impact on the bandwidth esti-
mation as well, because two consecutive packets receivedebgard during the same interrupt
coalescing window will then be sent to the upper layer almbgte same time. As a consequence,
bandwidth and capacity estimation tools that are based ockepaair or packet dispersion, will
rather measure the PCI bus speed more than bottleneck ietivernk.

Finally, bottleneck limitations are removed/as, s, which partly removes the breakdown bias
toward hostB; this holds until the firewall limitations are removed as MatlF,;, after which
contributors are again to be found mainly among Internetshos
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Figure 4.2: Path-wise metric®PLi ve aggregated received rate At(top) and its breakdown
betweenA, B and Internet hosts (bottom) for varying bottleneck bandwig) and packet loss
(b). Profiles of the bottleneck bandwidth and packet lossaimpents are reported as solid black
lines directly in the plot and refer to the right y-axis. P& ghows a great sensitivity towards path
capacity variations while it reacts only to very high lostesa

4.2.2 Packetloss

We then conduct similar separate experiments for the othresidered metrics, enforcing a single
impairment at any time. Results for the packet loss rate réxgats are reported in Fig.4.2-
(b) using the same similar visual presentation (i.e., agayeal rate, breakdown and packet loss
profile).

We notice again that the incoming traffic ratefats steady for any packet loss rate: indeed,
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since only the pattd — P is impaired,P has still the possibility to receive the rest of the video
from B. In this experiment, starting at tim&,,,, we increased packet loss rate experienced by
host A using the profilel. = {0.01,0.1, 1, 10,20} %.

As the picture clearly show®PLi ve is not very sensitive to packet loss: noticeable changes
in the breakdown happens only when packet loss perceptagpedd0% —indeed when loss rate
is 10%, still more than half of the data is downloaded fromithpaired hostA. If we couple
this observation to the fact that, despite packet loss @sa® considerably, the sent traffic rate
(measured a#l and not shown in the picture) does not increases propohyomae can conclude
thatPPLi ve seems to use an effective FEC techniques, as already otiserii.

4.2.3 |P Distance

We then test whethdPPLi ve is aware of the host proximity, which we measure in terms of
the number of IP routers that packets cross on their patissithe network. Applications using
raw UDP sockets can infer IP proximity by means of the Time Wel(TTL) field of IP packet
header, which is initially set to an OS-dependant value @iar60 or 64 for BSD and Linux,
128 for Windows) and then decremented by one unit at eachrhtpeinetwork. We artificially
increase the number of hops on the path frdm— P by subtracting the number of additional
hopsH = {1,2,32,64,100} from the IP TTL header field &'V /Net.

As before, a change in the hop profile is enforced every twaites) and the results are shown
in Fig.[4.3-(a). As there is no noticeable change in the liteak irrespectively of the additional
hops values, we can conclude tiRRLi ve is either unaware the IP hop distance between two
hosts, or that its inner algorithms do not rely on this piec@formation.

4.2.4 RTT Delay

Finally, we verify whetherPPLi ve does instead take latency measurement into account. We
increase the delay on thé — P path so that the Round Trip TimeR{"1T) equalsRTT =
{0.1,0.2,0.5,1,2} s, and report the results in Fig. ¥.3-(b).

The plot clearly assert th@®PLi ve is not very sensitive to the delay, as the breakdown do
not show any noticeable change until the round trip delaygreery large R7TT > 1s). We can
thus conclude tha®PLi ve peers do not bias their download policy in terms of nodesipriby,
neither in terms of IP hop distance, nor in terms of delay.thepwordsPPLi ve does not seem
to implement proximity techniques such as [3, 12,39, 719ZR3].

Yet, another very important remark can be gathered from ittene. Indeed, whe®R77T >
1s, the breakdown drastically drops: this suggest BRiti ve doesactually measureRTT,
which is however not used afterward for the proximity-bashbo contributors selection. This
behavior can be explained by recalling that one of the mamodischeduling in P2P-TV streaming
is to reduce as possible the play-out delay of the whole sysieherefore, despite useful video
content may be available at higkil"I" peers, such peers are preferentially discarded as they may
not timely contribute to the video content delivery, and as such theyldvincrease the whole
system play-out delay. In other words, it seems BRlti ve, streaming to keep a low end-to-end
play-out delay, use®T'T as a “sanity-check” and disregard such peers on purposeotd the
system pollution.

4.2.5 Combined path-wise metrics

In order to further refine the knowledge concernkPiBLi ve network awareness, we investigate
how PPLi ve reacts to different combination of impairments, so to dkedcrelative order of
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Figure 4.3: Path-wise metric®PLi ve aggregated received rate At(top) and its breakdown
betweenA, B and Internet hosts (bottom) for varying IP hop distance (a) RTT delay (b).
Profiles of the IP hop distance and RTT delay impairmentsegrerted as solid black lines directly
in the plot and refer to the right y-axis. Here, PPLive showsawareness of IP distance and a
mild sensitiveness towards Round Trip Time.

importance of the above metrics. As we shown ®PRLi ve is not sensitive to IP hop count, we
now limitedly consider packet loss, RTT delay and bottléneandwidth limitations, applying an
impairmentX on theA — P path, and another impairmehton B — P at the same time.

For the sake of readability, we consider only a couple ofesfor each metric (i.eX; > X,
andY;; > Y),) and investigat®PLi ve behavior on the four different operational points resagltin
from their combination( X,Y") € ({Xp;, Xio} X {Yhi, Yio}). Results are shown in Fig. 4.4, which
reports for the sake of readability the value of the impamtraplied to a specific path directly on
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Figure 4.4: Path-wise metrics: Combined impairments, idensig RTT delay vs bottleneck
bandwidth (top plot), bottleneck bandwidth vs packet lassd@le plot), RTT delay vs packet
loss (bottom plot). Relative importance of impairmentseatets on their actual magnitude.

the plot. In this case, to avoid cluttering the pictures, \wwdamger report the aggregated received
rate but limitedly depict its breakdown.

4.2.5.1 Delay vs Rate

Top plot of Fig[4.4 reports the case in which we apply a d&d@y" = {1,2} s ontheB — P path
and enforce a rate limitation W = {0.4,1} Mbps onA — P. It can be seen that preference
goes toward bandwidth limited host, and is mainly driven tig bottleneck bandwidth: indeed,
almost all content is downloaded framwhen the rate limit is set to 1 Mbps, irrespectively on the
delay towardB. Once the bottleneck rate dropsB3V = 0.4 Mbps, the number of video chunks
downloaded fromB slightly increases (even though the rate limit would alldmest the whole
content to be downloaded from), but no noticeable effect of RTT variation is shown.

4.25.2 RatevsLoss

Middle plot of Fig.[4.4 refers to a rate limitatioBW = {0.4,1} Mbps onB — P and loss rate

L = {10,20}% on A — P. In this case, contrary to the previous experiment, we saehibth
metrics have an impact in determining the breakdown. Whes 10% breakdown is roughly
equal for A and B, with a slight bias towardd when bandwidth toward3? drops at 0.4 Mbps.
When losses instead grows fo= 20%, the bandwidth limited host is always preferred, though
the actual bandwidth limit still slightly influences the bBkelown value.

4.2.5.3 Delay vs Loss

Finally, bottom plot of Fig[ .44 refers to a delay enforcetnehR7'T = {1,2} sonB — P and
loss ratel. = {10,20}% on A — P. Again, both metrics play an important role in determining
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the breakdown, depending on the impairment level. As ergeddssl = 10% do not constitute
a significant impairment, as such lossy path is preferredtdwigh RTT path: when RTT=1s,
peer A is almost completely ignored. Behavior changes compleisigoon as losses grow to
L = 20%, in which case breakdown favors completéhywhen RTT = 0.5 s and is more fairly
splitwhenRTT = 1s.

The above observations allow us to conclude thateledive preference of path-wise metrics
is weighted on the ground on the actual magnitude of the imp@it. In principle, we point out
that by exploring a wider number ¢fX, Y') impairment couples, it should be possible to get an
even finer picture of the relative preference, but this falltside the scope of this work.

4.3 Experimental Results: Peer-wise metric

In this section, we refine the picture &PLi ve awareness by mining data gathered in the
multiple-vantage point testbed. Following the methodypldgfined in [41], we extract from our
traces about 16500 peers that contribute by providing viodent. We focus on peers’ Au-
tonomous SystemAS) and geographical location, which we represent by CountgieC(C C)
information. For each probe peerin the testbed, we analyze tli&C' and AS properties of all
its contributors peerg, gathered byvhoisand open IP databases queries. We point out that con-
tributorsy in this case may be either probes taking part in the expetinoerxternal peer of real
users. As such, we no longer control the properties relatdukir path, and we need to infer them
from packet level traces in case of need.

As core tool in this case, we use a correlation-based asalysipired by Principal Compo-
nent Analysis (PCA) technique. While PCA [81] is often useddimensionality reduction —i.e.,
to transform a set of correlated variables into a smallessubf uncorrelated variables, called
principal components— in our case our aim is to gauge theneafehe correlation, so to show the
existence of a dependence (if any) between these variables.

More precisely, let us consider a set &f contributor peer;..pn observed during an ex-
periment. By denoting withX; = X (p;) the value of propertyX for peerp; and similarly with
Y; = Y (p;) the value of property” for the same peer, we measure the correlation betuxeand
Y over the whole experiment as:

oxXoy oxXoy
wheren x andyuy are the means of andY over all samplesyx andoy are the sample standard
deviations ofX andY respectively. Usually[{411) is referred to as the Pearsodyzt-moment
correlation coefficient [24] which, dropping the sum bouroisthe sake of readability, can be
rewritten as:

Sy - SV = nBEY] NYXYi- Y XYY,
) (N —1)oxoy \/NZXZZ_(EXZ‘P\/NZYZ'Q—(EE’)Q'

(4.2)

4.3.1 Autonomous System and Geo-location

We are interested in assessin@HLi ve is AS- andCC-aware, and whether its video scheduling
policy exploits such information — i.e., if in other wordsrdePLi ve probes tend to download
video content from contributors falling in the samé& or CC'. By mining the experimental data,
we find that, despite only.3%(1.4%) of peers fall in the samd.S(CC) of the probe, about the
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12.8%(13.1%) of bytes are downloaded from them. To further quantify thigent degree of geo-
localization among contributors, we evaluate the coefiiict# correlationp between the amount
of bytesR X received from any given contributerand the fact that this contributor belongs to the
sameAS or C'C. Considering all probes in the experiments, and by using the indicator function
I(x,y) = 1 when bothr andy belong to the samd.S or CC, we obtainp(RX, AS) = 0.21 and
p(RX,CC) = 0.17 respectively, which accounts for modest (though not négéy correlation.

This is however surprising, since the controlled testbely saggested thd®PLi ve peers are
greedy in terms of bandwidth, but that are not sensitiveratise to the fact that contributors are
“close” in underlay terms (e.qg., IP distance or latency).

4.3.2 Bandwidth

We are therefore interested in assessing if (and to whahgxtee geo-location can be a (rather
desirable)side-effecof PPLi ve bandwidth sensitivity. Therefore, we further evaluatetihad-
width (BW) between probes and contributor by measuring fineughput of chunks, which are
typically sent out in packet bursts, to further investighte existence of correlation between peer-
wise metrics.

4.3.2.1 Bandwidth estimation techniques

Since we are unaware of the technique actually employeBRbi ve to measure the available
bandwidth, we adopt a hands-on approach: we estilB&te using multiple techniques, and re-
quire an agreement of our observations oaktrtechniques. Considering only the downstream
traffic direction of a contributing peer toward one of outles! probes, we evaluate th81 over
windowsof fixed length. We express the window length in terms of eiffijea number of con-
secutive packet®/ or (ii) a temporal duratiom\7". Let us denote by, and B;, respectively the
arrival time and size of théth packet downloaded by prohefrom contributory during the cur-
rent observation window. In case of fixed-length packehtaive estimate the bandwidBiy
over the current window as the amount of bytes carried byrtie bf consecutivéV packets as:

N
BWy =Y Bi/(ty —t1) (4.3)
=2

In case of fixed-duration trains, we estimate the bandwidth a

N(AT)
BWar= > Bi/AT (4.4)
i=1
whereN (AT is the number of packets received durif@.

As far as the window lengthv and durationA7" are concerned, we point out that their choice
is made complex not only by the fact that we are unaware of thmlc size and chunk start
time, but also from the fact that the estimation can be sgvemduenced by factors such as
interrupt coalescing (which however affects both our estimates @MLi ve methodology as

Interrupt coalescing is a feature of modern network cards lthnits the number of interrupt to improve perfor-
mance. Usually when a packet is received by the NIC, the @sgs an interrupt to notify the OS that a packet has
arrived and action is needed. At high speeds this can qumkdywhelm the OS interrupt handling and slow down
system performance. When interrupt coalescing is enatitedhetwork card raises the interrupt only when a train of
packet has been received or a timer has expired; in this veagumber of interrupt that have to be serviced by the OS
is lowered. In our measure this feature becomes a problemubedhe timestamp done by pcap libraries is done at
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Figure 4.5: Scatter plot of received traffic versus estighatean bandwidth (log-log scale).

well). We argue that choosing large values\oind AT would yield less noisy results, but due to
chunk scheduling policy, it may introduceb&sin the result. Intuitively, counting the number of
packets over large time windows equals to count the numbahnwik exchanged, rather than their
actual transmission throughput: using large windows, &t more actively contributed to the
transmission will thus appear asth preferred and high-bandwidth, introducing thus an aréfici
correlation between the two terms. To avoid this bias, sihavindows should be preferable. At
the same time, too small values 8fand AT should be avoided: indeed, as packets are sent out
in bursts, it may happen that interrupt coalescing (whichvesgfied to be present in out traces)
can squeeze the packet arrival pattern and increase theagstiB 11

In reason of the above observations, we select valuéé ef {5, 10,20} packets and\T' =
{50,100, 250} ms. For every peer pair, we then construct a series of selBétakamples gathered
during the whole experiment, of which we then compute thenrerad 99-th percentilep(o)
values: we argue that both statistics are relevant, sircetran value is indicative of instantaneous
network conditions, whereagy may be more representative of pgerccess capacity. For interest
reason, we will only report a subset of results, selecting- 10 packets and\7" = 100 ms, since
we verified that the same conclusions holds using the othlranpeters as well.

Scatter plot of the amount of received traffic versus mean\atih BWW a7 is depicted in
Fig.[4.3, usingAT = 100 ms and log-log scale. Blue points represent exchanges eetare/ two
probes in the same LAN, white points are used for probes beigrto our testbed but belonging
to different institutions, whereas any other contributorapresented with a small red dot. First,
hosts within our testbed, and especially hosts within theesa AN, achieve higher rates with
respect to Internet hosts. Moreover, the estimaédtiar values are sound and consistent with
our expectation.

kernel level and when the copy of a packet train is triggened boalesced interrupt we actually measure the PCI bus
speed.




74 4. HYBRID ANALYSIS

Table 4.1: Correlatiop(X, Y') between bandwidth (BW), received bytes (RX) and peer Ipaali
tion information (CC,AS) for different groups of contrilmutpeers (LAN, Internet, all)

Y: BWar BWx
X mean pgg mean pgg
AS 0.28 0.44|0.27 0.29
cc 0.27 042026 0.26
RX all 0.43 0.54| 045 0.53
LAN | 0.62 0.75] 051 0.61
ILAN | 0.33 0.40| 0.37 0.45

4.3.2.2 Correlation-based analysis

Another interesting observation to gather from [Eig] 4.5hist thost achieving higher data rates,
also tend to contribute more data, and that this behaviarrisistent across all three host groups.
To further quantify this behavior, we evaluate the coeffitief correlationp(RX, BW) be-

tween the amounR X of bytes received by a given probe and the bandwidif toward that
contributor. For comparison purposes, we also evaluatedbficient of correlation between the
estimated bandwidtB W between two peers and the fact that they belong to the shther CC'
(using the indicator function as before). Though we are awéthe fallacies of correlation based
analysis, we point out that we do not seekptovedirectional cause-effect relationship between
variables, but that we rather compare the magnitude of tiveletion and relatively weight their
impact.

Results are reported in Tab. ¥.1 for different bandwidthnegtion methods. In case of
p(RX, BW) we also consider different peers subsets: namely, pedirsgfah the same LAN,
peers that do not belong to the same LAN and all the peersatiteg As expected, we ob-
serve that irrespectively of thBW evaluation method considered, there is medium correlation
between received bytes and bandwigd(i® X, BW), which is clearly stronger for peers belonging
to the same LAN. Moreover, notice that this correlation iersger with respect tp(RX, AS) or
p(RX,CC) reported earlier, even when all peers are considered. Atge that the correlation
between bandwidth and geo-locatip(BW, AS) (i.e., the fact that high bandwidth contributors
can be found within the same AS), is of the same order of madmiofp(RX, AS) (i.e., the fact
that video content is downloaded from contributors withia same AS). Overall, these observa-
tions suggest that, even outside the LAN environment, paerprimarily looking for bandwidth
and that the early noticed geo-localization may be a beaésale-effect of the enforced band-
width preferencealone Finally, we point out that part of the correlation might belkained by
means of (i) mutual dependency betweéfl and B, as well as (ii) additional hidden factors
which causes both AS and bandwidth preference. At the same 8uch hidden factors (e.g.,
preference based on IP/16 address similarity) are likepldag only an additional role beside the
one played by the bandwidth, to which we shown e®fLi ve being extremely sensitive to.

4.4 Conclusions

This work proposed a methodology, based on the joint use tidfeaand passive measurement
technique for the analysis of the network awareness of sthyrdeployed Internet P2P-TV system.
The technique have been designed so to consider P2P systentdaek-box, and as such can be
applied to future systems as well. As a case study, we apleechethodology to the analysis of
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PPLi ve avery popular system nowadays, gathering interestindtsetiat we briefly summarize
here.

First of all, by means of active testbed methodology, weHRti ve to be extremely sensitive
to bandwidth, only mildly sensitive to losses and mostlywae of IP distance, expressed in terms
of either delay or IP hop count, which is in agreement with [B&fining further this picture, we
find that actually the peer selection process is continyougtiated, with a relative preference
among path-wise properties that depends on the actual tndgrof the impairment.

Interestingly, by the correlation analysis of peer-wisef@rence gathered through the passive
technique, we find that the very same bandwidth sensitiviti?RLi ve, seems to induce a de-
sirable side-effect: namely, a moderate geo-clustedrmadi peers within the same AS and CC.
Yet, it seems thaPPLi ve does not, for the time being, explicitly enforce AS-awasmavhich
remains thus a new exciting challenge for the next steps @viblution.




76

4. HYBRID ANALYSIS




77

Chapter 5

A comprehensive framework to test
Network Awareness

In this chapter we present a new methodology developed peatshetwork awareness as well
as its implementation in a demonstration tool, narR2dPGauge, that has been presented in
SIGCOMMdemo session in August 2009 [94]. All results contained ia tapter have been
published in [95].

In chaptef B we studied the network awareness of P2P-TVagtjalh exclusively analyzing
passive traces and we concluded that it is difficult to haverapcehensive understanding of the
network awareness since path-wise metrics are hard to meeasd the experimental methodol-
ogy we used had some drawbacks as the bias present in thetdd@msvercome this limitations,
chapte’¥ presented a controlled testbed that allowed tity tf chunk scheduling policies by
completely controlling the application environment andlgnging the application with modifi-
cations of the underlying network properties. This enaltedstudy of path-wise features but still
we could not investigate the comprehensive set of featuheshvpossibly guide the chunk trading
logic of applications. In this chapter we present an analfreimework, and its implementation
P2PGauge [76], that exploits, at the same time, both active and passghniques to measure
and visualize the network awareness of P2P applications.

It is necessary to point out that tR2 PGauge tool exploits active probing of peers contacted
by unmodified P2P clients: whilst the tool is able to procdfiine traces, active probing should
be better performedimultaneouslyo the running P2P application, as otherwise contactedspeer
may go offline (and thus be no longer available for later prghcompromising the accuracy of
the dataset). Therefore, usi@PCGauge as monitoring and analyzer tool, we performed a set
of 1-hour long experiments running the SopCast applicatiothese experiments, a single probe
peer in France is used to join different channels at diffelhenrs, exploring thus a wider spectrum
of content locality and channel popularity. Moreover, dzaie been taken in order to consittaral
content (e.g., European Champions League football mgtchesatches of the French Ligue-1)
as well adoreign content (e.g., news and movies in foreign languages). Bekilavailability of
a larger number of metrics, there is another important idiffee between the dataset presented in
sectior Z.2 and the dataset collected by means of P2PGanlge=d, in this case each experiment
is carried out in isolation, while in previous experimentispeers watched the same channel at
the same time. Thus, the previous dataset was podsiagedby the presence of several high-
bandwidth peers, located in Europe, that were moreover thm@e co-located within the LAN of
a single institutioh. As a consequence, unless specific care is taken, therepes$sibility that a

1For more detailed discussion about this topic please refsettiof 3.213
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Figure 5.1: P2PGauge analysis process

self-induced artifact increases the observed geolodaizas observed in chapiér 3. The fact that
each observation is carried out independently, guaraintstssad that such bias does not affect the
new dataset, on which we focus on the following.

In the remainder of this chapter, we briefly explain the asialprocess and the set of fea-
tures and metrics, which we then apply to the study of Sop@eistork awareness. Although
P2PGauge takes into account bottimescalege.g., short term snapshot vs long-term averages)
andtraffic directionality issues (i.e., meaning that it is possible to either sefdgratealyze the
download/upload application behavior), in the following limitedly consider the long-term, uni-
directional, aggregated traffic volume for the sake of siaitpl

5.1 Analysis Process

We describe the analysis process with the help of [Eid. 5.loumexperiments, an unmodified
SopCast client runs on the probe machine, whose trafficfiedriy the P2PGauge tool running on
the monitor machine. P2PGauge analyzes the traffic gendebgt&opCast and collects statistics
about (i) peer-wise features by passive analysis and (i} pése features by sending active probes
toward peers contacted by the monitored SopCast client.

Prior to delve into the features and metrics selection, $etttess an important implication of
this choice. As far as passive methodology is concernedGRAge gathers peer-wise features
by means of a local database [65] (e.g., geolocalizationA®dumber, etc.) or through simple
inference and analysis (e.g., IP prefix length, throughpap;count, etc.). Passive analysis cannot
interfere with the observed P2P application traffic, but rhayrather limited by database access
speed: since the database API supports more than 40,00@syper second, this clearly does not
constitute a bottleneck.

However, the tool also performactive measurements gather path-wise properties, thus
possibly interfering with the observed P2P traffic: as sachiye path-wise measurement should
be limited as much as possible. Notice indeed that, althanghsurements are performed by a
dedicated machine, monitor and probe machines share theaarass link. Consider for instance
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Table 5.1: Summary of the features measured by the applicatighlighting whether an active
or passive methodology is used.

Feature Type Method

AS Autonomous System Peer Passive (DB
CC  geographical Country Peer Passive (DB
NET IP address similarity | Peer Passive
RTT Round Trip Delay Path  Active

CAP Capacity Path  Active

HOP IP hop-count distance Path  Active

the issue of path capacity estimation: expensive actitieqma@bing techniques (such as bandwidth
measurement by means of packet trains) are not suitableufopwrposes, and we rather need
light-weight measurement technigue (such as those baspdobet-pair dispersion). In reason of
this observation, we resort to CapProbe [46] to activelyreste the bottleneck capacity, the RTT
delay and the IP time-to-live (from which we can infer the Bptpath distance). For each peer,
we performN = 100 measurements by sending pairs of back-to-back ICMP packetseach
pair is spaced bAT = 0.5 seconds.

To limit the number of probes during intense network discgpveghase, we further upper-
bound the number of concurrently active path-probing pses at” = 50. Although the amount
of active-probing traffic is limited t&? = 2C'/AT = 200 packets per second, performing active
experiments for the whole peer population may be a protéitask. Furthermore, concurrent
experiments may have mutual influence, thus we would likeetluce their occurrence. To this
extent, we recall that a large number of peers is only coetaonce (i.e., during the network
discovery phase), but is not contacted later on — thus ismaivied in the content exchange.
While such peers may constitute a significant percentagkeopeer population (e.g., in case of
PPLive), they are nevertheless irrelevant as far as théctnadlume is concerned. As we are
interested in the bulk of the traffic volume, we thus limitiaetmeasurements only to peers that
actively contribute to the video stream. Specifically, wasider only peers who send at least
two packets in a time windowA7". This simple heuristic still allows to focus on the bulk o&th
traffic volume (e.g., above 95% for the worst case applicatiamely PPLive), while significantly
limiting the bias induced by active probing traffic. Noti¢et this heuristic is robust and applies
also to other classes of P2P services such as filesharing.

5.2 Features Definition

Table[5.1 briefly summarizes the features that we take intmwat when measuring network
awareness specifying if they are peer or path wise and tleedfymeasure we use to analyze them.
The choice of the features pertaining network awarenesslheesdy been preliminary discussed
in previous chapters. We point out that in some cases it mgyolsible to measure the same
feature (e.g., IP TTL, RTT, etc.) with either methodologyill passive measurement can be less
reliable than active ones: e.g., in case of RTT, the difficliés in matching data packets with the
corresponding application-layer acknowledgement. Wiethee follow a conservative approach,
and adopt on the most accurate methodology for each fedilme precisely, we explopassive
analysisto infer AS, CC and NET properties, while we usetive probingto measure the CAP,
RTT and HOP features, which are described as follows:
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Figure 5.2: Example of geolocalization analysis (passietrios) that can be done with P2PGauge.

Autonomous System (A&)d Country Code (CC)For these peer-wise properties, we rely on
same public database [65], used early to gather cross4iagtics, which enables us to map
public IP addresses to Country Codes (CC) or AutonomousB8y§AS) numbers. From
this kind of analysi$?2PGauge is able to show at a glance the geographical distribution of
traffic and its breakdown into ASs as showed in figure .

Network prefix (NET)Namely, the length of the bitwise prefix match between thenitoced
peers IP address and the IP addresses of the peers it contditsfeature gives a raw
estimation of peers distance in the IP address space: whepders are in the same sub-
network, they likely share a longer prefix than faraway peers

Path capacity (CAR)We measure the bottleneck capacity along the path betweerpeers
with CapProbe [46], a packet-pair technique that infersacey based on the dispersion of
the acknowledgement packets on the backward path. Botkerapacity is measured over
N = 100 packet-pairs measurements.
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Round Trip time (RTT)RTT measurements are directly available as a side effeCtapfacity
probing. Indeed, CapProbe sendis= 100 packet-pairs, from which we gather the same
amount of RTT samples.

IP hopcount (HOP) The IP hop-count distance corresponds to the number of-Byedes
traversed by an IP packet. Usually, we infer as in chdgteis3/#lue from the TTL field in
the IP header of the CapProbe packets. However, we foundinhedme cases, this value
is mangled by non-standard networking devices: in case Bagé&notices such anomalous
behaviour, it falls back on the more reliable (but longer amate costly) path discovery
operation by means of the common Traceroute tool.

5.3 Metric Definition

P2PGauge acquires a great number of informations: nanteyartount of sent and received
traffic, along with the path-wise and peer-wise featurelyefscribed is stored for each remote
peer contacted. This raw information has thus to be prodessarder to be displayed on a Kiviat
chart. At the same time, a careful selection of display rogshould be made, in order not to loose
too much information in the data processing. In this sectigpresent two out of the four metrics
implemented in the P2PGauge software namelythéerential partitionand theKullback-Leibner
distance P2PGauge implements other two metricsdrrelationandBhattacharyya distangehat
are not presented here as they are out of the scope of thitecleapthey do not bring additional
value to our work but let us stress that our framework can gyeiategrated with other metrics
demonstrating thus its flexibility.

5.3.1 Preferential Partition (PP)

As the simplest and most intuitive metrics, we ressort topteferential partition (PP) metric
already defined in chaptgl 3. Let us denote wifhthe set of peers who where discovered by the
application from time O to tim@ = kAT. For each featurd’, the set\}, is split in two disjoint
groups\;, = N,:flose(F) UN,f“T(F), so that peers that are “close” to the monitored péén terms

of the featuref” are grouped altogether.

Specifically, we use the following rules to partition thessétVe consider peers falling in the
same AS and CC of the monitored peer to be part of the closespeefs far as the NET feature
is concerned, we use a fixed threshold of 16 bits, above whieltamsider peers to be close.
Finally, for the RTT, HOP and CAP features we use a relativestimold, equal to the median value
computed over all peers: namely, peer whose RTT and HOPsaheebelow the median threshold
are considered to be close, while peers having a bottlersguketty CAP higher than the threshold
are included in the preferential set.

Based on this simple partitions, we now quantify the prefeeelevel by evaluating the per-
centage of bytes that the monitored p&ehas exchanged with peers belonging to the preferential

setN,flose(F), as:

ZYGNE“’“(F) B(X,Y)
zYGNk B(X7 Y)

Considering the RTT feature, Fig. 5.3-(a) exemplifies tledgrential partition as a gray shaded
zone: in the scatter plot, ea¢h, y) point corresponds to the amounbf bytes exchanged with a

PPy = (5.1)
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Figure 5.3: Network-awareness metrics: (a) Preferenaalitpning P Prrr and (b) Kullback-
Leibner divergencd( L prr of the RTT feature.

peer having a given RTT equal 1o In the case of figure, about 56% of the data is exchanged with
the 50% of peers that constitutes the preferential setd@dtiat, since we used the median RTT
as threshold, the population size is equal for both sets)inigi thus toward a slight preference for
peers that are close in IP-latency terms.

5.3.2 Kullback-Leibler (KL)

As a second metric, we consider the Kullback-Leibler (KWyedgence [51][(5]2), which is a
known measure of the distance between two probabilityidigion functions (pdfp andb:
p(z)

KL(p|b) = Zp(x)log@ (5.2)
rzeX

We use the KL divergence to measure difference betweepabewiseand thebyte-wisepdf
of a given feature-'. In other words, we evaluate the pdf Bf either counting each peer once, or
by taking into account the volume of traffic that remote pderge exchanged with the monitored
peer. The KL divergence tells us whether the two distributivatches (Kk=0), or whether some
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discrepancies arises instead (KQ). Notice that, as opposite to before, a large KL value canno
be directly read apreferencendicator: rather, it merely pinpoint the existence dfias between
the number of peers exhibiting a given value for a feafdr@nd the amount of bytes exchanged
with those peers. For instance, a large &Lvalue does not mean that a large amount of bytes is
exchanged with peers falling in tleameAS, but rather expresses the fact tkatmeAS possibly
contributes for a significant portion of the traffic, indugia distortion in the byte-wise pdf with
respect to the peer-wise one. In other words, high KL valu@sespond to high bias, which
however do not necessarily translate into higher awareness

An example of the Klgrr metric is reported in Fid._5l3-(b) considering the same sdta
depicted in Fig[5J3-(a). In this case, dashed and contmlinas are used to represent the byte-
wise and peer-wise RTT cumulative distribution functioesgectively. In the case of figure, notice
that the two curves do not overlap, which is especially \&sfor RTTe [200, 300] ms, and that
yield to a value of Klgyr = 0.98. This means that there is a group of peers, whose RTT is
about [200,300] ms, that contribute more data than othepsicenindeed that such a couple of
highly-contributing peers is clearly visible in Flg. 5.8)}(n the same RTT range.

5.4 Experimental Results

In order to show the awareness of the application “at a glaweeresort to use the Kiviat rep-
resentation [50] which has been introduced in networkirsgaech by [66] to report noteworthy
characteristics of different classes of applications.(&/gb, interactive, VoIP, etc.). A Kiviat
chart consists of several axis represented in the samer@paae. Each axis reports a different
feature, as in figure 5.4 where AS, CC, NET, CAP, RTT, HOP agoented, respectively by their
preferential partition valuye 5.4{a) and Kullback-Leibikstancé 5.4(B). For each feature we report
its mean value, over all peers in the dataset: by joining mean values of @iffefeatures together
with a line we obtain a closed shape — the Kiviat chart. Funtivee to show the variability of
application behavior among different peers, we draw thiadito represent the standard deviation
o of the features, and depict them relatively to the average, thin line represent + o) and
we shade the area between the curves for the sake of readabir each feature we report the
maximum range value under the feature label of each axestlgiire the graph.

Kiviat charts in figuré 5.4 are arranged in such a way thatifeatgathered by passive inference
(i.e., AS, CC and NET) are represented on the three top axiereas features involving active
probing (i.e., CAP, RTT and HOP) are represented on the thwdem axis.

Let us consider the preferential partition metric first, evhis depicted in Fid._5l4-(a). It is
easy to notice that, despite experiments include contetishvery popular in EU (e.g., Cham-
pions League matches) and possibly also very local (e.gndfrLigue-1 matches), nevertheless
SopCast managed to find a few peers that were located in thersetwork P Py er ~ 0%), AS
or CC (PPss ~ 1.6% and PPoc ~ 4.5%) boundaries and to exchange data with. We would
like to stress that in figurle 5.4 we take into considerationha&l aggregate of traffic without dis-
tinguishing between inbound and outbound traff2PGauge instead allows the user to chose
which kind of traffic to observe. As already said earlier, vaglerline that, since we just analyze
the application in isolation, we don't have to worry abouteaperimental bias issue.

Taking into account the capacity feature, we can notice SugtCast shows a slight pref-
erence for higher bandwidth peerBE-4p > 50%) meaning thatSopCast presents a slight
preference in exchanging data with peers whose capacitghehthan the median. This observa-
tion is in accord with results gathered early in this thesishiaptef %

On the contrary, no such preference is shown for close pag@ly about half of the overall
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Figure 5.4. Network-awareness representation: Kiviattshaf SopCast dataset. Features gath-
ered with passive measurement are displayed on top axisGEINET), features requiring active
measurement on the bottom axis (HOP, RTT, CAP).

traffic volume is exchanged with peers close in terms of RT@ney (PPrrr ~ 50%), hinting
that the application is not actively trying to reach traffocdlity by confining the traffic within
close peers. Similarly, the fact th&tProp < 50% confirms that slightly longer IP paths may be
taken to find those high-capacity peers. Again the apptinatould try to be network friendly by
taking into account the number of hops instead of using DR¥rtpoint peers in the same AS but
this seems not to be the case.

Let then finally consider the Kullback Leibner plot of figird®]. In this case, we recall that
a larger KL value expresses a larger bias, but not necestader awareness. In this case, a large
bias is exhibited for the capacitif Lo 4p metrics, corroborating in this case the hypothesis of a
greedy selection policy. An even larger bias is visible&ak 45, which in this case corresponds to
an unbalanced traffic distribution. In this case, a few AStss main contributors: however, such
ASes differ from the monitored peer AS, and their occurremesy rather be the result of other
peer-selection policies (e.g., possibly due to the presendigh capacity peers in such ASes).
Overall, we can conclude that current popular P2P-TV appitias such as SopCast, have not yet
considered network-awareness issues.

5.5 Conclusions

This chapter presented a comprehensive framework for theacterization of P2P applications’
network awareness based on a black-box measurement andiara the traffic they gener-
ate, coupled to an expressive data representation exygjdfiviat graphs. We implemented the
methodology in a demonstration software calR#PGauge that we used to carry an experimen-
tal campaign of 1 hour long analysis of tBepCast application during which we joined different
channels of different hours to have a wider spectrum of saEna

Results presented in this chapter confirm the ones obtaimedyl ia this thesis showing that
SopCast has a slight preference in exchanging content with high @gpaeers while it does
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not show any specific preference either towards peers aotam of RTT, hop distance or IP
distance, either toward nodes located in the same counaiytonomous system
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Part |l

Implementing network awareness
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Overview

In this second part we abandon the study of the network awaseanf existent P2P-TV applications
and we focus on the interaction of network aware algorithti e underlying network layer. In

chapter .6, we make use of a chunk-level P2P-TV simulator t@gahe impact of non ideal

scenarios on the P2P systems performance, then, in chdpier Gse a packet-level emulation
tool to gauge the effect of layer 7 routing over a reactivevoet in which traffic engineering is

active.
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Chapter 6

Simulation Analysis

In the last years, a number of different proposals have tedigaesh-based P2P streaming [12,17—
19,35,56,61,62,82,92,93,102,104,111,128, 130]. Withefieceptions [60, 101] such proposals
have typically been studied in isolation, possibly focgsim very specific aspects of the system
(notably, chunk scheduling policies), in possibly highlial settings (e.g., overlay-only studies,
homogeneous settings, synchronous timelines, perfeghbeihood knowledge, etc.). As such,
a thorough comparison of the different proposals under ancmmand realistic framework is
missing so far. A first aim of this work is thus not to propose aew system, but rather to
compare existing ones. A second aim is instead to understanwdthe performance of these
system declines under more realistic scenarios.

In this chapter, we implement some of these algorithms [1293, 104] in a custom event
driven simulator, and evaluate their performance congigeimportant (but often overlooked)
factors, which we model with increasing levels of realismfirat issue is that “network aware”
P2P-TV systems typically makes chunk scheduling and t@gyoioanagement decision based on
some measured properties of other peers in the swarm: yejathering precise and reliable
measurements is notoriously difficult in the Internet, inigportant to understand the implication
of measurement errors the system performance. A second issue is that schedailgugithms
are generally evaluated assuming a perfect, though ustieaknowledge of the system state (e.g.,
neighbors buffer maps): as such, it is important to evaltr@empact ofstate inconsistencfe.qg.,
due to lost or outdated control information) as well.

Our main findings can be summarized as follows. On the pestiigie, we find that system
performance are rather robust to measurement errors, fasmance degrades gracefully even for
very large capacity and latency measurement errors. Ceglyewve find that state inconsistencies
significantly degrade the achievable performance evendor ow signaling error rates: as such,
signaling should not be neglected in future studies aimtreyrealistic assessment of the quality
provided by P2P-TV services.

This chapter extends the results published in [98] addiegsthdy of more network models
and examining the impact of a topology management mecharisatso contains a section the
analyzes the impact of measurement errors on systems iparice and new experiments that
justify our scenarios decisions. The simulator tool usethia chapter (P2PTV-Sim available
at [78]) has been developed by NapaWine partners; in p&atiéolitecnico di Torino provided
the core of the simulator and basic scheduling algorithms déyeloped the L3 network layer, the
measurement error framework and some scheduling algaitisad in our comparison.

The rest of the chapter is outlined as follows: seclion 6es@nts work related to oufs, 6.2
describes the architecture of our simulation environmed{@3 presents results of the impact of
both layer 7 and layer 3. Finally sectibn6.4 reports theyaisbf the interaction between L7 and
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L3 and sectiof 615 summarizes the contribution of the chapte

6.1 Related work

Starting from [17], many schedulers have been proposedatbatincorporate awareness to the
network environment (such as bandwidth [104], latency ,[&2{d their ratio [93]). At the same
time, many works proposing novel algorithms [12,17,93,138] have been studied in isolation,
possibly adopting a highly idealized view of the system ahdhe network models. Though
simplistic, this viewpoint is nevertheless necessary tbeyesolid theoretic foundations for specific
algorithms design choices. In this work, we focus on sucesotd schedulers, which we analyze in
a common framework under more realistic conditions. Witk tbspect, closest work to our is [60]
that, by means of simulation, however limitedly compare systems (namelgpplitStrean18]
andPRIME[61]).

We point out that full blown systems [19, 56, 61, 82] have dlsen evaluated by means of
middle to large scale deployments of real prototypes. Wighexception of [L01] (that compares
Chainsaw[80] andSplitStreani18] and is the closest work in spirit to ours), and of the roetii-
ogy presented in chapiéer 3 (that analyR&dive, SopCastandTVANty, real systems have however
been studied in isolation. Moreover, what makes the corapadiifficult is that experimental con-
ditions are hardly reproducible. Also, although perforggmnesults are in this case realistic, as
systems are very tightly designed, it is often not possiblsalate and understand the impact of
different factors in the overall system performance.

This chapter aims at reducing the gap between the aboveeslassvork, by performing a
thorough and realistic, but controlled and reproducibl@parison of relevant systems proposed in
the literature [12,17,93,104]. In order to provide a faimgarison, we consider several algorithms
that perform well in ideal settings, and implement them immmon simulation framework. We
then challenge these algorithms by plugging different ngdepresentative of a realistic Internet
environment, so to assess their performance into the wild.

6.2 Framework Description

This section overviews the framework we devised to compafe PV systems, which is available
as open-source software at [78]. The custom chunk-leveltéwesed simulator takes into account
several components, which are visually presented in[Ely. Brom an high-level point of view,
the framework consists of two layers: namely, the undentayhysical L3 network and the logical
L7 overlay, which are coupled by different models of theisgible interactions.

From the L3 point of view, at the edge of the architecture wehend hosts, which are phys-
ically interconnected to the L3 network by access linkst #tds as bottleneck, and that are mod-
eled as a capacity—delay pair. Hosts are attached to edg@gpowhich constitute the entry point
of P2P-TV traffic in the network, which we model with increagilevels of details. From the
L7 viewpoint, hosts run P2P-TV applications, which we esgri terms of the algorithms (e.q.,
chunk scheduling, peer selection, topology managemesy)ithplement, and of the overlay graph
resulting by those algorithms. Finally, we model L7/L3 naigtion by taking into account that, in
the real world, different sources of error can slip in at aoynpof the process (e.g., loss of signal-
ing packets, bias on measurement of L3 properties perfobmed overlay peers, etc.).

In the remainder of this section, we further detail each comept, motivating the realism and
soundness of our choices. At the same time, we point outhiedtamework is extremely flexible,
and can easily accommodate other models for the differempooents as well: as such, where
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Figure 6.1: Sketch of the evaluation framework: overview®fand L7 components under study,
including L3/L7 interaction

Table 6.1: Breakdown of hosts into classes
Class Ratio BW, BW¢ trx

I 10% oo  5.0Mbps 20ms
Il 40% oo 1.0Mbps 100 ms
[l 40% oo 0.5Mbps 200 ms
IV  10% 00 0 Mbps 00

relevant, we list other interesting models that could bestigated by further research but that are
out of the scope of this work.

6.2.1 L3 Components

With L3 components we indicate objects in the physical waslath as (i) hosts and (ii) routers,
that are interconnected by a (iii) network.

6.2.1.1 Host

Hosts are machines running P2P applications instancesraracharacterized by a physical inter-
face to the L3 network. Hosts are divided in different classecording to their upload bandwidth
BW{;, while we consider the download bandwidth B\WWo be infinite. This is a reasonable as-
sumption in case of asymmetric access, provided that wadudssume that the bottleneck is
placed at the edge of the network (which represents the canuage today and is generally as-
sumed by other research on P2P-TV [93, 104] and P2P-filesh{88]).

In our simulations, except where explicitly stated, we adeisNy=2000 hosts divided into
four classes, where the average BW) for the i-th class is allocated as described in Tabl 6.1,
consistently with [83, 104] (we further motivate this chwin sectiori 6.2.413). The first column
of Tab.[6.1 reports the class breakdown: the bulk of peer lptipn is constituted by mid-speed
peers, with a non marginal presence of very-high and vesysioeed peers. In clagsthe uplink
capacity of each peeris set tov - BW (i) wherev is a random variable uniformly distributed in
[0.9,1.1] (i.e., the actual uplink of each peer deviates at most 10% fhe average for that class).
For reference purpose, last column reports the transmigsite ¢ x of a 12.5 KBytes chunk
(corresponding to about 10 full-payload packets, considesipplication layer header), where we
consider that all the uplink bandwidth is devoted to the ghwansmission.
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6.2.1.2 Router

Each host is single-homed, i.e., attached to a single acoetar, which models the first IP router
in the aggregation network (e.g., the BRAS for ADSL accebspur simulations, we consider a
number of routers equal t% = 100 and we use a simple host-to-router mapping policy: each
host is randomly bound to a router, so that in averdge/ Nz = 20 hosts are attached per router.

As depicted in Fig_6]1, routers are placed at the edge of¢heank and act as access points
forming a logical full mesh at L3. Each router keeps statsstibout packets passing through its
interfaces and discriminates traffic betweemote(i.e., the traffic that it injects further down
toward the core) antbcal (i.e., the traffic that is reflected toward other access linkssting on
the same router).

Notice that, in this way, routers directly yield a very simpheasure of traffic locality as
P% = local /(local 4+ remote) (which is independent from the actual network topologynfrihe
Autonomous System AS level topology, from the router-to+A&pping policy, etc). We point out
that theabsolutevalue of this measure is heavily affected by several facters., AS topology,
host-to-router mapping), which disqualify this index toused for realistic assessment of locality
awareness. At the same time, this rough indication howelews to relatively compare the
locality awareness of P2P-TV systems, which is our main aorerthat to evaluate the amount of
inter-AS traffic (for which we refer the reader to [12, 85]).

6.2.1.3 Network

The L3 network models the interconnection of routers: is thork, we consider different models
of network, with additional complexity and levels of desail

If we consider the access link to be the bottleneck, likelygueuing happens within the
network core: as such, the network simply models the deléysoénd-to-end path. In this case, the
network topology is well represented bygtaticlatency matrix between routers, where the latency
essentially represents the propagation delay along lifhkiseorouter-to-router path. Notice that,
in this scenario, two host attached to the same router selatermy of 0. We consider different
models of static networks, from an ideal overlay model (\wtibe end-to-end delay is given solely
by the chunk transmission duration over the uplink botibéhéo more realistic models such as
Meridian [38] (where end-to-end delays are derived from me@asurement performed among a
large number of Internet hosts).

We also consider the case where congestion may still happ#reinetwork by employing
dynamicend-to-end latency matrices, where the latency betweernvemyeers may thus differ
from chunk to chunk. We point out that the case where the atra@U#2P-TV traffic is (i) minority
or (ii) prevalent shall be considered separately. In the@arcase, which is typical today and that
we consider in this work, congestion is due to the backgrawaffic: we model this effect by
simply varying the latency between two consecutive chumkaradlom. In the latter case network
links should be modeled as well, so that Traffic Engineeriregimanisms (e.g., load balancing,
periodic optimization of routing weights IGP-WO, etc.) tbbe applied to handle the edge-to-
edge traffic matrix induced by P2P-TV traffic. In this chapter limit our investigation to case
(i); in the next chapter[{(17) we will study case (ii) with thdef a network-emulator tool capable
of performing traffic engineering.

6.2.2 L7 Components

With L7 components, we indicate higher level componentshas (i) peers, which are instances
of L7 P2P-TV applications running on L3 hosts. In more detag model peers by defining the
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algorithms they implement: specifically, each peer hasifar(@nage the overlay topology and
(i) schedule the transmission of chunks on the overlagdin

6.2.2.1 Peer

Each peer establishes and maintains several logical chongc¢o other peers in the overlay: we
denote with/N(p) the set of peers in the neighborhoodyof As in mesh-push systems chunks
are not received in playout order, peers need to have a butiprB that describes the chunks
received and stored into the peer memory. Given a peee indicate withB(p) its buffer-map,
and denote by € B(p) the fact that peep has received chunk The size of the buffer map
B(p) determines P2P-TV performance as in the following traddaffye buffer maps reduce the
chunk loss probability, but increase the time lag with respethe source chunk generation time;
conversely, small buffer maps reduce the playout delay regpect to the source at the price of an
increased chunk loss probability (as chunks that arriver ldian the playout delay are no longer
useful and thus can be considered as lost).

In order to gather performance of the systenstisady statein this work we do not consider
churn (i.e., peers arrival or departure). While this chaitay seem strange at first sight, espe-
cially given our attention to the realism of the scenario, vegertheless show its soundness in
section[6.2.4]1. Shortly, results from a measurement campa real ISP network show that,
while churn in filesharing applications is dominated by usaits, the churn in livestreaming ap-
plications is dominated by the content schedule: in othedgjousers connect to watch specific
content at a specific time, and stay connected during theengrolgram.

6.2.2.2 Overlay Topology

Logical links established by peers form an overlay topoldgyenhance their performance, peers
may perform topology management: i.e., they rearrange tweirlay neighborhood in order to
exploit population heterogeneity, so to globally optimilze topology based on local decisions.

In this work, we focus on topology management by considettirmg either (i) a black box
tool that induces a particular type of overlay graph or (igpecific algorithm that continuously
adjusts the topology. In more details, for (i) we considdfedeént random graphs with a mean
degreed; ~ 20 ! that are created at= 0 and are never changed later on, and that thus define a
fixed logical neighborhood for all peers at time- 0. For (ii) we additionally consider a topology
management process that continuously run and adapts tiattimpologies, based on the measured
peer properties (e.g., latency for geolocalization or cipé#or performance). Indeed, since higher
capacity peers can serve more neighbors, placing them heasource allows spreading new
chunks faster and to a greater number of nodes. This should twt in a per-chunk diffusion
trees (i.e., the instantaneous trees followed by each ¢humikh differ from chunk to chunk) with
higher fan-out and reduced depth.

We point out this to be a reasonable approach: indeed, ensidaG(n, M) or G(n,p)
topology at timeg = 0, roughly models a system in which peers joining the systemive a small
number of bootstrap peers (e.g., by means of a BitTorr&attliacker) that constitute their initial
neighborhood, which may be then continuously adjusted,(eygmeans of a BitTorrent-like peer
exchange PEX functid). We point out that according to chapér 3, applicationshia lnternet
may exhibit behavior closer to case (i) such as TVAnts andtJao to (ii) such as PPLive and

IWe used two kind of random graphs, both having: 2000; the difference lies in the building of graph: first class
of graph is built by assigning, at= 0, to each node, a fixed number of neighbors (10 in our casepr8anethod is
to assign to each node a number of neighbors chosen by a Rpisstess whose rate is 10.

2http://www.rasterbar.com/products/libtorrent/exiens protocol.html
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Table 6.2: Chunk scheduler policies

Scheduler Description

ru/r [17]  Random useful chunk / Random peer

lu/r [17] Latest useful chunk / Random peer

lu/la [12] Latest useful chunk / Latency-aware peer
lu/ba [104] Latest useful chunk / Bandwidth-aware peer
lu/pa [93] Latest useful chunk / Power-aware peer

SopCast, which makes both cases relevant. We also poinbautiéspite other graphs could be
considered for (i), such as Barabasi-Albert [11] scale-fiad Watts-Strogatz [117] small-world,
this would not however add further realism to our simulat@@mpaign — as we will see, the
topology dynamics are far more important than the initialdibons at timet = 0.

6.2.2.3 Chunk Scheduler

The ultimate goal of any P2P-TV system is to give each peentiramus stream of data: as such,
peers must avoid having gaps in the buffer-map positionsateacloser to the playout deadline.
The video exchange process is handled by a chunk schedutieh acts whenever a peer can use
the host upload bandwidth. In push systems, any peens a scheduler that has to choose: (i) a
chunk from its buffer magB(p) and (ii) a destination peer among its neighbdi).

Scheduling algorithms can be divided in two classes depgndn the order in which the
chunk/peer selection is made: in this work, we focus on #lyois that first chooses the chunk
to send and then the destination peer. We consider the clalngdsling algorithms proposed
in [12, 17, 93, 104] which we summarize in Téb.]6.2. Looseljofwing [17], we denote each
algorithm asc/p wherec andp stand forchunkandpeerselection algorithm respectively.

The simplest scheduler is the work-conserving'r, that select aandomchunkc € B(p)
which is sent to a randomsefulpeerp’ € N(p), i.e., a peer that misses that chung B(p’). We
then consider a series of schedulers that seledathkst usefuthunk in their buffer-map, which
then they send to a useful peer (i.e. a peer that has not egcgdt the chunk) selected according
to either alu/r random strategy [17] or aetwork-awarecriterion lu/{la,ba,pa}. As far as
network-aware strategies are concerned, we considerreyagavard v /la Strategy adapting [12]
from file sharing to P2P-TV applications, a bandwidth-awaréa strategy [104], and a power-
awarelu/pa strategy [93] (i.e., where power is the ratio of bandwidthetencyB/L). Selection
is performed by measuring the property of each peer, whiehttegn ranked according to the
property value (e.g., low latency, high bandwidth or poveer)l selecte@robabilistically (i.e., not
in strict order), with a probability that decreases withréasing ranking.

Intuitively, lu/r aims at keeping the playout delay from the source as low astpesy dif-
fusing the most recent chunk at their disposal (i.e., trestan their buffermag3(p)). We consider
the simplerw/r for reference purposes, aind/r as it is proven to be optimal in ideal homoge-
neous settings [17]. Network-awake/{la,ba, pa} schedulers [12,93,104] are instead expected
to enhance performance beyohd'r, especially in case of heterogeneous realistic scenanos:
more details]u/la aims at locally confining the traffic by proximity peer selent (u/ba aims
at reducing the chunk diffusion time by preferring peerdwhilgher upload capacities ahd/pa
aims at combining both benefits.
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6.2.3 L3/L7 Interaction

Finally, the efficiency of scheduling decisions is possipbrturbed by errors affecting (i) the
precision of network property measurements or (ii) the éteontrol information exchanged by
peers, that have largely been neglected in the referendeweconsider [12,93, 104]

On the one hand, (i) network-aware schedulers base thankestheduling decision on prop-
erties concerning neighbors and possibly the underlyitggord conditions (e.g. path RTT, avail-
able bandwidth, peer upload capaci®yV;, etc.). Such properties can either be retrieved through
an “oracle” entity (such as an IETF ALTO [6] compliant seruean ISPs), or directly measured
by peers themselves. Direct measurement can be ratherdisgfer several reasons (e.g. cross
traffic, OS scheduling, NICs interrupt coalescing, unexg@dnteraction between simultaneous
measurement probes, etc.), which can in turn lead to ufiihitieighborhood representation and
wrong scheduling decisions. In order to assess the impatteasurement errors without being
bound to specific measurement techniques, we resort to ddvighmodel where the measurement
process is controlled by a single parameteatescribing the magnitudo of the error.

On the other hand, (ii) control information can be not timdigseminated, or event lost, at
L3. Indeed, in case of gossiping algorithms using UDP, sa@brination would not be retrans-
mitted, distorting thus the vision that each peer has of flséesn state. Inconsistency can also
be due to slow dissemination of control information (e.gsystem may wish to limit the amount
of signaling traffic injected at L3 by reducing the refresteraf control information exchange).
Considering mesh-push P2P-TV systems, both types of dremrslate into out-of-date knowledge
concerning neighbors’ buffer maps: in this case, a peer neaidd to schedule the transmission
of a chunk even if the destination has already received thalg resulting in an unnecessary
chunk transmission (i.e., a chunk collision). In order tsess the impact of signaling without
being bound to specific algorithms (nor to their setting® resort to a high-level abstraction, and
model errors due to packet loss or out-of-date system krimel@s error on the buffer-maps.

6.2.4 Preliminary studies: simulation parameters

This section describes our careful selection of some drpeieameters of our simulations cam-
paign, such as (i) the population size and stability, (i@ gharing ratio and (iii) the upload band-
width. We stress that our choice was to gather simulationaries that are as representive as
possible of the Internet and real-life: hence, we used owastnement, or other relevant mea-
surement performed by colleagues in the scientific commuittderive a realistic set of simu-
lation parameters. For simplicity reasons preliminarywations of sections 6.2.4.2 ahd 6.2]4.3
have been realized witNy = 2000 homogeneous peers, organized in a random graph with mean
degreed; ~ 20 and trading a video stream composed of 1500 chunks; lateatyxnis fixed ac-
cording to the Meridian dataset [38, 69] as well as chunk-6izhat is fixed at 100kbit according
to [40, 59]; buffer maps can store 50 chunks and statistiescallected starting from the 500th
chunk to avoid initial transient.

6.2.4.1 Population size and stability in real P2P-TV system

To justify our assumption of absence of churn in the popomative show in Fig_6]2 the stabil-
ity of a real user base population in the operational netvadrik major European ISP that we
continuously monitor in the context of the NAPA-WINE pradjgb5]. For the same project, we
have developed state of art P2P-TV classifiers, that arereltased on the stochastic analysis
of the packet payload (KISS [32]) or on the behavioral arialgé the connection pattern (Aba-
cus [114]). The classifiers are comparably accurate [33aBd]an open source implementation
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Figure 6.2: Temporal evolution of the number of peers, rmkand sent traffic volume during a
typical P2P-TV event (SopCast application), at a PoP of antajropean ISP that we continu-
ously monitor.

is available at [48]. We run the classifiers on several prabetfferent major European ISP, so
that we are able to recognize the traffic of popular appbeetisuch as PPlive [89], SopCast [107],
tvants [112], as they are used by real user in operationalanks.

While in general the usage of P2P-TV application is episodgit is driven by a specific
program —rather typically, a sport evemuring the event the population remaiestremely stable.
We support this statement with the help of Fig.l 6.2, whichorepthe temporal evolution of the
number of peers, depicted with a star point on the right g;akiring a typical sport event streamed
by the popular SopCast [107] application gathered durindhan@pionship match in April 2009.
Each point in the picture reports a measurement related &cénsls, and we sub-sample the
observation points for the sake of readability. The pictals® reports, on the left x-axis, the
received (plus sign) and sent (cross sign) bitrate in Mbyssit #an be seen from the picture, peers
arrive in a flash-crowd pattern starting from 20h30 (thusrtat the match begins), while during
the whole 1h30-long soccer match the peer population kedpsneely stable to about 100 peers
(i.e., the value that we actually simulated). Then, immiedljaafter the end of the match, peers
rapidly depart and the system empties. Also, noticeabla fiee picture, the traffic contributed by
the peer behind the residential point of presence (PoPjierlthan the received traffic, which is
due to the asymmetry typical of ADSL lines.

This pattern is very common in our measurements and justifyeavironment choice ab-
sence of churnFirst, by focusing on steady-state performance of diffeedgorithms, we gather
results that are clearly statistically more significant performance in the transient phase (i.e.,
during arrival or departure). Second, it is likely that tthgoaithm exhibiting the best performance
in steady-state, will also be the best candidate in the irahghase. Finally, users are clearly
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interested in the QoS during the match, while they are likedg interested in the system perfor-
mance prior that the match begins: indeed, notice how atiive roughly uniformly distributes
in the 30 minutes preceding the match, which is more likedg to user “warm-up” of the chan-
nel (i.e., joining the P2P-TV system in advance to be suringdhe first kick of the match) and
personal habits rather than reflecting actual interactage of the channel.

6.2.4.2 Sharing ratio

Sharing ratiok is a fundamental and critical parameter in every peer-tr-ggstem since it de-
scribes its capacity to disseminate data to all nodas:defined as

> BWy,

b — BWU __1ENpg

>\video Ny - >\video

or the ratio between the total uplink capacity (i.e. the sdimmpdink capacity of all nodes) and
total inbound traffic; intuitively a value df > 1 means that nodes uplink capacity is sufficient for
the system to be self-sustainable as long as algorithmsatanough to exploit capacity. On the
contrary, in a scenario whefeis < 1, total up-link capacity is not high enough to guarantee that
every peer receives the entire stream. Notice that, as the @&k provided by common ADSL
peers in actual system can be as low as 0.2 [19], the corragingoof the system is guaranteed
by the presence of “amplifier” nodes providing the missingaity.

Notice that scheduling algorithm may not be able to suctigséxploit the available system
capacity even fok > 1. For simplicity reasons, in this section we show result¢ectéd from
simulation of homogeneous swarms of peers. Fifure 6.3 stmwvwsumulative distribution func-
tion (CDF) of chunk delays experienced by each peer, or iaratlords, the temporal gap between
the emission of a chunk at the source and its reception aea giger. Notice that the gray shaded
zone indicates the percentage of lost chunk (i.e., thosehathe been actually lost at L3 or arrived
after the playout deadline). These results refer to a steimawhich the source generates video
at 1Gbps (i.e.chunk generation rate of 10 per second) andogéyrihe value oft by varying the
upload bandwidth of peetBWy;.

Top plot of Fig[6.B shows the CDF of the chunk delay for theveaii/r scheduler, where it
can be seen that fdr = 1, almost half of chunks are lost and even when the capacityitet
k = 2 the needed sustainable rate, the system still experiences aegligible amount of 1.4%
losses.

In case more sophisticated schedulers are used, such astbegwardwu/pa in the bottom
plot of Fig.[6.3, we notice that the system is almost lossfessa sharing ratio ok = 1.5.
Hence, in our simulation we design the class population ticimioe factork = 1.5, so that the
system is self-sustainable, which allows to isolate theaichpf other factors (e.g., L3 network,
L7 schedulers, L3/L7 interactions) on an otherwise losstgstem.

6.2.4.3 Mean upload bandwidth

In previous sectiof 6.2.4.2 we fixed a value for paramktdsinding video rate to mean upload
bandwidth: hence, we need to investigate sound values éopaler upload capacity. To the best
of our knowledge, there are no studies or tools, as for icstdime Meridian project for latencies,
which estimate end-host bandwidth distribution. Morepesen if there were any, the gathered
data would likely be strongly dependent on countries orisemprovider. For these reasons we per-
form a survey, to gather rough boundaries for the uplink citypeas well as a sensitivity analysis,
to gather reliable simulation results between these baiegla
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Figure 6.3: Delay distribution ofu/r andlu/pa schedulers for different values of the sharing
ratio k. Notice that the gray shaded zone indicates lost chunks.

Again, as in the previous section, we consider an homogengeer population, where each
peer belongs to a single class with upload bandwiglth;;. We perform a sensitivity analysis by
carrying on several simulations varying the relative magta of the propagation and transmission
time, by varyingBWy;. Notice moreover that latencies, chunk-size and buffep-siae are kept
constant while video rate and playout deadline vary acogrth B7;/°. In more detail, we denote
by ~ the ratio between the propagation delay and the chunk u e

M —BWy
— — M 6.1
Rl c (6.1)

where)M is the average Meridian end-to-end latengy is the chunk transmission time and
C the chunk size. Intuitivelyy indicates which component of the delay has the largest infles
on the total chunk transfer time. For instance, wher< 1 the transmission delay is greater
than the propagation delay, so that the total chunk delaycesdin case of bandwidth-awareness;
conversely, wherny > 1, propagation delay is the largest component of total chrenkstmission
time, which would thus reduce in case of latency-awareness.

3Video rate is bound t& Wy via parametek and playout deadline takes into account video rate, the fikeak
sizeC and the buffermap size.
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Figure 6.4: Sensitivity analysis of delay and losses as atim of the propagation-delay over
transmission-delay ratip. Top x-axis represent the average per-country bandwigibrted in [9],
with landmarks for the lower (Italy, IT) and upper (Czechuklich, FR) bounds; with a thick line,
we report theBW;; value we selected in this chapter.

To gather valid boundaries forwe surveyed the average uplink capacity of different Euaope
countries [9], to gather upper (CZ) and lower (IT) bounds¥;; (and, hence, of). Fig.[6.34
depicts several performance metrics (i.e., chunk losseanrmand 95th percentile of the total chunk
delay) as a function ofvarying in the range resulting from the survey. Agrows, we notice a
smooth decrease of the delay curves, which is an expectesgtgoence of the transmission time
reduction due to higher upload bandwidth.

The vertical thick line in between IT and CZ references repn¢ the working point that will
be used for all our simulation, which can be thought to regmessan average European country.
Two considerations hold: first, notice that, as loss rateaiemsteady over the whole interval, we
can expect the results that will be shown in this chapterptd for a number of different European
countries. Second, we gather thatpagaries in the selected range, the delay can vary by almost
one order of magnitude: hence, our simulation results shbelconsidered as representative of
an average country, and we can expect delay results to (soligbarly) vary depending on the
actual value ofBT; in the country of interest.

6.3 Simulation Results: Impact of L7 and L3

In this section, since we have fixed all the crucial paramettéine simulator, we begin the actual
study of the impact of L7 and L3 factors on the system perfoicea we first analyze the impact
of chunk scheduler and topology manager, and then evaloatinpact of L3 topologies on the
system performance.

Simulations have been performed according to the followimigeral settings. For each param-
eter under investigation, simulations are averaged ovepétitions: specifically, we consider 3
different instances of 2 different overlay graphs as dbsdrin sectiof 6.2.2/2 Unless otherwise
stated, we use the Meridian dataset [38, 69] as a defaulstieahodel of L3 network latencies
with M = 35ms.

“Since impact of different overlay topologies at titne: 0 is not appreciable, we do not breakdown results according
to them
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Figure 6.5: Cumulative distribution function of chunk deldéa) Performance of different sched-
ulers u/r andliu/{r, la,ba, pa}) on a Meridian network. (b) Effects of topology management

for best (u/pa) and worst {u/r) schedulers. Labels along the curves in (a) and (b) exphess t
traffic proximity percentagé%.

Each overlay consists dfy = 2000 peers, of which we simulate a lifetime of 150 seconds,
during which 1500 chunks of video stream are disseminatedeoverlay. We consider a single
source node that streams video at an average rate of 1 Mbgs;omsider 100 kbit fixed-size
chunks (i.e., 10 new chunks are generated in each secorat)sti€¢ are collected starting from
500th chunk in order to avoid the initial transient. We cdasithat buffer maps store 50 chunks,
which correspond to a playout delay of 5 seconds.
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6.3.1 L7 Algorithms
6.3.1.1 Schedulers

Curves in Fig[ 6.5(2) follow the same semantic of those jptesiein section 6.2.4.2. Each curve
represents a different scheduler, and we indicate lostksh(ire., chunks that arrived later than
the playout deadline) as chunk with negative delay (i.dlinéainto the gray shaded zone): this
is especially visible for the simplest scheduter/r, where the fraction of lost chunks exceeds
10%. The picture further reports the traffic-localidj; percentage along each curve. Recall that
P% represents the fraction of chunks that do not traverse the metwork (i.e., the destination
host is attached to the same router of the sender host), dhdsis rough indication of network
friendliness.

With the exception of-u/r, other schedulers limit the fraction of lost chunk (whichvesy
close to 0%), but instead differ by chunk delay and localityy measures. Considering /r
andlu/la, both strategies select the latest chunk and send it to pdech do not own it:lu/r
selects a destination peer at random, whiléa proportionally prefers closer neighbors. Clearly,
locality improves when latency-awate/la peer selection is performed with respectd@r (from
0.92% to 2.66%). Recall that two hosts attached to the saaterreense a latency of 0 so when
a scheduler take into account latency information, hostgnidethe same router are likely to be
chosen. At the same time, notice thatr andiu/la are very close in terms of delay, desgitg/a
preference for low latency neighbors. This can be explainid the fact that the propagation
delay has a less prominent impact with respect to transomslay, especially considering that
chunks possibly travel multiple hops on low-capacity asdisks.

Consider indeed that the average propagation delay betametwo peers is\/ = 35ms,
whereas from Talh. 6.1 we have that the average chunk upload tiange from 20 ms for class-I
peers to 200 ms for class-lll peers. This entails that, &t Bap, the transmission time likely plays
a great role in determining the chunk delay performances,tmerely choosing a peer which is
closer in terms of the propagation delay does not allow taavgthe overall system chunk delay
performance.

Finally, thelu/ba andlu/pa schedulers achieve the best delay performance. Consider th
bothl/u/ba andiu/pa assign scores according to the destination upload barnwidth the power-
awarelu/pa scheme taking into account the propagation latency as viRgkults confirm that
uploading chunks to high-capacity peers, which can in tuffnsk them fast, is beneficial to the
whole system [104]. Moreover, we further gather confirmatbthe fact that explicitly taking into
account node latency improves locali but does not further ameliorate delay performance.

In addition, an interesting aspect emerges from this arsalgemparing theé: = 1.5 homo-
geneous single-class system of [Eigl 6.3 in secfion 6]204f#etheterogeneous multi-class system
shown in Fig[6.5(a), we see that peer heterogeneity plags amarginal role in improving global
efficiency [64]. Intuitively, having peers with differenapacity is beneficial because high capacity
peers, which can handle a greater number of active connectiall occupy the high portion of
the istantaneous chunk distribution tree, close to thecggyossibly as a result of topology man-
agement. On the other hand, peers with poor connectivityocanpy far positions in each chunk
distribution tree, since they can serve a lower number afhi®irs (or even none).

Overall, preference toward high-bandwidth peers is neags® reduce the delay incurred by
chunks; instead, preference toward low-latency peers ishatpful in reducing the chunk delay,
but may ameliorate the network friendliness confining th#itr at the access.
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6.3.1.2 Topology management

We now investigate the impact of topology management on Ykt performance. To gather
performance bounds for a large class of schedulers, wedgwisi/pa asupper-bound(since it
exhibits the best results in terms of both delays and lggadind the simplew/r aslower-bound

In their overlay maintenance process, peers have the chiarigee their neighborhood, both
in terms of itssize(i.e., change their out-degree) armimposition(i.e., preferring high-bandwidth
peer as in BitTorrent tit-for-tat, or trying new peer as inT®irrent unchocking). For the sake of
simplicity, we consider topology management as a featuakedan be turned on or off, and select
thus a single algorithm: specifically, we use the approadtriteed in [59], which we refer the
reader to, for a detailed description. Briefly, accordinfb& peers continuously vary their neigh-
bor size, selecting peers according to a “desirability"clion that depends on the neighbor upload
bandwidth: as we previously observed in the case of chun&dsdimg, bandwidth-awareness is
extremely beneficial (specifically, more beneficial thapraly or power-awareness) to the overall
system performance, hence our selection.

In Fig.[6.5(b), improvements induced by the topology manage clearly noticeable for both
schedulers. Taking into account/r, for instance, we notice a significant amelioration in terms
of both losses and delays. According to [59], high-bandwigkters have an higher fan-out, and
tend to select high-bandwidth nodes in their neighborhaodhis way, chunks generated by the
source will be first sent to nodes that are capable of sprgdlem faster, thus reducing the overall
delay and, by consequence, loss rates. In other words,rpenfice enhancements are due to the
fact that high-capacity nodes “moves” up toward the soundie instantaneous chunk diffusion
tree. In Fig[ 6.5(1), the same scheduter/r can lower the mean delay by 0.75 seconds with an
improvement of 25% and reduce losses to 0.25% by perfornoipgldgy management.

Yet, improvements can be achieved in cask:@pa as well: e.g., the 99th percentile of the de-
lay reduces by 50% reaching 1.1 second. Moreover, noti¢esévaral beneficial effects combine
altogether: indeed, despite being based on bandwidthea@as only, topology management con-
sistently increases the fraction of the traffic confined aahcess network as welP(x = 10.7%).
Indeed, consider that the improved neighborhood is contposastly by high-bandwidth nodes:
the power-aware scheduler is then able to select among clodes, that are also higher capacity
than in the previous case. Overall, this yields higher oddshbose high-capacity nodes that are
also connected to the same router, and as high-capacity paeroffer a larger amount of data in
the same time window, traffic locality increases as well.

Summarizing, active topology management is beneficialt imereases the chances to find
higher capacity peers, thus lowering the chunk delay anad@eaducing losses.

6.3.2 L3 Network

We now assess the impact of the following models for the Uagieig L3 network, each of which
assigns latencies between access routers in a specific way:

e Ideal: This represents an L3 network without latencies, or iniofiwrds, propagation delay
is 0, so that in practice only the logical L7 overlay topolagyaken into account.

e Meridian: Latencies provided by the Meridian project [38, 69], whexalistic latencies are
gathered by means of end-to-end Internet measurementsi@tie latency of the Meridian
dataset equals td/ = 35 ms as most of peers in the data-set are from US).

e Constant Latencies are constant and equal among all end-to-end,patial the latency
value is equal to the mean valié of Meridian latencies.
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Figure 6.6: Cumulative distribution function of chunk deldmpact of different models of L3
networks, for besti{:/pa) and worst fu/r) scheduler.

e Dynamic: Latencies between any two pairs of routers are distribatbrding to an Ex-
ponential distribution, whose mean is fitted using the medneA/ of Meridian latencies;
to simulate the effect of cross traffic, yielding to diffetdéevels of congestion on a chunk
duration timescale, new values of latency are extracteddoh new chunk propagation.

The network models we consider range from a simplist&al model to the realistidleridian
one, where one would expect network-aware algorithms todsfeom the lot. TheConstant
network model is a simple, still unrealistic model, that @ever fitted on real data: notice that
we expect latency-aware algorithms to be ineffective ia taise. Finally, we include tli2ynamic
network model as a worst case for latency-aware algorithumb aslu/pa, since the decisions
are taken on the basis of measurements that however couasgilyuchange (so that each chunk
between any two peers willwaysexperience different latencies).

In Fig.[6.8, we show the CDF of delays for bath/r andiu/pa schedulers using different
topologies, when the topology management feature is ethdblece similar considerations hold,
we avoid reporting the case where topology management abléid). From Figl_6]6 we notice
that the performance of each scheduler remains clearlyatepia and further that the L3 network
model only minimally affects the chunk delay performance.{igiven any scheduler, curves are
tightly clustered across all models).

In case ofru/r scheduling, ideal L3 network exhibits remarkably lowerayslthan the other
network models, which all have a very similar impact on thiaygl@erformance. In case 6f/pa
scheduling, we instead remark that performance figures emetight irrespectively of the net-
work model, which surprisingly holds even for the dynamitwak scenario. Again, this is due
to the predominant impact of transmission delay over prapag delay, entailing that even a
rather simple network model (e.g., non-null delay fittedraeal measurement), yields consistent
performance estimates.

Notice that this might change in case the transmission amphgation delay are comparable,
which can happen when e.g., the uplink bandwidth increastheochunk size shrinks. Still, as
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small chunk implies higher overhead (i.e., due to increasgualaling rate, buffer map size, etc.)
we can expect the relationship between transmission anghgation delay to hold for a while.
Notice also that, although:/pa performance are not affected by the network model given the
current peer population breakdown, in future scenariosrevhreost of nodes have high-capacity,
we instead forecast an increased importance of latencyeamss over bandwidth-awareness. In
this case, we may also expect the dynamic network case ttitcoas stiffer scenario.

Summarizing, the impact of L3 network models is almostgibigi: in case access network is
the bottleneck, the chunk transmission time largely dotesthe delay end-to-end delay (at least
for reasonable chunk sizes and the current access rates).

6.4 Simulation Results: L3/L7 Interaction

In this section, we investigate the impact of L7/L3 intel@acton the system performance: first
we study latency and capacity estimation errors, aftersvavd analyze the effect of signaling
errors. In this section we take into account exclusively lthépa scheduler since it is the one
that presented best performance on previous scenariod andensible to both bandwidth and
latency information. Experiments of L3/L7 interaction baseen done for the other network
aware schedulers as well ahd/pa always performed better; we do not include results of other
schedulers because we think their inclusion would not bathded vale to our study.

6.4.1 Measurements Errors

P2P-TV systems need to implement measurement techniquesd@n to successfully imple-
ment both topology management policies and network-awehedsling algorithms such as
lu/{la,ba,pa}. In areal deployment, both latency-related (e.g., one-dedgty or RTT-latency)
and capacity-related (e.g., bottleneck capacity, aval®dandwidth) measurements will be af-
fected by some degree of errors, that are either intrindicganeasurement techniques, or depend
on temporary network conditions: our aim is thus to evaldlagerobustness of P2P-TV systems
to such errors.

6.4.1.1 Latency measurement errors

Consider latency first, which is generally simple to estanand focus on the minimum RTT es-
timation, which is especially simple since it does not neledlecsynchronizaton. In case RTT
measurements can passively exploit the continuous trasgmi of data/acknowledgment pairs,
this yields to many samples and thus to robust estimates. etAmwthere are cases where RTT
measurements are needetbr that any data transmission happened: in this case, actissure
ment are needed which yields to fewer samples and thus tibpobsased the RTT estimation.
Specifically, we consider that RTT can only beer-estimatede.g., since the acknowledgment
packet may be delayed due to cross-traffic, self-inducedestion at the access, sustained CPU
load in the host machine running the P2P application, efo.)hat a nearby peer can be mistaken
as a faraway one. Formally, denote hAyp, p’) the actual round trip time latency betwegmand
p’, and consider that pepwill measure a&(p,p’) ~ A(p,p’)+«, wherea represent the error in-
tensity.A(p,p’) is modeled by a random variable, that follows a negative e&ptial distribution
with meanM .

Figure[6.Y reports system performance as a function of asimg error intensityy. Specifi-
cally, x-axis reports the ration of overestimation errammeen the measured and the actual latency
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Figure 6.7: L3/L7 Interaction: Impact of latency measuratnerror. (a) reports chunk delay
distribution . andmys, (b) reportsLoss% and Locality P%.

value, varying fromy = 0 to o = 2 (measured\ is, on average, the double of the actigl Pic-
tures report both user-centric (i.e., mearand 95th percentilerg; of the delay, Loss %) and
network-centric metrics (i.e., percentage of local traffig). In reason of our previous observa-
tion on the lower impact of the propagation delay componi¢ig,not surprising to observe that
user-centric performance are not affected by latency rrGonversely, network-centric perfor-
mance is deeply affected by measurement errors: as theudeh&dowledge of its neighborhood
becomes erroneous, its proximity-aware choices are n@&tauyrect, and the traffic locality index
significantly decays. Notice that a qualitatively simil@hlavior holds both in presence or absence
of topology management.

Overall, latency estimation precision has a small impactRaP-TV performance, limitedly
affecting the overlay ability to localize the traffic

6.4.1.2 Capacity measurement errors

Let us now consider capacity measurement. In this case, pe&cemeasurement errors to have
a possibly larger impact on the system performance, sinedrémsmission delay component
(which depends on the uplink capacity) plays a major roledtednining the chunk delay. At
the same time, capacity measurement are notoriously diffias several techniques typically
yield rather different measurement [103]. Also, unlike grevious case, capacity can be either
under-estimated or over-estimated (depending on the a@emsl technique, due to cross traffic,
etc.). In the case of P2P, this gets further complicated aswoent measurements have mutual
influence [25], which further adds to the error. Finally, mse of P2P-TV, the uplink capacity
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Figure 6.8: L3/L7 Interaction: Impact of capacity measueetmerror. (a) reports chunk delay
distribution . andmys, (b) reportsLoss% and Locality P%.

measure of theeceiver peeis generally needed, which is not straightforward sincentleasuring
peer cannot rely on the chunk transmission process. Fobtheaeasons, we can expect capacity
measurement errors to be larger in magnitude with respeatdocy errors. Formally, we denote
by C(p', p) the actual bottleneck capacity in the path frpfhto p; we consider that peer will
erroneously estimaté'(p’, p) asC ~ N(C(p',p),aC): in other words, peers capacity estimate is
a normally distributed variable, with mean equal to the alchottleneck capacit¢’(p’, p) and a
variance equal taC'.

In Fig.[6.8 we explore errors ranging in € [0,5]: despite we consider such a large range,
we observe that performance is rather robust. indeed, onhamginal increase of latency (and
of losses, in case topology management is disabled) can ¢ervalnl. This can be explained
with the fact that, provided that measurement errors dtidhato clearly separate the peers in
classe®, performance of bandwidth-aware algorithms remains stasi. Given the challenges
in capacity and bandwidth measurement, this intrinsic sti®ss is a very advantageous feature,
as a rough binary discrimination capability in high-capags low-capacity peers may be enough
for network-aware algorithms.

Overall, capacity estimation precision has a small impactR2P-TV performance: indeed,
provided that peer classes are sufficiently separated, atvisys possible to differentiate among
classes even in presence of measurement errors.

*Measurements are correct with a very coarse granularity fFab[G.]l we have thai% > 2Vi which means
. .. LU
that we may correctly separate peers into classes even Wwaendasurement precision is rather poor.
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6.4.2 Signaling errors

We now investigate the effect of signaling errors on theegygberformance. Recall that, in order
to send chunks that aresefulfor the receivers, each peer must have a precise knowleddge of
neighbor buffer-maps. This can be accomplished by perdgliexchanging buffer-map status in
control packets, or by piggybacking buffer maps in data ptckin order for this knowledge to
be as up-to-date as possible, any peshould inform all of its neighbors as soon as it receives a
new chunke. Still, even in this “perfect signaling system”, due to theawoidable latency of the
signaling process (both propagation and transmissiory)jelas still possible thap schedules the
transmission of a chunkto a peerp’ that has just received it (but not sent its buffer niag’)

out yet), thus generating a collision. Furthermore, lossgifaling messages can happen in the L3
network, further degrading the quality of peers knowledgiearly, frequent buffer-map exchange
has a high cost in terms of overhead: as several new chunlgeasrated at each second, the
signaling process would thus need to be continuous in oaigrders to have an up-to-date view
of their neighborhood. However, lowering the signalingertd reduce the messaging overhead
also increases the chance for collisions to occur.

6.4.2.1 ImpactonL7

Up to now, we have evaluated network-aware P2P-TV systenfsrpgnce by assuming that
peers have a perfect instantaneous knowledge of the buéfps wf their neighbors — a rather un-
realistic assumption. We therefore model the impact of liguaing rates (or signaling messages
losses at L3) as a quality degradation of system state kulgelen the distributed P2P system.
In more detail, we model imprecision of system state knogdeds “usefulness” errors: in other
words, with a given probability 2. a peerp can take a scheduling decision of chuntowardyp’
which he believes to be useful (i.e.¢ B(p')) despite it is not (i.e.¢ € B(p')), which generates
a collision.

Conversely, we do not consider the opposite kind of erroes, fi believesc € B(p’) despite
actuallyc ¢ B(p')), as this would indeed model a somewhat unlikely casmistonfigurecpeers
sending erroneous updates (i.e., advertising chuakB(p’) to be available while it is not).

Fig.[6.9 shows the meanand 95th percentiley; delay, along with chunk loss statistics. No-
tice that while the mean delay is roughly unaffected by diggaerror probability B, a counter-
intuitive phenomenon characterizes thg measure. Indeed, the 95th delay percentile increases
until P, = 1/400, and afterward starts decreasing: this behavior is styoogirelated to the
chunk loss rate, which starts rising roughly at,P= 1/400. What happens is that for increas-
ing P.,, peers indeed receive chunks with higher delay, which instuaises the probability that
chunks arrive beyond the playout delay (i.e., delay larbantss), and are thus marked as lost:
as lost chunks are not accounted in the delay curve, the pahks an artifact due to the playout
deadline.

Traffic locality exhibits a non-straightforward behaviar well: indeed, it can be seen from
Fig.[6.10 (left y-axis) that locality increases as buffemprerrors increase as well, which is es-
pecially visible in case of topology management. This camXy@ained by considering that the
lu/pa scheduler preferentially selects nearby high-capacigrgpeWhen the error probability is
low, these peers will be fed first, but then, as peers rardlynfastimating the usefulness of their
decisions, other lower-capacity higher-latency peerssgetessfully served during the remain-
ing upload slots. Conversely, when error probability ishhithe scheduler will keep on sending
chunks to close high-capacity neighbors, despite thelylédeeady have received that chunk from
other peers (notice that we forbid peers sending the samekdbuhe same peer multiple times).
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Figure 6.9: Delay and chunk losses as a function of signaimgrs. (a) reports chunk delay
distribution . andmgs, (b) reportsLoss% and locality P%.

Overall, system performance are extremely sensitive redue to stale signaling: effects
are noticeable on the tail of the delay distribution for errates as low as B, = 1/1000 and
loss probability become excessive for error rates as lowas £ 1/100.

6.4.2.2 Impact on Quality of Experience (QoE)

We then dig the user Quality of Experience (QoE) by evalggain objective video quality metric,
namely the Peak Signal to Noise Ratio (PSNR). We considesttrelard Soccer sequence (H624
format, CIF resolution, 300 frames @30Hz, looped for the ilsomulation duration), and record
for each peer the list of lost chunks. We then make use of EV§@] to evaluate video quality,
by feeding the tool with the video sequences where we takeaotount the chunk loss pattern
for each peer. To give the reader an intuition of PSNR valod,reow it roughly corresponds to
other system performance, we report in Tabl 6.3 a few exangach row refers to either the
video source, a peer of class-Il, or a peer of class-1V, apdrte different performance metrics
such as delay (mean and 95th percentile) and loss statisiitsa graphical representation of
the loss pattern, where each vertical bar corresponds tesa fss PSNR evaluation is very time
consuming and due to the size of our system, we resort tifigtlegampling: specifically, we rank
peers according to the amount of losses and select a 10-gm@pde (corresponding to different
loss amounts) out of the tota&l; = 2000 peer population. Right y-axis of Fig.6]10 reports the
PSNR averaged over the 10-peers sample (bars report traasdadeviation over the sample),
which due to stratification is however representative ofvthele population. It can be seen that
PSNR drops as soon as a losses occur in the system: notikerftitat, since a PSN&4dB is
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Table 6.3: PSNR values for the Source, a class-lll and a-t\apger

Class PSNR Delay Lost
() chunks

Loss pattern

Source 39.4 — -

1.18s 45
(4.3s)  (2.2%)

1.28s 487 I
v 121 37s)  (24.3%) m

35 -
s =
20 | “
15t ; s o> E

ol ........... )

Il 16.1

PSNR (dB)

0.0001 0.001 0.01 0.1
Signaling error probability B,

Figure 6.10: PSNR evaluation as a function of signalingrerrBars represent the standard devia-
tion of PSNR values gathered over the 10-sample popula@&MNR of the original video sequence
at the source is 35.6 dB.

generally considered as an indicator of extremely bad viletity, this suggest that buffer-map
errors should be kept below,R < 1/100.

Overall, as in our evaluation buffer maps hold 50 chunks améw chunk is generated every
100ms, this suggests that the signaling rate should be amhbigh as the chunk generation rate

6.4.2.3 Impact on Peer Class

For the sake of completeness, we analyze how system perioemaary across the different
classes, comparing ideal 4P=0%) and harsh (}?.=5%) settings, so to gather performance
bounds. To quantify the impact of R, we define théntra-class degradation factoas:

D(X) - X(Perr = 5%‘0)/X(Perr = 0%’6) (6.2)

where X is any metric considered in the table anthe considered class: intuitivelR(X) is a
compact indicator of the performance loss from ideal toisgalsettings.
To quantify the fairness of the results among classes, wedalaifiter-class fairness factaas:

f(X) - m?XX(C‘PerT)/mcinX(C‘Perr) (6.3)
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Table 6.4: Per-class performance breakdown
Ideal Harsh
Perr — O% Perr — 5% D
po mes L% | pu omgs L% | p mes L%
| |04 06 10°[08 13 02|19 21 922
1|06 1.0 107208 1.1 44|12 1.1 2639
n |07 11 107208 12 85|11 1.2 14213
Iv |09 13 02|11 14 33912 11 1986
F |22 22 68213 11 1469

intuitively, 7=1 corresponds to comparable performance across cladsésthe larger the value
of 7>1, the larger the unfairness.

Results are reported in Tdb. 6.4. Notice that, already oal iskettings, class-1V peers experi-
ence a delay twice than that of class-I peers, and about & tinore losses (logs% unfairness
exceeds a factor of 146 in harsh settings). Concerning tgeadation due to signaling error,
we see that class-l experiences a larger delay degradd@mather classes but a limited loss
increase: in other words, average delay increases but nogano exceed the playout deadline
(and to cause losses). The opposite happens instead ferlckasd I1l, whose delay . The extent
of class-1V degradation is instead smaller, however th@labs amount of losses exceed 33%,
which likely makes video quality unbearable.

We conclude that, even in absence of signaling errors, padace breakdown is unfair with
respect to peer belonging to different classes. Under haighaling errors, delay become more
fair among classes, with however extremely large loss riaegpeers belonging to the poorer
classes.

6.5 Conclusions

In this work, we compare different state-of-art “networkese” P2P-TV systems, i.e., systems
whose main algorithms (such as chunk selection and topafoggagement) are based on in-
formed decisions concerning the status of the network. WWleela flexible framework, able to
accommodate further aspects beyond to the one we focus bis wadrk, and perform a thorough
simulation campaign: our purpose is to understand whatharentin factors that affect P2P-TV
performance, and to what extent performance degrades vealggtic settings.

Our main findings can be summarized as follows. First, we fiedmpact of the L3 underlay
network model to be modest, with a small performance gap dmtvsimple (e.g., constant and
fixed delay) and realistic models (e.g., meridian latencgyoramic latencies). This owes to the
fact that the propagation delay has a smaller impact withagsto transmission delay, especially
considering the relative low-capacity of current scenakibthe same time, we can expect that as
the access capacity increases, the impact of propagatemciamay need to be reconsidered.

Second, we find that system performance is rather robustréosein the measurement of
peer properties. More precisely, provided that peers dégpiscclearly separated, the ability to
roughly discriminate high-capacity from low-capacity peesufficient to guarantee a good level
of performance. Similarly, errors in the latency estimatanly affect the traffic locality, but
system performance are otherwise unaltered.

Finally, we find the impact of signaling errors to be, by fére imost important factor able
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to significantly degrade the quality of P2P-TV services andble to severely impact overlay
performance already from very low intensities. This sutg®2P-TV protocol designers to pay
special attention to signaling logic, in order to gatheratde estimate of the achievable system
performance. As future work, we aim at studying the intgrfdatween chunk size and buffer
maps update rate and exploring the trade-off between thdesd caused by high signaling rate
and the outdated knowledge of neighborhood buffer-mapgallosv signaling rate.
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Chapter 7

Emulation Analysis

It is desirable that P2P algorithms and protocols are tdstéare they can be deployed at large
scale. Beta testing usually involves either (i) the deplegirof small to large-scale testbeds, such
as Grid5000 [36], where the environment is fully under colrtbut not representative of real world
dynamics, or (ii) the use of large-scale testing facilitesch PlanetLab [88] or OneLab [74], that
benefit of the realism of the wild Internet, but lacks howesecontrol.

Researchers face thus the following dilemma. On the one,hhait testbed results may be
easily reproducible, but hardly representative of reatlevperformance: in this case, the large
development and deployment effort invested in the testloed dot payoff, since the offered level
of realism only slightly exceeds the one achievable by satmh. On the other hand, carrying
on experiments over the wild Internet allows to gather stialiresults, though in this case the
experimental scenario is not under control and generalidiyaeproducible. Loss ofontrol
means that it may be very hard to correlate the observedrpeatftce with their root cause, so that
experimental results become hard to interpret. Loggmfoducibility—which has been a require-
ment of experimental science since Hipparchus (ca.190 BQO-BC) measurement on Earth
axial precession— can further hinder cause-effect relghips, and is therefore not a favorable
environment for beta testing.

Efforts such as ModelNet [113] offer a third way, enabling tontrol of thecore network
topologythat is instead precluded in Grid5000, PlanetLab and Onellatihis sense, Model-
Net does not try to fully substitute to these existing expental facilities, but rather to comple-
ment them. Indeed, ModelNet stands between the two appesdohn being more realistic than
Grid5000 or smaller testbeds and, at the same time, moreotiabte than PlanetLab; further-
more experiments on ModelNet can be reproducible (L3 tapgltraffic condition, etc.) as in
Grid5000 and unlike in PlanetLab. These capabilities makevaluable complementary tool for
P2P application developer to test their systems. Modeldlébivever only capable of shortest-
path IP routing, which represents its major drawback. Tim#dtion makes it is not suitable for
research in Traffic Engineering (TE), nor completely relias emulation environment, since no
source-routing or load-balancing techniques, though lyideed as of today [8], are available for
testing.

In this chapter, we present ModelNet-TE, an extension of&ligdt that enables TE emulation
and experiments. Colleagues in our group ported the otidgitaalelNet core code from BSD
to Linux, making it available to the scientific community [7&nd we slightly modified it for
stability reasons and for the integration with the traffigieeering tool that will be discussed
next. The ModelNet-TE tool is interoperable, scalable aexilfle. Interoperability and scalability
are directly inherited from the original ModelNet code, tthlows to run possibly thousands of
unmodified application instances (provided that certamstraints are met, which we detail in the
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following). Flexibility is instead a key of ModelNet-TE, ag took special emphasis in the design
of a reusable toolbox, where researchers can easily inéetr@ir own TE algorithms beside those
that we already provide [31, 72]

We use ModelNet-TE to evaluate the uncoordinated intenadbetween Traffic Engineer-
ing (TE) at the network layer (L3) and end-to-end controligies applied by P2P systems at
the application layer (L7). Indeed, though a number of waakehstudied the issue of selfish
routing [45, 47, 58, 75, 90, 99] most of these work adopt aréteal approach, which is espe-
cially true for the case of the uncoordinated interactiomraafting dynamics at different levels
[45,47,58]. On the other hand, while several experimeritadiss of popular P2P applications
exists [16, 29, 87,91, 101, 106, 123] they neverthelessenethe interaction with the underlying
network. While their approach is necessary to understapticagion dynamics, it does not allow
ISPs to understand the impact of TE on the traffic of theirsjseor it allows P2P developer to
assess how do their algorithms perform over a reactive mitwo

Aiming at filling this gap, we study the L3/L7 interaction vidodelNet-TE. To prove the
flexibility of ModelNet-TE, and to gather a full blown set adsults, we carry on an experimen-
tal campaign that, as sketched in Hig.] 7.1, considers a dtlofs(i) L3 topologies and routing
algorithms and of (ii) L7 applications and peer populationdels. At L3, we consider both a
simplistic pure overlay model, where the bottleneck is atlyhe access, as well as the popular
Abilene topology spanning across the US, in which any link lsacome a bottleneck (depending
on the traffic matrix induced by the P2P application). As tiead.-3 Traffic Engineering we use
a multi-path load balancing algorithm [31], that we compirestandard shortest path IP rout-
ing. At L7, we consider two reactive P2P applications, ngniBetTorrent [15], the most popular
file-sharing application nowadays, and WineStreamer [3},&n open source live streaming ap-
plicatior?. Furthermore, we consider both a uniform peer populatioosacthe network, or a
skewed population, that reflects the actual number of citimanajor US urban areas.

Summarizing, the main contribution of this chapter is targdine first thorough campaign,
exploiting an experimental methodology, that focuses eririteraction of P2P dynamics with the
underlying L3 network. Experimental results yield the daling interesting insights: (i) bottle-
neck in the network (which recently arose in case of popyalieations and content [23,67]) may
have a profound impact on the P2P application performaiitéhe€ peer population model, other
than shaping the traffic perceived by the L3 network, mayiiggmtly contribute in determining
P2P performance; (iii) traffic engineering may ameliorageénork-centric ISP performance (e.g.,
equalize traffic on links) to the detriment of user-centi@Performance (e.g., due to unexpected
interactions with TCP transfers or P2P trading logic).

The rest of the chapter is organized as follows. In seéfi@weé present related work, [n"7.2
we present a system-level view of the original ModelNetextar] describing the TE extension and
the load balancing algorithm we use, providing an initidessment of its scalability as well. 7.3
provides a detailed description of the emulated scenatassribing the P2P applications used, the
different network and population models, and the evalnati@trics. Results of our experimental
campaign are then reportedinl7.4. Finally, conclusive rémare drawn i 7]5.

1The traffic engineering algorithm we present in this chahses originated from a collaboration in which we pro-
vided the network emulator and the interfaces to hook ineviithors of [31,72] provided the load balancing algorithm.
2\We justify the choice of these particular applications ictem[7.3.2
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7.1 Related work

Two bodies of work are related to ours. On the one hand, tBaweiik focusing on the experimen-
tal evaluation of P2P applications by means of testbedsrge Iscale-experiments. On the other
hand, work exists that focuses on the interaction of bothrkay

7.1.1 Experimental evaluation

As far as experimental evaluation is concerned, we find twio rtlass of methodologies: the first
employs controlled testbed [13, 16, 91], the second woittkvnfrastructures [63, 84, 123].

Controlled experiments are run in dedicated infrastréstusuch as Grid5000 [16,91] or ad
hoc testbeds [13], where clusters of several coordinatechima, which are usually connected
through LAN, run P2P clients. As these infrastructures amegal purpose (i.e., not tailored for
network experiments) experimental setup can be a burdesid®s latency and packet drops must
be artificially enforced by external tools and it is impossito carry out studies on L3/L7 inter-
action. Nonetheless, [91] concludes that BitTorrent expents performed on cluster are realistic
and that wide area network latency and packet losses impatgds than 15% of the download
time. If we agree that this precision is realistic enoughdiastic file-sharing applications, such
error margin cannot be tolerated for interactive live-@tnéng applications — where chunk losses
or delayed arrivals heavily impact the quality of experenc

World-wide infrastructures such as PlanetLab [88] and Gihell74], have long been used to
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test and benchmark distributed applications [63, 84, 1Z3Jrrently, PlanetLab provides about
1000 nodes at 500 different sites scattered around the .glgee one of the perception is that
PlanetLab is not suitable for P2P experiments since it ispms®ad mainly by high capacity nodes
and few DSLs [108]. Another potential problem arises fromfdict that access to nodes is shared
among users, each of which is getting different “slices’t, g multiple concurrent experiments
can be run on the same infrastructure, there is no controlRid IBad nor other traffic (e.g., two
P2P experiments running concurrently, or measurementeagtWwlanetLab nodes) that can both
alter experiment resufts

7.1.2 Routing layer interaction

The study of the interaction of several routing layers isdad motivated by findings in [75,90,99].
Briefly, while selfish routing may be highly unoptimal in gealesettings [75, 99], in practice it
performs reasonably well in Internet-like environment][®¢hich justify and confirms its interest.
At the same time, an important observation is that localnogttion entailed by selfish overlay
routing may counter actions taken by the underlaying nééywoverall resulting in poor system
stability.

As a consequence, there has been a recently increasedbat{dht 47,58, 127] on the poten-
tial issues on uncoordinated, uncontrolled interactiotwaf routing paradigms. Different studies
consider different levels of interaction such as a P2P ayanktwork and the underlying IP net-
work routing [47,58], IP routing and the underlying MPLS/@MS network [127], multiple P2P
overlays routing, coexisting on a given underlay netwoi.[4

7.1.3 Advances with respect to the State of Art

This work extends and complements both bodies of work. Orotteehand, though we use an
experimental methodology, to the best of our knowledge P&Fd has been studied with a pure
overlay model [13,16, 29,53, 63,87,91, 101], neglectings tthe mutual impact with lower-layer
network. On the other hand, most of the work focusing on auigon between different routing
layers exploits a Game Theoretical approach [30, 58, 12ith avsimulative approach limitedly
used in [47].

As such, the research community still lacks more realisit practical studies, which is pre-
cisely what we address in this work: thanks to the ModelNetffmework, we encompass both
classes of work, by proposing the first study of routing laypéeraction that exploits an experi-
mental methodology.

Moreover, ModelNet-TE tool sits between controlled andiviéstbed infrastructures, trading
off between the realism of PlanetLab, and the scalabilityafi5000, and adding the control
over the network topology and routing algorithm. Yet, thalswmf the experiments that can be
performed is not compromised: to prove this, Tabl 7.1 repartomparison of different closely
related work, highlighting the scalability aspects for thethodologies discussed so far.

Notice that most works scale up to a few hundreds peersttieesame order of magnitude of
our ModelNet-TE experiments, confirming the validity anéfugness of the tool. Only two no-
table exceptions push the experiment scale to 1,000 [13]1 &0 [16], trading off experimental
scale with simplicity of the experimental setup. Still, ize of ModelNet-TE experiments could

3For instance, [87] points out that “Since most Planetlabhiras are usually over-loaded, we limit the overlay size
to 160 peers running on machines that report at least 5% idlg {Bne.”

“Notice that this should change with the recent ability in Qateto reserve resources, similarly to what happens in
Grid5000
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Table 7.1: Scale of different P2P experiments (this workadl}

Ref. Testbed Nodes Nodes/ Machine
[16] Grid5000 10000 100
[13] Own testbed 1000 5
[29] PlanetLab 400 1
[87] Modelnet 320 32
[91] Grid5000 300 100
[101] PlanetLab 280 1
ModelNet-TE 200 35
[87] PlanetLab 160 1
[86] Modelnet 80 8
[53,63] PlanetLab 41 1

be scaled up, though a higher number af$t machines would be needed in that case. Taking
into account that the scale of experiments is limited by e enachine, we expect the testbed
to scale up by a factor of 4 in the WineStreamer scenarionga¥ie access capacities unchanged
and augmenting the number o831 machines; more details about scalability issues will bemgiv
in[Z.2.4. In the BitTorrent case, larger swarms up to a facfd could be instead emulated by
considering lower access speeds (such as the 800 Kbps [&k]dB000 or 1 Mbps [87] in Mod-
elNet)(i.e., lower access speeds allow a greater numbeoddgsisince the aggregate traffic rate
passing through the core is lower).

7.2 ModelNet-TE Emulator

7.2.1 ModelNet Primer

The original ModelNet software [113] is an IP network emafatvhich allows to run unmodified
applications plugging them into realistic, large-scalénoeks. ModelNet implements emulated
virtual topologies that are independent from the physkestlted interconnection. A synoptic of its
architecture is sketched in F[g. ¥.2. The ModelNet envirenntonsists of two kind of machines,
HosT and RE, interconnected by a physical LAN (address 192.168.0.0124e figure). The
CorEmachine emulates the virtual network with an arbitrary togg, while each kbsTmachine
runs multiple instances of the application under test (in @ase, BitTorrent or WineStreamer
clients, se¢ 7.312). Each instance is bounded to a VirtualeN¥N) and a virtual IP address
belonging to a private subnet (typically the 10.0.0.0/&uuek), dedicated to ModelNet emulation.
While in the physical topology VNs runs ond$T machines, in the virtual topology each VN is
attached to a Gateway node (GW), that constitutes its isfgrggess point in the emulated network.

Notice that, for the emulation to be successful, each pagdet¢rated by any VN application
instance must be delivered to th@RE over the physical LAN: this is because, for each packet, IP
network emulation takes place at kernel level in th@RE. Emulation tasks can be summarized as
follow: using the source and destination virtual IP addeessf packets coming from applications
running on HbsTmachines, the GRE determines a path through the virtual topology and handles
the packets accordingly. Each hop on this path has a giveswidtin, queuing, propagation delay,
and packet loss characteristics: thus, this hop-by-hopation lets IP traffic experience realistic
wide area effects, possibly including congestion on caksli Notice that packet emulation occurs
in real time, and packet delays are handled with millisecacmliracy.

For the sake of clarity, Fi§. 7.2 depicts the case of an agipdic instance bound to a virtual
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node VN having IP address 10.0.0.1, that wants to send a p&zlke VN having IP address
10.0.0.4. Though both VNs are on the same physicak¥ packets are however delivered to
the CoRrRE over the physical LAN, through a kernel level hack happerahghe interface of the
machine hosting the source VNThe CoRE routes then the packet in the emulated topology: once
the packet has crossed all path hops (in the emulated togolibgs delivered (again through the
physical LAN) to the HbsT to which the destination VN is bound.

7.2.2 ModelNet-TE Overview

To overcome the single-path limit, we have modified the aagjiModelNet kernel module to
allow multiple parallel path to be used between any soursérdgion pair: we call the improved
emulator ModelNet-TE. We have ported the original BSD cadihé Linux kernel, that we make
availablé at [70].

We now briefly describe the improved internal ModelNet-TEisture. As can be seen in
Fig.[Z.2, the topologies emulated by ModelNet-TE can bechlly divided in two sections: a
backbonepart that connects the gateways nodes GW anddgepart that comprises the set of
access links interconnecting each VN to a single GW noderdatjge, we can imagine that each
GW to which VNs are attached, acts as WiFi hotspot or an ADSLAN. We point out that the
TE algorithms only apply to thbackbonepart of the network, acting thus on aggregated traffic
demands coming from the network edge.

The high-level idea of the ModelNet-TE extension is demid¢teFig.[7.3, where all the relevant
components are represented, as well as their relationsldiphair mean of interaction. Basically,
the emulated topologys described through an XML file, as in the original ModelN&: Topol-
ogy definition consists in specifying both edge and backbiorke by fully defining the property
of each link (such as bandwidth, delay, loss probabilityeuisize, etc.) and their topological
interconnection structure.

Routing tables of nodes in the emulated topology are ins$padified in asource routedile,
representing the Forwarding Information Base (FIB). In Midtet, FIB is a text file containing,
for each VN couple, the list of hops that each packet cominghfsourcel’ Ng and destined
to V. Np has to cross. In ModelNet-TE, the FIB is extended in orderaondfe multiple routes
between each VN pair: more specificallyp@bability is associated to each of the multiple paths
connecting each VN couple. The kernel-level forwarding niedapplies then this probability
for each packet: i.e., on each new packet arrival, one of thkipie paths is chosen at random
according to the specified probability.

Notice that the forwarding module only applies per-pathopimlities, but expects an external
L3 TE routing moduldo set them: this way, routing optimization decoupledfrom low-level
forwarding, making it easy to integrate new algorithms. fi@ve the flexibility of the mechanism,
ModelNet-TE already implements two different TE algorithf81, 72] (although in this work, we
use only one of them, that we briefly describ&€ in 4.2.3).

Centralized TE algorithms can easily run on ModelNet-TEtiddothat, given that all GW
traffic transits through the @RE machine, the TE optimization algorithms running on there
benefit of the knowledge of the Traffic Matrix (TM), and of tlead on each link. TM is continu-
ously updated by the @RE more precisely, at a configurable periodic interval, theRE exports

*ModelNet-TE flips a bit of the virtual destination addreskjah forces packets to exit thed$T (instead of being
“captured” by the loop-back interface), and be directedheo@RE (which is set as lésTdefault gateway). The same
bit of the IP destination address is then flipped again atgtaglception in the GRE.

®As our patch applies only to specific versions of the Linuxnleér(namely2. 6. 18 or 2. 6. 22), and so as to
reduce the startup time for new users, we directly providleréady-to-use systerimagesof the patched ORE and
HosTmachines, containing the source code as well.
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Figure 7.3: ModelNet-TE high-level architecture

TM information from the kernel, writing it in an output textdicontaining thdoad of each link
on the network (expressed as the sum of the Protocol Data(PDit)) lengths that crossed each
link during that timeframe). TM information can then be usadnput by the TE toolbox running
in the user space, so to compute the FIB to be used by tireh the kernel-level forwarding
process, as illustrated in Flg. 7.3.

The routing/forwarding decoupling is not only a natural icko as it follows from standard
operation in IP networks, but also simplifies the integratid new modules by (i) providing a
simple, clean and natural interface for the Linux environtiee., a file to read TM statistics from
the kernel, a file to write FIB information for the kernel) afiijl avoiding constraints on the time-
scale of TE optimization module (which asynchronously rumgser space). To better grasp the
advantages of this design choice, let us consider which eteden the (i) TE optimization and
(i) FIB update process may constitute a bottleneck. Canmdide ideal case of an instantaneous
optimization algorithm: then, update rate could only betka by the time it takes ModelNet-TE
to read the new FIB from disk. As, in our experience, loadimgupdate routing tables takes less
than a second (for moderate size networks of 10-50 nodés)dises no constraint on the choice
of TE timescale. Indeed, the bottleneck in the FIB reconéian rate is more likely tied to the
TE algorithm running time, that depends on the algorithm glexity, and is generally tied to the
solution of an optimization problem.

With respect to our L7 vs L3 routing interaction study in a RBPTE scenario, notice that
once the source routes are updated by the TE module, tiRe @iill use the updated routes in
the emulated topology, possibly triggering in turn changek7 due to P2P traffic dynamics, as
depicted in Fig[_Z]3. This feedback happens naturally, wighout requiring any modification at
the application level, which is thus unaware of the L3 dyr@min turn, changes in the L7 traffic
matrix translate into different loads at L3, which possibliggers a new update of the source
routes by TE, closing the feedback loop.
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7.2.3 ModelNet-TE Minimum Congestion Load Balancing

As already said in the introductory section, we did not pgyéte in the development of the load
balancing algorithm but we present its description hereageehe understanding of the following
sections.

The L3 TE algorithm we consider in this chapter is the classinimum congestion load
balancing problem, probably first introduced in [27]. Faclelnk [, we define a convex increasing
function f;(p;), wherep; is the load on linkl, and the problem objective is to minimize the sum
over all links of )", fi(p;). The rationale is that this function represents the congesn the link,
and that TE should strive to minimize the total congestiothemnetwork. Convexity is intuitively
justified by the fact that at higher loads, an increase in lgagerates more congestion than at
lower loads. This objective function has become very paptiethe point that [125] defines TE
as the procedure through which the network operator mis}z, f;(p;).

Regarding the link congestion functiofa(p;) we chose the resulting mean queue size of a
M/M/1 queue:

filor) = 2 (7.1)
C—pPl
The influence of the particular choice ¢f(p;) on different performance indicators is studied
in [31]: as long as[(7]1) is convex, increasing and diverges, aeaches;, the exact choice is
unimportant in what regards path available bandwidth amduiilization.

The first input to the algorithm is the TM information. If eygBW is ordered by an index, TE
traffic matrix contains in itgj-th entry the mean traffic demand from noddestined to node,
usually called Origin-Destination (OD) pair. In additiomthe TM, the algorithm also requires a
set of paths that each OD pair may use. By specifying thia geiori, the resulting optimization
problem is convex, which simplifies its solution (note thaths in this set are onlgotentially
used in the solution, i.e., the amount of traffic sent alomgespaths may be zero). In particular,
we bound the length of alternate pathg with respect to the length of the shortest pgithfound
by Dijkstra, so thatA| < |S| + 3. In other words, we take alternate paths that exceed théeshor
path by at most two hops, so to be able to route around a caugsk or node, without incurring
the load overhead of longer paths.

All in all, given the topology, thef;(p;) associated to each link on the network, the traffic
matrix and the paths that each OD pair may use, an algorithmeesgled to find the amount of
traffic that each GW should send along each path, so as to m@), f;(p;). With this respect,
several choices are possible since the problem is convesingtance, a classical approach to this
kind of problems is the gradient descent method [26]. Howewest of gradient based algorithms
include a parameter that controls convergence speed, wiaglbe very tricky to assign. Although
for each algorithm there exists a range for this parameggmitakes the solution converge, in turn
these values may result in slow convergence in certaintsitga Conversely, larger values for the
descent parameters may translate into faster convergeuosgan possibly also trigger oscillations.

To avoid this reactivity-stability tradeoff, we resort teetuse of so-called no-regret algorithms:
in particular, ModelNet-TE implements the Incrementallglaiptive Weighted Majority (IAWM)
algorithm [7], that presents the advantage of self-regqaiat~or instance, its convergence speed is
automatically set, depending on previously observed gatig;(p;). For lack of space, we invite
the reader to [7] for a thorough algorithm description, anf81] for extensive simulations results.

7.2.4 ModelNet-TE Scalability

It should not be forgotten that virtual nodes and virtualdlogy are ultimately emulated by the
over a physical network, and that multiple virtual nodesrareon HoSTmachines. Hence, certain
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constraints must be met so to avoid that LAN capacity, CPUANKRottlenecks perturb the ex-
periments. Our setups comprises 6$1s and 1 @RE machines, each equipped with Intel Xeon
CPUs (4 cores in hyper-threading running at 1.86GHz) and BR&B!, that are interconnected by
an Ethernet Foundry Edgelron 24G-A switch with 1 Gbps pootsspand a 4 Gbps back-plane.

Concerning CPU and RAM bottleneck, we experimentally vedifihat each HsT is able
to run up to 35 P2P clients without incurring CPU penalties. (iCPU idle time was always
higher than 20%): hence for instance, with 6 machines, webodd overlays whose size reaches
Np = 200 P2P clients (which is also a reasonable swarm size for batslihring and live-
streaming, cfr[7.3]2). We point out that the number of P2Rliegtion instances that can be run
on asingle kbsTmachine also depends on the emulated VN uplipk and downlinkC'p ; access
capacities, as these translate into constraint on the gadyldDST capacity. In our scenarios, we
verify that such safety constraints are met, as the maximggnegated throughput (measured
over 1 second long time slots) generated by the whole set ob 818l never exceeds 377Mbps
(BitTorrent) or 140Mbps (WineStreamer).

An even more stringent constraint applies howevera®€Ecapacity: indeed, in ModelNet-TE
each packet needs to traverse the core twice, and althowlletpaare sent on virtual interfaces,
they enter the ORE through the same physical interface. As emulation happemsdl time,
at any time the overall traffic sent by alld$T1s in the physical network (or, equivalently, by all
VNs in the emulated network) must not exceed the capacithefORE as otherwise unwanted
queuing and drop effects may arise in the physical LAN, pbitig thus the experiments. In
other words, it must be ensured that the sum of uplink and tokviraffic does not exceed the
CoORE capacity, translating inte'; + C'p < 1 Gbps, where;; andC'p represent the aggregated
uplink Cyy = ZiszlN Cy,i and downlinkCp = ZiszlN Cp,; capacities respectively. Our setup can
therefore be considered conservative since, as we jusbs#fvapplications generate an aggregate
traffic which is lower than the 1 Gbps threshold. Hence, weinfar that, at least theoretically,
our testbed could scale-up by a factor of 2.5 and 7 respécfioeBitTorrent and WineStreamer.
A more conservative estimate that takes into account [8fge&nce (hinting to a degradation
of ModelNet core precision for aggregated traffic greatantB00Mbps), would still support a 4
times WineStreamer swarm.

7.3 Scenario and methodology

We now describe the scenarios emulated in our experimeatabaign, providing motivation and
detailed information concerning our choice of (i) netwookalogies, (i) TE algorithm details,
(i) population models, (iv) P2P applications.

7.3.1 L3 Network
7.3.1.1 Topology

Irrespectively of the P2P application, we consider two mekwopologies: namely, (i) a realistic
Abilene topology and (ii) a simplified pure overlay model.

Often indeed, network topology is not considered due toistuduch as [4], showing the
bottleneck to be sitedt the edgeof the network. However, this assumption holds for scesario
with a majority of low-capacity access technologies, sustea., ADSL lines, whose upload
capacity is significantly limited. Furthermore, this maylooger hold in case of fast FTTx Internet
access (i.e., Fiber To The Curb/Home), which is in the agefidd major developed countries,
and that reinforces the need of studying more realistic ogt\wcenarios.
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Figure 7.4: L3 Abilene topology and L7 swarm: uniform (left3 skewed (right) population
models.

Second, signals of the fact that P2P (or other user-levdicapions) are already causing con-
gestion to ISPs can be inferred by recent issues such ag (ibttling of BitTorrent connections
by Comcast in the US [23] or (ii) the throttling of MegaupldaygFrance Telecom in Europe [67].
The above examples show that, actually, ISPsadmeady strugglingwith the amount of data in
their networks as of today, i.e., even when FTTx represeninanity of access technologies.

We take into account the above observation while buildingmnlation scenario. Due to the
scale of our testbed, and to the physical limits of the imtenection (i.e., Ethernet transceivers,
switches back-plane, number o4 T described it 7.214), it is however clearly impossible to em-
ulate a full speed Internet core. Rather, we observe thélgmres may arise when the aggregated
traffic generated by the user may cause congestion in theorietand decide thus fointly scale
access and core capacities so to produce situations stmil@3, 67]. Notice also that while, the
BitTorrent vs Comcast case has already hit the media, P2Bpplication may represent a similar
threat due to the forecast ed growth of Internet video [21].

The realistic network scenario we design is thus as in[Ed).With core links interconnected
according to the well-known Abilene topology [1], compngiNr = 11 routers spanning over
the US country. In our scaled setup, we consider core lingaates inC' = {5, 10} Mbps and
we model peer access capacity as loose symmetric FTTHWijth= Cy;; = 5Mbps. Itis worth
pointing out that the aggregate traffic of each peer is oreaeebetween 720Kbps (WineStreamer)
and 1.5Mbps (BitTorrent), and that since part of that traffidirected toward other peers behind
the same GW, it will thus not consume core link capacityHence, whileC' = 5 Mbps represents
an under-provisioning scenario (i.e., the core is not abteainsport all the aggregate traffic and we
expect losses on core links), the= 10 Mbps scenario models a fairly well provisioned network.
These values have been chosen empirically since is difficukactly size a network in function
of access capacities and video rate. Moreover notice thaagh realistic, the Abilene topology
is also a hard scenario for load balancing, since the leveathf diversity may not always allow to
routearoundcongestion.

To better grasp the impact of the network topology, we complae Abilene scenario with a
simplified model (not shown in the picture) where all peessiaterconnected in a star topology
to a single network core router. No capacities or delay argl@&ed in the network core (but only
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at the access): hence, due to our physical setup, the bazkboas at 1 Gbps switched Ethernet
speed (which is much faster than the Abilene case, and wloeigestion never arises). Still, in
this scenario we may enforce realistic access latenciggnding on the population model (see

[7.3.2.7).

7.3.1.2 Traffic Engineering

We now discuss some implementation details of the iIAWM atgor described i 7,213, notably
the timescale at which the algorithm is run. Let us recall dme of the inputs to the algorithm is
the traffic matrix (TM), defined as the amount of aggregatedtidflic each GW node exchanges
with each other.

In ModelNet-TE, the TM is sampled over windows @©fseconds«# = 1 in our case), and
ModelNet-TE can perform simple operatidr(g.g., average, standard deviation, maximum, etc.)
over W consecutive time windows. Then, aftéf consecutive windows, these demands are ex-
ported from the kernel to the TE algorithm (§ee"4.2.2). Fergkperimental campaign reported in
this chapter, we sé’ = 30, and run iIAWM periodically afte#V” windows, to set the new routing
tables. Notice that the resulting timescale of the L3 tradfigineering decisions is on the order
of 30 seconds (which is comparable with the order of the L'2scale, as we describe in the next
section).

7.3.2 L7 P2P Applications

At L7, we build realistic scenarios by considering heteragty in the (i) class of P2P applications
and (ii) peer population models.

We select two P2P applications, namely BitTorrent [15] anmhéStreamer [14, 55], that
offer heterogeneous services and have thus a rather desideisign. Indeed, BitTorrent and
WineStreamer are rather diverse in their constraints, @kstic file-sharing vs minimum rate
live-streaming), architectural choices (i.e., TCP vs URRY trading logic (i.e., rarest-first vs
playout-deadline based). Yet, these applications als@swme similarities (i.e., both are built on
an unstructured a mesh overlay, with each peer optimizsxgetghborhood by preferring high-
bandwidth peers) that are a natural result of the evolutfdheolnternet P2P ecosystem, following
the good performance these choices have exhibited [54, 104]

For both applications, we emulate a flash-crowd scenariohictwa single source initially
provides content (i.e., a file, or a TV channel) to a swarm\gf = 200 peers. Notice that
this is a reasonable swarm size for file-sharing applicatitimat furthermore trades off between
observation in [84, 126]: more precisely, [126] observed tinly about 1% of the torrents have
more than 100 peers, while [84] reports typical sizes of &itdnt swarms to be around 300-800
peers [84F. As far as live-streaming is concerned, in chapter 3 we obskthat the swarm size
for the same channel also depends on the application (héchweflects the application popularity
rather than the popularity of the content itself), with sswarranging from 500 peers in TVAnts
to about 180,000 peers for PPLive for the most popular contéence,Np = 200 can represent
an highly popular channel over a mildly popular applicationa mildly popular content over an
highly popular application.

For the sake of simplicity, we consider homogeneous swagapadgities (i.e. each node has
the same access capacity as described in sdcfion T.3.btide that the effect of heterogeneous

"The support for different operations simplifies the implatagion of different algorithms, that may rely on different
inputs (e.g., average for iAWM [7] or maximum for [72]).

8This may be due to the fact that [126] exhaustively explaletorrents, while observation in [84] are limited to a
smaller torrents catalog.
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Figure 7.5: Uniform vs skewed population models: end-tddatency distribution.

swarms with multiple capacities are well-known [53] fromuagL7 standpoint, and may be worth
investigating from a joint L7/L3 viewpoint as future work.

7.3.2.1 Population model

Irrespectively of the P2P application, we may considered#ht swarm population models. In the
Abilene topology of Fig_'7}4, each router acts as acces®rdat several peers of the network:
since the Abilene network compris@éz = 11 nodes, and since we emulal& = 200 peers
swarms, on average there are about 20 peers per node. Indx#h, swarms initially have a
single source located in Kansas City (in the middle of US).

However, while emulation studies usually uniformly distrie peers in the network (e.g., by
spreading peers at random over PlanetLab nodes), we argupdér population is more likely
to reflect the actual human population in the real world. Aes Alibilene network spans across
the US, we consider US cities of Abilene PoP and distribuersto routers proportionally to the
population of the corresponding urban area [118].

The skew in the population distribution translates into aendustered swarm population,
where several peers (users) may be found behind the sanee (oity). In turn, this also affect
the distribution of the end-to-eRdatencies, as peers are now more likely to be close.

The difference in the uniform vs skewed population modelpictorially represented in
Fig.[Z.4, and the corresponding distributions of edgeelgeelatencies are reported in Fig.]7.5.
Latency distribution shows the impact of skewed peer pdjmnaas three peaks clearly arise:

®Notice that edge-to-edge latencies are measured betwgepaamof gateways GW (or IP routers), taking into
account the physical distance between US cities. We degitenties by applying a factor of 5 microseconds per
kilometer of optics fibre [52]. End-to-end latencies are ktad by additionally taking into account the local loop
network beside the access GW adding a uniformly distribategss latency with mean 1ms.
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these correspond to (i) low delay for nearby communicatian, (behind the same GW or con-
fined in the east cost, west cost, or mid US), (ii) moderatayd&r mid-range communication
(i.e., between east cost and mid US, or west cost and mid W8)(i@ high delay for faraway
communications (i.e., between both coasts). Notice aksbhtigh delay PDF peak is pronounced,
as the majority of US inhabitants can be found along the pasted western US coasts. Con-
versely, uniform peer distribution yields to a completelffedent latency distribution, which is
unrealistic with respect to actual measurements carrigd oreasurement projects such as [120].

7.3.2.2 P2P Filesharing: BitTorrent

For file-sharing, we use the Python version of BitTorref@-@GPL. In file-sharing, the main aim
is to let all peers in the swarm download the content in theteslBbpossible time. Notice that
the BitTorrent version we consider employs TCP at transfay&r (L4). While we are aware
that recently BitTorrent introduced a new applicationelayransport protocol based on UDP at
L4 [96], we choose TCP filesharing since the new protocolristfe time being implemented only
in a specific client (namely,Torrent, that is estimated to account for varying ratio dffBirent
clients from 15% [84] to 60% [126]. Besides, our attentiohese more focused on the interaction
of P2P applications and L3 network, rather than to the peréorce of BitTorrent under a new
congestion control paradigm, which has been investigait¢tilio].

We point out that providing a survey of BitTorrent is out o hurpose of this work, for which
we refer the reader to [15,53]. Here, we only mention thafd@itent peers establish and maintain
a limited number of connections, over which they downloaalsportions (or chunks) of the file
they are interested in obtaining. Periodically (every 2bsels), peers rank their connections de-
pending on the download rate, keeping only the best cororec{i‘chocking” the least performing
ones), and optimistically trying to discover new potengiabd peers (nicknamed as “optimistically
un-choking” in BitTorrent, and performed every 30 seconds)avoid free-riding, BitTorrent en-
forces reciprocation of content exchange (tit-for-tatil,aio avoid resources hot-spot, BitTorrent
peers try to equalize the chunk availability in the systendbwnloading the rarest chunk first.
The timescale of the L7 application dynamics is on the ord@0seconds, thus comparable with
L3 dynamics.

In a flash crowd scenario, BitTorrent peers behave diffgret@pending on whether they are
leecher or seed. Initially, the seed is the unique sourceldfCeMBytes file: hence, at the very
beginning we expect most of the traffic to be originated frasiale VN (i.e., the seed). However,
as chunks start spreading in the swarm, exchanges betwesdrelts become prominent, until the
seed contribution is no longer necessary [53]. Hence, dféctmatrix offered at L3 by L7 will
change during the whole experiment duration, so that theesysvolves without ever reaching a
stationary state.

7.3.2.3 P2P-TV: WineStreamer

For live-streaming, we use WineStreamer, an applicatioreldped in the context of the FP7
Strep Project on Network Aware P2P Applications over Wiséwdeks (Napa-Wine) [55]. In
live-streaming the main aim is to let all peers in the swargere the minimum stream rate
(similarly to video-on-demand), and to minimize the plalytag with the source (additionally to
video-on-demand).

WineStreamer belongs to the last generation of live-stieguagpplications, and is able to take
informed decisions with respect to the network state [28]okledge of the network state is com-
monly nicknamed as “network awareness”, and can eithere(inkasured by the application or
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(ii) be achieved with ISP cooperation. Examples of (i) imgpreferring nearby peers to faraway
ones based on RTT or IP hop-count measurements, or prefdnigh capacity peers by means
of bandwidth measurements, etc. [28]). An examples of giijeppresented by IETF ALTO [6],
defining ISP servers that acts as “oracles” and participated P2P peer selection process with
informed suggestion on good candidate peers.

In this work, we only consider L7 measurements performedHhayapplication itself, and
turn off WineStreamer ALTO capabilities. Notice that, doechunk transmission duration over
ADSL lines, we expect the bandwidth-aware [104] peer sigleatriterion to prevail over latency-
aware [12] or power-aware [93] (i.e., the ratio of bandwioiler latency) peer selection criteria. In
other words, as for slow ADSL peers the chunk transmissioe &xceeds the propagation delay,
in order to keep the overall system latency low, the abibtfinnd high-capacity peers prevails over
the ability to find nearby peers as already discussed in eH#pt

In all of the following experiments we stream a 600 Kbps vide@5 fps encoded with H264.
In the video diffusion, we map every video frame to a singlargh(while several audio frames
are grouped together in a single chunk to reduce the overh&édko stream is not decoded at
destination, but is discarded to avoid too many concurrémtking IO calls; however, we log
chunk-level arrival patterns to later evaluate the qualftyser experience.

Again, providing a survey of WineStreamer is out of the psgof this work, for which
we refer the reader to [14, 55]. Rather, here we highlightcthraplementarity of WineStreamer
with respect to BitTorrent. On this regards, we point out tha application exploits UDP and,
though it implements a simple retransmission mechanisenydinsion we use in the testbed does
not implement any form of congestion or flow control — hentsgnds out chunks at full speed.
Moreover, chunk size is smaller than the one normally usegitiforrent. as the scheduler per-
forms decisions at a higher rate, hence we expect the P2Rtoelgpod to be more dynamic. Due
to the use of UDP and to the minimum stream-rate requirenveimig Streamer is therefore a non-
elastic application, with stringent near real-time regmients, unlike BitTorrent. Also, differently
from BitTorrent, WineStreamer source is always providiegvrcontent to the swarm, at the same
average rate, so that the system tends to a stationary altaieugh with a varying neighborhood).

7.4 Experimental Results

In this section, we report results of our experimental cagrpaadopting two complementary

viewpoints. First, we analyze the traffic that the P2P aptitinis induce on the L3 network. Then,
we analyze the impact that each simplistic vs realisticipatar choice has on the quality that the
user perceives.

7.4.1 Traffic demands and link load

Let us investigate the traffic demands that P2P traffic insluser the whole network, and how
these demands translate into individual link load. A pietiarepresentation of the traffic demands,
at L7 and L3, is shown in Fi§. 7.6 and Fig.17.7 respectively.

Fig.[Z.6 exploits a matrix representation to compare trafimands of the applications, mea-
sured over the whole experiment duration, where black pairticate a chunk exchange between
two peers. Already at a first glance we can observe the difteren matrix density: WineStreamer
behavior is much more “loquacious”, while BitTorrent carttaa lower number of nodes.

Augmenting the same kind of representation with gray lepetgportional to the volume of
exchanged data, we analyze load on L3 induced by the L7 apiplic Considering for the sake
of example only the BitTorrent application, we vary the Lpptation model and the L3 routing,
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Figure 7.6: L7 traffic demands (Abilene topology, skeweduypaton, IP routing): Swarm adja-
cency matrix for BitTorrent (left) and WineStreamer (right

and depict the L3 TM in Fid.717. Comparing top and bottom rawe can gather the difference
between uniform (top) and skewed (bottom) population medehta exchange in the skewed
population is much more concentrated around few points G8V of large US cities as New
York or Los Angeles) while in the uniform case, chunks areararenly exchanged. Comparing
instead left and right columns, one can gather the differdratween IP shortest-path (left) and TE
multi-path (right) routing: as expected, traffic is moreesgat out under TE load balancing, which
is especially visible in the case of skewed population.

Performance of L3 network are reported[in]7.8, showing limkdl and packet loss rate of
individual links in the backbone, for both P2P applicatieamsl comparing IP vs TE routing. For
the sake of simplicity, we only consider a scenario withistial Abilene topology, 5Mbps core
links, and skewed population. The striking differences tha L7 traffic matrix exhibited i 716,
also entails different impact on L3, which can easily be aixmad.

Consider first the BitTorrent case[in 7.8§(a): as the apptinatersion we use employs TCP at
L4, peers attempt at fully utilizing their uplink bandwidprovided that they have enough chunk
requests). In turn, this yields to a significant utilizatwincore link, which are mostly above 70%
average utilization. Notice also that important links, Isas those serving the gateways where
the source is located, are not facing severe congestionHigiher load or losses), which is again
due to TCP congestion control. Hence, TE only provides mafgihanges in the traffic matrix,
increasing by about 2% the fairness of the link utilizatione@sured with Jain fairness index
(N 00?2/ (N SN, p2) with p; load on thei-th link).

Conversely, in the WineStreamer cas¢ of 7])8(b), we notiaeltiad is unevenly distributed,
with some links being lightly loaded and other carrying #igant traffic amount, and experienc-
ing non marginal losses. This striking difference is dua)tal{unk scheduling dynamics and (ii)
the transmission of chunks as spurts of back-to-back pscketr UDP. As for chunk scheduling,
peers need to receive content over small time windows, amgkascontent is constantly being
produced at the source, the source is possibly overwhelmetilnk requests. Moreover, as no
congestion control is implemented by the application, the transmission process can be very
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Figure 7.7: L3 traffic demands (Abilene topology, BitToitréite-sharing application). Plots rep-
resent uniform (top) vs skewed (bottom) population modeith IP shortest path (left) and TE
multi-path (right) routing.

bursty, so that aggregated traffic load is no longer smooih e TCP case, but is more likely to
cause drops on some links. It must be said[that 7.8(b) depmésere congestion scenario due to
narrow 5Mbps link, that however let us better grasp someffenotice indeed that while it can
be seen that TE manages to equalize link level load to sonemtefairness increases by about
6%), TE efforts are not sufficient in this severe congestimenario. Worse yet, use of multi-path
TE can seldom overload links (that were only mildly loadediemIP routing), further inducing
losses that were absent under IP (mean loss for IP and TE speatevely3.08% and4, 77%).
This behavior can be induced by the two uncoordinated cbpdiiies at L3 and L7, that happen
independently and at the same timescale, and that we carpéieas follows. Assume that L7
application decides to route content toward a peer whodeipéightly loaded and has never ex-
perienced losses. Assume further that, roughly at the senee L3 realizes that links along the
same path are lightly loaded, and decides to reconfigurelBieNow, what happens is that links
along that path will experience a sudden, unexpected, luadase — that in case of live-streaming
will be exacerbated by the use of full-rate UDP chunk spurts.

Notice also thaf 7.8(b) suggests that not all the networlaciép is fully utilized, while a
swarm of the same size[in 7.8(a) was able to use more resoditzisshints to the fact that peers in
the WineStreamer application could potentially serve nodner peers, thus offloading the source
and further ameliorating system performance. Similar olad®ns lately led to the development
in WineStreamer of a dynamic aggregated congestion camieslUDP, named Hose Rate Control
(HRC) [13], showing thus that ModelNet-TE can provide araloable help to P2P application
developer¥.

1HRC was however not available at the time of the experimerataipaign.
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Figure 7.8: Network link load and packet loss rate, BitTotrgop) vs WineStreamer (bottom), in
the IP vs TE cases, Abilene topology and skewed population

7.4.2 Impact of population model and network capacity

We now focus on the performance of L7 applications, considd(i) the download rate of BitTor-
rent peers and (ii) the percentage of correctly receiveaichtor WineStreamer. We argue these
to be the most relevant metrics that furthermore intuiive{press the quality of user experience:
as for (i), download rate is tied to the system efficiency anthe time it takes peers to complete
their download; as for (ii), the video quality is badly affied by chunks that are received after the
playout deadline (e.g., due to queuing delay at L3) or thebaly partially received (e.g., due to
packet loss at L3 that WineStreamer retransmission mesimafziled to recover). Both metrics
are evaluated over windows of 10 seconds (i.e., the samedateeemployed by BitTorrent to
rank the active peer set for the choke operation). In thevioilg, we report results gathered over
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Figure 7.9: Impact of (i) uniform vs skewed population modeld (ii) core link capacities
C=5Mbps vs C=10Mbps. Arrows are used to highlight the peeggnof difference between the
mean valuesf the corresponding CDF curves.

5 different runs for any given experimental settings.

We first consider the impact that the capadcityon core links and the peer population model
have, and depict the cumulative distribution function (§Bfthe download and chunk reception
rates, measured over the whole swarm in Eigl 7.9 (for the tiging, we fix the topology to
Abilene and limitedly consider IP shortest path routingpséimpact we instead assesk in 7.4.3).

Consider the population distribution first. The generalsidaration is that skewed population
is beneficial in that, provided that the application is awafratency or bandwidtH, it can estab-

Hsince TCP is advantaged by smaller RTT, application priefighigh-bandwidth peers will also likely prefer nearby
peers. Even for application such as PPLive, using UDP at Iddnaeasuring transfer rates at L7, we experimentally
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lish neighboring relationships with peers attached to #mesGW router, thus confining traffic at
the edge and avoiding narrow core links.

Focusing on BitTorrent clients, we see that lowest downl@dds are achieved by peers on
the C=5Mbps uniform population scenario: then, notice thabughly equivalent performance
gain can obtained by either (i) doubling the capacity untiergame population model or (ii)
considering a skewed population model at the same capawity. INotice indeed that the average
download rate increases by 25% and 26% respectively, agteeda Fig[7.9-(a).

Considering WineStreamer clients, we see that the impattieopopulation model remains
considerable, although in this case core links capacifiggspa determinant role due to stream-
ing constraints. Indeed, considering the under-provaio@=5Mbps scenario in Fi§._1.9-(b),
on average 22% more chunks are received under a skewed poputaodel with respect a uni-
form one. Yet, change in the population model are not sufficias the percentage of received
chunks for C=5Mbps is still low for some peers (those thatengarviced by the underprovisioned
link exhibiting up to 40% packet losses in Fig.]7.8), whileuation improves considerably for
C=10Mbps.

7.4.3 Impact of network topology and multi-path routing

Let us now consider the impact of the network topology andimgupolicies, where for the sake
of simplicity, we only consider a skewed population modeal.aksess the impact of the topology,
we compare a pure overlay model against a well provisioneitieAd network with core link
capacity equal to C=10Mbps. While it is straightforward doefsee that on a pure overlay model
both applications will perform better, as we removed anylogical bottleneck, it would not be
possible to quantify this gain without ModelNet-TE.

As expected, we see that in the case of BitTorrent the pedono@ achieved on a pure overlay
model can be significantly higher with respect to the Abileage. This is because once in network
capacity bottleneck are removed, TCP can make better udeecddcess capacity: on average
BitTorrent can download at a 40% faster rate in a overlay-sgknario with respect to shortest-
path IP routing. Conversely, as the video stream sent by Stieamer has a fixed bitrate, and
since the capacity of the network is provisioned to transplnost all that traffic, the difference
between the overlay-only vs IP routing is limited to 4% (espvely, 95% vs 91% of chunks are
received on average).

Finally we analyze the influence that TE techniques can have2P systems, by contrasting
IP vs TE routing on the Abilene topology: counter-intuitigewe see that TE may lower the
performance of both applications.

In BitTorrent, this can be explained by the fact that, recglFig.[7.8(a)-(a), nearly all links
already operates at a regime close to their capacity. HascE: reroutes the traffic along possibly
longer paths, it extends the number of traversed link fohgexket: thus, while TE balances the
load more evenly across links, it may in turn raise the glatstivork load. Second, since TE
operates on a per packet basis, it may alter TCP congestiuinotoindeed, TCP transmission
mechanism is self-clocked on the basis of RTT estimationedh packet may traverse different
paths, of different lengths, with different levels of costien, this can significantly affects the
RTT estimate. Second, as packets can now arrive out of drdemay possibly trigger spurious
TCP retransmissions [68]

WineStreamer is a network aware application, that alreadgiges measurement on the un-
derlying L3 network, so to perform informed peer selectiod acheduling decisions: in this case,
periodical changes in the network topology due to TE are roeficial to the already complex

verified in chaptelr4 that bandwidth preference induces steting of nearby peers.
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valuesof the corresponding CDF curves.

L7 algorithms. Recalling 718, we see that due to the highlgtyuchunk transmission process, it
seldom happens that independent L7 and L3 decisions irecteadoads on some link. However,
since this is the result of two uncoordinated decisions iinpossible to blame a single actor be-
tween L3 or L7, as problems arise from the interplay of batifatt, both L3 TE and L7 algorithm
take decisions on the assumption that, respectively,draifiil network topology are static: thanks
to ModelNet-TE we see that when this assumption no longatshainexpected phenomena may

arise.
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7.5 Conclusions

This chapter presents ModelNet-TE [70], a open source dionlgool with Traffic Engineering
(TE) capabilities: building over the original ModelNet epwhich only offers standard IP routing,
we added the support of TE and implemented a multi-path lagémhbing algorithm. At the same
time, our purpose was to design a flexible tool, that can byaategrated with many other TE
algorithms beyond the one that we provide.

As a case study, we use ModelNet-TE to analyze the interatiiween Traffic Engineer-
ing at the network level (L3) and end-to-end control pobdimplemented at the application-layer
(L7) by P2P application such as BitTorrent (one of the mogiuter file-sharing applications)
and WineStreamer (a mesh-based network-aware live-singaapplication). We performed a
thorough experimental campaign, considering severahpeters (such as topology, core link ca-
pacities, IP vs TE routing, peer population models, etc.Jherscenario definition. To gather a
comprehensive understanding of the system dynamics, wesxperformance in terms of both
network-centric and user-centric metrics: at L3, we meadink load and losses and at L3 we
measure the BitTorrent download rate and WineStreamerkctaagption rate.

Our results not only validate ModelNet-TE as a complemeritaol to test P2P applications in
realistic environment, but also yield several interestirgights on L7/L3 dynamics. Summarizing
our main findings, we have that overlay-only models yield agrly optimistic evaluation of P2P
application: while the overlay-only model applies to toadfDSL access, we have increasing
evidence [23, 67] that in the near future bottlenecks mayomgér sits at the user access link.
Second, we observed that the population model heavily iBpa@rlay performance, as its impact
can be of the same order of magnitude of in-network capaitititdtions: hence, the ability to
localize part of traffic behind the same access gateway, Bygneans of IETF ALTO servers,
seen an interesting option to offload the network and anatéathe user experience. Third, we
see that TE can noticeably worsen L7 performance: this eountuitive results is due to the
interplay of several factors, among which (i) the impact ef-packet load balancing on TCP
performance, and (ii) the uncoordinated reconfiguratiothefoverlay and underlay networks for
unelastic applications.

While this work attempts at analyzing a large spectrum ofiades, it also leaves many points
open. As far as the experimental results are concernedxé&mge, it would be interesting to
assess whether the conclusions gathered in this chapt@ioaesgeneral than the explored settings,
i.e., if they continue to hold for different topologies, THarithms and P2P applications. As far
as the tool itself is concerned, it would instead be intangsto further extend the scale of the
achievable experiments, e.g., by allowing the newly iniiatl TE functionalities to work on
multiple parallel @REs as supported by the original ModelNet core for shortest [Rtouting.
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Chapter 8

Conclusions

In this thesis we studied the importance of network awareime®eer-to-Peer television: in last
years we saw P2P-TV loosing traffic share with respect tortiditional client-server streaming
model. However, in a near future where FTTH is widely deptbgad users have enough upload
capacity, P2PTV could still play a major role in the disttiba of video content. In such a scenario
is important for both P2P application developer and netvaprérators to know how to deal with
the traffic patterns generated by P2P-TV swarms and, at the 8mne, it is important to optimize
as much as possible data exchange between nodes of the swarm.

8.1 Summary

Passive AnalysisOur first work aimed at measuring the level of network awassrembedded
in the applications that are mainly used today. We did thissélfing up an European-
scale testbed in which 37 machines running undisturbed P&Rscand passively collected
packet traces. We then proposed a methodology to analyaeaddthighlight which met-
rics, if any, are exploited by P2P-TV applications to op#ethe video delivery. Consid-
ering three popular P2P-TV applications, nameEBLi ve, SopCast andTVAnt s, we
have shown that onlff'VAnt s and PPLi ve exhibit a mild preference to exchange data
among peers in the same Autonomous System. However, noneeiaé preference versus
peers in the same subnet, or having a shorter path, neithersthof incentive mechanism
emerge from any of the system under observation. This metbgd alone, however, did
not permit to analyze the so-called path-wise metric sudRasd-Trip-Time, path capac-
ity or loss rate. We thus developed another methodology hwhigloits the joint use of
active (controlled testbed) and passive measurementitpehifor the analysis of the net-
work awareness of P2P-TV system.

Hybrid Analysis The technique was designed so to consider P2P systems ak&blg and as
such can be applied to future systems as well. It consists afcéive testbed in which we
have a few controlled nodes running the application. Withixaaohfirewall rules and net-
work emulation at kernel level we force impairments (latemapacity, etc) on links and we
register application behavior. Besides that, we exploiassjve dataset to correlate results
and have a bigger and sharper understanding of the appticéhavior. As a case study,
we applied the methodology to the analysiP8iLi ve gathering interesting results. First
of all, by means of active testbed methodology, we foBRti ve to be extremely sensitive
to bandwidth, only mildly sensitive to losses and mostlywai@ of IP distance, expressed
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in terms of either delay or IP hop count, which is in agreemeith [5]. Refining fur-
ther this picture, we found that actually the peer selegimtess is continuously updated,
with a relative preference among path-wise propertiesdeépéends on the actual magnitude
of the impairment. Interestingly, by the correlation as@éyof peer-wise preference gath-
ered through the passive technique, we showed that the &erg bandwidth sensitivity of
PPLi ve, seems to induce a desirable side-effect: namely, a me&dgeat-clusterization of
peers within the same AS and CC.

Sherlock We then developed a general framework for the charactanzatf any P2P applica-

tion based on a black-box measurement and analysis of tffie tteey generate, coupled
to an expressive data representation exploiting Kiviaplygsa We used Sherlock to analyze
a number of file-sharing, VolIP, VoD and live-streaming P2PBliaptions that are popular
nowadays, further presenting two case studies, namely R@maly detection and P2P
network awareness. As emerges from the results, Sherl@cl hamber of desirable prop-
erties, which makes it a valuable tool for P2P traffic analysiirst of all, it allows a very
compact representation of rather heterogeneous featmdasetrics, which can be further-
more easily customized as we shown. Moreover, the repiegamis flexible in the space
domain, which is suited to express not only individual pdeisavior, but also generalizes
well to express the aggregated peer behavior (e.g., mednjsavariability (e.g., standard
deviation). The representation is also flexible in the tiroeédin, which allows to observe
not only the long-term behavior of P2P applications, buttdreporal system evolution as
well. Finally, Sherlock is generally applicable, in virto€its black-box approach, which
is important in reason of both the varying popularity of mit applications and the close-
ness of popular P2P applications. Notably we implementestI&tk in a demonstration
software (P2PGauge) that measures and displays the nedwarikeness using multiple rep-
resentation (maps, probability distributions, kiviat kB Starting from the understanding
that no conclusions can be drawn without jointly leveragespe and active measurement,
P2PGauge computes statistics exploiting both peer-wigsg@@mous System, Country, IP)
and path-wise (RTT, hop count, path capacity). We appliadnoethod to SopCast which
showed a greedy preference toward high capacity nodesembuyth a negligible prefer-
ence towards topologically close peers.

In the second part of the thesis we focused on the testing tafonke aware algorithms and
applications in controlled environment: particularly wanted to assess (i) how much measure-
ment errors on network property impact overlay performaarwk(ii) which are the interactions of
L7 and L3 when traffic engineering algorithms (TE) changeqgacally the underlying topology
configuration.

P2PTV Simulation In Chaptef 6 we compared different state-of-art “netwonkai@” algorithms

by means of a simulation campaign. We defined a flexible framnewvhich can be easily
extended with new components: our purpose was to underathatwere the main factors
that affect P2P-TV performance, and to what extent perfaneadegraded under realis-
tic settings. We modified P2PTV-SIM a chunk level simulatoneeived in the NapaWine
project; P2PTV-SIM takes into account several factors sigcheterogeneous class of peers,
access link capacity, link latency and exposes to diffusigorithms information about L3
network and nodes; moreover this information can possiblghanged by an error model.
Our main findings can be summarized as follows. First, we dotie impact of the L3
underlay network model to be modest, with a small perforraayap between simple (e.g.,
constant and fixed delay) and realistic models (e.g., nariditency or dynamic latencies).
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This owes to the fact that the propagation delay has a smalfgact with respect to trans-
mission delay, especially considering the relative lowazty of current scenario. At the
same time, we can expect that, as the access capacity iesye¢las impact of propagation
latency may need to be reconsidered. Second, we found stansyperformance was rather
robust to errors in the measurement of peer properties. iaasely, provided that peers
capacity was clearly separated, the ability to roughlyritisimate high-capacity from low-
capacity peer was sufficient to guarantee a good level obpagnce. Similarly, errors in
the latency estimation only affected the traffic localityt Bystem performance were oth-
erwise unaltered. Finally, we found the impact of signalengprs to be, by far, the most
important factor able to significantly degrade the quality?@P-TV services and was able
to severely impact overlay performance already from vewy ilstensities. This suggests
P2P-TV protocol designers to pay special attention to $ilggndogic, in order to gather
reliable estimate of the achievable system performance.

P2P Emulation Finally we presented ModelNet-TE [70], a open source erimnidabol with Traf-
fic Engineering (TE) capabilities: building over the origirModelNet core, which only
offers standard IP routing, we added the support for Traffigikeering (TE) and imple-
mented a multi-path load balancing algorithm. At the samme tiour purpose was to design
a flexible tool, that could be easily integrated with manyeofiE algorithms beyond the one
that we provide. As a case study, we used ModelNet-TE to aadhe interaction between
Traffic Engineering at the network level (L3) and end-to-endtrol policies implemented
at the application-layer (L7) by P2P application such agditent (one of the most popular
file-sharing applications) and WineStreamer (a mesh-basedork-aware live-streaming
application). We performed a thorough experimental cagrpaionsidering several param-
eters (such as topology, core link capacities, IP vs TE mguieer population models, etc.)
in the scenario definition. To gather a comprehensive utatatig of the system dynam-
ics, we expressed performance in terms of both networksicemtd user-centric metrics: at
L3, we measured link load and losses and at L3 we measuredtifai@nt download rate
and WineStreamer chunk reception rate. Our results not\aligated ModelNet-TE as a
complementary tool to test P2P applications in realistidrenment, but also yielded sev-
eral interesting insights on L7/L3 dynamics. Summarizingmmain findings, we found that
overlay-only models yielded an overly optimistic evaloatiof P2P application: while the
overlay-only model applies to today’s ADSL access, we haceeiasing evidence [23, 67]
that in the near future bottlenecks may no longer sits at $ee access link. Second, we ob-
served that the population model heavily impacts overlajopmance, as its impact can be
of the same order of magnitude of in-network capacity litiotes: hence, the ability to lo-
calize part of traffic behind the same access gateway, §.giglans of IETF ALTO servers,
seen an interesting option to offload the network and anaédhe user experience. Third,
we saw that TE could noticeably worsen L7 performance: thister-intuitive results was
due to the interplay of several factors, among which (i) theact of per-packet load bal-
ancing on TCP performance, and (ii) the uncoordinated frfggnanation of the overlay and
underlay networks for unelastic applications.

8.2 Future Work

Despite we did our best to make this work as complete as pgessiiere are inevitably points
that we did not deal with for lack of time, or which would reguisupplementary year(s) to be
discussed. In the following, we present issues that we tamekstill open and we would like to
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pursue in the future.

Next generation applications Frameworks and analysis methods for the measure of network

awareness presented in first part of this thesis have bedie@pp P2P-TV applications
that were the state of the art in 2008 and 2009. During theykests however, P2P devel-
opers improved their existing solutions and different reetwaware approaches have been
studied by other project as well (P2PNext [77] or P4P [12@))r opinion is that a compar-
ative study assessing the improvement done in recent yeaecessary. Also, it could be
interesting to monitor applications, for instance by meafrsherlock, over a period of time.
In fact, studies as the one presented in chdgter 3 are uséftiidir main limit is that they
refer to a snapshot of time; it would be more valuable to agipdyvery same methodology
continuously over the years, to monitor the evolution arejesof P2P applications.

Churn Chapter$ 6 andl 7 analyze swarm performance in realistiasosnand on stable condi-

tions but do not take into account one of the issues in P2Bmatng: peer churn. Although
it is true that population is almost constant during popplagrams, still sudden departures
or flash-crowd arrivals could mine the stability of the systand degrade user-perceived
quality of experience. The problem is complex and worth tctoelied, e.g. by measuring
real life churn behavior (channel switch, mean durationejirand then embed a derived
model in the simulator of Chaptg} 6.

Signaling dynamics Chaptef 6 concludes that signaling errors are the biggestecaf quality

degradation; this result depends on certain parametehsasuchunk-size, buffer-map size
and buffer-map update rate. An interesting future work isttaly the interplay between
those parameters and exploring the trade-off between théhesd caused by high signal-
ing rate and the outdated knowledge of neighborhood’s bufigps due to low signaling

rate; eventually develop novel signaling strategies etipfp buffer-map compression or
prediction techniques. Furthermore, since the signalingehused in simulation was over-
simplified, it would be interesting to implement actual sitjmg protocols for cross-check.

Parallel Modelnet Core As far as ModelNet-TE is concerned, it would be useful toHertex-

tend the scale of the achievable experiments, e.g., by ialipiihe newly introduced TE

functionality to work on multiple parallel GREs. Although this is supported by the original
ModelNet core for shortest path IP routing, in the case of Tgerdhm the issue is more

complex as, at each computation interval, the master cost query all slaves for traffic

load information, re-compute forwarding tables and dislpdihem to slaves. This operation
however should be done carefully since control informatsoexchanged in-bandwidth and
should not deteriorate application performance.

New Topologies and TE algorithmsIn Chapte.¥ we showed that traffic engineering, whereas

reduced losses and congestions on highly loaded link, nidis¢ éimes it did not ameliorate
P2P-TV performance. In fact, an improved quality of seri@QeS), e.g., link load/loss
fairness, is not enough to have higher quality of experi¢@t); load balancers or frequent
route changes, while ameliorating global network perfaroea could annoy applications by
reordering packets or, if application is preforming netvioreasures, by interfering with its
decisions. Besides that, we know from our experiments tiettare particular topologies
in which the action of TE can aid improving both the QoE and@uws. This leads to the
need of a sensitivity analysis to understand which TE allgovitopology performs better
and give developers and operator general guidelines (eguéncy of network measures,
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connectivity degree of L3 network, creation of critical kap links) about development of
new generation applications and good deployment of netimfrstructure.

Web Integration It is well known that nowadays YouTube is generating huge warhof video
traffic and it is the second search engine in the US. If we imagi future in which video
is only in High Definition, the amount of video data served lguYube servers and the
surrounding Content Distribution Network could be too higisupport. A possible solution
would be to implement and standardize P2P trading logic taréubrowsers (for instance
through HTML5<VI DEC> tag) so that each user could, at least, cache very populterdsn
and lighten the load on servers.
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