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Motivation

I Gain a better understanding of the coherent flow structures
and their dynamics in the leading-edge region of swept wings

I Identify the regions of maximum receptivity and sensitivity

Industrial research Academic research
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“The goal of any scientific study of a fluid-dynamical
process is not in the reproduction of its physical

features by direct numerical simulations but in the
extraction of the governing underlying mechanisms
from the data the DNS produces. In other words,

we are interested in the intrinsic flow behavior
captured by the dynamics of coherent structures.”

Mack & Schmid, 2010
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Drag components for a subsonic
aircraft; Thibert, Reneaux &

Schmitt, 1990

I Friction drag ≈ 50% of total drag
for a subsonic aircraft

I Laminar friction drag ≈ 1/10 of
turbulent friction drag

I Large savings are possible by
extending the laminar flow region

I An understanding of the
instabilities leading to turbulence is
required
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Reed and Saric, 1989; Poll, 1978

Non-alignment between
the velocity vector and the
pressure gradient is at the
origin of three dimensional
boundary layers
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Swept-wing instabilities

Attachment line

Crossflow

Tollmien-Schlichting

Λ

U∗∞ W ∗
∞

U∗∞

Local analysis based on simplified flow models provides us
with different instability mechanisms for different regions



Swept-wing instabilities — Attachment line

attachment line

no
rm

al

chordwise

Attachment-line instability: streamlines under the influence
of the most unstable modes; Lin & Malik 1996.



Swept-wing instabilities — Crossflow vortices
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Swept-wing instabilities — Crossflow vortices

spanwise
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al
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Crossflow instability: streamlines of crossflow vortices
obtained from experimental results; Reed, 1988



Swept-wing instabilities — Crossflow vortices

spanwise

no
rm

al

δ99

Streamwise velocity contours under the influence
of crossflow vortices, from experimental results; Haynes & Reed, 2000



Swept-wing instabilities — Global analysis
Simulations of flow about a swept parabolic body 97
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Figure 7. Computed steady base flow for Res = 800, Rδ = 508, Mas = 1.25 and θw = 1: (a) temperature field
T [in K] and iso-contour lines of the Mach number in the s-n-plane (sonic line in red); (b) streamlines (in blue)
and pressure field p [in Pa]. The resolution is 128 × 511 points in the normal n- and the chordwise s-direction,
respectively. (c) Spanwise velocity w [in m/s] at selected positions [in δ] (see legend) in the positive s-direction;
δ99 ≈ 2.38δ indicates the thickness of the boundary layer along the attachment line; δ ≈ 1.97 · 10−4 [m] for the
present choice of parameters.

waves may lead to a strong interaction between the boundary layer and the detached bow shock.
In figure 7(b), we further visualize the three-dimensional velocity field in terms of streamlines.
The typical curvature of these streamlines in the inviscid outer flow region as well as near the
attachment line and inside the boundary layer reveals a highly three-dimensional boundary layer
flow, in particular, downstream of the attachment line. In addition, the streamlines describe a
local and nearly two-dimensional flow field in the vicinity of the attachment line, and, as this flow
field evolves in the chordwise direction, the thickness of the boundary layer δ99 grows about a
factor of approximately 6 from 2.38δ (at sw = 0) to 14.5δ (at sw = 2604δ). This boundary-layer
growth is illustrated in figure 7(c), where we plot the spanwise w-velocity at selected positions
in the s-direction (see legend). It has to be mentioned that, as a consequence of the infinite
span assumption, no boundary-layer growth exists in the spanwise direction.

The computation of steady state solutions φ0(x, y, z) via time-stepping techniques raises
the question about the point in time at which the time advancement is stopped. A steady-
state solution which is sufficiently resolved in space and sufficiently converged in time must be
attempted prior to a stability analysis. Therefore, we consider a base flow as converged when
the residual error ‖r‖, i.e., norm of the difference between two subsequent flow fields normalized
with the number of unknowns, does not change significantly. As a result, the evolution of this
residual error ‖r‖ as a function of the number of time steps as well as the sweep Reynolds
number Res is displayed in figure 8(a), where a value Cs = 0.9 has been used in (3.9) to
ensure the stability of our time integration. In criterion (3.9), the time step dt is limited by a
combination of convective dt ∼ 1/|u+c| and diffusive effects dt ∼ 1/ν; in the present simulations,
dt is dominated by viscous effects. As the sweep Reynolds number Res = w2δ/νr = w2/(νrS)1/2

(see section §2.1) is decreased from 800 to 200, the kinematic viscosity νr ∼ 1/Re2
s increases. As

a consequence, the time step decreases from dt = 3.63 · 10−8 [s] to dt = 1.90 · 10−8 [s], and, thus,
more evaluations of the right-hand side are required to reach the steady state (see figure 8a). In
all cases, the minimum value of ‖r‖ is reached after time t ≈ 1.4 ·10−2 [s]. It deserves mentioning
that the employed fourth-order Runge–Kutta method was found to be more efficient in terms of

52 CHAPTER 5. GLOBAL STABILITY ANALYSIS: EXTRACTING PHYSICAL MECHANISMS
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Figure 5.2. (a) Four representative global modes (B1–B4) from the boundary-layer branch. The relevant region
I of the global spectrum (see figure 5.1) is shown in (b), where the eigenvalues corresponding to the four global
modes are depicted by circles. The modes are further visualized by iso-surfaces of the normal velocity u(x, y, z) =
Real{eu(x, y) (cos βz + i sin βz)}, and eight wavelengths, stretched by a factor of two, in the spanwise z-direction
are used to display each mode (attachment line in black). Contours of the weak pressure field (in the s-n-plane)
associated with the mode B1 are shown in the background.

of half the boundary-layer thickness from the wall. These cross-cuts again demonstrate the
two-dimensional character of the global modes near the attachment line and the typical curved
shape of crossflow instabilities further downstream. With the spanwise wavenumber β = 2π/Lz

held constant for the modes, the clearly visible difference in the spatial orientation of the cross-
flow vortices is a consequence of a corresponding difference in the equivalent “local chordwise
wavenumber”. This same “local chordwise wavenumber” parameterizes the parabolic eigenvalue
branch of the associated global boundary-layer modes in figure 5.2(b). An equivalent parabolic
shape would be obtained in local stability analyses as the least-stable eigenvalue is traced as a
function of the chordwise wavenumber.

Comparison with existing results

The spatial shape of the global modes presented in figure 5.3(a), i.e., a two-dimensional character
near the attachment line and the curved shape of crossflow vortices farther downstream have
been studied locally in the past. The former feature is reminiscent of results from stability
computations by Joslin (1995) who observed a similar spatial evolution of three-dimensional
disturbances in an incompressible attachment-line boundary layer (see figure 5.4a); curved co-
rotating vortical structures nearly aligned with the external streamlines are typical for crossflow
instabilities as, for instance, shown by Bonfigli and Kloker (2007) (see figure 5.4b). Further
evidence linking the local behavior of the global modes near the attachment line to a typical
local attachment-line mode is given in figure 5.3(b) where the characteristic linear dependence
in the chordwise s-direction of the velocity component v(x, y, z) is visible over a significant range
in s before it saturates to connect to the crossflow behavior further downstream. Figure 5.3(c)
shows the symmetric shape of the corresponding normal velocity component u(x, y, z).

Isosurfaces of the normal velocity component of the disturbance
Hypersonic flow with bow-shock inflow; Mack, 2009
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Procedure and tools

Base Flow Calculation
multigrid with
grid stretching
and adaptive
refinement

LNS Adjoint LNS

Global Modes Adjoint Modes

SLEPc:
Krylov-Schur,
shift-invert,

GMRES, ILU
preconditioning

Sensitivity Receptivity



Procedures and tools — Governing equations

Base Flow

R (q) ≡



∇u u− ν∆u +∇p = 0

∇ · u = 0

Linearized equations for the perturbations q′

Lq′ =

(
B ∂t +

∂R
∂q

∣∣∣∣
Q

)
q′ =⇒ L (Q) q′ = f ′

Modal decomposition q̂′

q̂′ =

∫ ∞

0
q′e−σtdt =⇒ L̂ q̂′ = (σB + A) q̂′ = f̂ ′ + q0
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Procedures and tools — Receptivity and sensitivity

Lagrangian functional

I
(
obj , q̂, q̂+, f̂,A

)
= obj − 〈q̂+, (σB + A) q̂− f̂

〉

〈
a,b

〉
=
∫

Ω aH b dΩ

Receptivity
What is the variation of the
objective functional given a

variation in the forcing?

∂I
∂ f̂
δf̂ = 0

δ (obj) = −〈q̂+, δf̂
〉

Sensitivity
What is the variation of the
objective functional given a
variation in the operator A?

∂I
∂AδA = 0

δ (obj) =
〈
q̂+, δA q̂

〉
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Multigrid — Gauss-Seidel ∆q = f

m = 0

Poisson problem: error em = q̄ − qm of
the approximate solution at iteration m

m = 0 m = 10 m = 100

The Gauss-Seidel algorithm
I Simple and memory efficient

algorithm
I Fast convergence for high

wavenumbers
I Most of the computational

cost is related to the
reduction of the low
wavenumber error
components
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Multigrid — Gauss-Seidel ∆q = f
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m = 30

Poisson problem: error em = q̄ − qm of
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Multigrid — Gauss-Seidel ∆q = f
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m = 60
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Multigrid — Gauss-Seidel ∆q = f

m = 70
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m = 80

Poisson problem: error em = q̄ − qm of
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Multigrid — Gauss-Seidel ∆q = f

m = 90

Poisson problem: error em = q̄ − qm of
the approximate solution at iteration m
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Multigrid — Gauss-Seidel ∆q = f

m = 100

Poisson problem: error em = q̄ − qm of
the approximate solution at iteration m

m = 0 m = 10 m = 100

The Gauss-Seidel algorithm
I Simple and memory efficient

algorithm
I Fast convergence for high

wavenumbers
I Most of the computational

cost is related to the
reduction of the low
wavenumber error
components



Multigrid — Gauss-Seidel ∆q = f

Error definition

em = q̄ − qm =
∑

i
εm

i ψi (x) ψi (x) = exp
(
iθT x/h

)

︸ ︷︷ ︸
eigenvectors decomposition

Error evolution

em+1 = Mem =⇒ |εm+1
θ | = |λθ| |εm

θ |

|λθ| > 1 → divergence
|λθ| < 1 → convergence



Multigrid — Gauss-Seidel ∆q = f
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Multigrid — Gauss-Seidel ∆q = f
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Multigrid — V-cycle
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interpolation
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Multigrid — Full approximation scheme
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Multigrid — Test case ∆q = f
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Base Flow — Configuration
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Base Flow — Streamlines
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Streamlines: red are in the boundary layer, gray are in the free stream
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Perturbations — Domains
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Perturbations — Spectrum
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Perturbations — Direct and adjoint eigenvectors
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Iso-contours of the u-compoment of the perturbation. Blue: negative, red: positive



Perturbations — Direct and adjoint eigenvectors
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Perturbations — Direct and adjoint eigenvectors
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Perturbations — Direct and adjoint eigenvectors
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Perturbations — Direct eigenvector
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Perturbations — Direct eigenvector
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Perturbations — Receptivity δ (amp) = −
〈
q̂+, δf̂

〉
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Perturbations — Wavemaker

Sensitivity

I
(
obj , q̂, q̂+, f̂,A

)
= obj − 〈q̂+, (σB + A) q̂− f̂

〉

∂I
∂AδA = 0 =⇒ δ (σ) =

〈
q̂+, δA q̂

〉

δA — variation in the operator
I base-flow change
I boundary conditions
I feedback forcing
I generic structural change

Feedback forcing

δA = C0δ (x − x0)

localized feedback forcing
dependent on the perturbation
e.g. small cylinder

Giannetti & Luchini, 2003, 2007



Perturbations — Wavemaker δσ =
〈
q̂+, δA q̂

〉
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Conclusions
Numerics

I Multigrid has been proven
as an extremely efficient
solver for the non-linear
Navier-Stokes equations on
stretched grids and with
adaptive refinement

I The Krylov subspace
method implemented in
SLEPc has been used to
identify the flow’s coherent
structures

I The location of the outflow
boundary has no influence
on the stability results

Physics
I Direct modes show features

of both attachment line and
crossflow vortices: they
share the same growth rate
and phase speed

I The amplitude and growth
rate of the global
eigenvectors are dependent
on a very small region a few
boundary layer thicknesses
across the attachment line

I The localization of the most
sensitive region suggests
local stability results are
valid



Future work

Numerics
I Extension of multigrid to

complex-valued linear
problems will provide a fast
and memory efficient
solution strategy for
eigenvector computations

I Multigrid refinement
strategies for eigenvector
computations

I Provide documentation and
clean up/optimize the code
(parallelization?)

Physics
I The role of the adjoint’s

boundary values regarding
receptivity to boundary
conditions

I Identification of physical
mechanisms leading to the
transition between
attachment line and
crossflow vortices

I Parametric study and
identification of the critical
Reynolds number



Thanks
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