Process and material challenges in the high rate deposition of microcrystalline silicon thin films and solar cells by Matrix Distributed Electron Cyclotron Resonance plasma
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Introduction

The main goal of the fast-growing thin film photovoltaic (PV) industry is the reduction of the production costs. Solutions to fulfill this requirement are the increase of the panel efficiencies and sizes, and the improvement of the throughputs. For the latter issue, the deposition rate of the different layers of the modules is a key parameter.

The Laboratory of Physics of Interfaces and Thin Films (LPICM : Laboratoire de Physique des Interfaces et des Couches Mince s), on the campus of the École Polytechnique, is a major actor of the development of photovoltaic research in France since many years. One of its axes of research since 2003 is the use of Matrix Distributed Electron Cyclotron Resonance (MDECR) plasma sources for the high rate deposition of amorphous and microcrystalline silicon solar cells.

The first PhD on this topic, from 2003 to 2007, was focused on amorphous cells and this work was then dedicated to microcrystalline cells.

It took place in the frame of a national project called ATOS (Association Tandem Optimisées pour le Solaire) about the development of 10 cm × 10 cm tandem modules deposited at high rate. Three research laboratories (LPICM, LGEP : the Laboratory of Electrical Engineering of Paris, and LAAS : the Laboratory of Analysis and Architecture of Systems) and three industrial partners (Saint Gobain Recherche, Total Gas & Power and Solems) were collaborating in this project selected in 2005 for the solar PV program of the National Agency for Research (ANR : Agence Nationale de la Recherche). The project started in December 2005 and lasted three years, until November 2008, with a total budget of more than 3 million euros.

This manuscript is divided in four chapters :

Chapter I will introduce the readers to our field of research and in particular, give a historical overview of the various technologies which have been developed to reach high deposition rates. This review will help us to better understand the extremely restricting requirements for the fast deposition of high efficiency microcrystalline silicon cells on large areas.

Chapter II will present some of the main characterization techniques that have been used during this work. This chapter will therefore be a “toolbox” for the rest of our study.

Chapter III is about the MDECR technology. A brief historical review will show the evolution of the different types of ECR sources and underline the advantages of the recent MDECR technique over the previous ones. The two plasma reactors used during this work will be described in detail.
Introduction

Chapter IV is the core of this work and is divided in four parts. The first two parts are general points about the microcrystalline silicon material and the microcrystalline silicon solar cells respectively. The third part corresponds to the various parametric scans we carried out to analyze the impact of the different deposition parameters on the material properties and on the solar cell characteristics. These initial studies allowed us to optimize the material quality. Finally, the fourth part will list all the investigations we performed to rule out or solve the potential limitations of our material and cell quality.

The results are then summarized in the conclusion, and perspectives of future work are given.

The steps of this doctoral work can be summed up as follows:

From plasmas . . .

After my Master in Plasma Physics, one of the first tasks of my PhD was to assemble a new MDECR reactor. To have the opportunity to assemble such a complex equipment gives a very deep understanding of the associated technological issues and it is very rewarding to work with it afterwards. Furthermore, this equipment was non-commercial, had been custom-designed by the technical team of our laboratory in order to meet the specific requirements of our application.

. . . to materials . . .

The MDECR configuration allows to couple a very high level of electrical power to the plasma and thus, is a very efficient solution to increase the deposition rate for amorphous or microcrystalline silicon films. Great efforts were then dedicated to monitor and characterize the material quality. In this perspective, a lot of characterization techniques have been implemented during this work. Indeed, we found out that such a strategy of multiple characterizations is an absolute necessity and is the best approach to optimize such a complex material.

. . . to solar cells

Finally, the deposition conditions leading to interesting material properties have been selected to grow the intrinsic layer of p-i-n devices. For this, the different layers, interfaces and processing steps have been studied and improved, and various structures and substrate types have been used.

We will try to emphasize this very unique global approach throughout this manuscript.
Notations:

In this manuscript, hydrogenated microcrystalline silicon will be abbreviated $\mu c$-Si:H or simply $\mu c$-Si. Similarly, the symbol for hydrogenated amorphous silicon will be a-Si:H or simply a-Si. All the materials analyzed during this work were hydrogenated.

Also, the non-intentionally doped materials are called intrinsic throughout the manuscript although this is a misuse of language as the deposited amorphous and microcrystalline silicon layers are always slightly n-doped.
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Context: High rate deposition of microcrystalline silicon films and solar cells
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1 Introduction

High rate deposition of microcrystalline silicon (μc-Si) is a key research topic in both laboratories and companies. Indeed, due to the low absorption coefficient of this material, layers of more than 1 μm are needed to absorb efficiently the red part of the sun spectrum. Therefore, high deposition rates (Rd) are required to have deposition times suitable for industrial production, especially in the case of in-line manufacturing of tandem modules, for which the front amorphous cell is only ~0.3 μm thick or even less. Obviously, greater deposition rates also mean greater throughputs and as a result, reduced costs.

To overcome the challenge of fast growth of microcrystalline silicon, many solutions have been proposed.
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Different methods of deposition have been tried, the two main ones being Hot Wire Chemical Vapor Deposition (HW-CVD) and Plasma Enhanced Chemical Vapor Deposition (PECVD). In the latter category, many types of plasma sources have been tried: Radio-Frequency and Very High Frequency Capacitively Coupled Plasmas (RF-CCP and VHF-CCP), Expanding Thermal Plasmas (ETP), high density and low pressure plasmas like Inductively Coupled Plasmas (ICP), Surface Wave Plasmas (SWP), Electron Cyclotron Resonance plasmas (ECR) and other microwave plasmas.

This review will only focus on low-temperature methods (i.e. $<600^\circ$C in order to be compatible with glass substrates). Other methods to obtain microcrystalline silicon exist but are too slow or unsuitable for industrial low-cost mass production of solar cells, e.g. because they require high temperatures. One can cite laser annealing of amorphous silicon (a-Si), thermal annealing of a-Si in an oven at $\sim 600^\circ$C, nickel catalyzed crystallization of a-Si and the Layer-By-Layer (LBL) technique. The last technique consists in a repeated cycle of deposition of a thin amorphous layer which is then exposed to a hydrogen plasma to crystallize it.

Then, microcrystalline silicon can be obtained from various feed gases, like silane ($\text{SiH}_4$), disilane ($\text{Si}_2\text{H}_6$), gases containing chlorine such as silicon tetrachloride ($\text{SiCl}_4$) or dichlorosilane ($\text{SiH}_2\text{Cl}_2$) and gases containing fluorine such as silicon tetrafluoride ($\text{SiF}_4$), $\text{SiH}_2\text{F}_2$, $\text{SiH}_3\text{F}$. The presence of fluorine results in an electronegative plasma with interesting properties (such as nanocrystal formation $^{[1]}$) and is known to enhance the etching of the amorphous phase and to result in films of higher quality (thinner amorphous incubation layer and larger grains). All these gases can be diluted in $\text{H}_2$, $\text{Ar}$ or $\text{He}$ for example. Other gases can be added in order to obtain doped layers: phosphine ($\text{PH}_3$) for n-doped layers and tri-methylboron ($\text{B(CH}_3)_3$) or diborane ($\text{B}_2\text{H}_6$) for p-doped layers. Adapting the gas mixture can help to promote the deposition rate: e.g. by adding helium $^{[2]}$, argon or $\text{SiH}_2\text{Cl}_2$.

We will report on the performance of microcrystalline ($\mu$C) cells and also of tandem cells associating a front amorphous cell with a back microcrystalline cell. Indeed, since efficiencies as high as the best $\mu$C-Si cells (i.e. slightly over 10%) can be reached by stabilized a-Si cells, which are less expensive to deposit, the commercial future of $\mu$C-Si lies in tandem junctions made at high rate $^{[3]}$.

The cell efficiencies cited here for the different techniques are only given as examples. One has to keep in mind that light trapping (i.e. the front surface roughness, anti-reflection coatings and the back reflector) is a crucial issue in $\mu$C cells. The thicknesses or sizes of the cells may also vary from one group/article to another.

The goal of this section is not to make an exhaustive historical review of high rate deposition of microcrystalline silicon but rather to illustrate the challenges of this field with the results of some of the leading research groups and companies in the world. This section also aims at emphasizing the strong difference between achieving a high deposition rate and obtaining a high efficiency microcrystalline solar cell at high rate. Indeed, even if the optical, structural and electrical properties of the material measured by several diagnostics seem to be of device-grade quality, it does not guarantee that a cell made with it will show good characteristics. As a result, there are many papers proposing solutions to achieve high deposition rates and much less actually achieving good performance for the corresponding cells.
2 Hot Wire Chemical Vapor Deposition (HW-CVD)

The basic principle of this method is that a metal filament is heated up to typically 1500°C – 2000°C in order to thermally dissociate the silane gas. It is usually said that there are no ions created but Nong-Moon Hwang et al. have evidenced the presence of charged particles \cite{4} and have emphasized their potential role in the crystallization. In any case, the ion bombardment of this technique, if any, is much lower than in the other methods. To increase $R_d$ in this technique, the silane flow, the filament temperature, the filament-substrate distance and the number of filaments seem to be key parameters.

Good mc solar cells can be obtained at low $R_d$. Example 1 : 6.6\% at 5 Å/s, which was the world record in 2003 for an all-HWCVD cell (i.e. intrinsic layer as well as doped layers made by HWCVD) \cite{5}. Example 2 : 9.4\% demonstrated in 2002 ($V_{oc}$ of 600 mV, substrate temperature of $\sim$ 185°C and $R_d < 1$ Å/s) \cite{6}. Deposition rates as high as $\sim 60$ Å/s have been demonstrated with a reasonable crystalline fraction of $\sim 30$\% estimated by Raman spectroscopy \cite{7} but the solar cells at $R_d > 10$ Å/s seem to have quite low performance so far (e.g. 2.8\% at 15 Å/s in \cite{7} and 4.4\% at 13 Å/s in \cite{8} where they used four filaments in order to enhance $R_d$).

An explanation proposed to interpret the limitations of the material grown by HWCVD is that it has a too low density in absence of ion bombardment. Indeed, it is generally accepted that a flux of ions with moderate impact energies helps to densify the growing film. The other main challenges of this method are : the large area non-uniformity, the contamination of the films by tungsten, the periodic replacement of the wires and the possibility of degradation of the film quality due to overheating by the radiation of the filament.

This overview will be focusing on PE-CVD as it was the method used during this work.

3 Plasma Enhanced Chemical Vapor Deposition (PE-CVD)

3.1 Radio-Frequency Capacitively Coupled Plasmas (RF-CCP)

Capacitively Coupled Plasmas (CCP) are plasma sources with a very simple geometry : they consist in two parallel plane electrodes. The most common ones use an alternative electric field in the Radio-Frequency (RF) range (13.56 MHz being the standard).

The usual pressures of a few hundreds of mTorr lead to very low deposition rates : typically 1 – 2 Å/s. To overcome this limit, a new regime of process conditions has been explored.

The High Pressure Depletion regime (HPD)

To increase the deposition rate, one needs to increase the (RF or VHF) power in order to promote the dissociation of the injected silane molecules. But doing so, the sheath voltage drop increases and as a result, the enhanced impact energy of the ions leads to a poor quality material, due to too high defect densities. In order to lower the ion bombardment energy, the operating pressure has to be increased : typically in the 1 – 10 Torr range. The collisions
in the sheath will thus avoid energetic ion impacts. This new deposition regime has been called “High Pressure Depletion”.

Working at higher pressures seems to be quite universally helpful as it has been successfully implemented by several research groups in RF-CCP discharges and in VHF-CCP ones (see 3.2 below) as well as in industrial-type reactors (e.g. results of Oerlikon Solar in [9]). Although empirically validated and widely accepted, a detailed theoretical explanation is probably still lacking. One can summarize the usual consensus on the requirements for fast growth of μc-Si as follows:

- favoring the formation of SiH$_3$ radicals which have a long diffusion length at the surface of the growing film,
- keeping a high atomic hydrogen flux to passivate the surface,
- avoiding too energetic ion bombardment,
- preventing the short lifetime radicals from reaching the surface because they form high defect density materials,
- avoiding the formation of higher radicals and powders.

The success of the HPD conditions is said to be due to the fact that when the silane molecules are very efficiently dissociated, the annihilation reaction SiH$_4$ + H → SiH$_3$ + H$_2$ is avoided. This reaction reduces the atomic hydrogen concentration and can be responsible for the apparition of an amorphous phase.

Following is a short list of achievements:

As early as in 1998, it allowed to demonstrate deposition rates approaching 10 Å/s: e.g. 9.3 Å/s obtained in [10] by increasing the pressure to 4 Torr (at 350°C) in order to fulfill the above-mentioned requirements.

In 2001, a 6.2% cell prepared at 9 Å/s at temperatures lower than 200°C was obtained in the Institute of Photovoltaics in Jüllich in Germany [11] by varying the pressure between 1 and 8 Torr. At a slightly lower $R_d = 6$ Å/s, they also obtained a 7.1% single junction and an initial 11.1% a-Si:H/μc-Si:H tandem junction.

In 2003, the National Institute for Advanced Industrial Science and Technology (AIST) in Tsukuba in Japan used the HPD regime with a mesh in order to further reduce the ion damages [12]. They could deposit crystallized materials at almost 60 Å/s and they processed an 8.1% cell at 12 Å/s.

In 2006, the Jüllich group optimized their process at high pressure and high power density (excitation frequency of 40.68 MHz) to deposit cells at 10 Å/s with 9.2% efficiencies, the ones at 20 Å/s still showing 7.9% efficiencies. Then, in collaboration with the manufacturer Applied Films [13], they upscaled their deposition method in a ~1 m$^2$ commercial equipment (excitation frequency of 13.56 MHz) and obtained a 30 × 30 cm$^2$ tandem module at 10% (initial) at a rate close to 5 Å/s.

The best efficiency with this technique in our laboratory is 8.3% at 3 Å/s from a mixture of Ar, H$_2$ and SiF$_4$ at 2.7 Torr and with an RF power density of 0.44 W/cm$^2$ [14].

Although they are not giving a lot of informations about their PECVD technology and their growth rates, one can also cite here the noteworthy results of the Kaneka Corporation. In 1999, they reported the first microcrystalline cell above 10%: $\eta = 10.1\%$ processed at a
temperature of less than 550 °C [15]. In 2002, they reached 14.1 % initial efficiency for an a-Si/intermediate transparent layer/μc-Si tandem cell of 1 cm² and an average initial efficiency of 11.2 % for 91 × 46 cm² modules [16]. With this know-how, commercial production of these “micromorph” (also called “hybrid”) modules was started as early as in April 2001.

3.2 Very High Frequency Capacitively Coupled Plasmas (VHF-CCP)

For these Capacitively Coupled Plasmas, the excitation frequency to sustain the discharge is typically ranging from 27 MHz to 300 MHz. These higher frequencies result in a better coupling of the power with the bulk of the plasma and thus, lead to greater electron densities and higher dissociation of the SiH₄ molecules. Also, increasing the frequency decreases the sheath thickness and consequently, the ion energy. A “softer” ion bombardment seems to favor the growth of device-grade μc-Si.

Historically, the VHF technique has been the one allowing to obtain the first entirely microcrystalline solar cell with a high efficiency: This result has been published in 1994 by the Institute of Microtechnology (IMT) of the University of Neuchâtel in Switzerland [17]. They used a frequency of 70 MHz and obtained a 4.6 % cell at 1 Å/s.

Only 10 years later, Mitsubishi Heavy Industries (see [18]) published some very promising results with this deposition method. For a small surface of 5 cm², they could manufacture 8.8 % μc single junction cells at 25 Å/s. Then, they managed to overcome the problem of non-uniformity on larger scales (i.e. when the wavelength of excitation becomes comparable to the dimension of the electrodes) with a specific ladder-shaped electrode, with phase-modulation methods and with a higher process pressure. With these solutions, they obtained tandem modules of 40 × 50 cm² with initial efficiencies as high as 11.1 % (estimated to go down to 9.8 % when stable) for which the μc-Si layer was deposited at 21 Å/s. They explain the high quality of their material by the properties of the VHF plasmas, i.e. high density, low electron temperature and low ion energy.

The High Pressure Depletion regime (HPD)

The so-called High Pressure Depletion (HPD) regime is also valid for VHF plasmas. The pressures are then typically ranging from 7 to 10 Torr instead of the usual ~0.3 Torr.

For example, in 2003, the AIST group reported efficiencies of 8.2 % at 21 Å/s (7 Torr) and 7.9 % at 30 Å/s (8 Torr) at 70 – 100 MHz [19]. But problems of inhomogeneity appeared when extended to greater areas.

At 10 Torr, the same group has developed a new design of cathode with interconnected multi-holes which generate high density plasma spots (due to electron confinement by the electrode pattern). The resulting deposition rates were as high as 76-79 Å/s with defect densities of 4–6×10¹⁵ cm⁻³ ([20] in 2004 and [21] in 2007). But to our knowledge, no cell result has been reported for this deposition technique.

In 2008, impressive results were published by Sobajima et al. of the Osaka University: Their VHF (100 MHz) reactor had already allowed them to deposit 9 % cells at 3.8 Å/s. By further increasing the power and keeping a very high pressure of 24 Torr (total gas flow of 800 sccm), they demonstrated a cell of 6.30 % at 81 Å/s [22].
3.3 Expanding Thermal Plasmas (ETP)

Also called plasma jets, this type of source consists of a thermal plasma expanding in a low pressure deposition chamber (at typically several hundred mTorr). The thermal plasma is created in a small tube or nozzle at high pressure (at several tens to more than one thousand Torr): it can be an RF discharge or a DC cascaded arc. The vector gas (argon and/or hydrogen) then reacts with silane injected in the low pressure chamber. It is estimated that the main radicals reaching the substrate are SiH$_3$ and that the deposition process is basically ion free.

This type of plasma source has been successfully applied to high rate deposition of mc-Si. The deposition conditions were optimized at the Eindhoven University of Technology in the Netherlands to reach up to 37 Å/s [23] with a high temperature of 300°C. The material obtained with this type of plasma source seems to show many similarities with ours. They deposited cells at 2.1 Å/s at $T_{\text{substrate}} = 250$ °C at 152–380 mTorr with a resulting 1.9% performance. At a higher rate of $\sim$ 13 Å/s and with a corrected temperature of 300°C, they obtained a 1.1% cell.

We can also cite the impressive results of Chae et al. [24] who have reached deposition rates of 10 000 Å/s in 2001 with a DC-RF hybrid ETP source! Their huge deposition rate is said to be obtained from clusters of around 1 nm size. But they mention that the substrate temperature rises from the room temperature to 700°C within 30 seconds and do not give cell results. More recent publications could not be found.

3.4 The microwave plasmas

They use an electric field at even higher frequencies, 2.45 GHz being the standard one. This mode of excitation allows to couple very high level of electrical power to the plasma and thus, results in high density plasmas. As a consequence of an enhanced dissociation, it is a common result that microwave (MW) plasmas allow to obtain crystallized materials at lower hydrogen dilutions than in the standard RF-CCP reactors [25], or even from pure silane.

3.4.1 Without magnetic field

The group of Hajime Shirai from the Saitama University uses an innovative design of MW reactor: the microwave power is injected with a spoke antenna and no magnetic field is used. The typical operating pressure is $\sim$ 80 mTorr. Deposition rates as high as 65 Å/s were achieved [25]. The ellipsometric spectra of such films are fitted with a crystalline fraction of 65% but have a low maximum of the imaginary part of the pseudo-dielectric function ($\sim$ 10.5) and a too high void fraction in the bulk layer ($\sim$ 20%). This original type of source has been first described in 1998 [26] and deposition rates higher than 5 Å/s were demonstrated in this first paper. The performances of the cells reported later are quite low: 4.5% at 13 Å/s in 2003 [27], then 2.8% (due to a low Fill Factor of 0.35) at $\sim$ 30 Å/s in 2006 [28]. In 2010, a new gas mixture of SiH$_2$Cl$_2$ and H$_2$ was studied and seemed to lead to better material properties but the cell efficiencies stayed below 0.6% at 15 Å/s [29].

Recently, Jia et al. from the AIST developed a microwave discharge which allowed them to reach an impressive growth rate of 7 000 Å/s [30]. But this discharge is a very particular one: they deposit on a 0.3 mm diameter quartz fiber in a very small chamber. The working
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gas is a mixture of SiH₄ (30 sccm) and He operated at 2 Torr, without any substrate heating and with a microwave power of 120 W. Their geometry is obviously not adapted to the production of solar cells, but it is a noteworthy result as it still demonstrates that it is possible to crystallize the material very fast (although this may be specific to the high gas temperature of 500–1000°C).

More industrially relevant are the results of United Solar Ovonic Corporation in collaboration with the National Renewable Energy Laboratory (NREL) in a three-year project (2001–2004) [31]. They could reach \( R_d \) as high as 20–30 Å/s and did n-i-p cells with a μc n-doped layer on stainless steel substrates. They could reach a 4.9% active-area efficiency at ∼30 Å/s (\( J_{sc} \) of 15.8 mA/cm², \( V_{oc} \) of 480 mV, FF of 65%) and 7.2% for a tandem cell (\( J_{sc} \) of 8.5 mA/cm², \( V_{oc} \) of 1.32 V, FF of 64%) [32]. Although they do not say in detail what their microwave source is, it is still worth listing these results as they are among the best μc cells obtained from a microwave plasma published.

3.4.2 Electron Cyclotron Resonance plasmas (ECR)

The most common geometry consists in injecting the microwaves by a wave-guide through a dielectric window in a cylindrical chamber surrounded by electromagnets. The axial magnetic field provides a magnetic confinement and the microwave power is absorbed in the resonant region where the electron cyclotron frequency (defined as \( \omega_e = \frac{q_e B}{m_e} \) where \( q_e \) is the elementary charge, \( B \) is the magnetic field intensity and \( m_e \) is the electron mass) matches the MW frequency (more explanations can be found on pages 58 to 59).

The electrons heated in the resonant zone are dissociating the silane molecules which are then diffusing to the substrate. With the so-called remote configuration, the ion energy can be independently controlled by biasing the substrate holder.

Despite the high dissociation levels achievable with the ECR concept, only few deposition rates and solar cell results have been reported [33].

Dalal et al. from the Microelectronics Research Center of the Iowa State University obtained growth rates of ∼3 Å/s and up to 10 Å/s in the case of a dilution in helium. They obtained n-i-p amorphous cells on stainless steel of 6.8% in 1998 [34]. For microcrystalline cells, they published an efficiency of 5.7% in 2000 [35], but their n-i-p cell was illuminated through chromium contacts with a transmission of only 20% and the correction for this is not clear. They obtained a 4.7% cell in 2003 [2]. It was an n-i-p structure deposited at a rate of ∼3 Å/s on stainless steel with amorphous buffer layers at the n-i and i-p interfaces. The size of the ITO contact is not given. Its characteristics were a \( V_{oc} \) of 480 mV, a fill factor of 70% and a current density of 14 mA/cm² (without light trapping or back reflector; with a very low response in the red). Their deposition conditions were a pressure of 5 mTorr, a microwave power of only ∼200 W, a temperature of 275–325°C and a mixture of H₂ and SiH₄. The former is introduced near the ECR zones while the latter is injected close to the substrate holder.
4 Conclusion

As a conclusion, we would like to emphasize once again the striking difference between being able to deposit a microcrystalline film on glass at high rate and making a high efficiency device with this material incorporated as the intrinsic layer. Many articles stop after the first step and the characterization of their material by a few diagnostics, and do not publish results about the corresponding solar cells.

This review only focused on the most well-known techniques and for a wider list of methods, the reader can check the very complete article by J. K. Rath of 2003 [33].

A wide range of reactors based on different principles of plasma generation have been empirically developed and improved in the last fifteen years. It seems that only very few solutions have been found to address the numerous issues specific to the growth of microcrystalline silicon at high rate and uniformly on large areas. The most successful and mature technologies seem to be the RF and VHF CCP reactors, when used in the so-called High Pressure Depletion process conditions. Similarly, we can notice that only a few research groups and industrial companies throughout the world fulfilled these goals. This underlines the difficulty of the task but also, the opportunities of major future breakthroughs for new emerging technological solutions, e.g. innovative geometries for the electrodes could be promising candidates.

To our knowledge, the best microcrystalline cell obtained from an ECR plasma source published has an efficiency of 4.7\% (see detailed description above and in [2]).

Matrix Distributed Electron Cyclotron Resonance (MDECR) is the technique explored in this study.
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Introduction

To process an entire cell is very time-consuming. For example, it requires to coordinate the schedules of the two reactors involved (for the deposition of the doped layers and the intrinsic layer). Thus, it is not an efficient optimization method to process a cell with every deposition condition tried. As a consequence, we are looking for techniques which can predict whether the material deposited (e.g. on glass or on monocrystalline silicon) will result in a good device or not.

As our strategy for the optimization of the microcrystalline solar cells has been to characterize the material with a very large set of diagnostics, this chapter cannot present them all. Only the main ones will be described.

We will start with our method to measure in-situ our substrate temperature: pyrometry. We will then review some techniques used to monitor the material structural and chemical properties: spectroscopic ellipsometry, Raman spectroscopy, Fourier Transform Infra-Red spectroscopy, X-Ray Diffraction and Secondary Ion Mass Spectrometry. A third group of diagnostics allowed us to evaluate the electrical quality of the films: steady-state photoconductivity, the Steady-State Photocarrier Grating method and Time Resolved Microwave Conductivity. Finally, we will explain how we characterize the cells in our laboratory.
1 Pyrometry

The reader who would like to have more details and informations on pyrometry can look for them in the remarkable book by DeWitt and Nutter [1], on which this section is based.

1.1 Theory of radiation thermometry

1.1.1 Principle

Radiation thermometry, also called pyrometry, is a method to measure the temperature of a surface. The optical system of the instrument, called a radiation thermometer or a pyrometer, collects the radiation flux emitted by the target, filters it and transmits the selected bandwidth to a detector which delivers an electric signal.

The calibration of the pyrometer carried out by its manufacturer consists in using a black body and in recording the intensity received on the detector as a function of the known temperature of the black body. The result of this calibration process is a table of the temperature of the black body $T_{BB}$ as a function of the measured signal $S_m : T_{BB}(S_m)$. Then, measuring the unknown temperature of any black body is very easy, just by finding the temperature corresponding to the measured signal.

But in most cases, the surfaces of interest do not emit like a perfect black body. So how does a pyrometer measure the temperature when the surface is not a black body?

To explain this, let us note $I$, the radiance per wavelength interval unit. (The radiance being the energy per time unit per surface unit per solid angle unit.) Then, the spectral-directional emissivity $\varepsilon_\lambda$ of a material is defined as follows:

$$\varepsilon_\lambda(\lambda, \theta, T) = \frac{I(\lambda, \theta, T)}{I_{BB}(\lambda, T)} \tag{II.1}$$

where $I(\lambda, \theta, T)$ and $I_{BB}(\lambda, T)$ are the radiances per wavelength interval unit of the material of interest and of a black body respectively, measured at the same wavelength $\lambda$, at the same temperature $T$ and in the direction $\theta$. The spectral-directional emissivity is thus a quantity ranging from 0 to 1 and which can simply be seen as a correction factor to the black body.

Remark : Since we will only deal with measurements in the direction perpendicular to the substrate throughout this section, the dependence on the angle will be omitted in the rest of the discussion.

Then, to know the temperature of any material, the measured signal $S_m$ will be corrected by dividing it by the value of the spectral emissivity which has to be provided by the user to the software analyzing the recording: $S_{corrected} = S_m / \varepsilon_\lambda$. As a result, the temperature of the material $T$ is calculated by the software using the table obtained during the calibration: $T(S_{corrected})$.

1.1.2 The difficulties and advantages of pyrometry

Although the principle of the measurement could seem simple, it is only valid provided the spectral emissivity $\varepsilon_\lambda$ is known, which is one of the major challenges of pyrometry. Indeed, this ratio can be quite misleading because it depends on the material, the wavelength,
the surface roughness, the angle of observation, the oxidation of the surface (if any, e.g. for metals), and... on the temperature, which is precisely the parameter we want to determine!

**Important remark:** The spectral emissivity must be distinguished from the total emissivity \( \varepsilon_t \) defined as:

\[
\int_{0}^{\infty} I(\lambda, T) \, d\lambda = \int_{0}^{\infty} \varepsilon(\lambda, T) I_{BB}(\lambda, T) \, d\lambda = \varepsilon_t(T) \int_{0}^{\infty} I_{BB}(\lambda, T) \, d\lambda \quad (II.2)
\]

which is very often the parameter found in tables or given by companies, but which is of no use for our one-wavelength measurements.

Apart from the crucial problem of the spectral emissivity, the proper use of pyrometry requires to keep other potential sources of error in mind. The environment has to be taken into account. For example, the deduced temperature can be overestimated if other sources of heat are reflected by or emit through the surface. Similarly, the deduced temperature will be underestimated if the radiations at the considered wavelength are absorbed on their path to the pyrometer, e.g. by dusts.

The advantages of this technique are that it is non intrusive, contact-free and time-resolved. It can be installed in-situ provided that the reactor has the suitable geometry of course, in order to view directly the surface of the sample. This cost-effective diagnostic can easily be implemented on production lines as a tool of control of the process. The drawbacks are that it is not straightforward to analyze and that some artefacts can be misleading.

### 1.2 Our pyrometer

Our pyrometer is the model “Infratherm IN 5/5 plus” from the IMPAC company. It records the radiation emitted at 5.14\( \mu m \). Its temperature range is 100 °C to 1300 °C and its accuracy is 2 °C.

In our MDECR reactor, we can take advantage of our very specific configuration: in the absence of a counter-electrode, the pyrometer was installed on the flange of the microwave applicators to perform in-situ measurements of the temperature of the substrates (see Figures III.13 page 70 and III.17 page 76). With the design of the optical system, the radiation flux received on the detector is independent of the distance between the instrument and the target. In our case, the surface observed by the pyrometer is a spot of around 19 mm in diameter.

To install the pyrometer on the vacuum vessel, we have a port with a CaF\(_2\) window which is not perfectly transparent at 5.14\( \mu m \). To account for that, the emissivity has to be multiplied by a correcting factor of 0.945.

### 1.3 Validity of our measurements

Deposition on the window is very often a problem in research or industrial reactors because the attenuation in the collected signal leads to an underestimation of the temperature. In our configuration, we are far enough from the plasma so that no deposition is observed.
One problem of our configuration could have been that the radiation from the surface is observed through the plasma. Hopefully none of the gases we used are emitting or absorbing light at the recorded wavelength: no step when the plasma is turned on or off has ever been observed.

What is more, we are not affected by the risk of overestimation of the temperature due to emission through the measured object. Indeed, the glass substrates that we used (Corning 1737 1.1 mm thick) can be considered as completely opaque at 5.14 μm so that the pyrometer never “sees” the radiation emitted by the heated substrate holder.

Then comes the central question of the error produced by the uncertainty on the spectral emissivity. At room temperature, the spectral emissivity at 5.14 μm has been measured by the glass manufacturer to be 0.97. The formula relating the radiance per wavelength interval unit of a black body \( I_{BB} \) at a certain wavelength \( \lambda \) to its temperature \( T \) is the well-known Planck’s law (1901):

\[
I_{BB}(\lambda, T) = \frac{2h\lambda^2}{\lambda^5 e^{\frac{hc}{\lambda kT}} - 1} \quad (II.3)
\]

where \( h \) is the Planck constant, \( k \) the Boltzmann constant and \( c \) the speed of light.

For our conditions, at a wavelength of 5.14 μm and at a typical temperature around 500 °K, \( e^{\frac{hc}{\lambda kT}} \sim 270 \) and as a result, the Wien’s approximation can be applied:

\[
I_{BB}(\lambda, T) \sim \frac{2hc^2}{\lambda^5} e^{-\frac{hc}{\lambda kT}} \quad (II.4)
\]

Using this simplified formula, the real temperature \( T_r \) as a function of the apparent temperature \( T_m \) can be expressed as:

\[
T_r = \frac{1}{\frac{1}{T_m} + \frac{\lambda}{hc} \ln \left( \frac{\varepsilon_{\lambda r}}{\varepsilon_{\lambda m}} \right)} \quad (II.5)
\]

where \( T_m \) is measured with a wrong spectral emissivity \( \varepsilon_{\lambda m} \) set in the software of the pyrometer while the real spectral emissivity is \( \varepsilon_{\lambda r} \).

### 1.4 The temperature at the end of the heating phase
(without plasma)

Now we can apply this expression to our typical conditions to have an idea of the accuracy of our measurements: The usual temperature measured at the end of the heating phase is \( T_m = 230 \) °C obtained with a fixed emissivity \( \varepsilon_{\lambda m} = 0.945 \) corresponding to an emissivity arbitrarily set to 1 and corrected for the presence of the CaF\(_2\) window (see 1.2). The real temperature \( T_r \) as a function of the real emissivity \( \varepsilon_{\lambda r} \) is plotted in Figure 1.4.

Figure 1.4 shows us that if we assume that the spectral emissivity of our heated glass remains between 1 and 0.9, then its real temperature is between 230 °C and 240 °C. As can be seen of the graph, setting the highest emissivity possible means we are measuring a minimal temperature.

In any case and despite all its difficulties, pyrometry can at least be used to check the repeatability of the temperature of the process: During my PhD, I have had the opportunity
to use three different substrate holders (see page 72 for more details). Depending on where
the thermocouples were, they indicated temperatures ranging from 350 °C to 650 °C to give
the same temperature of 230 °C at the surface of the glass sample. Such huge discrepancies
led us to conclude that with our low pressure process and with our configuration (i.e. ab-

cence of counter-electrode), a pyrometer is the necessary tool to evaluate the temperatures
of the samples, which is a crucial parameter for the growth of microcrystalline silicon by
MDECR [2, 3].

2 Ellipsometry

The crystalline fraction is one of the most important characteristics of microcrystalline
films. The four techniques which can be used to determine the crystalline fraction are :
high-resolution transmission electron microscopy (HRTEM), X-ray diffraction (XRD) [4],
spectroscopic ellipsometry (SE), and Raman spectroscopy.

Ellipsometry was used to obtain the total thickness of the films and their structural com-
positions, i.e. the crystalline fraction, the amorphous fraction and the void fraction, in our
case.

2.1 Theory of ellipsometry

This technique probes the material dielectric properties by analysing the state of polarisation
of a light beam after its interaction (reflection) with the thin film (see Figure II.2).

The experimental data recorded during a spectroscopic ellipsometry measurement consist in
two values at each wavelength. For example, the angles $\Delta$ and $\psi$ can be used to write the
ratio of the complex Fresnel reflection coefficients parallel ($r_p$) and perpendicular ($r_s$) to the
plane of incidence :

$$ \rho = \frac{r_p}{r_s} = \tan(\psi) \exp(i\Delta) $$

(II.6)
Equivalently, one can use the real and imaginary parts of the complex pseudodielectric function \( \langle \varepsilon \rangle \), related to \( \rho \) by:

\[
\langle \varepsilon \rangle = \langle \varepsilon_r \rangle + i\langle \varepsilon_i \rangle = \sin^2(\Phi) \left( 1 + \frac{(1 - \rho)^2}{(1 + \rho)^2} \tan^2(\Phi) \right)
\]

where \( \Phi \) is the angle of incidence.

![Figure II.2](http://www.horiba.com)

Figure II.2 – *Drawing of the reflection of the incoming linearly polarized beam (light source on the top right corner) on the sample. The electric field is decomposed into parallel and perpendicular components, noted with the subscripts P and S respectively. (Taken from http://www.horiba.com)*

To obtain the informations on the film thickness and composition, one has to design an adapted model. For our films, a three-layer model (see Figure II.3) generally gives satisfactory accuracy and each layer can be composed of amorphous silicon (Si), fine-grain polycrystalline Si, large-grain polycrystalline Si and voids, whose dielectric functions are taken from a data base [5]. The layer thicknesses deduced show very good agreement with high resolution transmission electron microscopy (HR TEM) as demonstrated in [6]. To represent the complex microcrystalline silicon material, which is a mixture of crystallized grains, amorphous tissue and voids, the Bruggemann Effective Medium Approximation (B-EMA) is used, which gives the composite dielectric function \( \varepsilon_B \) by solving:

\[
0 = \sum f_j \frac{\varepsilon_j - \varepsilon_B}{\varepsilon_j + 2\varepsilon_B}
\]

where \( f_j \) is the volumic fraction of the \( j \)th component and \( \varepsilon_j \) is its dielectric function taken from the data base.

The complex Fresnel reflection coefficients can be calculated from such a model with the hypothesis of uniform and isotropic layers. Finally, the parameters of this model (i.e. the thicknesses of the layers and the volumic fractions of the different components) are adjusted with a Levenberg-Marquardt algorithm to match the experimental data.
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Figure II.3 – Schematic of the typical three-layer model used during this work. The nine adjustable parameters of this model are the thicknesses of the layers ($d_1$, $d_2$ and $d_3$) and the crystalline (small grains), amorphous and void fractions of each layer ($F_c$, $F_a$ and $F_v$ respectively).

To find the best fit, the figure of merit used is the so-called reduced $\chi^2$ which takes the experimental errors into account [7], i.e. more weight is attributed to accurate points:

$$\chi^2 = \frac{1}{n_l - m - 1} \sum \left[ \frac{\rho_{\text{exp}}(\lambda_j) - \rho_{\text{calc}}(\lambda_j, z)}{\delta \rho(\lambda_j)^2} \right]^2$$  (II.10)

where $n_l$ is the number of experimental points, $m$ is the number of varied parameters, $z$ is the vector of the $m$ parameters and $\delta \rho$ is the experimental error. This biased estimator has been demonstrated to avoid the errors associated with an unbiased estimator [8].

What is more, this figure of merit is quasi-independent of the chosen representation (i.e. $(\Delta, \psi)$ or $(\langle \varepsilon_r \rangle, \langle \varepsilon_i \rangle)$ etc.) and is a meaningful quantitative indication of the “goodness of the fit”. Also, the errors (corresponding to the confidence intervals) for each parameter are calculated by the software, as well as the normalized cross-correlation coefficients.

As a final remark, it can be noted that the physical origin of the void fraction is difficult to determine from ellipsometry alone as it can arise from the hydrogen content, from cavities and/or from a lower density than the reference material whose dielectric function is used. With elaborate models, one can distinguish the void fraction from the hydrogen fraction like in [9] and [10], where they use a tetrahedron model combined with the Bruggeman effective medium approximation.

2.2 The ellipsometer

The ex-situ spectroscopic ellipsometer used during this work was a phase modulated UVISEL from the company Horiba Jobin-Yvon. Its range goes from 826.6 nm (1.5 eV) to 263.8 nm (4.7 eV) and the spectra were taken with an energy step of 0.01 eV. Its main parts are briefly described in Figure II.4. The adjustment of the models to the experimental data was performed with DeltaPsi2, the software platform of Horiba Jobin-Yvon.
Figure II.4 – Principle of the UVISEL phase modulated ellipsometer: The linearly polarized beam interacts with the sample and the Photoelastic Modulator (PME) adds a 50 kHz phase shift between the parallel and perpendicular components of the electric field, which is analysed. (Taken from the brochure of the UVISEL ellipsometer at http://www.horiba.com)

Figure II.5 – Imaginary parts of the pseudodielectric functions $\langle \varepsilon_i \rangle$ of standard amorphous silicon (a-Si), small grain and large grain polycrystalline silicon (pc-Si SG and LG) and of monocrystalline silicon (c-Si) [5].

Figure II.6 – Microcrystalline film deposited by MDECR: experimental data points and adjusted spectrum (graph on the left) and results of the fit (right table). The figure of merit is $\chi^2 = 1.4$. 
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2.3 Microcrystalline silicon characterization with ellipsometry

Our most typical model consists of three layers, each of them containing three phases (amorphous silicon, small grain crystalline silicon and void), which corresponds to nine parameters to adjust (see Figure II.3). As a consequence, we always payed attention to the correlations between the parameters.

The basic “bricks” to perform this adjustment are shown in Figure II.5. The changes between c-Si and pc-Si are due to the finite grain sizes [11]. Finally, an example of such a fit is given on Figure II.6. This graph can be decomposed in two parts. At high energies (greater than around 3 eV), the film is opaque and thus, the ellipsometric signal is characterising the surface and the bulk. At lower energies, the film is more transparent and the reflection on the substrate gives rise to interference fringes. Also, one can see the two peaks $E_1$ and $E_2$ at 3.4 eV and 4.2 eV respectively, which are due to singularities in the Brillouin zone called Van Hove singularities. As shown on the graph, it is often difficult to adjust our theoretical model to the experimental data in this region.

3 Raman Spectroscopy

3.1 Principle

Raman spectroscopy is probably the most widely used technique to evaluate the most important microstructural parameter of microcrystalline silicon: its crystalline volume fraction.

The principle of this technique is to illuminate the sample with incident monochromatic photons. Most of the photons will be scattered without any energy exchange (Rayleigh scattering) and a small fraction will be scattered at a shifted wavelength after their interaction with the solid phase. This interaction taking place consists in the creation or in the absorption of a phonon. These phenomena are respectively referred to as Stokes and anti-Stokes inelastic diffusion.

The oscillating electric field $E(t)$ of the incoming laser beam induces an electric dipole moment $\mu_{ind}$ in the illuminated diatomic molecule which is proportional to it:

$$\mu_{ind}(t) = \alpha E(t)$$  \hspace{1cm} (II.11)

where $\alpha$ is the polarisability. This is due to the fact that the electrical forces on the positively charged nuclei and on the negatively charged electrons are in opposite directions. Equation II.11 is of course a simplified expression as it should be written with vectors and a polarizability tensor, which is a $3 \times 3$ matrix [12].

The polarizability depends on the bond length and this bond length varies with time at the frequency of the vibration mode of the molecule. For the vibration to be Raman-active, the derivative of the polarizability with respect to the molecule bond length at the rest position has to be non-zero. A discussion comparing the selection rules of Raman spectroscopy and infra-red absorption, can be found in Section 4.2 page 37.

Thus, Raman spectroscopy gives informations about the chemical environment of the atoms in the film by testing their vibrational modes.
3.2 Raman peaks

The positions of the peaks are related to the inter-atoms forces and distances, to their masses and to their chemical environments. For a crystalline solid, due to the momentum conservation law, only phonons with zero momentum will be excited because of the very small momentum of the incoming photons. Therefore, only the 64 meV phonon (at 520 cm\(^{-1}\)) will appear in the spectrum of monocrystalline silicon since it is the only one having a zero momentum. In disorded solids such as hydrogenated amorphous silicon, the selection rule is relaxed and other peaks appear.

Here, we will list the main Raman-active peaks used during this work:

- **310 cm\(^{-1}\)**: Longitudinal Acoustic mode in a-Si:H [13, 14].
- **380 cm\(^{-1}\)**: Longitudinal Optical mode in a-Si:H [13]. Some authors propose that it should be included in the fit for a proper estimation of the crystalline fraction. Indeed, the tail of this additional Gaussian function can have an influence on the other Gaussian functions at higher wavenumbers.
- **480 cm\(^{-1}\)**: Transverse Optical mode in a-Si:H [13].
- **\(\sim 500\) cm\(^{-1}\)**: An additional intermediate peak can sometimes be included. It is interpreted as a signature of the grain boundaries, of crystallites smaller than 10 nm [15], or of a hexagonal structure induced by twin boundaries or stacking faults (seen on TEM images in [4]).
- **520 cm\(^{-1}\)**: Transverse Optical (TO) mode of crystalline silicon. It corresponds to a phonon of \(\sim 64\) meV.
- **\(\sim 2080\) cm\(^{-1}\) and 2100 cm\(^{-1}\)**: Doublet peaks of Si–H\(_x\) stretching modes [16].

These peaks can be seen on some typical spectra shown on Figure II.7. In the case of a thin film (\(\alpha d < 1\)), the signal from the glass substrate is going to artificially increase the amorphous component [17].

3.3 Our setup

Our equipment is a system from the company Horiba Jobin Yvon. It consists of a red Helium-Neon laser (632.8 nm) connected by an optical fibre to a microscope. The unpolarized incident beam is focused on the sample and the backscattered light is analyzed by a monochromator with a Charge Coupled Detector (CCD). A computer with the software LabSPEC is used to display and analyze the recorded data.

The laser beam probes the whole thickness of the samples. Indeed, the extinction coefficient for small grain polycrystalline silicon at its wavelength is 0.0556 [5], corresponding to an absorption coefficient \(\alpha \sim 1.1 \times 10^4\) cm\(^{-1}\) and the thicknesses of the analyzed films are \(\leq 1\) \(\mu\)m, often \(\sim 0.3\) \(\mu\)m.

Compared spectra have systematically been recorded at the same place of the sample (to avoid problems in the case of inhomogeneous films) and in the same conditions (i.e. with the same magnification, the same integration time and averaging over the same number of spectra to reduce noise).
3.4 Quantitative estimation of the crystalline fraction

One of the methods to do so, exposed in [18], is to remove a typical amorphous spectrum and to consider that the remaining area represents the crystalline fraction. We used another method during this work, which consists in fitting the experimental spectra with several Gaussian peaks corresponding to the above list.

The crystalline and amorphous integrated scattered intensities, $I_c$ and $I_a$, can be written as:

\[
I_c = \rho_c \Sigma_c V_{exp} \tag{II.12}
\]
\[
I_a = (1 - \rho_c) \Sigma_a V_{exp} \tag{II.13}
\]

- where $\rho_c$ is the crystalline volumic fraction, which is the quantity we would like to estimate,
- where $\Sigma_c$ ($\Sigma_a$) is the crystalline (amorphous) integrated Raman cross section over the measured wavenumber range,
- and where $V_{exp}$ is the total scattering volume.

The crystalline volume fraction can then be deduced as:

\[
\rho_c = \frac{I_c}{I_c + y I_a} \tag{II.14}
\]

where $y = \Sigma_c/\Sigma_a$ is the Raman emission cross-section ratio [19].

So that the two steps are:

1. to define a method to treat the spectrum, i.e. to remove the baseline if any and to separate the spectrum into the two components $I_a$ and $I_c$, 

Figure II.7 – Spectra of monocrystalline silicon (curve 1), of highly crystallized microcrystalline silicon (curve 2), of moderately crystallized microcrystalline silicon (curve 3), of amorphous silicon (curve 4) and of a bare Corning 1737 glass substrate (curve 5), all normalized to the same maximum intensity and shifted for clarity.
2. and then, to find the value of \( y \).

It is common practice to simply take \( y = 1 \) and to name the obtained value the Raman crystalline volume fraction. For a more detailed approach, the value of \( y \) has been reported to vary as a function of the crystallite size and of the laser wavelength \([20]\), which implies that one would have to get an estimation the crystallite size by another diagnostic (e.g. X-Ray Diffraction). The values taken for \( y \) can vary between 0.88 to 0.1 (the latter being suitable for large-grain polycrystalline silicon) \([19]\), although greater values have sometimes been proposed, as 1.7 in \([21]\). The authors of \([18]\) and those of \([14]\) take it equal to 0.8. They say it varies from \( \sim 0.9 \) to \( \sim 0.7 \) for crystallite sizes varying from 5 to 15 nm.

Then, the peaks can be adjusted with Gaussian or Lorentzian \([22]\) functions. It has been proposed that Gaussian is suitable for small grain sizes and that an asymmetrical Lorentzian is better for crystallites average sizes greater than \( \sim 13 \) nm \([20]\). Other authors are fitting the crystalline peak as a mixture of a Lorentzian and a Gaussian function, the percentage of the mixture being an additional parameter of the fit \([13]\).

As a conclusion, one of the great weaknesses of Raman spectroscopy is probably the diversity of methods used to analyze the spectra. In this work, we will fit our data with Gaussian functions and with \( y = 0.8 \).

### 3.5 Interpretation of the spectra

#### 3.5.1 Interpretation of a shift in the crystalline peak position

Three parameters can affect the crystalline peak position.

Stress can cause such a shift. A positive shift of the crystalline peak is attributed to a compressive stress and a shift to lower wavenumbers, to a tensile stress \([23]\). For an isotropic stress, the following relation between the stress strength \( \tau \) and the wavenumber shift \( \Delta \omega \) has been proposed \([24]\):

\[
\tau = 2.49 \times 10^9 \text{(cm}^2/\text{dyn}) \times \Delta \omega \text{(cm}^{-1})
\]  

(II.15)

The grain size can also play a role \([19, 25]\): Small grains shift the TO mode to lower wavenumbers. For \([22]\), a decrease of the grain size (from 150 Å to 47 Å) induces broader crystalline peaks with maxima shifted at lower frequencies and they attribute these phenomena to a progressive relaxation of the zero momentum \( k \sim 0 \) selection rule (see also \([26]\)). Zi et al. \([27]\) proposed a quantification of the dependence of the Raman shift \( \Delta \omega \) as a function of the crystallite size \( L \) (in nanometers) with the hypothesis of spherical shape crystallites and based on a bond-polarizability model:

\[
\Delta \omega(L) = -47.41 \left( \frac{0.543}{L} \right)^{1.44}
\]  

(II.16)

Different values of the pre-factor \((-52.3 \text{cm}^{-1})\) and the exponent \((1.586)\) have later been proposed \([28]\). In any case, the smallest crystallite size measured by X-ray diffraction during this work was 7.4 nm (in the direction perpendicular to the substrate) and this would correspond to a shift of only \(-1.1 \text{cm}^{-1}\).
Finally, the third factor is local heating of the low thermal conductivity silicon matrix by the focused laser during the measurement. Its consequence is a shift of the peak to lower values with increasing temperature ($-0.028\ \text{cm}^{-1}\ \text{°C}^{-1}$) [17]).

### 3.5.2 Interpretation of the width of the crystalline peak

The width of the TO mode is related to the grain size. Indeed, for small grain sizes, the zero momentum selection rule is relaxed and the width of the peak increases [22]. Full Widths at Half Maximum (FWHM) of $\sim 12\ \text{cm}^{-1}$ would correspond to crystallites of $\sim 60-70\ \text{Å}$ (as determined by X-Ray Diffraction) according to [25].

Local heating by the laser can also increase the peak width [13, 26].

## 4 Fourier-Transform Infra-Red Spectroscopy (FTIR)

FTIR is a technique which allows to identify and to quantify some of the species and some of their chemical configurations present in the studied layers. Indeed, the infra-red (IR) spectra of hydrogenated amorphous and microcrystalline silicon exhibit various absorption bands which can be related to the vibrational modes of hydrogen (and carbon and oxygen, if any) in the silicon matrix. The only vibration modes which are infra-red active are the ones involving a change of the dipole moment of the bond, that is to say, of its polarization.

Our device is a single beam Nicolet 6700 with Mercury Cadmium Telluride (MCT) detector cooled by liquid nitrogen. Its spectral range is $2.5\ \text{μm} - 15.4\ \text{μm}$, often given in wavenumbers: $650\ \text{cm}^{-1} - 4000\ \text{cm}^{-1}$ (corresponding to energies ranging from 0.08 eV to 0.5 eV). The spectra are obtained from an average of 32 scans with a step of $1.9\ \text{cm}^{-1}$. The chamber is purged with nitrogen during the measurement to lower the effect of the absorption bands of H$_2$O and CO$_2$.

The films must be deposited on IR transparent substrates. To fulfill the FTIR requirements, we used high resistivity ($10,000\ \Omega\ \text{cm} - 20,000\ \Omega\ \text{cm}$), Float Zone (for very low oxygen concentrations) and both sides polished monocrystalline silicon substrates. The absorption of the substrate is removed with the measurement of a bare c-Si wafer.

### 4.1 List of the absorption peaks

The position of a peak depends on its environment: it can be influenced by the local density of the film, local dipole-dipole interactions with surrounding atoms etc.

- $\sim 640\ \text{cm}^{-1}$: Si–H$_n$ wagging mode [29]. It is possible to quantify the hydrogen content in amorphous films [30, 31] and even in microcrystalline films [32] with this peak but it is unfortunately out of the range of our device.
- $\sim 820 - 920\ \text{cm}^{-1}$: doublet SiH$_2$ and SiH$_3$ bending modes [16, 33, 29].
- $950\ \text{cm}^{-1}$: Si–OH bonds [29].
- $980 - 1060\ \text{cm}^{-1}$: Si–O stretching band. It shifts to higher wavenumbers with higher concentrations of oxygen and added to that, the FWHM decreases from $200\ \text{cm}^{-1}$ to $94\ \text{cm}^{-1}$ [29]. In [34], Kilper et al. consider that a peak at $\sim 1050\ \text{cm}^{-1}$ shows up for oxygen concentrations higher than $1.4 \times 10^{20}\ \text{atoms/cm}^3$. 
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• \(1300 – 1950 \text{ cm}^{-1}\) : peaks due to atmospheric water in the device.
• \(2000 \text{ cm}^{-1}\) : Low Stretching Mode (LMS) related to only monohydrides Si–H [31]. Indicates H in a compact environment according to [34] or isolated H according to [30]. This mode can be shifted at a higher wavenumber (\(\sim 2100 \text{ cm}^{-1}\)) in the presence of oxygen atoms [29].
• \(2100 \text{ cm}^{-1}\) : High Stretching Mode (HSM). Some authors attribute this mode to only dihydrides, while others also include clustered monohydrides at the surface of voids and di- and trihydrides [30, 31].
• \(2080 \text{ cm}^{-1} \) and \(2100 \text{ cm}^{-1}\) : narrow doublet of stretching modes (see discussion below)
• \(2240 – 2250 \text{ cm}^{-1}\) : Vibration mode involving oxygen and hydrogen, described as \(O_{2-x}–Si–H\) in [35], as \(O_3–Si–H\) in [36] or \(O_x–Si–H_y\) in [33].
• \(3000 – 3600 \text{ cm}^{-1}\) : Si–OH bonds inside the film (not on the surface) [29].
• \(>3650 \text{ cm}^{-1}\) : bands due to isolated OH bonds on the surface [29]. It indicates the presence of remaining water in the device.

For more details, one can read [33] for a decomposition of the \(2000 – 2100 \text{ cm}^{-1}\) modes with a great number of peaks.

The narrow peaks at \(2080 \text{ cm}^{-1}\) and \(2100 \text{ cm}^{-1}\)

For some of our samples, a doublet of narrow peaks is clearly identified at these wavelengths and the study of their origin and their evolution with time by combined Raman and FTIR spectroscopies was a rich topic of this PhD (see Section 4.3.5 page 160).

Their interpretation is still under debate:
- In [33] they are attributed to mono-, di-, and trihydrides on crystalline surfaces, i.e. in the grain boundaries in the bulk.
- In [37] the peak at \(2080 \text{ cm}^{-1}\) is attributed to a monohydride structure on a (111) oriented plan coupled to the surrounding monohydrides.

For the authors of [33], the presence of two Narrow High Stretching Modes (NHSMs) at \(2083 \text{ cm}^{-1}\) and \(2103 \text{ cm}^{-1}\) indicates a highly crystallized but not dense material which will undergo oxidation with time through the interconnected voids. They proposed that high efficiency cells can only be obtained with materials not showing this typical signature.

4.2 Raman vs FTIR

This section aims at concisely summarizing the similarities and differences between Raman and FTIR spectroscopies.

They are both based on the vibrating dipole formed by bonded atoms.

- In Raman spectroscopy, both the incident and analyzed light are in the visible range. What is used is the low energy shift between the two, which probes vibration modes. The polarizability of the bond has to change: more precisely, the derivative of the polarizability with respect to the varying bond length has to be non-zero at the rest position. However, the selection rules can be less strict in the amorphous and crystallized
phases of hydrogenated microcrystalline silicon, due to the lack of order. Therefore, the absence of the peaks has to be checked experimentally.

- In FTIR, a mode of vibration will be absorbing if it corresponds to a change in the dipole moment, i.e. a change of its polarization.

The two phenomena are mutually exclusive for molecules which have a center of symmetry (e.g. CO$_2$): in such a case, the vibrations which are symmetric (antisymmetric) with respect to the center of symmetry are Raman-active but IR-inactive (Raman-inactive but IR-active).

In general, a bond will have a strong Raman signal if it is covalent while it will have a strong FTIR signal if it is ionic (e.g. O–H, N–H).

An Si–H bond has a dipole moment because the hydrogen electronegativity is greater than the silicon one (2.1 vs 1.8), but it has a small electronic polarizability ($1.36 \times 10^{-24}$ cm$^3$ vs $1.96 \times 10^{-24}$ cm$^3$ for Si–Si bonds in the amorphous phase [31]). This is due to the fact that the polarizability of hydrogen itself is very low because it only has one strongly bound valence electron. Thus, hydrogen is only indirectly seen in Raman because its vibrations change the polarizability of the surrounding silicon atoms. As a result, the Raman sensitivity is lower than the FTIR one.

On the other hand, Raman does not need a water-free (water is a weak Raman scatterer) and CO$_2$-free environment and can be carried out directly on a cell while films for FTIR have to be on high resistivity c-Si.

5 X-Ray Diffraction (XRD)

5.1 Presentation

This diagnostic has been used on two sets of samples during this work and the interpretation of these results allowed us to better understand our materials.

This technique is used to probe the following film characteristics:

- It allows to identify the different crystallographic phases present in planes parallel to the film. They are indicated by the positions of the diffraction peaks (see Graph IV.16 page 113). This way, a preferred crystalline orientation (also called “texture”) can be put into evidence.
- The crystalline fraction of the film can be estimated.
- From the peak width, the crystallite size in the direction perpendicular to the layer can be estimated with the Scherrer formula, as discussed below.
- It can reveal the presence of tilted bonds at $2\theta \sim 26.6^\circ$.
- Stress may be evaluated from the variations of the peak positions corresponding to variations of the inter-plane distances. With the corresponding elastic coefficients, the stress forces may be deduced.

The equipment used to perform these measurements was a Philips X’Pert X-ray diffractometer. The electrons emitted by a heated tungsten filament are accelerated in a 40 kV potential and bombard a copper target which emits X-rays. The lines Cu-K$_\alpha1$ and Cu-K$_\alpha2$ at 1.540598 Å and 1.544426 Å respectively are selected by a graphite monochromator. The relative intensities of the two lines are $I(K_{\alpha1})/I(K_{\alpha2}) = 0.5$. The Cu-K$_\beta$ line is almost
completely suppressed by a nickel foil. The measurements were carried out by varying the angles of the emitter and the detector with a $2\theta$ step of 0.02°. Peaks will appear at the angles $\theta$ in the spectra whenever planes parallel to the film surface result in constructive interferences satisfying the Bragg condition:

$$2d \sin(\theta) = \lambda$$

where $d$ is the inter-plane distance and $\lambda$ is the K$_\alpha$ wavelength. Similarly, all the angles showing a zero diffracted signal correspond to destructive interferences taking place.

The main peaks of interest are the following:

<table>
<thead>
<tr>
<th>Inter-plan distance $d$</th>
<th>$2\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal of glass</td>
<td>–</td>
</tr>
<tr>
<td>Tilted bonds</td>
<td>–</td>
</tr>
<tr>
<td>First Scattering Peak of a-Si</td>
<td>3.14 Å</td>
</tr>
<tr>
<td>(111)</td>
<td>–</td>
</tr>
<tr>
<td>(220)</td>
<td>1.92 Å</td>
</tr>
<tr>
<td>Second Scattering Peak of a-Si</td>
<td>1.64 Å</td>
</tr>
<tr>
<td>(311)</td>
<td>–</td>
</tr>
</tbody>
</table>

**Notation:** The (110) crystallographic orientation is detected by its (220) peak because the double of the inter-plane distance allows to observe the peak at lower $2\theta$. In this manuscript, (220) will be used to specifically refer to the peak monitored by the X-ray diffractometer and (110) will be used the rest of the time, to refer to this family of planes in general.

### 5.2 Preferred crystallographic orientation

To quantify the preferred crystallographic orientation, the areas under the peaks have to be compared to randomly oriented crystalline silicon powder, which has no “texture”. For such a powder of silicon, the relative intensities of the (111), (220) and (311) peaks are 1, 0.55 and 0.3 respectively, according to the American Standard for Testing Materials (ASTM) card number 27-1402 [38, 39]. Thus, these normalization factors, which correct for the different atom densities in these planes, have to be used to properly deduce the main orientation in the planes parallel to the layer.

**Discussion:** What is the “best” crystallographic orientation for solar cells?

The planes (111) and (110) are believed to be the ones which are etched (by atomic hydrogen) and deposited the fastest [38]. Can the ratio of these two main orientations be used as a quality indicator?

To explain the (110) preferred orientation often observed in device quality mc-Si:H (e.g. [40, 41]), the authors of [42] performed in-situ Reflection High Energy Electron Diffraction (RHEED) in their RF-CCP deposition system and saw the film evolve from amorphous (incubation layer) to randomly oriented (nucleation) to preferentially (110) oriented. They proposed that the tilted (111) bonds can act as seeds for the nucleation of (110) crystallites.

Photoluminescence measurements on microcrystalline samples deposited by Hot Wire CVD have brought some experimental evidence of the higher quality of the (110)-oriented films [36].
The arguments developed to explain these results are based on the fact that the grain boundaries of (110) columns grow without broken bonds but with tilted (110) bonds which are electrically inactive, unless they are contaminated by impurities (e.g., oxygen). The same argument is developed in [43] to explain that materials with small grains which are not (110)-oriented could result in low $V_{oc}$ solar cells due to charged grain boundaries.

There are several reports of experimental results proving that the (111) orientation is more sensitive to impurity contamination during air exposure than the (110) orientation [36, 44]. But there seems to be an optimum to be found because highly (110) oriented films, without any (111) peak detected, show enhanced oxygen, nitrogen and carbon contamination when stored at air [45]. Since there is no improvement in electron mobility in the highly (110) oriented films as compared to moderately (110) oriented films [45], optimization of the deposition conditions to obtain moderately (110) oriented materials could be a path for solar cell improvement.

On top of these explanations, we can also propose a simple argument: since the (111) planes are the denser ones, it may be more difficult for atomic hydrogen to diffuse through them (to rearrange the network) and also, for molecular hydrogen to exit through them, so that these crystallites could suffer from greater densities of weak or strained bonds and defects.

5.3 The Scherrer equation

Due to the finite size of the crystallites in the direction perpendicular to the reflecting planes, the interferences at the angles close to the angles satisfying the Bragg condition will not be completely destructive and the peaks will have a certain width which can be related to the crystallite sizes perpendicular to the substrate.

The Scherrer formula (1918) expresses the crystallite size $D$ perpendicular to the diffracting planes as (pages 96–102 of [46] and 491–538 of [47]):

$$ D = \frac{K\lambda}{\beta \cos(\theta_B)} \quad \text{(II.18)} $$

- where $K$ is a factor depending on the crystallite shape and orientation, which can take values down to 0.7 and up to 1.7 (typical values from 0.85 to 0.99). For unknown shape and distribution, $K$ is often set to unity, which introduces a 20% error in $D$ at most [17, 47]. We chose to take $K = 1$ in this work.
- $\lambda$ is the wavelength of the X-ray source (in Angströms).
- $\beta$ is the full width at half maximum (FWHM) of the peak (in radians and in terms of $2\theta$, not of $\theta$) corrected from the instrument broadening (see discussion below).
- $\theta_B$ is the Bragg angle.

There are several ways to correct the peak width. One of them, the Warren correction (see [47] for a detailed discussion about this approximation), is to consider that the observed FWHM $\beta_{\text{obs}}$ is the sum of two contributions:

$$ \beta_{\text{obs}}^2 = \beta_i^2 + \beta^2 \quad \text{(II.19)} $$

where $\beta_i$ is the instrument induced broadening and can be determined by measuring a reference sample in the same conditions. For example, with a monocrystalline substrate, $\beta$ will be very small and one can consider that $\beta_{\text{obs}} = \beta_i$. 
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In this work, for a quick estimation and relative comparisons of the crystallite sizes, we did not attempt to correct for the instrumental broadening.

5.3.1 Limitations of the Scherrer equation

We have already mentioned that the determination of the value of $K$ and the correction for the instrumental broadening are both challenging. The latter comes from sources of non-ideality such as a not perfectly parallel and not perfectly monochromatic X-ray beam. Indeed, there are always convergent and divergent rays and the width of the $K\alpha$ line is around 0.001 Å. These could explain the discrepancies found in [38] between the grain sizes evaluated from the Scherrer equation and from TEM observations.

We can add that this measurement is an average over the shapes of all the crystallites having one orientation and is therefore inaccurate in the case of a size distribution. Furthermore, mechanical stress increases the peak width and thus, can lead to an underestimation of the grain size [38].

6 Secondary Ion Mass Spectrometry (SIMS)

This diagnostic has been used quite intensively during this PhD and is therefore be explained in this chapter.

6.1 Principle

The goal of this technique is to analyze the chemical composition of our samples. It is a destructive diagnostic which gives the profiles of the different species studied as a function of depth. A simplified representation of the equipment can be seen on Figure II.8. The sample is placed in a very low pressure chamber ($< 10^{-9}$ Torr obtained by a cryogenic pump) and sputtered by an oblique beam of energetic primary ions (accelerations in the range 0.5 – 15 keV). The diameter of the primary ion beam is typically of a few microns and it is scanned to sputter a crater of 100µm × 100µm to 200µm × 200µm in our measurements. The ejected atoms or groups of atoms have a certain probability to be ionized, positively or negatively, depending on their electronic affinity and of the surrounding matrix. These secondary ions will be accelerated in the electric field present in the analysis chamber between the sample and the extraction electrode and will be counted by an electron multiplier or a Faraday cup of a mass spectrometer.

To detect negative (respectively positive) secondary ions, positive cesium Cs$^+$ (respectively positive oxygen O$_2^+$) ions are used as primary ions.

In order not to charge the analyzed sample, it should preferably be conductive. We carried out SIMS measurements on layers deposited on doped monocrystalline silicon or on ZnO.

6.2 Quantification

The raw outcome of the measurement is a signal in counts per second as a function of the sputtering time. The sample is taken out and the depth of the crater is measured by a
Figure II.8 – Simplified drawing representing the different parts of a SIMS equipment, taken from www.probion.fr/en.html.

profilometer. The sputtering time can then be converted into the depth, assuming a constant sputtering rate.

To convert the signal $S_s$ of the species of interest $s$ (in counts per time unit) in a concentration $C_s$ (in atoms per volume unit), a reference sample is used. It has to be the same matrix as the measured sample because the ionization rate strongly depends on the chemical environment of the sputtered species. So in our case, monocrystalline reference samples were used. A known quantity per surface unit (also called “dose”) of the species of interest, $N^\text{ref}_s$, is implanted in it. The reference sample is then sputtered in the same conditions as the ones used for the sample. From this, the signals of silicon and of the species of interest, $S^\text{ref}_{Si}$ and $S^\text{ref}_s$, are obtained as a function of the sputtering time. The noise signal deep in the implanted reference sample indicates the limit of detection. The concentration in the measured sample is then obtained as:

$$C_s = RSF \times \frac{S_s}{S_{Si}}$$ (II.20)

where the Relative Sensitivity Factor (RSF) is defined as:

$$RSF = \frac{N^\text{ref}_s \times S^\text{ref}_s}{S^\text{ref tot}_s \times R_s}$$ (II.21)

where $R_s$ is the sputtering rate and $S^\text{ref tot}_s$ is the integration of the signal of the species $s$ over the complete sputtering time in the reference sample:

$$S^\text{ref tot}_s = \int S^\text{ref}_s(t) \, dt$$ (II.22)

These equations show us that any error in the sputtering rate evaluation by profilometry will result in an error in the deduced concentration in the sample.

6.3 Difficulties

Although it could seem to be a simple diagnostic (sputtering with energetic ions and collecting the charged species ejected), one must be aware of some misleading phenomena that can take place, in order to avoid wrong interpretations.
The depth resolution can be affected by several factors. For too high ion bombardment, atoms below the surface can be ejected. This artefact is called “mixing”. To avoid it, the primary beam energy can be reduced below 1 keV. Another issue can be that the bottom of the crater can be curved. An answer to this is to spatially filter the secondary ions by a diaphragm at the entrance of the secondary column: for our measurements, only the ions coming from the flat \( \sim 30 \mu \text{m} \) diameter disk in the center of the crater are taken into account. Finally, a roughness can appear during the sputtering for some materials, for example due to different sputtering rates for grains with different crystallographic orientations. This phenomenon does most likely not occur in the typical conditions used for our measurements because the bombardment of our material leads to the amorphization of its surface. One can see that often the solutions lead to a reduced signal. As a consequence, there is a compromise, an optimum to be found.

Deducing the sputtering rate by measuring the depth of the crater with a profilometer is not an extremely accurate method and thus, a discrepancy of around \( \pm 10 \% \) with the expected thickness is often noticed.

Finally, the formula II.20 is valid only for species present in small quantities (around 1\% or lower). Indeed, for higher concentrations, the measured signals of the species may not be proportional to their concentrations anymore. This is due to the so-called “matrix effect”, where species present in high concentrations will have an effect on the ionization rate and on the sputtering rate of the matrix species and of the contamination species.

**List of mass interferences**

The mass resolution necessary to distinguish two atomic or molecular ions of masses \( M_1 \) and \( M_2 \) is defined as \( M_1/(M_1-M_2) \). A mass interference can happen when two species (atomic or molecular) have very close masses. This artefact leads to an overestimation of the monitored species.

In this section, we have listed the most common mass interferences encountered in our hydrogenated silicon layers. The relative abundances of the different isotopes are written \( A_{\text{species}} \) or are the percentages between parentheses.

Other lists of mass interferences can be found in the Appendix G of [48] and the most complete and practical one is the work of Burdo and Morrison [49].

- **Nitrogen**: Since the yield of formation of negative ions \( N^- \) is low and because of the strong interference with \( ^{28}\text{Si}^2^- \), nitrogen is generally monitored under the form of a molecular ion with an element of the matrix: e.g. \( ^{28}\text{Si}^{14}\text{N} \) for our measurements. For this latter molecular ion, if carbon is also present, there is a risk of overestimation with \( ^{30}\text{Si}^{12}\text{C} \) (\( A_{^{30}\text{Si}} \) is 3.10\%), \( ^{29}\text{Si}^{12}\text{CH} \) (\( A_{^{29}\text{Si}} \) is 4.67\%) and \( ^{28}\text{Si}^{12}\text{CH}_2 \). These interferences explain the apparent peak of N in the p-doped layers which contain carbon when they are made with trimethylboron (TMB, \( \text{B(CH}_3_3) \)).

- **Fluorine**: There is only one fluorine isotope, of atomic mass 19. The most likely mass interference is with \( ^{16}\text{OH}_3 \). Mass interferences with \( ^{18}\text{OH} \) (\( A_{^{18}\text{O}} \) of 0.2\%), \( ^{17}\text{OH}_2 \) (\( A_{^{17}\text{O}} \) of 0.038\%) or \( ^{13}\text{C}^{13}\text{C}^{12}\text{C}^2^- \) (\( A_{^{13}\text{C}} \) of 1.10\%) are not very likely. The apparent fluorine peak often seen in the microcrystalline p-doped layers is thus difficult to explain. This peak is also present in an all-ARCAM stack on flat ZnO (Figure IV.80 page 178) and should therefore not be a problem.
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- **Aluminum**: There is only one isotope, of mass 27. It can be overestimated due to the sputtering of $^{12}\text{C}_2\text{H}_3$, $^{12}\text{C}^{14}\text{NH}$ or $^{11}\text{B}^{16}\text{O}$ if there is boron.

- **Phosphorous**: There is only one isotope, of atomic mass 31. It will strongly interfere with $^{30}\text{Si} \text{H}$ ($A_{\text{ssi}}$ of 3.10%). The apparent variations of the M=31 profile will then be related to the variations of the hydrogen concentration in the hydrogenated silicon matrix. The solution if one wants to obtain the concentration of phosphorus is to go at high mass resolution.

- **Iron**: The main (91.8%) isotope of Fe, $^{56}\text{Fe}$, interferes with $^{28}\text{Si}_2$. One can monitor the second most abundant isotope: $^{54}\text{Fe}$ (5.8%).

- **Zinc**: The yield of formation of the negatively charged ion $\text{Zn}^-$ is small. To measure it as a positively charged ion would require to switch from Cs$^+$ to O$_2^+$ primary ions so that it was measured as $^{64}\text{Zn}^{16}\text{O}^-$. As a result, it can interfere with $^{68}\text{Zn}^{12}\text{C}$ ($A_{\text{ssz}}$ is 18.8%) or $^{28}\text{Si}_2^{12}\text{C}_2$.

Some mass interferences can be suppressed by filtering the species according to their energy. Indeed, an atom and a molecular species of the same mass will not be ejected from the bombarded sample with the same energy distribution.

### 7  Steady-state photoconductivity (SSPC)

The goal of this measurement is to deduce the mobility-lifetime product of the electrons, written $\mu_e \tau_e$. To do so, the sample with coplanar contacts is polarized with a DC voltage and illuminated by a monochromatic constant flux of photons $F_{dc}$ with an energy higher than the bandgap. In our case, we used a light-emitting diode at 640 nm, which can produce fluxes between $10^{12}$ and $10^{15}$ photons $\cdot$ cm$^{-2}$ $\cdot$ s$^{-1}$. The constant photocurrent $I_{photo}$ is measured.

For an elementary layer of thickness $dz$ at a depth $z$, we have:

$$dI_{photo}(z) = L \cdot E \cdot \sigma_{photo}(z) \cdot dz$$  \hspace{1cm} (II.23)

where $L$ is the length of the contacts, $E$ is the electric field and $\sigma_{photo}$ is the photoconductivity.

Assuming a model of transport by free carriers above the mobility edge, the conductivity at the depth $z$ can be written as:

$$\sigma_{photo}(z) = e \mu_n^0 \Delta n(z) + e \mu_p^0 \Delta p(z)$$  \hspace{1cm} (II.24)

where $e$ is the elementary charge, $\mu_n^0$ and $\mu_p^0$ are the band mobilities of the free electrons and holes respectively, and $\Delta n$ and $\Delta p$ are the densities of free carriers in excess defined as $\Delta n = n - n_0$ and $\Delta p = p - p_0$, where $n_0$ and $p_0$ are the densities of electrons and holes in the dark.

Now, making the assumptions that $\mu_p^0 \ll \mu_n^0$ and that $n_0 \ll n$, equation II.24 can be simplified as a one-carrier equation:

$$\sigma_{photo}(z) = e \mu_n^0 n(z).$$  \hspace{1cm} (II.25)

$n(z)$ can be written as $n(z) = \tau_n^R G(z)$, with the electron recombination time $\tau_n^R$ and the generation rate $G$:

$$G(z) = (1 - R) F_{dc} \exp(-\alpha z) \alpha$$  \hspace{1cm} (II.26)
where $R$ is the reflection coefficient at the air/silicon interface due to the difference of optical indexes, $F_{dc}$ is the photon flux, $\alpha$ is the absorption coefficient of the silicon layer taken at the wavelength of the photon flux and obtained from the spectroscopic ellipsometry measurement in our case.

The photocurrent is then:

$$I_{\text{photo}} = \int_0^t dI_{\text{photo}}(z) = L E e \mu_n^0 \tau_n (1 - R) F_{dc} (1 - \exp(-\alpha t))$$  \hspace{1cm} (II.27)

where $t$ is the total thickness of the layer (known from the ellipsometry model).

The $\mu\tau$ product of the majority carrier is finally deduced as:

$$\mu_n^0 \tau_n = \frac{I_{\text{measured}} - I_{\text{dark}}}{L E e (1 - R) F_{dc} (1 - \exp(-\alpha t))}$$  \hspace{1cm} (II.28)

The $\mu\tau$ product is an important parameter, e.g. for an electric field $E$, the average distance $d$ a free carrier travels before recombining is proportional to $d \propto \mu \tau E$ [50]. But the illumination flux has to be taken into account for proper interpretation of the results. Indeed, the $\mu\tau$ products decrease when the generation rate increases because of the enhanced splitting of the Fermi quasi-levels [51].

Apart from these precautions, SSPC is a good illustration of the complexity of microcrystalline silicon as the $\mu\tau$ values depend on the film microstructure and can be affected by contamination:

- **Microstructure**: The higher the crystalline fraction, the higher the $\mu\tau$ value. For example, the values found in [52] as a function of the crystalline fractions $F_c$ given by ellipsometry are: $2 \times 10^{-5}$ cm$^2$V$^{-1}$ for $F_c$ of 30%; $8 \times 10^{-5}$ cm$^2$V$^{-1}$ for $F_c$ of 67%; $7 \times 10^{-4}$ cm$^2$V$^{-1}$ for $F_c$ of 79%; and $3 \times 10^{-4}$ cm$^2$V$^{-1}$ for $F_c$ of 96%. Note that all these films were probably affected by n-type contaminations.

- **Contamination**: The $\mu_n^0 \tau_n$ products greatly depend on the position of the Fermi level. In case of incorporation of oxygen during or after the deposition, the unintentional n-type doping results in greater values of $\mu_n^0 \tau_n$ [53]. Oxygen is going to induce negatively charged deep defects in the grain boundaries and to affect the transport of holes. The “normal” values for intrinsic microcrystalline silicon seem to be around $1 \times 10^{-7}$ cm$^2$V$^{-1}$ [45] or even higher than $10^{-6}$ cm$^2$V$^{-1}$ [54].

Furthermore, there is a strong dependence of the photoconductivity as a function of the generation rate. In highly photosensitive semiconductors like amorphous and microcrystalline silicon, if the illumination conditions result in $p_0 \ll \Delta n$, it implies that $\sigma_{\text{photo}} \propto G^{1/2}$, which is called the bimolecular recombination regime [55]. The experimental values reported are $\sigma_{\text{photo}} \propto G^{0.50 - 0.85}$ in [56] or $\sigma_{\text{photo}} \propto G^{0.5 - 1}$ in [57]. As a result, the values of $\mu\tau$ should be given with the illumination flux for absolute comparisons.

As a conclusion, we will mainly use this diagnostic for relative comparisons within a series of samples.
8 The Steady-State Photocarrier Grating method (SSPG)

This technique was first proposed by Ritter and coworkers in 1986 [57]. Its goal is to extract the ambipolar diffusion length $L_{amb}$, which is the hole diffusion length $L_d$ in our case, since for microcrystalline silicon, holes are the limiting species for transport. However, the measurement is performed with coplanar contacts and therefore gives the diffusion length parallel to the substrate, which is not the direction of interest for solar cells.

Very good values for high quality materials, for a generation rate of $\sim 1.5 \times 10^{21} \text{cm}^{-3} \text{s}^{-1}$ are $\sim 150 \text{nm}$ for a-Si:H and $\sim 300 \text{nm}$ for $\mu$-c-Si:H [56].

The typical experimental setup is shown in Figure II.9. In our case, the light source is a Helium-Neon laser at 677 nm. The laser beam is split and one of the beams is attenuated. This way, it represents a small perturbation to the uniform illumination of the other beam. The superposition of the two coherent beams creates interferences between the two coplanar contacts. The step of the interference fringes $\Lambda$ can be varied by changing the angle of the incident beams. The half-wavelength plane can be rotated to obtain parallel or perpendicular polarizations. In the first case, the interferences are present, in the second case, they disappear. A DC voltage is applied to the contacts and the current is measured with and without interferences.

The quantity used to obtain the diffusion length is the ratio of the collected photogenerated currents with and without interferences as a function of the interference step $\Lambda$ [58]:

$$\beta = \left(\frac{J_{coherent}}{J_{incoherent}}\right) = 1 - \frac{2 \Phi}{\left(1 + \frac{4 \pi^2 L_d^2 \Lambda^2}{\Lambda^2}\right)^2}$$

where $\Phi = \alpha \times \gamma_0^2 \times \gamma_{dark}$:

- $\alpha$ is the exponent of the power law dependence of the photoconductivity as a function of the generation rate: $\sigma_{photo} \propto G^\alpha$.
- $\gamma_0$ is the grating quality factor. It can be affected by misalignments in the experimental setup and/or by the roughness of the sample surface. Its value goes from 1 (in the case of an ideal grating) to 0.
- $\gamma_{dark} = \sigma_{photo}/(\sigma_{photo} + \sigma_{dark})$ and should be very close to unity for good quality films.

Values of $\Phi$ close to 1 indicate that the grating is very sharp, i.e. with well-defined fringes, while lower values correspond to “blurred” fringes, e.g. due to surface or internal scattering. In [59], their grating quality parameter $\gamma_0$ falls from 0.9 to 0.5 at the amorphous–microcrystalline transition due to the increase of the surface roughness. Their $\Phi$ values can range from 0.16 to 0.9.

The assumptions behind this formula are that the light is absorbed uniformly on the whole thickness of the film and that there is no surface recombination. These two phenomena would result in a gradient in the direction perpendicular to the film surface. Correcting factors can be added to the formula II.29 to take into account the gradient of the carriers along the depth of the film due to surface recombination (see [58] for more details).

In our case, the fit was performed over the two parameters $\Phi$ and $L_d$. $\alpha$ and $\gamma_{dark}$ have to be determined separately to get $\gamma_0$. 
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It can be intuitively understood that the illuminated zones are characterized by a high level of photogenerated carriers and that these will diffuse towards the zones of destructive interferences and also drift due to the electric field. As a consequence, $\beta$ will be close to 1 as long as the diffusion length of holes is greater than the interference step and in such cases, the photocarrier density will be uniform between the two coplanar contacts. For higher values of $\Lambda$, $\beta$ will drop (see Figure IV.50 page 140).

One can also see that the greater the contrast between the illuminated zones and the zones of destructive interferences, the higher the sensitivity (i.e. the greater the $\beta$ variations). For this reason, this technique is less sensitive with $\mu$-c-Si than with a-Si due to the higher dark conductivity of the former. As a consequence, SSPG measurements for microcrystalline silicon are usually made at higher generation rates. Since there is no light induced degradation in highly crystallized $\mu$-c-Si:H and only a very small dependence of the ambipolar diffusion as a function of the generation rate, the measurement is still valid. Indeed, $L_d$ scales as a power law of the generation rate [56] : the authors found an exponent of the power law in the range $-0.18$ to $+0.8$. (For a-Si, their exponent is always negative.)

**Validity of SSPG**

First developed for amorphous silicon, the possibility to apply SSPG to microcrystalline silicon to extract the ambipolar length has been studied in detail in [56]. To assess the validity and the quality of an $L_d$ measurement, one needs to know the quality factor $\gamma_0$ which measures light scattering due to the roughness of the sample surface and other problems in the experimental setup. For the SSPG technique to be valid on microcrystalline silicon, the diffusion length has to be distinguished from the dielectric relaxation length. The latter strongly decreases with the generation rate while the former does not depend a lot on it so that this dependency should be systematically measured [56]. Finally, diffusion has to be the dominant phenomenon with respect to drift. This can be checked by varying the applied voltage : the ratio $\beta$ is independent of the voltage when diffusion is dominant.
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9  Time Resolved Microwave Conductivity (TRMC)

This technique has been used to characterize a few samples during this work and we will only briefly outline its basic principle here.

To obtain information on the opto-electronic properties of semiconductors, this method exposes the sample to a laser pulse. During and after the pulse of the YAG laser (duration: a few nanoseconds; wavelengths: 1064, 532 or 266 nm), the photogenerated carriers diffuse, recombine, either in the bulk or at the interfaces and are trapped, in deep defects or in bandtail states. Then, the sample reaches back its thermodynamic equilibrium. The photogenerated carriers induce a transient change of the conductivity, and thus, of the complex dielectric function of the material. This variation of the dielectric function is probed by recording the evolution of the reflectivity of the sample to microwaves. The amplitude of the change of the reflection coefficient is directly related to the sum of the electron and hole mobilities. It has to be made clear that what is measured is the local mobilities inside the crystallites [60].

The experimental setup has been described in detail elsewhere [61] and one of the advantages of this technique is that it does not require any electrode to be deposited on the sample. The measured quantity is the time variation of the electrical output of the detector, \( \Delta V \), which is proportional to the reflected microwave power. The mobility can be extracted from it, provided the maximum excess carrier density \( \Delta N_{\text{max}} \) and the sensitivity of the experimental setup \( S \) are known (see [61]):

\[
\Delta V = S \times \mu_{\text{eff}} \times \Delta N_{\text{max}} \quad \text{(II.30)}
\]

\( S \) is deduced from the measurement of a reference sample of known mobility. \( \mu_{\text{eff}} \) is an effective mobility: it is the sum of the mobility of holes and electrons and it is averaged over the film thickness. It is not sensitive to boundaries between small grains, but to column barriers [62].

This method was first used to study monocrystalline silicon [63] and then its usefulness for silicon thin films has been established, e.g., for in-situ [64] and ex-situ characterizations of transport in microcrystalline silicon [65, 62, 66].

In addition to their mobility, an effective lifetime of the carriers can be deduced from the time evolution of the reflected microwave signal. This lifetime value depends on the photogenerated carrier density and must consequently be measured at low laser flux. There are typically two slopes of decay of the reflectivity. Indeed, after the pulse, the high photogenerated carrier concentrations (densities of \( 10^{15} \) – \( 10^{18} \) cm\(^{-3} \) depending on the laser power) induce a splitting of the Fermi quasi-levels, which then decays when the carriers recombine. The first slope depends on the incident flux of the laser and is attributed to recombination in levels around 0.2 eV from valence or conduction band edges. The second slope is almost independent of the laser flux and corresponds to recombination in deeper states. This latter slope results in lifetime values comparable to other techniques.
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10  Characterization of the solar cells

Once the stack of doped and intrinsic layers is finished and the contacts have been evaporated, we systematically perform spectral response and then current – voltage curves measurements before and after annealing.

10.1  Spectral response

The goal of spectral response characterization is to retrieve detailed informations about the cell efficiency. It measures the collected current per unit of incident illumination power as a function of the wavelength. Thus, the spectral response is in Amperes per Watt (A/W). It can be converted in the measurement of the average number of electron-hole pair collected per incident photon, called the quantum efficiency. In this work, we will use the latter form.

All the quantum efficiencies given in this manuscript are external ones (EQE). That is to say they include the partial reflexion of the incoming photons due to the differences in optical indexes at the interfaces (air/glass, glass/TCO, TCO/cell) and the absorption of the glass and TCO.

The experimental setup and the measurement procedure can be briefly described: A white source is filtered by 12 different filters from a turning filter-wheel and its beam is chopped. This beam is focused on the solar cell and the collected current is amplified with a lock-in system at the frequency of the chopper. A commercial diode of known EQE (given by the manufacturer) is first used. The current values as a function of the filters are stored by the software as a calibration of the lamp intensity and to check its stability.

We carried out all our spectral response measurements with the addition of a white bias light (not chopped) from a second source to be in conditions of homogeneous photogeneration throughout the intrinsic layer.

The EQE at 0V (short-circuit conditions) is then multiplied by the solar spectrum and integrated over the wavelengths to give the short-circuit current \(J_{sc}\):

\[
J_{sc} = q \int EQE(\lambda) \times S_{sun}(\lambda) \, d\lambda
\]  

(II.31)

with \(q\), the elementary charge and \(S_{sun}\), the spectral flux density of photons.

In this measurement, two aspects of the material and device are probed: the absorption and then, the collection.

Since the absorption coefficient in silicon strongly depends on the wavelength, the EQE will therefore provide informations on the collection of the photocarriers generated along the depth of the intrinsic layer. The blue region will mainly characterize the p-i interface region. In the red, the main limiting factor will probably be the transport of holes until the p-doped contact. Furthermore, analysis of the evolution of the spectral response when an additional bias voltage is applied can bring interesting informations on the profile of the internal electric field.
10.2 $J(V)$ curves

The experimental setup is quite simple: A halogen light bulb (Solux “4700 K” of 50 W) is supplied by a variable DC power supply whose voltage is adjusted in order to reproduce the short-circuit current value obtained from the EQE measurement (see equation II.31). During the measurement, the cell is cooled down by a fan. A mask with the same diameter as the metal dot (4 mm) defines the illuminated area and avoids lateral collection. This procedure ensures to be close to the Standard Test Conditions (STC), which are defined by an incident power density of 1000 W·cm$^{-2}$, a temperature of 25°C and an Air Mass 1.5 spectrum (which corresponds to the irradiance at an altitude of 0 m received from the sun being at an angle of 42° above the horizon, without any cloud).

A Keithley 2400 SourceMeter controlled by a computer is used to provide voltage sweeps and to record the current. Figure II.10 illustrates the typical curve obtained and its characteristics: the short-circuit current density $J_{sc}$ and the open-circuit voltage $V_{oc}$ are shown, as well as the series and parallel resistances $R_s$ and $R_p$, and the fill factor $FF$ defined as:

$$R_s = \frac{1}{\left(\frac{dJ}{dV}\right)_{J=0}}$$ (II.32)

$$R_p = \frac{1}{\left(\frac{dJ}{dV}\right)_{V=0}}$$ (II.33)

$$FF = \frac{V_{max} \times J_{max}}{V_{oc} \times J_{sc}}$$ (II.34)

A Labview program then analyzes the curves and gives us the characteristics of the cells. The efficiency of the cell is given by:

$$\eta = \frac{FF \times V_{oc} \times J_{sc}}{P_{sun}}$$ (II.35)

where $P_{sun}$ is the sun power illumination per unit surface.
11 Conclusion

Being limited to three depositions per day forced us to develop a strategy based on multiple characterizations. The question of the best diagnostic or of the best property of the material on which the process of optimization should be based has been a crucial matter throughout these three years of work. This is the reason why we tried to emphasize the difficulties and limits of each diagnostic in this chapter. Similarly, throughout Chapter IV, we will try to compare the results given by the different methods and to explain the discrepancies.

Since our cells have always shown low efficiencies, our goal was to find diagnostics revealing a problem in the material or in the device. Indeed, once a source of limitation is clearly identified, it can be monitored while varying the deposition conditions in order to analyze its evolution and eventually, to suppress it completely.

But as we will see, the improvement of some of the material characteristics, evidenced by diagnostics such as ellipsometry, SIMS or SSPG, did not always result in an improvement of the corresponding cells.

Some other diagnostics will be introduced directly in the Chapter IV when the associated results will be given.
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1 Introduction

MDECR can either stand for Matrix Distributed Electron Cyclotron Resonance (ECR) or for Multi-Dipolar ECR. With helicon sources and inductively coupled plasmas (ICP), MDECR belongs to the family of the low pressure, high density plasmas.

In this chapter, we will first expose the general basic principle of ECR sources, then briefly list the different kinds of reactors based on this plasma generation technique. This will allow us to emphasize the advantages of the MDECR configuration as compared to the former technologies. The two MDECR reactors used during this PhD will be presented. The second one, which has been assembled during this project, will be described in great detail.

2 The Electron Cyclotron Resonance (ECR) effect

Before presenting the different types of plasma sources based on this effect, we will explain its basic principle here.

The trajectory of an electron in a uniform static magnetic field of strength $B_0$ is well known. The result of the Lorentz force is a helicoidal trajectory around the magnetic lines with a frequency $f_{\text{Larmor}}$ and a radius $r_{\text{Larmor}}$ given by:

$$f_{\text{Larmor}} = \frac{q_e B_0}{2 \pi m_e}$$  \hspace{1cm} (III.1)

$$r_{\text{Larmor}} = \frac{m_e v_\perp}{q_e B_0}$$  \hspace{1cm} (III.2)

where $q_e$ is the elementary charge, $m_e$ is the electron mass and $v_\perp$ is the electron velocity in the plane perpendicular to the magnetic field.

A linearly polarized electric field is superposed to the magnetic field. Its frequency is in the microwave range, $f_{\text{MW}} = 2.45 \text{ GHz}$, which is an industrial standard and which corresponds to a wavelength of $\sim 12 \text{ cm}$ in vacuum. If the electron gyration frequency matches the electric field frequency, a resonant absorption will take place.

This can be understood by decomposing the linearly oscillating electric field into two rotating contributions: a right-hand and a left-hand circularly polarized component (see Figure III.1). If $f_{\text{Larmor}} = 2.45 \text{ GHz}$, the component of the electric field rotating in the same way as the electron will constantly accelerate it while the other component will have a null effect when averaged over one period.

The condition $f_{\text{MW}} = f_{\text{Larmor}}$ indicates that the resonant absorption will take place at the specific value of the magnetic field of $\sim 875 \text{ Gauss}$. The electrons will be trapped in the magnetic field and acquire sufficiently high velocities to dissociate or ionize the silane molecules in order to sustain the discharge and to create the reactive species. For this, the pressure has to be low enough, typically lower than $\sim 10 \text{ mTorr}$, so that the electron can be
accelerated during a sufficient number of rotations and can pass several times in the ECR region before any collision. The mean free path of the electrons $l_{eN}$ must be much larger than their Larmor radius:

$$l_{eN} = \frac{1}{\sigma_{eN} \cdot N} \gg r_{\text{Larmor}} \quad \text{(III.3)}$$

where $\sigma_{eN}$ is the total electron cross section and $N$ is the total gas density.

### 3 The different types of ECR plasmas

Now that the basic principle has been explained, we are going to review chronologically some of the reactor configurations proposed to take advantage of this phenomenon.

#### 3.1 The divergent ECR reactors

The typical geometry of such reactors is shown in Figure III.2. The microwave power is guided by a rectangular or cylindrical waveguide and is injected into the vessel through a quartz or alumina window. A first set of electro-magnets near this window defines the Electron Cyclotron Resonance absorption zone. The plasma then diffuses until the substrate holder in what is sometimes called the “extraction chamber”. A second set of magnets is sometimes used at the level of the substrate holder in order to correct for the diverging magnetic lines of the first magnets [2].

The leading country for the early development of this technology has been Japan. High plasma densities, in the range of $10^{11}$ cm$^{-3}$ have been reached [2]. But several limiting factors are also challenging. Indeed, the size is difficult to expand (less than 50 centimeters diameter usually). Furthermore, deposition on the dielectric window or damage of this window by the process gases (e.g. etching gases) is a serious issue. Such a deposition can result in a decrease of the plasma density by as much as 50% in 5 minutes in some cases [3]. The chemical erosion of the quartz window has been demonstrated to be a problem in high density, hydrogen-rich Surface-Wave plasmas [4].
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3.2 The Distributed ECR (DECR) reactors

This configuration was first proposed by Pichot and co-workers in 1988 [5] in order to avoid the issues associated with the use of hot filaments and in order to scale up the treated surface without decreasing the plasma density. Densities of $10^{11} - 10^{12} \text{ cm}^{-3}$ could be reached and it enabled to process substrates of 200 mm in diameter.

This configuration is based on microwave injection along linear applicators (10 to 40 cm long) placed near the 875 Gauss ECR regions as illustrated in Figure III.3. The typical geometry of such reactors is a cylindrical vessel with magnets all around, inside the walls. Water cooled microwave applicators are on the periphery also and the plasma diffuses to the center. While the uniformity along the radius in atomic gases was satisfactory, in the case of reactive gases, it was not as optimal so that the size expansion was limited. An additional issue was the possible interactions between the antennas.

Furthermore, to reach a good homogeneity of the plasma along the MW applicators, it is necessary to have constant amplitude standing wave patterns in the axis of the antennas. To do so, the microwaves have to propagate along the antenna with low attenuation and to be reflected at its end [7].

3.3 The Integrated Distributed ECR (IDECR) reactors

This geometry is derived from the DECR one (see Figure III.4). The magnets are inside the water cooled microwave applicators [9] and a plane uniform plasma is generated. In Figure III.4, H$_2$ is injected near the magnets and SiH$_4$ near the substrate holder and deposition rates for microcrystalline silicon of 3 Å/s were demonstrated [8].
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Figure III.3 – Distributed ECR typical configuration: side view on the left and top view on the right (taken from [6]).

Figure III.4 – Integrated Distributed ECR geometry (taken from [8]).

Other geometries have been proposed, such as the Microwave Plasma Disk reactors developed by Asmussen and co-workers [10].

3.4 The MDECR reactors

The idea of multipolar magnetic field confinement was first proposed by Sadowski in 1967 in a spherical configuration for controlled thermonuclear reactions [11]. Its first realization for the production of large uniform low temperature plasmas is attributed to Limpaecher and MacKenzie in 1972 [12]. In this early system, the electrons were provided by heated filaments and densities up to $10^{12}$ cm$^{-3}$ were produced (see Chapter 10 page 273 of [13] for a complete overview and [14] for a study of the chemistry of a silane plasma in such a configuration).

Matrix Distributed or Multi-Dipolar ECR reactors were later developed as a combination of multipolar magnetic confinement and microwave plasma in order to overcome the difficulties of DECR [15]. The first patent about MDECR plasmas has been released in 1999 [16] as a solution to the need of the industrial company Saint Gobain to process non-plane surfaces. The first two reactors have been done by the company Metal Process. A second patent was released more recently, in 2002, about plasma creation for surface treatment [17].
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3.4.1 The microwave applicators

The idea of this type of ECR plasma source is to split the microwave power into independent elementary sources. These can then be arranged e.g. in a hexagonal or square pattern, in order to provide a high density uniform plasma on areas that can be expanded just by increasing the number of microwave applicators.

These microwave applicators, also called “antennas”, are described in Figure III.5. One can see that the position of the antenna, its “depth” inside the reactor, can be varied easily, e.g. in order to change the substrate–magnet distance. The microwave power is brought to the antenna by a coaxial cable connected to it and injected inside the vacuum chamber via a coaxial feedthrough which ends with a permanent magnet. To do so, the matching of the impedance of each antenna has to be optimized manually with a sliding stub for the used conditions (microwave power, plasma composition in case of a mixture of several gases and plasma pressure). The central axis has a diameter of 6 mm and is screened by an aluminum cylinder (transparent on the drawing) with an internal diameter of 16 mm. The central coaxial line then ends up by a cylindrical permanent magnet magnetized along its axis (made of a samarium-cobalt alloy Sm$_2$Co$_{17}$ and covered by stainless steel). Water is circulating inside the central axis until the magnet in order to cool it down (see Figure IV.52 page 145 for a zoom on this part).

The magnetic field of the magnet will trap the electrons and limit their loss on the walls. We can see that as opposed to the DECR configuration, here, there is no propagation of the microwaves inside the plasma: the electric field of up to 200 W is absorbed in a small volume around the magnet satisfying the ECR condition. The electric field is very intense at the back of the magnet, at the end of the aluminum cylinder but the electrons heated there will be lost on the surface of the applicator [18, 19]. On the contrary, the electrons on the side of the magnet will be heated and trapped efficiently.

The hot (or “primary”) electrons are trapped in the lobes around one magnet or between two magnets of opposite magnetic polarities [20]. Their lifetime is greatly enhanced by this trapping (mean free paths larger than 1 m in argon for pressures below 1 mTorr [21]).
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Figure III.6 – This simulation, taken from [18], shows the trajectory of a hot electron of 40 eV during $5 \times 10^{-12}$ s. The magnet has a length of 30 mm and a diameter of 20 mm like in our microwave applicators. Top left graph: side view. Top right graph: top view showing the initial position of the electron. Bottom graph: cross section with the magnetic lines and the ECR region at $B = 875$ G.

trajectories have been simulated by a Particle In Cell (PIC) model in absence of electric field [18]. The results for a cylindrical magnet in absence of collisions are reproduced in Figure III.6. We can see the mirror points and the drift of the trapped electron due to the curvature of the magnetic lines and to the gradient of magnetic field strength. In absence of collision and without ECR heating, the electron energy is constant. Their PIC model has also been combined with a Monte Carlo approach in order to simulate more realistic trajectories with elastic and inelastic collisions (see page 117 of [18]).

The magnetic confinement structure created by a row of such magnets can be seen in Figure III.7. It can be concluded that in both cases (i.e. same polarities or alternating polarities), the 875 Gauss regions where the ECR effect will take place are very similar. We can see that compared to the divergent ECR configuration, where the lines of magnetic field tend to direct the charged particles towards the substrate holder (Figure III.2), here, the presence of the magnets maintains the charged particles, in particular, the hot electrons, in their surrounding.

In argon for a planar magnetron-like magnetic structure and microwave injected by a linear applicator (DECR type), the authors of [21] evidenced the presence of two electron populations in the lobe: hot and cold electrons. They performed combined Langmuir probe and Optical Emission Spectroscopy measurements assuming Maxwellian distributions and found temperatures of 3–6 eV for cold electrons and temperatures as high as 17 eV for hot electrons. The densities of the latter population are $\sim 2 \times 10^9$ cm$^{-3}$, representing $\sim 5–20\%$ of the electrons.
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Figure III.7 – Row of magnets with the same polarities on the left graphs and with alternating polarities on the right graphs. The graphs (a) show the magnetic field lines while the graphs (b) show the lines of constant magnetic field intensity. Taken from [22].

A new version of the applicators has been released in 2003 with an integrated tuner and improved cooling. Furthermore, this principle is still being developed and has recently been extended to new microwave sources, free from magnetic field, to produce high density, uniform, large scale plasma at higher pressures of 0.2 – 2.5 Torr [23, 24].

3.4.2 Advantages of the MDECR configuration

The MDECR technology is a versatile plasma source as it can be sustained in a wide pressure range $\sim 0.5 – 20$ mTorr and provide plasma densities in a large range $5 \times 10^9 – 5 \times 10^{11}$ cm$^{-3}$ (in argon, and the high value is obtained with a MW power of 2 kW) [7].

These high densities achievable are of course of great interest to increase the deposition rates of amorphous and microcrystalline silicon because they result in highly dissociated plasmas. As a result, the trend of the deposition rate is to scale linearly with the gas flow [25] provided that the MW power is high enough. But usually, the quality of the material (i.e. its crystallinity for example) degrades when the deposition rate is enhanced [26]. So there is obviously an optimum to find.

The dimensions of the plasma can be easily extended to the desired area without any physical or technical obstacle, just by repeating the pattern of elementary MW sources [15]. For example, a few rows of antennas could be used for high rate uniform deposition in a roll-to-roll industrial process. Furthermore, since each antenna is independent of the others, one has a great freedom, e.g. to compensate the edge effects by feeding the MW applicators near the walls a higher power to compensate for the losses. Another original possibility of this technology is to adapt the height of the antennas in a 3-D network in order to treat non-flat surfaces.

If the magnet–substrate distance is sufficient, if the edge effects are avoided and if the gas injection is uniform, there is no reason for thickness or properties inhomogeneities.

Another clear advantage as compared to divergent ECR reactors is that the dielectric window is inside of the MW applicators, far from the plasma, and therefore, cannot be coated nor etched.
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An additional interesting characteristic is that this type of plasma source allows the independent control of the plasma density (which mainly depends on the MW power) and of the ion energy (which is defined by the Radio-Frequency power fed to the substrate holder). Thus, they have the ability to deliver high-current densities (tens ofmA/cm$^2$) at low ion energy (a few tens of eV). Furthermore, due to the low pressure, the sheath is non-collisional which is a crucial advantage for etching applications where highly anisotropic bombardment is required. The energy distribution of the ions reaching the growing surface is thus very narrow. We can take the Debye length $\lambda_D$ as an order of magnitude of the sheath width:

$$\lambda_D = \left(\frac{\varepsilon_0 k T_e}{n q_e^2}\right)^{1/2}$$

(III.4)

where $\varepsilon_0$ is the permittivity of free space, $k$ is the Boltzmann constant, $T_e$ is the electron temperature, $n$ is the plasma density and $q_e$ is the electron charge. This gives a value of $\sim 0.2$ mm for estimated values at the level of the substrate holder : $n = 5 \times 10^9$ cm$^{-3}$ and $T_e = 3$ eV.

Dust formation is a wide-spread problem encountered when trying to obtain high-rate microcrystalline silicon in Capacitively Coupled Plasmas (CCP) (either Radio-Frequency or Very High Frequency). Due to the very low working pressure, the MDECR plasmas can be considered dust-free although some mechanisms of formation of particles based on the enhanced lifetime in the magnetic field have been proposed [27]. Additionally, the low pressure makes the chemistry of this type of plasma quite “simple”: it reduces secondary reactions between the radicals. On the other hand, the plasma-wall interactions probably become very important, at least in our research-scale reactor. These considerations can be illustrated by calculating the order of magnitude of the radicals mean free path in the weakly magnetized diffusion plasma. It is given by $kT/P\sigma$. We will assume a gas temperature $T$ of 400$^\circ$K and a pressure $P$ of 5 mTorr. For the cross section $\sigma$, we will choose the simplest model of hard sphere collisions between neutral SiH$_2$ radicals, taken as the average radicals in our highly dissociated plasma. The collision diameter of this molecule is 3.8 Å (found in [28]). Finally, we get a mean free path of $\sim 7.2$ cm, which is close to the magnet-substrate holder distance.

For research purposes, the geometry of the MDECR reactors is also convenient to implement some real time, in-situ diagnostics on the surface of the sample (e.g. ellipsometry and pyrometry).

3.4.3 Limitations of the MDECR configuration

One limitation related to the very unique microwave applicators is that each antenna has to be manually tuned. This tuning is different for every condition (gas mixture, gas flow rates, pressure, MW power etc.). When a new condition is tried, it can take more than 30 seconds to optimize the reflected power. Thus, the effective power absorbed by the plasma can change during this initial phase and this is particularly important for the study of the incubation layer in microcrystalline silicon deposition.

Due to the very fast deposition rates achievable with this technique, the walls and antennas get covered by a thick layer of silicon and some cleaning procedures (manually or by an etching plasma) have to be applied to avoid any problem of flaking for example, which can induce pin-holes if the substrate is horizontal.
3.4.4 Applications of MDECR plasmas

The MDECR technology can be used for many applications as it is a dense plasma which can provide high fluxes of ions. We can list some applications: plasma-based ion implantation (PBII) \cite{7}, anisotropic etching, sputtering and other surface treatment, cleaning plasmas, negative hydrogen ions $H^-$ production \cite{20}, thin film deposition (SiO$_2$ \cite{29, 30}, SiO$_x$N$_y$ optical filters and layers with gradient index \cite{31, 32}, high rate deposition of hydrogenated amorphous silicon solar cells \cite{33}).

4 Description of the MDECR reactor Domex

I had the unique opportunity to work on two MDECR reactors during my PhD: Domex and then ATOS.

Domex was installed in July 2003 and disassembled in July 2007. It was a collaboration between two companies (Dow Corning and Metal Process) and the École Polytechnique.

Since this reactor has been described in detail elsewhere \cite{33} and since I worked with it only around four months, it will only be described very rapidly here. Furthermore, several elements of it (such as the MW applicators, the turbo-molecular pump, the gas lines and bottles, the microwave and Radio-Frequency generators, the computer controlling them etc.) have been used in the new reactor ATOS and will be presented in detail in the next section.

One important difference with the new reactor ATOS is its geometry. As one can see in the pictures of Figures III.8 and III.9, the antennas in Domex are vertical and the substrate holder is horizontal. This configuration sometimes led to shunted solar cells due to pin-holes formed by little flakes falling from the covered antennas. This problem has been completely solved by the geometry of ATOS.

I used the reactor Domex with six antennas forming a circle in the top flange. The central port, at the vertical of the substrate, was occupied by the pyrometer, enabling us to record the surface temperature of the sample. Films and cells of $2.5\,\text{cm} \times 2.5\,\text{cm}$ were processed.

The system of plate bringing the samples from the load-lock to the deposition chamber was unfortunately not working anymore, and thus, the whole reactor had to be exposed to air between each sample.

The main limitation of this reactor was its substrate holder. The highest temperatures it could provide for a glass substrate were around $\sim 230^\circ\text{C}$, measured by the pyrometer with an emissivity fixed to 1. To increase this initial temperature, we often used a so-called "pre-heating" procedure, which consisted in injecting a gas and in almost completely closing the gate valve in front of the pump in order to obtain a pressure of around 1 Torr. With this procedure, the improved thermal contact between the heated substrate holder and the substrate allowed to go up to $\sim 280^\circ\text{C}$. The disadvantage of this pre-heating procedure is that one has then to set the gas flows for deposition, to adjust the gate valve and to turn on the MW and RF generators as fast as possible. During these settings, the substrate temperature sharply drops, thus resulting in a lack of control or reproducibility of the substrate temperature at the beginning of the deposition.

Another possibility to increase the substrate temperature is to glue it to the heated substrate holder with silver paste. This option is also not satisfactory as it could result in contamina-
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Figure III.8 – Side view of the reactor Domex.

Figure III.9 – Zoom on the deposition chamber. The exhaust going to the turbomolecular pump can be seen on the left.
tions of the samples but it resulted in temperatures as high as \( \sim 305^\circ C \). The enhancement of the temperature from \( \sim 230^\circ C \) to \( \sim 305^\circ C \) illustrates the poor thermal contact at low pressures in the range of a few mTorr.

5 Description of the MDECR reactor ATOS

5.1 Introduction

It has already been mentioned that the geometry of ATOS is different from the previous one. Indeed, this time, in order to avoid any pin-hole problems, the antennas are horizontal and the substrate holder is vertical. This way, no flakes can fall on the surface of the substrate.

Since temperature had been found to be a crucial parameter to obtain a crystallized material \[26\], the other very important improvement of the reactor ATOS is a much more powerful substrate holder with a guaranteed very high temperature homogeneity (see details below).

5.2 General description

Two drawings of the reactor ATOS are shown on Figures III.10 and III.11. One can see that the vessel has the shape of a “cross”. It is made of stainless steel and, before the addition the load-lock, its volume was 28 liters and its internal surface exposed to the plasma was estimated to be around 4000 cm\(^2\). The distance between the magnets and the substrate holder is 10.5 cm and the distance between two applicators is 8 cm.

The flange on the left of Figure III.11 has seven microwave applicators (six antennas on the periphery form a hexagon and the seventh one is in the center). The magnetic polarities of the antennas on the border are alternating (i.e. North-South-North etc.) in order to form a completely closed magnetic configuration. This can be clearly seen on the picture of Figure III.12.

This flange also has a port to install the pyrometer in order to perform in-situ optical measurements of the substrate surface temperature, which is shown in broad outline on Figure III.13. The pyrometer integrates the radiations coming from an area of the glass substrate of less than 19 mm diameter. Other in-situ diagnostics can be implemented: two ports on the side of the substrate holder allow to perform in-situ ellipsometry (spectroscopic or real-time multi-wavelengths) and the bottom flange has three ports for Optical Emission Spectroscopy measurements.

The magnetron generator can deliver a maximum power of 2 kW. The total power is split in 8 using the patented microwave power splitter developed by Pelletier and Moisan \[34\] (See Figure III.14). Coaxial cables are connected to seven of these eight ways by a circulator and a water-cooled load, allowing to protect the MW generator from the reflected power of the antennas and to dissipate it. One channel is not used and two water-cooled loads are thermally dissipating the corresponding excess of microwave power. These loads can only dissipate 100 W each so that for safety, we never used total powers higher than 1.5 kW. Each coaxial cable is connected to one MW applicator through a coaxial impedance adaptator which has to be manually tuned for every deposition condition in order to reduce the reflected MW power.
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Figure III.10 – General view of the MDECR reactor ATOS open.

Figure III.11 – Closer view on the vessel.
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Figure III.12 – Magnetic structure: The substrate holder has been removed and the flange replaced by a window to take this picture. We can see the lobes of intense light emission between the six magnets with alternating polarities on the periphery. Three other lobes with the central antenna can be seen. All these lobes show where the hot electrons are trapped. The regions between two magnets with the same polarity appear as darker. Finally, the gas ring and the port of the pyrometer can also be seen.

Figure III.13 – Top view of the reactor in its first configuration, without load-lock. Three in-situ diagnostics are represented: Two ports on the side of the reactor allow to perform ellipsometry (in blue). Three windows in the bottom flange can be used to carry out Optical Emission Spectroscopy measurements (in magenta). The pyrometer is installed on the flange of the antennas to collect the radiations emitted by the surface of the sample.
On Figures III.10, III.11 and III.12, one can also see the gas injection ring. Holes directed towards the substrate ensure a high dissociation of the molecules since the gases have to pass through the ECR zones. It has been previously shown that the deposition rate and the properties of the material can crucially depend on the gas injection geometry in MDECR [35]. The different gases available are: O₂, Ar, SiF₄, H₂, GeH₄, SiH₄, tri-methyl-boron B(CH₃)₃ diluted in SiH₄, and SF₆. The line of SiH₄ is equipped with two different mass flow controllers whose maximum flow rates are 200 sccm and 8 sccm, the latter being used to obtain accurate small flow rates.

Gas purifiers have been added on the hydrogen and silane lines in November 2008. The H₂ gas purifier removes the H₂O, O₂, CO, CO₂ and non-methane hydrocarbons (NMHC) impurities to levels lower than 1 ppb. The SiH₄ gas purifier removes the H₂O, O₂, CO, CO₂ and H₂ impurities to levels lower than 1 ppb.

The primary vacuum (∼50 mTorr) is reached with a primary pump. The background pressures are then obtained with a turbomolecular pump (Alcatel ATH 1600M with a capacity of 1600 liters/s for N₂ and a rotation speed of up to 39000 rotations per minute). This pump is on top of the main vessel and has a gate valve (VAT) in front of it which can be partially closed to increase the pressure inside the reactor. The pressure inside the reactor is monitored with a cold cathode Penning gauge for the background pressure and a capacitance manometer (baratron gauge) during the process. We explored plasma pressures in the range of ∼1 – 30 mTorr. The lowest pressures achievable without heating were around 5 × 10⁻⁸ Torr. Without the load-lock, such low pressures could only be reached after several days without depositions and without opening the reactor at air. With the load-lock, the lowest pressure was the same but could be reached faster. With all the substrate holders, the minimum pressure at the end of the heating phase (to the usual temperature T_pyrometer ∼ 230°C) was ∼3 × 10⁻⁷ mTorr and usually ∼1 × 10⁻⁶ mTorr.

The gas residence time in seconds can be written as:

$$\tau_{res} = \frac{21.5 \times P \times V}{T \times F}$$ (III.5)

where $P$ is the pressure in mTorr, $V$ is the reactor volume in liters, $T$ is the temperature in °K and $F$ is the total gas flow rate in sccm (cubic centimeters per minute in standard...
conditions). To have an order of magnitude, we can apply this formula with a flow rate of 42 sccm of pure silane, a pressure of 5 mTorr and a gas temperature of 500 °K, which gives a gas residence time of 140 msec.

The top plate of the substrate holder is connected to a 13.56 MHz Radio-Frequency generator (Dressler CESAR1310 – Maximum power of 1000 W) through an automatic matching box. The microwave and RF powers are set on the corresponding generators which are then controlled by the computer to turn on the plasma. The gas injection is also controlled by the same computer connected to the valves and the mass flow controllers. The gas bottles are in a shelter outside of the building and a pressure switch automatically closes all the valves if the pressure inside the vessel reaches 100 Torr.

5.3 The substrate holders

During my PhD, three different substrate holders have been implemented in ATOS. Indeed, the heating element of the first one failed after six months so that we temporarily replaced it by the substrate holder of the other MDECR reactor of the laboratory. Finally, when we installed the load-lock, we also designed a new substrate holder with a smaller thermal mass and heated by three halogen lamps (maximal power : 500 W each ; luminous flux : 9500 lm ; voltage : 230 V ; length : 118 mm) in order to be able to deposit more samples per day. 10 cm × 10 cm substrates could be used with the three substrate holders.

5.3.1 The first substrate holder

This substrate holder was designed in order to provide a very high surface temperature with a high homogeneity. Its diameter was 240 mm. Its surface was in Inconel 600, an alloy containing more than 72 % of nickel. This alloy is suitable for temperatures as high as 600 °C and has a good thermal conductivity. The resistive heater enabled to reach a surface temperature as high as ∼ 630 °C with a radial uniformity of ± 1 % at this highest temperature (as simulated by the manufacturer). As a result, the so-called phase of “pre-heating” or the use of silver paste (described in Section 4 page 66) were not necessary anymore, which was a successful improvement.

The temperature on this substrate holder could be measured by two K-type thermocouples : one close to the heating element and the other one in the top RF-biased plate (see Figure III.17 below).

The main drawback of this substrate holder was its very long heating and cooling phases of more than 1H30 and at least 2H30 respectively due to its high thermal mass (around 14 kg). We were thus limited to two samples per day (which has to be compared with e.g. six samples per day for the previous reactor with its load-lock and its transferring plate).

It unfortunately failed after six months, due to a short circuit between the resistive heater and the surrounded grounded part. Since the resistive heater was welded inside of a disk of the substrate holder, it was impossible to fix.
5.3.2 The second substrate holder

This second substrate holder was used during almost 9 months in replacement of the previous broken one. It was taken from another MDECR reactor of the laboratory. It was a bit smaller (diameter of 220 mm) and allowed us to reach the usual temperature of $\sim 230^\circ$C for the surface of the glass sample, as measured by the pyrometer and had the advantage of having a much smaller thermal mass, as compared to the first substrate holder. As a result, it enabled us to deposit three samples a day.

5.3.3 The third substrate holder

For this third substrate holder, we tried to reduce the thermal mass (less than 8 kg for a diameter of 240 mm) and we decided to change the heating source: Three lamps allow to reach the usual temperature of 230°C indicated by the pyrometer. This substrate holder has only one thermocouple, located just below the surface and a few millimeters away from the edge of the metallic frame holding the substrates. Another improvement is that the substrate holder can be switched to a horizontal position for an easy installation of the substrates (see Figure III.15).

5.4 The load-lock

The third substrate holder corresponds to the installation of the load-lock, in February 2009. A manual gate valve was added, as can be seen on Figure III.15 and the primary pump was connected to the load-lock. Not to expose the main chamber at air anymore allowed to reduce the oxygen content in the films by a factor of 10 (see results of Section 4.3.4 page 158).

An issue appeared after this improvement of the reactor: Indeed, the reflected Radio-
Frequency power on the substrate holder is always high. This change in the matching of the RF power could be due to stray plasmas inside or behind the new substrate holder or to the long cable connecting the moveable substrate holder to the flange. This is a serious problem as it prevented us from repeating the previous conditions which used a high RF power.

6 Characterizations of the reactor ATOS

6.1 Leak rate

We made several leak rate measurements in various conditions. It consists in a basic static vacuum test: we completely close the gate valve in front of the turbomolecular pump and we record the pressure increase given by the baratron gauge as a function of time. The pressure change $\Delta P$ in mTorr per minute is then converted to a leak rate $Q$ in sccm (cubic centimeters per minute in standard conditions) with the formula:

$$Q = \frac{V_{\text{reactor}}}{760} \Delta P$$

(III.6)

where $V_{\text{reactor}}$ is the volume of the reactor in liters (estimated to be around 28 L before the load-lock and around 39 L with the load-lock). This formula corresponds to the situation of a test at room temperature. When we heat the substrate holder at the usual temperature, the leak rate has to be corrected by a factor 0.52 corresponding to a gas temperature of 250°C.

This series of checks has been initiated in July 2008 (i.e. without load-lock) because of abnormally high background pressures. We found that a leak had appeared because of the bending of one element of the nitrogen injection (used to put the vessel at atmospheric pressure). The static pressure evolution with the leak is the curve 1 in Figure III.16, whose corresponding leak rate is $180 \times 10^{-4}$ sccm. We fixed this leak and the improvement down to $3 \times 10^{-4}$ sccm can be seen on the curve 2. This level is similar to the value found in another MDECR reactor in our laboratory [31].

What remains unexplained is the leak rate with heating. The curve 3 has been recorded in the exact conditions of the process of a cell. We started to heat just after having closed the reactor and we waited to reach the usual temperature of the glass substrate surface ($\sim 230$°C). The found leak rate is $177 \times 10^{-4}$ sccm. To know the minimum leak rate achievable with heating, we carried out the following sequence: we pumped the reactor during more than 24 hours, heated during $\sim 4$ hours, pumped one whole night and heated again during $\sim 4$ hours before starting the measurement. The result is the curve 4, which has $Q \sim 50 \times 10^{-4}$ sccm. Such a sequence should ensure that the vessel is completely degased. Later, an even stricter experiment has been carried out to be sure that the reactor is completely degased: It was left at the usual temperature (330°C indicated by the thermocouple at the surface of the substrate holder) one whole night (12 hours) and the leak rate was not improved at all (curve not shown).

If it is not degasing, then this pressure increase would correspond to a real air leak but it is not very likely that a leak appears only when the reactor is heated. Careful helium leak detections have been performed on the heated reactor and have not revealed any leak.
Figure III.16 – Static vacuum tests in various conditions (see explanations and results in the text) : without heating for the curves 1 and 2, and with heating for the curves 3 and 4. The curve 3 reproduces the sequence of the processing of a cell and the pressure increase corresponds to a leak rate of $177 \times 10^{-4}$ sccm.

As a comparison, the leak rate in the ARCAM reactor with heating has been estimated to be $\sim 6 \times 10^{-5}$ Torr/min, corresponding to $\sim 5.3 \times 10^{-4}$ sccm and the one of the other MDECR reactor of the laboratory is $\sim 1 \times 10^{-5}$ Torr/min, i.e. $\sim 7 \times 10^{-4}$ sccm (without heating).

The authors of [36] estimate that their cell performance starts to drop at an air leak fraction of 140 ppm to 200 ppm as compared to their total gas flow. Their process uses 1.7 – 3.5 sccm of SiH₄ and 360 sccm of H₂ and their deposition rate is 5 Å/s. We often used pure silane conditions with a moderate flow of 42 sccm. With this value, the threshold of 140 – 200 ppm would correspond to $\sim 60 – 84 \times 10^{-4}$ sccm, which is lower than our value of $177 \times 10^{-4}$ sccm obtained in conditions imitating the process of a cell.

The same tests have been repeated with the flange of the antennas replaced by a blank flange and the same unexplained increase by a factor $\sim 40$ when heating has been found. The goal was to rule out any risk of leak from the water cooling system of the antennas (see Section 4.1 page 145).

### 6.2 Temperature measurements

Measuring temperatures at the low pressures typically used in MDECR is challenging. In addition to the thermocouples inside the substrate holders (the first substrate holder had two : see Figure III.17 ; the two other substrate holders had only one), we used two other methods that we will briefly describe here. Pyrometry was used to estimate the temperature of the surface of the glass substrates (see Section 1 page 25) and platinum resistance thermometers were glued on the substrate holder to determine the temperature of its surface with the known dependency of their resistance as a function of temperature (measurement of the current applying a constant 5 V tension).

There is a large temperature gradient in the substrate holders, from the heating filament or lamps down to their surface. This can be illustrated by the different temperatures recorded by the two thermocouples of the first substrate holder : e.g. $\sim 650^\circ$C close to the resistive filament and $\sim 350^\circ$C in the top plate corresponding to a surface temperature of $\sim 300^\circ$C.
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given by the platinum resistance and a temperature of the glass of 230°C given by the pyrometer.

With the second substrate holder, the temperature indicated by the thermocouple was 535°C to reach 230°C indicated by the pyrometer. So that for the same substrate temperature, the temperatures indicated by the thermocouples of the different substrate holders can be very different. This illustrates how temperature can be a very misleading information because it crucially depends on where it is measured. Therefore, we explored the use of pyrometry, which is a very interesting and powerful tool to ensure the reproducibility of the temperature conditions.

6.2.1 Plasma induced substrate heating

It is well known that temperature is a crucial parameter for growth of mc-Si:H thin films. In our low pressure reactor, pyrometry can be a powerful tool to study the real temperature of interest, which is the substrate surface temperature. This section reports some early results obtained in the reactor Domex for inert-gas plasmas (pure argon in Figure III.18). The glass substrate is not glued and thus, its temperature is much lower than the one of the platinum resistance thermometers glued at the surface of the substrate holder (≈296°C vs 213°C). The injection of 100 sccm of pure argon (resulting in a gas pressure of 1.4 mTorr) has no effect on the temperature measured by the pyrometer (Phase 1). A total microwave power of 1 kW is fed to the plasma (Phase 2). Without biasing the substrate holder, the temperature increase in these conditions is of ≈20°C in around 4 minutes. The RF power is then injected so as to result in a DC bias voltage of −80 V (Phase 3) and the substrate temperature increases by another ≈33°C in 5 minutes 30 seconds. This evidences the central role of ions in the plasma induced substrate heating and reveals that a significant part of the intrinsic layer of the microcrystalline cells is probably grown under transient conditions of substrate temperature.

In the case of a pure hydrogen plasma (23 sccm of H₂, a plasma pressure of 7 mTorr, an RF power of 41 W corresponding to a bias of +30 V), the pyrometer recorded a temperature increase from 216°C to 251°C in 3 minutes and 20 seconds (graph not shown).

As a comparison, in Radio-Frequency plasmas, one of the very successful methods to increase the deposition rate is the so called “High Pressure Depletion” regime. This regime involves
Figure III.18 – Comparison of the temperature of the glass substrate recorded by the pyrometer and the one of the substrate holder surface measured by two platinum resistance thermometers (near its center and near its edge). Phase 1 is the end of the heating phase. In phase 2, the microwave power is injected to ignite the argon plasma. Then in phase 3, the RF power is supplied to the substrate holder. The phases 4 and 5 correspond to the RF and microwave powers being successively turned off.

6.3 Homogeneity in thickness

The homogeneity in thickness for the microcrystalline depositions has been studied with the first eight samples on 10 × 10 cm² glass substrates from the first series in the new ATOS reactor. The average thickness decrease between the center and the bottom left corner (a few millimeters from the border) was 19%, the worst sample being 23% thinner in the corner. These thickness variations are not related to the nature of the MDECR source. Possible reasons are:

- the presence of the walls, which are quite close from the antennas (as close as ∼ 4 cm),
- the fact that the antenna in the center is shorter (∼ 2.6 cm difference),
- and the gas injection geometry.

In the case of an industrial-scale reactor with a matrix of ECR antennas, with a uniform gas injection and with an equal microwave power on each applicator, the diffusion plasma would result in a film with a highly homogeneous thickness provided the walls of the vessel are sufficiently far away from the substrate. Indeed, the fact that each antenna is an independent source and that all of them are identical would ensure that the composition of the diffusion plasma is homogeneous above a minimal antennas–substrate holder distance.

For example, for SiO₂ deposition, the homogeneity in thickness on a 200 mm wafer can be as good as ±3.3% for a square matrix of 16 applicators of 24 cm × 24 cm [30].
Microwave reactors are used and studied in our laboratory since 1995. Six reactors have been successively designed. The first two ones were Integrated Distributed Electron Cyclotron Resonance (IDECR) reactors. The four others were then Matrix Distributed ECR (MDECR) ones. MDECR reactors are used in several French research groups but our laboratory is the only one working on photovoltaic applications with this technology, thus making our reactor a unique prototype in the world.

We have presented the general principle of Electron Cyclotron Resonance (ECR) and the historical evolution of the various types of reactors based on this effect. The advantages of the MDECR configuration, selected for this work, have been emphasized throughout this chapter. The main ones of interest for photovoltaic applications are the following:

- The magnetic confinement of the hot electrons allows to create highly dissociated plasmas, which results in high deposition rates.
- The size of the reactor can be easily scaled up to deposit on large substrates, just by repeating the pattern of antennas.
- The low process pressure ensures the absence of powders.
- The MDECR configuration enables the independent control of the ion flux (mainly defined by the MW power) and the ion bombardment energy (corresponding to RF power on the substrate holder).

Then, the reactor ATOS has been described in detail and some basic characterizations have been presented. Assembling such a complex equipment has been an important task of my PhD. Its maintenance and its improvement (e.g. the installation of the load-lock) have been constant goals during this project.

The next chapter will expose the results obtained with these two MDECR reactors (Domex and ATOS) for the high rate deposition of hydrogenated microcrystalline silicon thin films and solar cells.
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## Introduction

Chapter I gave a historical review of the plasma sources developed to attempt to solve the challenges of high rate deposition of microcrystalline silicon cells and gave the latest state-of-the-art achievements in research groups and industrial companies. Therefore, the results reported in this chapter have to be compared with them.

Chapter II explained the principles of some of the most important diagnostics used in this chapter.

Chapter III showed all the advantages of the Matrix Distributed Electron Cyclotron Resonance technology and presented the two reactors used during this work.

This chapter, which is the core of our work, will now give all the results obtained during this PhD. It is organized in four parts. The first two parts (page 83 and 94) will expose general points on microcrystalline silicon films and cells respectively. The third part (page 100) will summarize the characterization results obtained during parametric studies and show the successive improvements of the material quality. Finally, the fourth part (page 145) is a discussion on all the potential sources of limitation of our cells.

## 1 Microcrystalline silicon

### 1.1 Definition

Microcrystalline silicon (sometimes also called nanocrystalline silicon) is a heterogeneous material. It contains a crystalline phase appearing as crystallites of variable crystallographic orientations and variable sizes: typically between 10 nm and 50 nm. These crystallites can be separated by grain boundaries saturated with weakly bonded hydrogen or can be embedded in an amorphous or disordered phase. “Cracks” can also appear between the nanocrystals. In some cases, the crystallites can be included in bigger columnar structures.

One of the great difficulties of microcrystalline silicon is that very different materials, i.e. very different microstructures, can be obtained depending on the methods and conditions of deposition and labelled “microcrystalline”. As a consequence, comparing results from different research groups can be tricky. For example, the crystalline volumic fraction of the films can vary from 30% to 100%.
What is more, a second difficulty is that a structural inhomogeneity along the growth axis is often observed. For example, the material is often more crystallized on the top than at the interface with the substrate. This evolution can be monitored by in-situ ellipsometry for example [1].

Finally, a third difficulty is that a significant substrate dependence of the nucleation process is often reported. Possible explanations are:

- The diffusion coefficients of the radicals vary for different substrates.
- The defects of the substrate surface can act as nucleation sites.
- Epitaxy can take place on a crystalline substrate.
- The exposition of the first layers to hydrogen will depend on the permeability of the substrate to hydrogen, e.g. hydrogen will be accumulated if it cannot diffuse inside the substrate.

1.2 Microcrystalline silicon history in a nutshell

Here are a few dates of the microcrystalline silicon history:

1968: S. Veprek and V. Maracek managed to obtain µc-Si at low temperature using chemical transport in hydrogen plasma.
1979: First demonstration of the possibility to deposit µc-Si directly from a silane plasma by S. Usui and M. Dikuchi.
1981: Second demonstration of µc-Si deposition by silane plasma by Spear and coworkers.
1991 and 1992: Preliminary works of Lucovsky and Faraji about the use of µc-Si as the intrinsic layer for solar cells.
1994: First successful use of µc-Si as the absorber layer of solar cells by the research group of the Institute of Microtechnology of the University of Neuchâtel, Switzerland [2]. The popularity of µc-Si started to grow after it was first established that this material is very stable against light-induced degradation and could be used in solar cells despite its natural slightly n-doped type.
April 2001: Kaneka Corporation started the production of amorphous/microcrystalline (a-Si/µc-Si) tandem modules in Japan.
End of 2008: With Oerlikon Solar turn-key equipment, Inventux Technologies (near Berlin, Germany) is the first company in Europe to start the production of a-Si/µc-Si tandem modules. The efficiency reached in April 2010 is 9.2% stabilized for their ∼130W modules of 1.4m² and with a full capacity production of 33MW per year.

These few non-exhaustive milestones help to underline that the application of this material as the intrinsic layer for solar cells is rather recent and that its future for industrial mass production lies in the combination with an amorphous cell in the so-called tandem structure.

1.3 The advantages of microcrystalline silicon

Hydrogenated microcrystalline silicon (µc-Si:H) has many advantages as compared to hydrogenated amorphous silicon (a-Si:H). One of its most interesting properties is that unlike the famous Staebler-Wronski effect in a-Si:H, it shows almost no light-induced degradation. For example, the photocurrent of µc-Si:H films has been found to stay unchanged under light soaking, while the one of device quality a-Si:H drops by a factor of 10 in [3]. But, illustrating
the difficulty of making statements universally true for the whole range of microstructures of this material, this will not be perfectly true for films with low crystallinity as observed in [4] where the photosensitivity of their moderately crystallized films (crystalline fraction \( \leq 30\% \)) estimated by Raman spectroscopy decreases by a factor of almost 10. In [5], a film with a crystalline fraction of 30\% (from ellipsometry) shows an irreversible degradation induced by light-soaking (decrease of the dark conductivity and of the mobility-lifetime product, and enhancement of the sub-gap absorption) while the films with crystalline fractions of 67\% and higher are stable. As a conclusion, the optical and electrical properties are stable for crystalline fractions above \( \sim 50 – 60\% \) [5, 6].

The lower band-gap of \( \mu c\)-Si:H (\( \sim 1.1\) eV) as compared to a-Si:H (\( \sim 1.7\) eV) allows to absorb photons of lower energies. The combination of a top amorphous cell with a bottom microcrystalline cell is thus often used to collect a greater part of the sun spectrum (until the red and infra-red) and to boost the thin film cell efficiencies. The other optical properties will be detailed in Section 1.6.

For p-doped and n-doped layers, \( \mu c\)-Si has a greater doping efficiency than a-Si and for intrinsic layers, it has higher room temperature dark conductivities (\( 10^{-7} – 10^{-5}\) S cm\(^{-1}\) vs \( 10^{-9} – 10^{-11}\) S cm\(^{-1}\) for a-Si:H) and lower activation energies (0.4 – 0.6 eV vs 0.7 – 0.9 eV for a-Si:H). What is more, the mobility-lifetime products and ambipolar diffusion lengths are also greater for optimized \( \mu c\) materials.

On the other hand, the electrical properties of \( \mu c\)-Si are not as good as those of polycrystalline silicon (poly-Si), but one can argue that its deposition techniques are much easier than the high temperature (oven above 600\°C) or laser annealing procedures necessary to obtain poly-Si. Indeed, \( \mu c\)-Si can be deposited in the same PECVD reactors as the ones developed for amorphous silicon, just by changing the process parameters. Since it does not require high temperatures, it is compatible with a great diversity of substrate types, including flexible ones, which is of great interest for industrial or custom-designed applications, e.g. for roll-to-roll production.

### 1.4 The drawbacks of microcrystalline silicon

This type of material presents two main drawbacks.

First, this material is characterized by a low absorption coefficient of light, due to its indirect band-gap. The absorption is then a three particle process, involving a photon and a phonon resulting in an exciton (i.e. an electron-hole pair) creation. Thus, microcrystalline p-i-n junctions must have thick intrinsic layers of 1\( \mu\)m – 3\( \mu\)m (to be compared with the typical 0.3\( \mu\)m thick absorber layer of amorphous cells).

The second drawback is the difficulty to obtain deposition rates higher than a few Angströms per second while maintaining the material optical and electrical quality. This can be quantified for example by measuring the average surface reaction probability \( \beta \) in microcrystalline deposition conditions and in amorphous deposition conditions, which are \( \beta \sim 0.2 \) and \( \sim 0.4 \) respectively [7]. Another way to illustrate this difference is to increase the hydrogen dilution in a silane and hydrogen mixture in order to observe the transition from a-Si:H growth to \( \mu c\)-Si:H growth : in [8], the deposition rate drops from 7 to 0.3 A/s. As a consequence, it is easy to understand that improving the growth rate of \( \mu c\)-Si:H is a crucial goal for industrial production of cost-effective solar cells. The use of an MDECR plasma is a solution to
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reach the required deposition rates (up to 28 Å/s with 100 sccm of pure silane have been demonstrated [9]).

Another consequence of the above-mentioned limitations is that the optimization of the light trapping schemes is a very important research topic for further improvement of the performance of these cells.

Finally, we can also mention that due to its crystalline order and to the presence of grain boundaries or even “cracks” [10], this material suffers from a high sensitivity to contaminations, both during the growth and after the deposition, when stored at ambient air. In particular, the surface adsorption of oxygen or water, or their diffusion inside the material can lead to wrong interpretations of the electrical characterizations so that care must be taken to avoid them.

1.5  Industrial goals

We already emphasized that a high deposition rate is a necessary condition to fulfill for industrial applications. Two other conditions can be mentioned : a high homogeneity over large areas has to be achieved, in terms of material properties and of film thickness (better than ±10% over 1 m²) and the gas utilization has to be efficient. In addition to these requirements, the process must have a high repeatability, e.g. not to shift with time due to a dependence on the state of the walls. This also brings up the question of the cleaning procedure, which should happen as rarely as possible and be as fast as possible in order to maximize the utilization time of the equipment.

Other important large area industrial applications of microcrystalline silicon are light sensors and thin-film transistors (TFT). For the latter application, a crucial requirement is that the film must be completely crystallized right from the start (i.e. without a less crystallized incubation layer) in order to limit the off-current.

1.6  Optical properties

The optical characteristics of microcrystalline silicon are similar to those of crystalline silicon, enhanced by the internal scattering phenomenon at the grain boundaries. Another common feature of μc-Si is the presence of a surface roughness due to the presence of crystallites and/or columns, thus enhancing the optical path of light in the film. The optical absorption of microcrystalline silicon as a function of the photon energy/wavelength can be seen in Figure IV.1.

Three parts can be distinguished in this graph :

1. Above the gap energy ($E_g \sim 1.1$ eV) : This high absorption part involves band-to-band electronic transitions. For energies above 1.7 eV, the experimental values for μc-Si are often higher than the c-Si curve, which can be explained by the presence of a higher absorption direct band-gap amorphous fraction (if any), by internal scattering and by the presence of grain boundaries. For energies below 1.7 eV, μc-Si exhibits a significantly higher absorption coefficient than a-Si, which means that low energy photons can be absorbed, provided the layer is thick enough. These two points are of great interest for photovoltaic applications.
2. Between ∼0.8 – 1.1 eV: Below the band-gap energy, the Urbach tail of exponentially decreasing absorption is due to the presence of strained bonds in the disordered semiconductor and corresponds to electronic transitions involving the bandtail states. This part of the absorption can be fitted as $\alpha(E) \propto \exp \left( \frac{E - E_0}{E_{0\text{E}}} \right)$, where the Urbach parameter $E_0$ corresponds to the width of the absorption edge. A too high (above ∼35 – 40 meV) value of $E_0$ can indicate a too high density of bandtail states, which can decrease the electric field inside the intrinsic layer.

3. At energies lower than ∼0.8 eV: The absorption is related to defects in the gap, i.e. recombination centers. This is justified by the increase of $\alpha$ in this region upon annealing [12]. As a consequence, this value is a very interesting indicator of the quality of the material. Typical values of a device grade material at 0.8 eV are $\alpha = 0.1 – 0.3 \text{ cm}^{-1}$ or even below (corrected for surface roughness scattering), or $\alpha = 1 – 3 \text{ cm}^{-1}$ (as measured).

Such graphs can be obtained by the diagnostics of Constant Photocurrent Method (CPM) and Photothermal Deflection Spectroscopy (PDS), which have unfortunately not been used during this work. For experimental measurements, the band-gap of μc-Si:H seems to be smaller than the one of c-Si because its curve is shifted up. This artefact is due to light scattering on the rough surface and/or in the bulk, and can be significantly reduced or even eliminated by polishing the surface, as demonstrated in [13].

1.7 Electrical properties

To study the transport properties of microcrystalline silicon, one has to keep in mind that the material is heterogeneous, anisotropic and that its properties may vary with thickness.

Indeed, we have already mentioned that this material is heterogeneous: it is a complex combination of crystallites, grain boundaries, amorphous tissue and voids. The bonds responsible for the band tails are thought to be localized at the grain boundaries. The properties of μc-Si:H are usually anisotropic and since we are working on the optimization of solar cells, we care about transport perpendicular to the substrate. The transport parallel
to the substrate is the suitable parameter to focus on when optimizing thin film transistors for example. The thickness dependence of the electronic properties is often related to the variation of the crystalline fraction during the growth. This has been evidenced for example in [14] by combining in-situ ellipsometry and Time Resolved Microwave Conductivity (TRMC): The deduced mobility is seen to increase at the beginning of the growth, following the crystalline fraction, but when the latter saturates, around 200 nm, the mobility keeps on increasing, thus indicating that the crystalline volume fraction is not the only parameter controlling the electrical properties.

The density of states (DOS) in μc-Si also strongly depends on the particular microstructure of the studied sample and does not show as clearly the same features as in a-Si (i.e. exponential band tails corresponding to the variations in bond lengths and bond angles, and two Gaussian distributions of deep states attributed to unsaturated dangling bonds). The smaller the grains, the higher the grain boundary concentration and as a consequence, the higher the DOS. In the case of large grains, the DOS is usually lower than for a-Si.

1.7.1 The grain boundaries

The grain boundaries are composed of remaining amorphous tissue and/or tilted bonds, with deviations in their angles and lengths. They may also contain impurities such as carbon, nitrogen and/or oxygen which are migrating there during the crystallization process or which penetrate after the deposition if the film is exposed to ambient air. As a consequence, in the grain boundaries, the density of states is modified with the appearance of tails in the gap and a shift of the conduction (resp. valence) band energy $E_C$ ($E_V$) to higher (lower) energies. An interesting order of magnitude to keep in mind is that in a very simplified geometry where the crystallized grains are assumed to be cubic and to all have the same size of 20 nm, there are $\sim 10^{17}$ crystallites per cubic centimeter, which has to be compared to the defect density, i.e. there is less than one defect per crystallite.

The grain boundaries can either cause shunt leakage and thus, reduce the $V_{oc}$ if they are charged, or they can act as barriers of low local conductivity. This later phenomenon can be measured by an Atomic Force Microscopy (AFM) mapping combined with a conductive cantilever: a decrease of the local conductivity in the grain boundaries has been put into evidence and this decrease can be as strong as a factor 100 for the column boundaries [15].

1.7.2 Transport parallel and perpendicular to the substrate

Significant discrepancies between parallel and perpendicular transport properties can arise due to the presence:

- of the grain boundaries,
- of too high concentrations of defects in the column joints,
- and/or due to the presence of an amorphous incubation layer formed at the beginning of the deposition.

For example, the diffusion lengths $L_d$ parallel and perpendicular to the substrate have been compared when measured by the Steady-State Photocarrier Grating method (SSPG) and by the Surface Photovoltage method (SPV) respectively and showed to be around 3 to 4 times greater in the perpendicular direction in [16]. This ratio obviously depends on the microstructure of the studied samples and in particular, on the presence of columns. The
same research group later found that it is possible to obtain isotropic μc-Si (i.e. same conductivities and diffusion lengths values in both directions) in films deposited at a lower temperature of 150°C \[17\]. Varying the power, another group \[18\] found that \(L_d\) in the perpendicular direction can be higher, equal or lower than the value in the direction parallel to the substrate.

1.7.3 The models of electrical transport

Some models have been adapted from the understanding of the behavior of polycrystalline silicon \[19\]. It is the so-called “homogeneous model” and it proposes that the transport properties are controlled by the potential barriers which build up at the grain boundaries due to charged trapping defects and which have to be overcome by carriers. Other explanations are based on the confinement due to the lower band-gap energy of the crystallites (1.1 eV) as compared to the amorphous tissue surrounding them (1.7 eV).

Other models are adapted from amorphous silicon. For example, the evolution of the \(\mu \tau\) product as a function of the Fermi level position of various μc-Si:H samples has been found to be very close from the behavior of undegraded a-Si:H \[18\]. Similarly, based on their electrical measurements, the authors of \[20, 21\] propose that the same transport mechanisms as for amorphous silicon \[22\] are valid for microcrystalline silicon, i.e. that it is controlled by the exponential tail states which are trapping centers and by amphoteric dangling bonds (either positively or negatively charged, or neutral) acting as recombination centers, which are most likely located at the grain or column boundaries.

Some authors have also proposed that the transport is limited by defects inside the crystallites \[23\].

1.7.4 Consequences for microcrystalline cells

While the diffusion lengths of holes parallel to the substrate in intrinsic μc-Si:H can be up to typically \(\sim 300\) nm \[24, 25\], it is much too low in doped μc-Si:H to use diffusion limited p-n junctions. From the drift lengths at an electric field of \(1\) V/\(\mu\)m, one can see that μc-Si is a suitable material for collection over a thickness of several microns. Thus, the microcrystalline solar cells have a p-i-n structure which will be described in detail below (Section 2 page 94).

Furthermore, the ratio \(\mu_e/\mu_h\) of the electron mobility over the hole mobility is typically around 3 to 10 for μc-Si:H. (The value of this ratio is the same for polycrystalline silicon, but is \(\sim 100\) for a-Si:H.) Thus, it is better to illuminate a microcrystalline silicon cell through the p-doped side for the optimum collection of the photogenerated holes.

1.8 Growth mechanisms

This section aims at reviewing briefly the main categories of growth models which have been proposed to account for the formation of microcrystalline silicon at low temperature (\(\sim 200^\circ\)C) by Plasma Enhanced Chemical Vapour Deposition. Indeed, with the unique properties of PECVD, it is possible to obtain a crystalline material at low temperature which is otherwise only obtained by annealing amorphous silicon at 600°C or more.
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The models presented in this section mainly correspond to the hypotheses used to explain the growth of μc-Si:H in RF-CCP reactors, which has been and is still the dominant technology to deposit silicon thin films for solar cells. Considering the very unique characteristics of our MDECR plasma, exposed in the previous chapter, it is not clear that the same ideas can apply in our situation. For example, with microwaves, a very high dissociation degree of the SiH$_4$ molecules can be reached, so that the ratio of Si radicals to SiH$_3$ radicals can be one hundred times greater than the typical one in RF plasmas [26]. What is more, the very high sticking probabilities of the Si, SiH and SiH$_2$ radicals as compared to SiH$_3$ may well be a difficulty to obtain good materials.

From a thermodynamic point of view, it can be shown that μc-Si:H is more stable, i.e. has a lower free energy, than a-Si:H [27]. This gain of free energy depends on the hydrogen content and it is proposed that it is maximized for a highly hydrogenated amorphous layer. Another thermodynamic model is based on a critical elastic energy (i.e. on a critical value of extensive stress) : in this model, a lattice expansion above 1 to 2 % is said to induce amorphous growth [28]. The model of Street [29] can also be listed in this category and proposes that μc is formed above a critical value of the hydrogen chemical potential.

A correlation between a high density of atomic hydrogen and the appearance of a crystalline phase has indeed been experimentally encountered for a wide range of deposition conditions. Thus, it is accepted that hydrogen plays a major role in several of the proposed models [30]. Yet, its role is not clear. As a consequence, the most commonly studied parameter is the silane concentration, that is to say, the silane dilution in hydrogen.

The predictions for the improvement of the material quality and of the deposition rate will be listed for each model.

1.8.1 The surface models

Some models have proposed that the surface phenomena such as physisorption, desorption, diffusion, abstraction and incorporation, can help to understand the formation of microcrystalline silicon.

1.8.1.1 The selective etching model

This model has been proposed quite early (see [31] in 1989) and considers the film formation as the result of a balance or a competition between etching and deposition. The underlying idea is that etching has a positive effect on the quality of the microcrystalline film since the disordered phase and defects (i.e. weak and strained bonds) are preferentially etched. One has to realize that in this model, the reason for the appearance of a crystalline phase well below the melting temperature of silicon is not explained as hydrogen only etches the amorphous phase but does not “create” an ordered phase.

Such an etching has clearly been seen in Layer-By-Layer experiments [32] and increases with the duration of the hydrogen plasma treatment. But in their conditions, the highest etching rates do not correspond to the highest crystalline fractions of the films, which does not fit with this model.

In [31], etching is not systematically associated with hydrogen. Indeed, they also propose reactions where a silicon radical arrives on the surface, reacts and goes back in the plasma phase as a Si$_2$H$_x$ molecule.
According to this model, a slow growth is not required to obtain a crystallized film. The deposition rate of microcrystalline silicon can be increased as long as the etching rate is also enhanced in order to guarantee the film quality. It also predicts that the film crystallinity should decrease when the substrate temperature is increased due to the less efficient hydrogen etching at high temperatures. This last point does not fit with our experimental results (see Section 3.7 page 130), thus indicating that it is not the dominant growth mechanism in the explored range of temperature.

1.8.1.2 The surface diffusion model

This model, introduced by Matsuda in 1983, proposes that the diffusion of the incoming radicals (mainly SiH$_3$) on a fully hydrogen passivated surface will allow them to find the best sites to stick and will result in an organized material [30]. Thus, a high atomic hydrogen flux is important to ensure a full coverage of the growth surface and also to favor the diffusion of the radicals by locally heating the surface due to their exothermic reactions. According to this model, the final defect density of the material depends on the density of remaining dangling bonds. Especially at high deposition rates, the latter is said to depend on the ratio of the SiH$_3$ precursors and of the short lifetime precursors (Si, SiH and SiH$_2$) [33].

This kind of model can help us to find reasons for the low quality of our microcrystalline silicon. Indeed, in MDECR, many radicals with high sticking coefficients (SiH$_x$ with $x \leq 2$) are created. Those radicals are believed to basically just stick where they arrive on the surface, unlike SiH$_3$ which diffuses until it finds a stable site or a dangling bond. What is more, the fast deposition rates achieved with this high density plasma source may also prevent the diffusing species from finding the suitable site.

According to this model, a temperature increase of the growth surface will result in an enhanced diffusion of the radicals and should therefore improve the quality of the material, but it will be detrimental at too high temperatures because of the resulting lower passivation of the surface by hydrogen atoms.

1.8.2 The volume or growth zone model

It is a model where all the reactions taking place at the surface as well as a few nanometers below are said to be the key parameters leading to the re-arranging of the film, the sub-surface relaxation and to the formation of a microcrystalline material. In particular, the role of hydrogen is crucial, as it provides chemical annealing. Thus, the sub-surface thickness can be defined by the ratio of the diffusion coefficient of atomic hydrogen divided by the growth rate. In this model, nucleation takes place in a porous sub-surface layer as demonstrated by Layer By Layer (LBL) depositions [34]. It can be noticed that this corresponds to the thermodynamic model of [27]. The temperature of the surface and of the volume of the layer is of crucial importance for this mechanism as it controls the penetration depth of atomic hydrogen and the mobility of molecular hydrogen to escape from the growing layer [35, 36]. The effect of energetic ion bombardment also has to be taken into account as they can damage the film on depths as thick as tens of nanometers.

As etching of the walls or of the counter-electrode covered by silicon can take place during the pure hydrogen plasma and would result in chemical transport of silicon under high hydrogen
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dilution, some care has to be taken for the proper interpretation of LBL experiments [30, 37]. But their validity has been demonstrated even in a multichamber reactor [38].

The growth zone model predicts that the increase of the deposition rate has to be balanced by a higher temperature in order to allow for the fast diffusion of molecular hydrogen out of the layer. Otherwise, issues of porosity, too high hydrogen concentration, formation of “bubbles” or delamination of the layer from the substrate could occur.

1.8.3 The role of hydrogen

The crucial role of hydrogen will be emphasized repeatedly throughout this manuscript. For PECVD, the three main solutions to provide sufficient H radicals are:

- A high hydrogen dilution (typically 5% of SiH₄ in H₂ in [31] for example)
- A high dissociation of the silane molecules, with or without added hydrogen. Indeed, one has to keep in mind that what really matters is the ratio of silane radicals and hydrogen atoms in the plasma. This latter parameter can be quite different from the ratio of the gas flow rates depending on the type of plasma source and on the power [39]. As a consequence, diagnostics to determine this ratio inside the plasma are of great interest.
- The Layer-By-Layer technique, which consists in cycles of growth with silane and hydrogen or with pure silane, and then, during the second phase of the cycle, of exposure of the film to a pure hydrogen plasma.

The possibility to deposit microcrystalline silicon without hydrogen dilution has been demonstrated in our lab several years ago [40]. A high hydrogen dilution was thought to be necessary in RF-CCP reactors to obtain μc-Si but this consensus was questioned by recent results of van den Donker et al. [41], who obtained μc-Si from pure SiH₄ in RF-CCP by avoiding the formation of an amorphous incubation layer. They obtained cells with 9.5% efficiency in pure silane.

We can now list the main effects attributed to hydrogen:

- The passivation of dangling bonds, which is of crucial importance in the grain boundaries,
- The etching of weaker distorted or strained bonds and the preferential etching of the amorphous phase, which favors the crystallization,
- The enhancement of the diffusion of radicals on the surface,
- The so-called phenomenon of chemical annealing: The exothermic H recombinations, when taking place at the film surface, result in higher diffusion lengths of the precursors and when taking place in the sub-surface, allow for the re-organization of the silicon network [42] and has been said to “liquify” the sub-surface region in order to interpret the results of Layer-By-Layer (LBL) experiments [32].
- From a plasma point-of-view, hydrogen is also responsible for chemical transport, where silicon and impurities (if any) from the walls are etched, “recycled” in the plasma and further deposited.
1.9 Conclusion : Method of study

To sum up the first part of this chapter, we can say that all these considerations lead to the conclusion that the comparison of the different samples has to be very methodic and careful. Indeed, microcrystalline silicon is well known to evolve during the deposition, to be inhomogeneous along the axis of growth, so that only films of very close thicknesses should be compared for the results to be valid. Otherwise, misleading conclusions could be made in choosing the deposition conditions producing the best material. Also, since the homogeneity of our microcrystalline films is not perfect on our 10 cm × 10 cm glass substrates, great care has been devoted to systematically perform all the measurements (e.g. ellipsometry, Raman spectroscopy, etc.) on the exact same spot of the sample.

Many aspects of microcrystalline silicon are still open questions, such as the different explanations for the electrical transport or the growth mechanisms. As a consequence, basic research is still needed to evidence the crucial parameters to improve solar cells made with this material. This also allows new breakthroughs to be generated, for example, with non-standard plasma sources.
2 Microcrystalline silicon solar cells

Introduction

The three main challenges for the future mass production of high performance microcrystalline (μc) solar cells are:

- the increase of the deposition rate,
- the development of efficient light trapping solutions,
- their uniform deposition on large area substrates.

The unique properties of the MDECR technology, exposed in the previous chapter, make it a great candidate to fulfill these requirements.

Due to the electrical properties of the microcrystalline silicon material reviewed in the previous section, and in particular, to the diffusion lengths of the minority carriers which are generally lower than the thickness of a few micrometers necessary for an efficient light absorption, the microcrystalline solar cells cannot be based on a p-n junction but have to be p-i-n structures in order not to rely on the diffusion only, but to benefit from a drift-assisted collection.

The next section aims at briefly exposing how the microcrystalline solar cells have been processed during this work.

2.1 The p-i-n structure

This section will describe the different steps to make a p-i-n solar cell in our lab. The order of the letters refers to the order of deposition and is sometimes also called the “superstrate” configuration. This has been by far the most common structure studied during this project. Only a few attempts of n-i-p structures have been carried out.

![Structure of our p-i-n cells.](image-url)

Figure IV.2 – Structure of our p-i-n cells.
2.1.1 The Transparent Conductive Oxide (TCO)

The requirements for this layer are that it must be highly transparent (i.e. the absorption should be below 6% – 7% over the range 400 nm – 1100 nm), with a low resistivity (lower than $\sim 10 \Omega \square$) and its surface texture has to be optimized to enhance the light scattering in order to provide the greatest optical path of light through the cell (the typical rms roughness should be $\sim 50 \text{ nm} – 150 \text{ nm}$).

For the p-i-n configuration, the other roles and requirements of the TCO are to help to minimize the amount of reflected light with its matching of the refractive indexes (in the visible range: $n_{\text{Corning 1737 glass}} \sim 1.5$, $n_{\text{ZnO}} \sim 2$ and $n_{\mu\text{c-Si}} \sim 3.7$). Furthermore, it should be stable against the deposition conditions used for the cell (e.g. temperature and diffusion of atomic hydrogen).

For the μc solar cells produced during this work, we used zinc oxide (ZnO) provided by the Photovoltaic Institute (IPV) in Jülich, Germany. Indeed, Indium Tin Oxide (ITO) is not stable when exposed to a silane plasma and tin oxide (SnO$_2$) can be reduced by the hydrogen-rich plasma required for deposition of μc-Si, especially at high temperatures ($> 200^\circ C$) [43]. ZnO can be sputtered or deposited by Low Pressure Chemical Vapour Deposition (LP-CVD) or Metal-Organic Chemical Vapour Deposition (MO-CVD). The ZnO obtained by LP-CVD and MO-CVD is naturally textured but the one we used is obtained by sputtering and therefore, is flat. We textured it by chemical wet etching in a 0.5%-diluted hydrochloric acid (HCl) bath for 30 seconds. The resulting rms roughness, measured by Atomic Force Microscopy, is in the 100 – 150 nm range (i.e. a peak-to-valley roughness of about 400 nm) for a total thickness of $\sim 700 \text{ nm}$. When intrinsic, the direct band-gap of ZnO is around 3.3 eV at room temperature but we used aluminum doped zinc oxide (ZnO:Al) in order to boost its conductivity, in which case the gap can increase up to 3.7 eV [44].

2.1.2 The doped layers

The n and p-doped layers are made in another reactor named ARCAM, which is a multi-chamber RF-CCP reactor (described in detail in [45]). As a consequence, the samples are taken out at air twice to transfer them as fast as possible for the deposition of the next layer (see Figure IV.2). This is a common problem that a lot of research teams have to face. Thus, the study of the influence of adsorption and oxidation at the surface of microcrystalline films is very important in our conditions (see [6] and [46]) although this problem would not arise in an integrated industrial production line.

The optimized doped layers used during this work can result in 8.3% efficiency for highly crystallized solar cells deposited at low rate from the decomposition of a mixture of SiF$_4$, H$_2$ and Ar in another RF-CCP reactor of our laboratory [47]. This guarantees the high quality of the doped layers as well as the possibility to achieve high performance despite air exposures.

2.1.3 The p-doped layers

They are doped by adding boron atoms into the silicon matrix. It can be provided by a small flow rate of tri-methyl-boron (B(CH$_3$)$_3$) or of diborane (B$_2$H$_6$) added to the usual SiH$_4$/H$_2$ mixture. Due to the incorporation of carbon atoms from the dissociation of TMB,
the gap of the corresponding layer will be larger than when diborane is used, so that the advantage of doping with TMB is to reduce the absorption inside this layer.

It is much easier to dope μc-Si:H than a-Si:H. This is the reason why μc-Si was historically first used as a “transparent” doped layer for amorphous p-i-n structures. The activation energy of p-type μc-Si can be below 50 meV (while the minimum for amorphous doped silicon is around 300 meV) and the conductivity, as high as \( \sim 2 \text{ S cm}^{-1} \) for a 24 nm-thick layer in [43].

The thickness of the p μc layer is fixed at around 30 nm for all our cells. High crystallinity and high conductivity are crucial requirements for this layer. What is more, it will act as a seed layer for the growth of the intrinsic layer on top so that its crystallinity, crystallographic orientation and roughness can have a great influence on the final cell performance.

2.1.4 The n-doped layers

The top layer is made with the addition of phosphine \((\text{PH}_3)\) to silane in order to incorporate phosphorous atoms in the matrix. It is amorphous in our case, with a fixed thickness of \( \sim 30 \text{ nm} \), which should help to encapsulate the intrinsic μc layer and to avoid its post-oxidation.

2.1.5 Optimization of the interfaces

As shown in Figure IV.2, we sometimes added what we call a “buffer layer” or performed interface treatments.

The motivation for the “buffer layer” is to protect the p-i interface from any oxidation and to encapsulate the p-doped layer and the TCO, which could be damaged by atomic hydrogen diffusing from the high density MDECR plasma. The positive effect of such a buffer layer has been reported several times, e.g. in [48] where a 10.3 % solar cell at 11 Å/s is obtained in a VHF system by introducing an intrinsic μc-Si:H buffer layer deposited by How Wire CVD (HW-CVD) at the p-i interface. Probably due to the ion-free very “soft” deposition, this additional layer allowed them to improve their spectral response in the blue and to increase their \( V_{oc} \).

The \( V_{oc} \) of μc-Si solar cells is believed to be mainly governed by interface effects and not by bulk recombinations. This fits with the buffer layers improving this parameter and with the absence of reduction of the \( V_{oc} \) for thick cells [11].

The interface treatments also aimed at improving the quality of the interfaces and in particular, at removing the oxide layer which can be formed during the transfer between the two reactors.

2.1.6 The back contacts

Metallic back contacts are then deposited by thermal evaporation just after the deposition of the n-doped a-Si:H layer, which corresponds to a third air exposure. The metal can be silver or aluminum. The former is a better reflector in the red so that it allows to boost the optical path of light and thus, to increase the spectral response above 650 nm [49].
2.1.7 Annealing

This step usually consists in annealing the cell at 150°C during 30–40 minutes in an oven. A higher temperature could induce the diffusion of the metal contact inside the silicon stack. The goals of this procedure are to improve the adhesion between the metal contacts and the n-doped layer, to correct some of the structural defects of the material and to activate the doping effect of the passivated B–H complexes in the p layer [43].

2.2 The n-i-p structure

This configuration is also sometimes called the “substrate” configuration. We have carried out a few attempts of n-i-p structures, on metallic substrates or on TCOs. Some authors do n-i-p with a microcrystalline n-doped layer [49, 50, 51] and in some cases, it has been reported to tremendously improve the fill factor [52], but in our case, we have always used an amorphous n-doped layer. The p layer is then covered by sputtered Indium Tin Oxide, in order to illuminate the stack through the p layer.

This configuration is said to have several advantages. The first one is a lower sensitivity to temperature. For example, a higher optimum temperature of their n-i-p was found by the authors of [53] as compared to their p-i-n. This is interesting in the case of MDECR because high temperatures of ∼230°C are often used to produce microcrystalline films at high rate. The boron diffusion is also a much higher risk as compared to the phosphorus diffusion. The second advantage is that an amorphous incubation layer at the beginning of the intrinsic layer growth is an obstacle to hole collection in the case of a p-i-n configuration while it may have a less detrimental impact on top of an amorphous n layer.

One drawback of this structure is that is requires an additional process step: Indeed, the highly conductive c p-doped layer has to be etched (by the Reactive Ion Etching technique) after the sputtering of the contacts, otherwise the cells suffer from very low parallel resistances.

2.3 What is the “best” crystalline fraction for solar applications?

The interest of being close to the a-Si to μc-Si transition regime was first reported in [49]. There seems to be a wide consensus that such materials with moderate crystalline fractions give the best cells (e.g. [54, 54, 49]). When approaching the transition, μc-Si:H is characterized by an increasing hydrogen content and an enhanced internal stress [8, 38]. For example, in [55], the authors measured the hydrogen content for an amorphous film, a film at the transition, and a microcrystalline film. Their respective atomic percentages of hydrogen characterized by Elastic Recoil Detection Analysis (ERDA) were ∼12%, ∼18% and ∼6%, illustrating that the films at the transition are very rich in hydrogen (bonded and also molecular hydrogen in microcavities).

During this work, we almost always looked for the conditions leading to the highest crystalline fraction and therefore, we would like to give here a detailed discussion on the open question of the relation between the cell performance and the crystalline fraction.

Before even listing some explanations and arguments, we can simply give some counter-examples, i.e. highly crystallized material leading to good performance solar cells. In our
laboratory, films with $\sim 80\%$ crystallinity (from Raman spectroscopy) deposited with SiF$_4$ as a precursor, led to $V_{oc}$ as high as 523 mV and efficiencies of 8.3\% [47]. Also, the Kaneka Company reported a 10.1\% $\mu$C cell with more than 90\% crystalline fraction measured by spectroscopic ellipsometry [56].

The known issues associated with high crystalline fractions can be listed as follows:

- A general trend of a decrease of the $V_{oc}$ with the increase of the crystalline fraction has been identified ([57] or Figure 4 of [58] for example). The drop of the $V_{oc}$ for highly crystallized films has been explained by their lower band-gap, their higher carrier mobilities, their higher mid-gap defect density and their broader band tails by comparing experimental characterizations and simulations of these cells [59, 60]: Due to the smaller gap, the higher free carrier densities result in higher trapped hole densities near the p/i interface. This induces a concentration of the electric field near the p/i interface and the collapse of the electric field in the rest of the intrinsic layer.
- If recombination is the dominant phenomenon determining the $V_{oc}$, it could be difficult to reach high values without passivation of the crystallite surfaces with amorphous material. Conversely, in the case of reduced crystalline fractions of 32\% (deduced from Raman spectroscopy), a $V_{oc}$ above 600 mV could be demonstrated in [61] and remarkably, the $J_{sc}$ of this cell was maintained at 22 mA/cm$^2$ (Efficiency of 9.8\%).
- If highly crystallized, the passivation of the grain boundaries and the presence of interconnected cracks getting oxidized during air-exposure become crucial issues for the electronic properties of the films.

The known issues associated with materials close to the a-Si/$\mu$C-Si transition can be listed as follows:

- Although microcrystalline is often said to be perfectly stable against light-soaking, such a statement may not hold for materials consisting of a significant fraction of amorphous tissue (see the detailed discussion and the references of Section 1.3 page 84). But it has to be kept in mind that in the case of a tandem structure, this phenomenon will probably anyway not take place because of the absorption of the high energy photons in the front amorphous cell.
- For the optimum absorption in the red and the near infra-red, a high crystalline fraction is required. This is even more striking in the case of a tandem cell and precisely, developing an intrinsic $\mu$C material for the bottom cell of a tandem structure was our goal during this project.
- Since $\mu$C-Si is often evolving during its growth, it sometimes requires profiled deposition conditions (e.g. by reducing the H$_2$ dilution) to stay at the edge of the a-Si/$\mu$C-Si regime throughout the layer (e.g. [62] for the HW-CVD technique).
- Furthermore, it has to be kept in mind that the amorphous/microcrystalline transition is not an absolute criteria (e.g. it strongly depends on temperature [63]) so that the best a-Si/$\mu$C-Si transition in the parameter space has to be searched anyway.

These two lists surely underline that it is not easy to rule out one of the two types of material and that the question of the solar cell performance as a function of the crystallinity is still an open debate. Similarly, the increase of the cell quality with the grain size could seem to be common sense but e.g. the authors of [64] report that there is no influence of the grain size on the $V_{oc}$ in their case and it is possible to obtain high efficiency cells even with small grain size, as proven in [65] with 8.9\% with 18 nm grains.
2.4 Conclusion on the microcrystalline solar cells

This second part of the chapter exposed some general points about microcrystalline silicon solar cells and explained in detail the different steps of their processing in our laboratory. The specificities of the material listed in the first part of this chapter have been linked with potential problems in the cells (e.g. grain boundary passivation, less crystallized incubation layer). The requirements and potential risks for each layer and interface of the complex stack have been given and our choices (e.g. p-i-n structure and high crystallinity material) have been explained.

The next part of this chapter will now show the results of the characterizations of the films and cells deposited under various deposition conditions.
3 Optimization of the deposition conditions of the microcrystalline films and solar cells

This part will review the systematic studies we carried out varying one of the deposition parameters at a time in order to better understand their influence. The first two sections will expose the first results in the new ATOS reactor as a starting point, then the effects of the different deposition parameters on the properties of the films and on the performance of the solar cells will be analyzed.

3.1 First series of microcrystalline silicon depositions in the new ATOS reactor: pure silane

The optimization of the microcrystalline silicon material in the new reactor ATOS started in November 2007. The deposition conditions for the first series were quite similar to those tested previously in the reactor Domex. (Their description can be found in Section 4.2.1 page 146.) We used pure silane with flow rates ranging from 55 to 65 sccm, gas pressures of 4.6 or 9 mTorr (yielding to plasma pressures of \( \sim 3.6 \) and 5.6 mTorr), microwave powers of 1.4 or 1.5 kW, RF powers adjusted to result in a bias value of \(-50\) V or \(-10\) V and apparent temperatures measured by the pyrometer of 230 – 275 °C (corresponding to temperatures of 647 – 716 °C indicated by the thermocouple at the back of the substrate holder and temperatures of 350 – 410 °C indicated by the thermocouple at the surface of the substrate holder).

During this first series of trials, maximum values of the imaginary part of the pseudo-dielectric function \( \langle \varepsilon_i \rangle_{\text{max}} \) as high as 20.8 could be achieved as well as a sample with a 85% crystalline fraction.

The electrical properties of four of these samples have been characterized in the Laboratory of Electrical Engineering of Paris (LGEP, see Table IV.1 and Figure IV.3). The sample A071116a shows a high dark conductivity and a low activation energy after deposition, probably indicating the presence of donor-type contaminations. The three other samples show satisfactory values of \( \sigma_{\text{dark}} \) and \( E_a \) after deposition which are typical of an intrinsic material. But maybe because the material is not dense enough, they systematically exhibit lower activation energies after one month of air exposure, indicating that the material is prone to post-oxidation. The low diffusion lengths (measured parallel to the substrate) of the three intrinsic samples prove that the material quality is poor.

The densities of states (DOS) have been measured by the diagnostic of modulated photocurrent (MPC) with a DC photon flux of \( 10^{15} \text{cm}^{-2}\cdot\text{s}^{-1} \) at a wavelength of 660 nm for ten different temperatures and varying the frequency of the modulated light intensity. To obtain the DOS, an electron mobility \( \mu_e = 10 \text{cm}^2\cdot\text{V}^{-1}\cdot\text{s}^{-1} \) and an electron capture coefficient \( C_n = 4 \times 10^{-8} \text{cm}^3\cdot\text{s}^{-1} \) have been assumed. Figure IV.3 shows the enveloppes of the curves of two samples, which represent their DOS. The curves at the different temperatures for the sample A071119a did unfortunately not overlap in the band-tail region so that it was impossible to plot the DOS of this sample. Table IV.1 shows that the defect densities of the samples A071116a and A071116b are satisfactory, while the one of A071119b is too high.

The conditions of the sample A071116b were selected to deposit the intrinsic layer of two p-i-n cells. Indeed, on glass, this sample showed interesting properties, e.g. its intrinsic nature
Table IV.1 – Electrical properties of four of the first samples. $\sigma_{\text{dark}}$ are the dark conductivities at room temperature. $E_a$ are the activation energies. The mobility-lifetime products $\mu\tau$ have been measured at 303\,$^\circ$K with a flux of $10^{14}$ photons s$^{-1}\,$cm$^{-2}$. $L_d$ are the diffusion lengths. The column MPC-DOS gives the density of states at 0.6\,eV below the conduction band. In addition to the electrical properties, the last column shows the crystalline fraction in the incubation layer (IL) from the ellipsometric models.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>$\sigma_{\text{dark}}$ (S cm$^{-1}$)</th>
<th>$E_a$ (eV)</th>
<th>$E_a$ (t $\sim$ 1 month)</th>
<th>$\mu\tau$ (cm$^2$ V$^{-1}$ s$^{-1}$)</th>
<th>$L_d$ (nm)</th>
<th>MPC-DOS (cm$^{-3}$ eV$^{-1}$)</th>
<th>$F_c$(IL)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A071116a</td>
<td>$3.1 \times 10^{-5}$</td>
<td>0.28</td>
<td>0.26</td>
<td>3.7 $\times 10^{-6}$</td>
<td>85</td>
<td>9 $\times 10^{15}$</td>
<td>0%</td>
</tr>
<tr>
<td>A071116b</td>
<td>$7.5 \times 10^{-7}$</td>
<td>0.43</td>
<td>0.38</td>
<td>7.6 $\times 10^{-5}$</td>
<td>40</td>
<td>5 $\times 10^{15}$</td>
<td>24%</td>
</tr>
<tr>
<td>A071119a</td>
<td>$1.4 \times 10^{-7}$</td>
<td>0.53</td>
<td>0.28</td>
<td>5.4 $\times 10^{-5}$</td>
<td>45</td>
<td>–</td>
<td>0%</td>
</tr>
<tr>
<td>A071119b</td>
<td>$2.2 \times 10^{-6}$</td>
<td>0.39</td>
<td>0.34</td>
<td>7.6 $\times 10^{-6}$</td>
<td>40</td>
<td>8 $\times 10^{16}$</td>
<td>30%</td>
</tr>
</tbody>
</table>

Figure IV.3 – Densities of states below the conduction band (at the energy $E_c$) given by the technique of modulated photocurrent (MPC).

and a crystallized interface with the glass substrate (see Table IV.1). The deposition time was only 14 minutes to grow the $i$ layer of $\sim$ 1.3\,$\mu$m. Despite the feedback loop regulating the power injected to heat the resistive filament of the first substrate holder, the thermocouple close to its surface recorded a temperature increase of $\sim$ 34\,$^\circ$C from the initial temperature of $\sim$ 350\,$^\circ$C. It is reasonable to believe that the temperature of the surface of the sample is increasing even more because it is directly exposed to the ion bombardment and because of the poor thermal conductivity and the small mass of the glass substrate.

The cells were deposited on textured ZnO with a 21\,nm $\mu$-c-Si $p$ layer and an 18\,nm a-Si $n$ layer. A “buffer layer” was added to one of the two cells to see if it could help to improve its performance: it consisted in a 72\,nm intrinsic $\mu$ layer made in the ARCAM reactor in order to protect the $p$-$i$ interface from oxidation when transferred to the reactor ATOS and in order to protect the ZnO from the hydrogen-rich MDECR plasma. The characteristics of these first cells after 30 minutes of annealing at 150\,$^\circ$C are shown in the Figure IV.4 and in the Table IV.2. One can see that the buffer layer helps to greatly improve $R_p$ and $V_{oc}$. Despite the clear benefit of adding such a layer, the cell still shows poor performance: the spectral response curves show a lack of efficiency in the red part of the spectrum as well as a collection problem revealed by a significantly enhanced current when a bias in applied.
3.2 Second series of microcrystalline silicon depositions in the new ATOS reactor: different gas mixtures

3.2.1 Characterization of the material

After the depositions with pure silane, we explored different gas mixtures: hydrogen or silicon tetrafluoride (SiF4) were added to compare the obtained films and cells. For this series, a high substrate-holder surface temperature ($\sim 410^\circ$C instead of the usual $\sim 350^\circ$C) and a quite low RF power of $\sim 20$ W ($V_{bias} = -15$ V) were used. The gas pressure was fixed for all the gas mixtures to a quite high value of 9 mTorr. These plasma conditions resulted in deposition rates ranging from 11.8 to 17.5 Å/s.

The reduced ion bombardment energy seems to have a great effect on the relative intensities of the amorphous and crystalline contributions in the Raman spectra. The low RF power helped to enhance the crystalline peak. This trend will be confirmed in the detailed study on the ion energy effect (Section 3.5 page 110).

These films were also compared with a µc-Si film grown in a RF-CCP reactor with a mixture of SiF4, Ar and H2, which is a high quality material as it results in cells with efficiencies as high as 8.3% [47]. Table IV.3 summarizes the electrical measurements carried out on these five samples in the coplanar configuration with aluminum contacts.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Gas mixture</th>
<th>$\sigma_{Dark}$</th>
<th>$E_a$</th>
<th>$\mu\tau$</th>
<th>$L_d$</th>
<th>$D(E_c-0.6\ eV)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A080104b</td>
<td>SiH4 = 55 sccm</td>
<td>$7.7 \times 10^{-6}$ S·cm$^{-1}$</td>
<td>0.43 eV</td>
<td>$4.2 \times 10^{-1}$ cm$^2$ V$^{-1}$</td>
<td>50 nm</td>
<td>$1.6 \times 10^{18}$ cm$^{-3}$ eV$^{-1}$</td>
</tr>
<tr>
<td>A080107</td>
<td>SiH4/SiF4 = 55/1 sccm</td>
<td>$9.0 \times 10^{-8}$ S·cm$^{-1}$</td>
<td>0.43 eV</td>
<td>$4.3 \times 10^{-8}$ cm$^2$ V$^{-1}$</td>
<td>105 nm</td>
<td>$6.5 \times 10^{17}$ cm$^{-3}$ eV$^{-1}$</td>
</tr>
<tr>
<td>A080109</td>
<td>SiH4/H2 = 55/100 sccm</td>
<td>$8.0 \times 10^{-8}$ S·cm$^{-1}$</td>
<td>0.39 eV</td>
<td>$1.1 \times 10^{-6}$ cm$^2$ V$^{-1}$</td>
<td>70 nm</td>
<td>$1.9 \times 10^{16}$ cm$^{-3}$ eV$^{-1}$</td>
</tr>
<tr>
<td>A080110b</td>
<td>SiH4 = 55 sccm</td>
<td>$6.3 \times 10^{-6}$ S·cm$^{-1}$</td>
<td>0.38 eV</td>
<td>$1.4 \times 10^{-6}$ cm$^2$ V$^{-1}$</td>
<td>110 nm</td>
<td>$1.4 \times 10^{16}$ cm$^{-3}$ eV$^{-1}$</td>
</tr>
<tr>
<td>I080121</td>
<td>SiF4/Ar/H2 (RF-CCP)</td>
<td>$1.2 \times 10^{-6}$ S·cm$^{-1}$</td>
<td>0.43 eV</td>
<td>$5.4 \times 10^{-6}$ cm$^2$ V$^{-1}$</td>
<td>150 nm</td>
<td>–</td>
</tr>
</tbody>
</table>

Table IV.3 – Dark conductivities $\sigma_{Dark}$, activation energies $E_a$, $\mu\tau$ products (at 303K with a flux of $10^{14}$ photons s$^{-1}$ cm$^{-2}$), diffusion lengths $L_d$ and density of states 0.6 eV below the conduction band $D(E_c-0.6 \ eV)$ of the four MDECR samples with different gas compositions compared to a CCP sample (last line).
Unfortunately, there is a reproducibility issue in the depositions and/or in the measurements of the samples of Table IV.3. Indeed, A080104b and A080110b have been deposited in the same conditions but their \( L_d \) values are as different as 50 nm and 110 nm respectively and their \( \mu \tau \) products differ by a factor of 3.

Nevertheless, the comparison of the MDECR samples with the RF-CCP reference sample showed that the former were very sensitive to air contamination: Their conductivity values go up by one to four orders of magnitude when exposed to ambient air (as compared to values recorded under vacuum) while the RF-CCP sample conductivity is stable. The \( \mu \tau \) products of the MDECR samples are also always lower than the RF-CCP value.

The densities of states (DOS) have been measured by the diagnostic of modulated photocurrent (MPC) with a DC photon flux of \( 10^{15} \text{ cm}^{-2} \text{s}^{-1} \) at a wavelength of 660 nm for ten different temperatures and varying the frequency of the modulated light intensity. To obtain the DOS, an electron mobility \( \mu_e = 10 \text{ cm}^2 \text{V}^{-1} \text{s}^{-1} \) and an electron capture coefficient \( C_n = 4 \times 10^{-8} \text{ cm}^3 \text{s}^{-1} \) have been assumed. The results of Figure IV.5 seem to show that the addition of 1 sccm of SiF\(_4\) has a tremendous impact on the DOS. (This could also partially be due to an overestimated value of \( \mu_e \) leading to such a global shift or to an underestimated value of \( C_n \) changing the shape of the curve.) This fits with its \( \mu \tau \) product for the electrons being the lowest of the series. We can notice that the diffusion length of this sample is still high, which is not a contradiction as it characterizes the transport of holes and is therefore related to the defect density near the valence band. The three samples without SiF\(_4\) have satisfactory and very close defect densities. When compared to those of the previous series, they seem to flatten for energies lower than the mid-gap, as is the case in the presence of deep defects corresponding to dangling bonds, which could be due to the higher temperature.

From the fits of the ellipsometry spectra, the addition of SiF\(_4\) in small quantity did not significantly help to promote the crystallization of the incubation layer. Also, the large dilution in hydrogen (sample A080109) led to an increase of the bulk void fraction up to 18% in these conditions. The ellipsometric spectra of the five samples of this series are superposed in Figure IV.6 for a comparison: the not yet optimized deposition conditions in the new reactor ATOS showed quite low maximum values of \( \langle \varepsilon_i \rangle \). The best fit for the sample deposited in the RF-CCP reactor has a large grain crystalline fraction \( F_{LG} = 12\% \) and a small grain crystalline fraction \( F_{SG} = 84\% \) in its optical model and can be qualitatively seen as a goal to reach.
3.2.2 Cells

n-i-p structures on glass covered with chromium, SnO$_2$ and ZnO and on stainless steel, and p-i-n structures on textured and non-textured ZnO have been tried with these gas mixtures but all of them exhibited efficiencies $\leq 0.5\%$. Their characteristics will therefore not be detailed here.

3.2.3 SIMS measurements

After the series of cells, a sample has been prepared to study the chemical composition of these materials.

It consists in a stack of five 120 nm-thick layers. All the microcrystalline layers have been deposited at a quite high pressure ($P_{gas} = 9 \text{ mTorr}$) and with a quite low ion energy bombardment ($V_{bias} = -15 \text{ V}$). The initial temperature of the substrate-holder surface was $361 \text{ °C}$ and the microwave power was $1.5 \text{ kW}$. Its structure is the following:

- **Sample name**: A080312
  - **Substrate**: low resistivity c-Si
    - Hydrogen cleaning plasma of several minutes
  - **Layer 1**: $\mu$-c-Si:H with 55 sccm pure SiH$_4$ ($P_{plasma} = 5.7 \text{ mTorr}$)
    - Plasma stopped
  - **Layer 2**: $\mu$-c-Si:H with 45 sccm pure SiH$_4$ ($P_{plasma} = 5.3 \text{ mTorr}$)
    - Plasma stopped
  - **Layer 3**: $\mu$-c-Si:H with 45 sccm SiH$_4$ + 75 sccm H$_2$ ($P_{plasma} = 8.4 \text{ mTorr}$)
    - Addition of 1 sccm of SiF$_4$ without stopping the plasma
  - **Layer 4**: $\mu$-c-Si:H with 45 sccm SiH$_4$ + 75 sccm H$_2$ + 1 sccm SiF$_4$ ($P_{plasma} = 8.2 \text{ mTorr}$)
    - Plasma stopped
  - **Layer 5**: capping a-Si:H with 100 sccm pure SiH$_4$

Reducing the pure silane flow rate from 55 sccm to 45 sccm allowed to reach the highest crystalline fraction and the lowest void fraction at that time, which were respectively 89\% and 6.3\%, as obtained from the ellipsometric models.

The SIMS profiles of the stack are shown in Figure IV.7.
The oxygen concentration, \( C_O \), ranges from 4.7 to \( 7.1 \times 10^{19} \) \( \text{cm}^{-3} \) in the first three \( \mu \text{c} \) layers. The addition of a small flow rate of silicon tetrafluoride to a silane/hydrogen mixture has proven to be an effective solution which can result in an impressive reduction of the oxygen incorporation for films deposited in RF-CCP reactors \([66]\). One of the main goals of this SIMS stack was to evidence a similar effect in our MDECR reactor. The oxygen level unfortunately increases with the addition of \( \text{SiF}_4 \), up to \( 1.8 \times 10^{20} \) \( \text{cm}^{-3} \). This can most likely be attributed to HF molecules etching and recycling oxygen from the walls which had been exposed to ambient air before the deposition in the absence of a load-lock at that time. If this oxygen increase is reproducible, it then explains why the cells made with 55 sccm of \( \text{SiH}_4 \) and 1 sccm of \( \text{SiF}_4 \) did not show improved performance.

Furthermore, in this layer 4, the concentrations of hydrogen and fluorine can be seen to evolve in opposite ways: H atoms are progressively replaced by F atoms. The fluorine incorporation reaches \( \sim 8 \times 10^{20} \) \( \text{cm}^{-3} \) at its maximum, i.e. more than 1 %. But this value is probably slightly overestimated due to the mass interference with the molecular ion \( \text{H}_3^{16}\text{O} \). At the interface of the layers 4 and 5, it takes almost 100 nm for the F signal to go down to its base level, indicating either recycling from the walls, thermal diffusion and/or hydrogen-assisted fluorine diffusion.
The role of the amorphous capping layer is to prevent any oxidation of the stack between the deposition and the SIMS measurement. In this layer, the tenfold decrease of the C level, as compared to the \( \mu \)c layers, and the lower O concentration \( (C_O \sim 1.3 \times 10^{19} \text{cm}^{-3}) \) cannot be explained only by the fact that the deposition rate for the a-Si layer is higher than that of the \( \mu \)c layers. The microcrystalline conditions probably result in a more reactive surface and/or in more “recycling” of oxygen from the contaminated walls.

As a last remark about these SIMS profiles, one can see that the concentrations of H, C and F are not constant throughout each layer: their signals go down with deposition time. These “transient” variations could correspond to the heating of the layer by the ion bombardment, which would fit with the O signals going up due to a more reactive surface.

### 3.3 Series in argon dilution

The effect of the addition of argon to the gas phase has been studied in the reactor ATOS with the second substrate holder, without load-lock. The series consists of six samples on glass and two cells. The argon flow rate has been varied from 5 sccm to 90 sccm. The other gas flow rates have been fixed (50 sccm of SiH\(_4\) and 100 sccm of H\(_2\)). To keep the initial gas pressure constant (5 mTorr), the position of the valve in front of the turbomolecular pump has been adjusted in order to adapt its pumping capacity. The RF power supplied to the substrate holder has been fixed to 79 W. This latter choice led to slightly smaller voltage drops in the sheath with higher argon flow rates (\( V_{bias} = -48 \text{ V} \) for 5 sccm of Ar and \( V_{bias} = -40 \text{ V} \) for 90 sccm of Ar), which can be explained by the higher electron densities obtained when adding argon.

One could expect that argon bombardment would help to promote the formation of large crystallized grains but using the large grain dielectric function \([67]\) in the ellipsometry models never improved the figure of merit of the fits. Figure IV.8 shows the superposition of two samples as a qualitative comparison:

- the sample of the series with 15 sccm of Ar, which has the highest maximum value of the imaginary part of the pseudo-dielectric function \( (\varepsilon_i)_{max} = 24.3 \) and whose bulk composition is a small grain (SG) crystalline fraction \( F_{c,SG} = 94 \% \), an amorphous fraction \( F_a = 2 \% \) and a void fraction \( F_v = 4 \% \),
- and a film deposited in the RF-CCP reactor named Philix from the decomposition of a SiF\(_4\), Ar, H\(_2\) mixture whose bulk composition is \( F_{c,SG} = 49 \% \), \( F_{c,SG} = 49 \% \) and \( F_v = 2 \% \).

Although the addition of argon did not enable us to obtain larger crystallized grains, a systematic increase of the Raman crystalline signal with the argon flow rate has been evidenced (Figure IV.9).

The amplitudes of the changes found by ellipsometry are very small. The deposition rate goes down almost linearly from 15.8 Å/s to 15.3 Å/s when adding argon and the bulk composition is shown on Figure IV.10. The void fraction slightly increases at the expense of the crystalline fraction, which is very high for all the samples anyway. On the other hand, the incubation layers are all completely amorphous, except for 5 sccm of Ar (which results in \( F_c = 6 \% \)) and all quite thick (i.e. between 28 and 31 nm).

Finally, the activation energy and dark conductivity values of these films have been found to be respectively abnormally low and high (Figure IV.11). These values could be explained by
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Figure IV.8 – Superposition of an ATOS film whose best fit contains 94% of small grains and of a Philix film, modelled with 49% of small grains and 49% of large grains.

Figure IV.9 – Effect of the argon dilution on the Raman spectra.

the high oxygen concentrations present in the films before the installation of the load-lock. After this series, the condition with 5 sccm of Ar has been incorporated in a stack of several layers for SIMS characterization and the oxygen level was $C_O = 1.4 \times 10^{20} \text{cm}^{-3}$. The other species levels were $C_C = 1.9 \times 10^{20} \text{cm}^{-3}$, $C_F = 4 \times 10^{17} \text{cm}^{-3}$ and $C_N = 6 \times 10^{15} \text{cm}^{-3}$. The hydrogen signal has not been quantified but was 1.6 times higher than the signal in the reference ARCAM microcrystalline layer.

Two p-i-n cells have been deposited: with 5 sccm of argon and with 15 sccm of argon. Their structure was the following: Glass substrate / ZnO / p-doped μc-Si:H layer (ARCAM reactor) / 100 nm intrinsic μc-Si:H buffer layer (ARCAM reactor) / 1 μm intrinsic μc-Si:H layer (ATOS reactor) / one minute hydrogen plasma pre-treatment (ARCAM reactor) / n-doped a-Si:H layer (ARCAM reactor) / Aluminum contacts. They resulted in very low efficiencies of 0.2% and 0.4% for 5 sccm and 15 sccm of argon respectively. The $J(V)$ characteristics of the second cell was FF = 40%, $R_p = 470 \Omega \text{cm}^2$, $R_s = 21 \Omega \text{cm}^2$, $J_{sc} = 4.4 \text{mA/cm}^2$ and $V_{oc} = 205 \text{mV}$.

Figure IV.12 shows the Raman spectra at high wavenumbers measured directly on the two cells. We can see that a signal at 2000 cm$^{-1}$ is present and that the narrow peaks at $\sim 2080 \text{cm}^{-1}$ and $\sim 2100 \text{cm}^{-1}$ cannot be seen (see detailed discussion in Section 4.3.5 page 160). These are coarse indications that the material should be dense.
Chapter IV  Microcrystalline silicon films and solar cells

Figure IV.10 – Effect of the argon dilution on the bulk composition.

Figure IV.11 – For the studied set of deposition parameters, the values of the activation energy and the dark conductivity do not change a lot and could indicate a very severe oxygen contamination.

Figure IV.12 – Raman spectra of the two cells with 5 sccm and 15 sccm of argon. The measurements have been carried out directly on the cells, without removing the top n-doped amorphous layer and it has been checked that the co-deposited films on monocrystalline silicon and on glass show similar shapes and no narrow twin peaks around 2100 cm\(^{-1}\) as well.
As a conclusion, the results of this series were quite surprising to us. We wanted to see if argon could help to obtain large grains. We also expected that at some point, the bombardment of the argon ions would induce a strong amorphization of the growing film. Only weak changes were observed over a large range of the chemical composition of the gas. This illustrates one of the characteristics of the MDECR plasma which is that the process windows seem quite broad and that it is sometimes difficult to find conditions leading to new exciting material properties.

3.4 Series in bias

The two following series of depositions have been done in the reactor ATOS with the second substrate holder, without load-lock.

The motivation for these series is that among all the deposition parameters, the RF power is a very particular one: It controls the DC polarization potential of the substrate holder $V_{bias}$ and thus, has the advantage of affecting directly and selectively one physical quantity, the ion bombardment energy. Indeed, in our low pressure plasma, the sheath is non-collisional and the ion energy is directly controlled by the voltage drop $V_{plasma} - V_{bias}$. Therefore, it is very satisfactory to study the influence of this parameter and this is why great efforts have been dedicated to characterize the samples of these series by many diagnostics.

In a study in an RF-CCP plasma, ions have been measured to represent up to 70% of the species contributing to the microcrystalline film growth [7], which is completely different from the value of 4% to 10% for amorphous films [68]. (But it has to be kept in mind that these values include the direct incorporation of ions containing silicon as well as the creation of growth sites, e.g. by H$_x^+$ ions). With other deposition technologies, one can obtain microcrystalline silicon without any ion bombardement as in the ion-free Hot Wire Chemical Vapor Deposition (HWCDV) technique. Such a striking difference underlines once more that there is not just one microcrystalline material, but a whole range of microcrystalline materials.

In a standard RF-CCP deposition system, one cannot control separately the power injected in the plasma and the ion bombardement energy. There is a general consensus on the fact that too high ion energies are detrimental for the film quality [69]. This is the reason for the interest for solutions providing milder ion energies: higher excitation frequencies such as Very High Frequency systems, higher pressures as in the High Pressure Depletion (HDP) regime, and the triode configuration, with an independently biased mesh.

Ion bombardment energy has an effect on the film density, on its crystallinity, on its stress, on its defect density and on the plasma induced heating during the growth. Reducing the ion energy is said to favor the formation of large grains [9, 70] and according to [70], it also leads to the formation of an amorphous incubation layer. Apart from the strictly physical effect of the heavy silicon-containing or argon ions, one must also consider the nature of the ions. The light hydrogen-based ions cannot be neglected. While the former can induce both an amorphization or a densification of the subsurface layer and create structural defects, the latter diffuse deeper and promote crystallization [35].
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3.5 First series in bias

This series of films and cells has been done after the installation of the second substrate holder in the reactor ATOS, before the installation of the load-lock. The RF power applied to the substrate holder has been varied from 102 W to 0 W, corresponding to polarisation voltages of $-40$ V to $+45$ V respectively, the latter being the floating potential. The other deposition parameters have been fixed: the pure silane flow rate, the temperature of the glass surface, the gas pressure, the plasma pressure and the microwave power were respectively $42$ sccm, $\sim 230^\circ$C, $9$ mTorr, $4.75$ mTorr and $1.5$ kW. Nine samples of around 290 nm and two samples of around 1 $\mu$m have been deposited to systematically investigate the effect of ion energy.

3.5.1 Ellipsometry

All the samples have been characterized by ex-situ spectroscopic ellipsometry. As shown in Figure IV.13, the deposition rates are ranging from 11.5 to 12.5 Å/s and the crystalline fractions in the bulk vary from 77 to 94 %. The minimum of growth rate corresponds to the maximum of crystalline fraction. From this graph, the sample at $-15$ V seems to be a good material for solar cells. An expected trend is confirmed in this graph: The void fraction increases when the ion energy decreases, indicating a lack of densification.

To understand the effect of ion energy on the crystallization process, we focused on the incubation layer. The results are shown in Figure IV.14. To obtain informations on the incubation layer is tricky. As far as ellipsometry is concerned, the models are not always sensitive to this part of the film when the layer is thick (typically $> 300$ nm) and these results should therefore be considered carefully. For example, the sample at $+30$ V could be fitted with the same figure of merit $\chi^2$ with an incubation layer thickness ranging between 150 and 220 Å and with a crystalline fraction between 2.5 and 12 %. Despite these uncertainties, the general trends were that high ion bombardment helps to grow a crystallized incubation layer (as in CCP [70]) but increases this layer thickness.

The interesting property of the sample at floating potential is that it exhibits the thinnest incubation layer of the series (99 Å). We repeated another sample at floating potential with a shorter deposition time (three minutes instead of four) in order to have a thinner film.
and to be more sensitive to the incubation layer. The best fit for this repetition gave an incubation layer thickness of $\sim 160 \AA$, thus indicating that it is difficult to be sure of the thicknesses and compositions close to the substrate even for films of 300 nm.

This sample at floating potential also has the surface with the greatest roughness of the series (140 Å) as well as the bulk with the highest $F_v$ of the series (23%). These two results of the optical model indicate that the material is not dense enough and contains a lot of hydrogen. Other authors [71] also observe an increase of the void fractions in their ellipsometric models with the decrease of the ion energies (up to $\sim 20\%$).

These results are confirmed by the 1 μm-thick films at $-5$ V and at floating potential: their bulk crystalline fractions are 90% and 77% and their bulk void fractions are 8% and 22% respectively.

As a last general remark on these ellipsometry data, we can emphasize that the non-monotonous evolution seen for the deposition rate, the crystalline fraction and the void fraction will also be found for many other properties (see next sections). It had also been evidenced in the previous reactor [72].

### 3.5.2 Raman spectroscopy

The Raman spectra of the nine samples of around 290 nm are superposed in Figure IV.15. The samples have been measured in the exact same conditions (same magnification, same acquisition time) and the raw signals are shown, without any normalization. A trend of the crystalline peak intensity as a function of the bias can be seen: the lower the ion energy, the higher the crystalline signal. This could at least partially be explained by a scattering effect of the surface roughness or of the crystallites.

This graph also illustrates a limit of the diagnostic of Raman spectroscopy: it is not sensitive to porosity. Indeed, ellipsometry revealed that the sample deposited at floating potential has a much too high void fraction while its Raman spectrum seems to be of high quality. The density of a microcrystalline film can also be qualitatively estimated with ellipsometry based on the maximum value of the imaginary part of its pseudo-dielectric function: while $\langle \varepsilon_i \rangle_{\text{max}} = 23$ at $-15$ V, $\langle \varepsilon_i \rangle_{\text{max}}$ is only 16 at floating potential.
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Figure IV.15 – Superposition of the Raman spectra of the nine thin layers with their corresponding bias potentials.

3.5.3 X-ray diffraction (XRD)

X-ray diffraction spectra have been measured on four samples deposited at different biases and of different thicknesses (Figure IV.16) in order to deduce their preferred crystallographic orientation and the sizes of their crystallites (Table IV.4).

Figure IV.16 shows the presence of three orientations: (111), (110), and (311), and the signal of the glass substrates. On the low angle side of the (111) peak, there seems to be something like a shallow hump around 27°. This could be due to planar faults (but it is less clear than those showed in Figure 26 of [73]), to the contribution of the amorphous fraction or maybe to very small (111) crystallites.

The peaks have been fitted with Voigt functions. Their areas, corrected by the normalization factors (see Section 5 page 38) give the relative fractions of the three orientations, reported in Table IV.4. One can see that at the minimum ion bombardment, the surface occupied by (111) crystallites in the plane parallel to the substrate is much greater than the (110) and (311)-oriented crystallites and that this domination gets greater for the thicker film. On the other hand, the ion bombardment seems to favor the (110) and (311) orientations: the film of 1.5µm is very close to randomness and the one of 1µm has dominant (311) and (110) textures.

These results are in opposition with the ones of [52]. They deposit µc-Si at high rate with a microwave glow discharge and obtain (111)-oriented films. They attribute this to the elevated level of ion bombardment energy causing a discontinuous growth of the grains and suppressing the (110) orientation. But despite the (111) orientation, which is often said not to be the best one, and a high microvoid density, indicated by Small Angle X-ray Scattering characterizations, they were still able to obtain 4.9% cells at ∼30 Å/s.

Our trend agrees with the one of [74] (Fig. 5(b)), where their µc films deposited by ECR are strongly (110)-oriented without bias and get closer to random orientation or even (111)-oriented when a positive DC bias is applied.
Figure IV.16 – X-ray diffraction spectra of the four samples (shifted for clarity).

<table>
<thead>
<tr>
<th>Bias</th>
<th>Thickness</th>
<th>Fraction (111)</th>
<th>Fraction (110)</th>
<th>Fraction (311)</th>
<th>Size (111)</th>
<th>Size (110)</th>
<th>Size (311)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−5 V</td>
<td>1 µm</td>
<td>0.28</td>
<td>0.36</td>
<td>0.37</td>
<td>169 Å</td>
<td>94 Å</td>
<td>105 Å</td>
</tr>
<tr>
<td>+45 V</td>
<td>1 µm</td>
<td>0.46</td>
<td>0.26</td>
<td>0.27</td>
<td>207 Å</td>
<td>74 Å</td>
<td>79 Å</td>
</tr>
<tr>
<td>−5 V</td>
<td>1.5 µm</td>
<td>0.33</td>
<td>0.36</td>
<td>0.30</td>
<td>172 Å</td>
<td>90 Å</td>
<td>101 Å</td>
</tr>
<tr>
<td>+45 V</td>
<td>1.5 µm</td>
<td>0.59</td>
<td>0.20</td>
<td>0.20</td>
<td>201 Å</td>
<td>79 Å</td>
<td>98 Å</td>
</tr>
</tbody>
</table>

Table IV.4 – Fractions occupied by the (111), (110) and (311) orientations in the planes parallel to the substrate and average sizes of the crystallites.

Figure IV.17 – Possible way to represent the crystallites for the 1.5 µm thick sample at −5V.
All the positions of the peaks are at higher 2\theta than the theoretical values (see table page 39). This corresponds to smaller inter-plane distances. With ion bombardment, the peak positions get closer to the stress-free values, which is counterintuitive.

The average linear thermal expansion coefficient of the 1737 Corning glass is $3.8 \times 10^{-6} \, ^\circ \text{C}^{-1}$ in the range 0–300\,^\circ\text{C}. The one of silicon is $\sim 3 \times 10^{-6} \, ^\circ \text{C}^{-1}$ in the same range so no stress should be induced when the samples are cooled down from $\sim 250$\,^\circ\text{C} to room temperature.

The Scherrer formula was then applied to obtain an estimation of the crystallite sizes. Despite all the approximations of this formula (see discussion in Section 5.3 page 40), the (111) crystallites clearly appear significantly bigger (by a factor of around 2 to 3). The effect of bias is to reduce the size of the (111) grains and to enhance the size of the (110) and (311) grains. Furthermore, it can be noted that the average grain sizes do almost not evolve from 1\,\mu m to 1.5\,\mu m (except for the (311) grains at +45\,V).

Figure IV.17 is a simplified model designed to help us visualize the results for the (111) and (110) grains of the 1.5\,\mu m thick sample at $-5\,V$: the two orientations have the same surface in the plane parallel to the substrate but there is a factor of $\sim 2$ for their sizes perpendicular to the diffracting planes. For this image, we have arbitrarily assumed the grain shapes to be cubes. Despite this strong simplification, it helps us to realize that most of the grain boundaries are around (110) grains, which are said to be of greater quality than the (111) ones (see discussion page 39).

### 3.5.4 Exodiffusion

The hydrogen exodiffusion spectra of six of the nine thin ($\sim 290$\,nm) samples have been measured and are shown in the top graph of Figure IV.18.

A first general remark is that we can clearly notice peaks at lower temperatures for the samples at +15, +30 and +45\,V, indicating weaker Si-H bonds for low ion energies. Then, we can have a qualitative estimation of the total hydrogen content in the films by integrating their exodiffusion signals: The results are shown in the bottom graph of Figure IV.18. An impressive increase of the total amount of hydrogen by a factor $\sim 4.6$ is seen between the biases $-5\,V$ and $+45\,V$. The void fraction in the bulk obtained by ellipsometry, already shown in Figure IV.13, is magnified on this graph and superposed to exodiffusion data to emphasize the good agreement between the two diagnostics.

We also carried out deconvolutions of the spectra with gaussian peaks. It is impossible to fit all the samples with the same peaks but one peak was found to be present for all the films: Its maximum is between 400 and 430\,^\circ\text{C} and its area is shown in the bottom graph of Figure IV.18. It is usually attributed to hydrogen in cavities, in micro-voids [75].

### 3.5.5 Atomic Force Microscopy (AFM)

The surface of some samples of the series has been characterized by AFM. As an example, Figure IV.19 shows the surface topology of the 1\,\mu m thick sample at $-5\,V$. Even for this thick sample, one cannot see columnar structures of the order of magnitude of $\sim 200$\,nm as in [76]. The typical average size of the grains seen on this sample seems to be around 400\,\AA, which is greater than the XRD estimation of Table IV.4 because this latter technique is sensitive to coherence domains (i.e. perfect crystal planes).
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Figure IV.18 – Top graph: Exodiffusion spectra of six of the nine thin samples of the series. The curves have been normalized by the volume of the layers. Bottom graph: Integrated areas of the total hydrogen signal and of the $400-430^\circ$C gaussian peak from their decompositions superposed with the bulk void fraction obtained from ellipsometry.

Figure IV.19 – 2-dimensional (graph on the left) and 3-dimensional (graph on the right) AFM images of the $1\mu m$ thick sample at $V_{\text{bias}} = -5\,\text{V}$. The scale of the images is $2\mu m \times 2\mu m$. The highest point is $12.4\,\text{nm}$ and the lowest point is $-5.0\,\text{nm}$. The root mean square roughness is $1.8\,\text{nm}$. 
The roughness values measured on these images are shown in Figure IV.20 and compared to ellipsometry results. Although the AFM peak-to-valley roughnesses and the ellipsometry top layer thicknesses are of the same order of magnitude, we notice that some trends are different: While ellipsometry indicates an increase of both the surface layer thickness and of its void fraction for low ion energies, the AFM roughness is stable or even decreasing (for 1 µm thick samples) between −5 V and the floating potential. The thin sample at +45 V has the lowest AFM peak-to-valley roughness of ∼80 Å. Thus, a lack of densification at low ion bombardment energies cannot be seen with AFM. A second discrepancy is that the ellipsometry results do not show any dependence on the thickness while AFM indicates an increase of the roughness during the film growth, e.g. multiplied by a factor of 2 from 290 nm to 1 µm at −5 V.

3.5.6 Electrical characterizations

The activation energies ($E_a$) and the dark conductivities ($\sigma_{Dark}$) of the eleven samples have been measured and can be seen on Figure IV.21. The activation energies of most of the samples of this series are $\leq 0.3$ eV, corresponding to an n-type doping. The SIMS measurements (Section 3.5.7.4 below) will indeed confirm too high concentrations of oxygen and nitrogen in these films. Very unexpectedly, the samples at floating potential, which seem to have normal activation energies (0.51 and 0.57 eV) and dark conductivities ($4 \times 10^{-6}$ and $6 \times 10^{-7}$ S·cm$^{-1}$), have huge levels of oxygen contamination (up to $\sim 2 \times 10^{21}$ cm$^{-3}$), illustrating the difficulty to rely on just one diagnostic to optimize the material. The very low values of $E_a$ and high values of $\sigma_{Dark}$ for $V_{bias}$ between −15 and −5 V could be due to the fact that the doping efficiency of oxygen may be higher inside this more crystallized and more dense material. Maybe post-oxidation during a too long air exposure between the deposition and the measurement affected the characterization of some of the samples. Finally, the results for the 1 µm thick samples are quite close to those of the thinner samples, indicating that the material does not change too much during its growth under these conditions.
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Figure IV.21 – Activation energies and dark conductivities of the nine ~ 290 nm thick samples (solid symbols) and of the two ~ 1 µm thick samples (open symbols).

Figure IV.22 – Activation energies and dark conductivities as a function of the bulk crystalline fraction: solid symbols are for ~ 290 nm samples and open symbols are for ~ 1 µm thick ones.

Figure IV.23 – Effect of the bias on the conductivity pre-exponential factor $\sigma_0$. 
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A non-monotonous behaviour as a function of the bias voltage is also found for the electrical properties. Such complex evolutions of the dark conductivity, of the conductivity prefactor and of the activation energy have also been seen in [77] and they explain them by the amorphous/crystalline ratio, the compressive stress, the crystallite sizes and the ratio of grain boundaries to crystallite volumes. Their minimum of dark conductivity corresponds to their minimum in crystallite sizes and therefore, to their maximum of inter-boundary material volumic fraction.

It is interesting to re-plot these results as a function of the bulk crystalline fraction ($F_c$) obtained by ellipsometry (Figure IV.22). The decrease of the activation energies and the increase of the dark conductivities as a function of $F_c$ could correspond to a greater sensitivity of the highly crystallized films to oxygen contamination.

Figure IV.23 shows a variation over three orders of magnitude of the pre-exponential factor $\sigma_0$ defined by $\sigma_{\text{dark}}(T) = \sigma_0 \cdot \exp(-E_a/k_BT)$. According to [76], this would correspond to transport by hopping through column boundaries for $V_{\text{bias}} < 5$ V and transport through small grains for $V_{\text{bias}} > 5$ V. But it is difficult to confirm this interpretation of the evolution of $\sigma_0$ with the AFM images we have made. Indeed, no columnar formations can be seen on the surface of any sample of the series, even for the 1µm thick ones (see Figure IV.19). When plotted as a function of the bulk crystalline fraction (graph not shown), a rough trend of decrease of $\sigma_0$ with increasing $F_c$ is observed. Other authors [77] explain the increase of their $\sigma_0$ values with increasing ion bombardment energies by an enhanced compressive stress resulting in a denser film but this scenario does not fit with our experimental data. As a last remark, one can see that $\sigma_0$ does not vary a lot between 290 nm and 1µm. One would expect that the microcrystalline material would evolve during its growth and progressively form columns, however, this is not observed for these deposition conditions.

Figure IV.24 shows the ratio of the photoconductivity (measured with a sun simulator) and the dark conductivity. The ratios for these films are extremely low (except the 1µm thick film at floating potential). Although this measurement is a macroscopic one and does not tell us what is wrong in the material, it is a strong indication of its low quality. This limitation could explain the low efficiency cells obtained with these materials and these ratios are very far from the values of two or three orders of magnitude found by other groups [63] or in other reactors in our laboratory [66]. One also has to keep in mind that this measurement is not sensitive to the presence of an incubation layer because it is carried out in coplanar configuration.

Figure IV.24 – Effect of the ion bombardment energy on the photosensitivity.
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The local (i.e. intra-grain) mobilities have been measured for a few samples with the technique of Time Resolved Microwave Conductivity (TRMC : see Section 9 page 48). Those TRMC values (Figure IV.25) are found to be much lower than the highest values obtained in other reactors in the laboratory : e.g. 3.0 cm²V⁻¹s⁻¹ at a deposition rate of 0.45 A/s in [70] ; 6 cm²V⁻¹s⁻¹ at ~2–3 A/s by the IDECR technique in [78] ; 1 and 2 cm²V⁻¹s⁻¹ by the IDECR technique in [40] ; 25±5 cm²V⁻¹s⁻¹ at 0.2 A/s in [14]. The trend of an enhancement of the mobility when reducing the bombardment energy had already been seen by increasing the pressure in two RF-CCP reactors in the laboratory [79, 7]. From the decay of the TRMC signal, one can extract an effective lifetime value, as shown in Figure IV.26. Again, these values seem very low compared to 100 nm layers deposited from a SiF₄, Ar, H₂ mixture in an RF-CCP reactor in our laboratory which had τₑ=1000 ns [79]. If the ion bombardment at −40 V creates defects and dangling bonds, one would have expected a lower lifetime value, but it is difficult to compare these three samples anyway because the hydrogen contents and contamination levels are very different, and the crystalline fractions is not exactly the same either. Anyway, this diagnostic indicates that not only the devices, but first the material itself, has to be improved. On the other hand, in the RF-CCP reactor, some conditions having TRMC mobilities of 0.24 cm²V⁻¹s⁻¹ and 0.28 cm²V⁻¹s⁻¹ could still result in cells of 4.4% and 2.1% respectively, showing that the low mobility values of our films are not enough to explain our extremely low cell efficiencies.
3.5.7 Cells

The two conditions $V_{bias} = -5$ V and $+45$ V have been selected to be incorporated into cells.

3.5.7.1 Cells without buffer layer, without interface treatment

Two first cells have been made at $-5$ V and at $+45$ V with the simplest structure, i.e. without any buffer layer and without any interface treatment:

- Glass substrate covered with textured Juelich ZnO
- p-doped μc-Si:H layer made in the ARCAM reactor
- Air exposure
- intrinsic μc-Si:H layer made in the ATOS reactor (1 μm thick)
- Air exposure
- n-doped a-Si:H layer made in the ARCAM reactor
- Evaporation of the contacts.

The extremely low performance of these first cells can be seen in Figure IV.27 and Table IV.5. In particular, the spectral responses show a complete absence of response in the red. The quite high response at short wavelengths could indicate an inhomogeneous electric field localized at the p–i interface.

3.5.7.2 Cells with a buffer layer and an interface treatment

Here, we will present the effects of two improvements in the cell processing: We added a so-called “buffer layer”, which was a 120 nm thick intrinsic μc-Si:H layer deposited in the ARCAM reactor on top of the p layer and we also performed a treatment on the ATOS layer by exposing it to a short (one minute) hydrogen plasma just before the deposition of the n layer.

Such a cell at $V_{bias} = -5$ V has been made with a 1 μm thick ATOS layer. Its characteristics are $FF = 46\%$, $R_p = 655 \, \Omega \, \text{cm}^2$, $R_s = 22 \, \Omega \, \text{cm}^2$, $J_{sc} = 3.8 \, \text{mA/cm}^2$ and $V_{oc} = 262 \, \text{mV}$, resulting in a 0.47 % efficiency. One can see that the buffer layer and the interface treatment improved all the parameters except the current density (comparison with Table IV.5).

3.5.7.3 Series in thickness

To gain understanding on the origin of the low current density, we varied the ATOS intrinsic layer thickness. The buffer layer thickness was fixed to 120 nm. The spectral responses of these cells and their $J(V)$ parameters can be seen in Figure IV.28 and in Table IV.6 respectively.

We found out that the number of collected charges in the red decreases for thicker intrinsic layers. This means that the response in the red is not limited by the generation but by problems of charge transport. We unfortunately do not have values of hole diffusion lengths for these films. These three samples are thus unfortunately not showing the typical changes with thickness explained in [50]. The collection problems are quantified in the inset of Figure IV.28, where a negative voltage of $-1$ V helps to increase the collected current by $\sim 40\%$ in the red. The fact that the enhancement in the blue is weaker (only $\sim 15\%$) could result from a concentration of the built-in electric field near the p-doped layer. What is
Figure IV.27 – Spectral responses and $J(V)$ curves of the first two cells.

<table>
<thead>
<tr>
<th>V_{bias}</th>
<th>FF</th>
<th>R_p</th>
<th>R_s</th>
<th>J_{sc}</th>
<th>V_{oc}</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-5\text{ V}$</td>
<td>31 %</td>
<td>89 $\Omega \text{ cm}^2$</td>
<td>37 $\Omega \text{ cm}^2$</td>
<td>4.8 mA/cm$^2$</td>
<td>230 mV</td>
<td>0.33 %</td>
</tr>
<tr>
<td>$+45\text{ V}$</td>
<td>37 %</td>
<td>9.8 $\Omega \text{ cm}^2$</td>
<td>3.1 $\Omega \text{ cm}^2$</td>
<td>1.6 mA/cm$^2$</td>
<td>57 mV</td>
<td>0.03 %</td>
</tr>
</tbody>
</table>

Table IV.5 – $J(V)$ characteristics of the first two cells of the series in bias.

Figure IV.28 – External quantum efficiencies (EQE) of three cells at $-5\text{ V}$ with different thicknesses. The inset shows the collection enhancement under a negative bias of $-1\text{ V}$ defined as $\left[\text{EQE}(-1\text{ V}) - \text{EQE}(0\text{ V})\right] \times 100 / \text{EQE}(0\text{ V})$ for the 1 $\mu\text{m}$ thick cell.

<table>
<thead>
<tr>
<th>V_{bias}</th>
<th>ATOS layer thickness</th>
<th>FF</th>
<th>R_p</th>
<th>R_s</th>
<th>J_{sc}</th>
<th>V_{oc}</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-5\text{ V}$</td>
<td>0.5 $\mu\text{m}$</td>
<td>45 %</td>
<td>562 $\Omega \text{ cm}^2$</td>
<td>3.7 $\Omega \text{ cm}^2$</td>
<td>4.9 mA/cm$^2$</td>
<td>300 mV</td>
<td>0.67 %</td>
</tr>
<tr>
<td>$-5\text{ V}$</td>
<td>1 $\mu\text{m}$</td>
<td>46 %</td>
<td>655 $\Omega \text{ cm}^2$</td>
<td>22 $\Omega \text{ cm}^2$</td>
<td>3.8 mA/cm$^2$</td>
<td>262 mV</td>
<td>0.47 %</td>
</tr>
<tr>
<td>$-5\text{ V}$</td>
<td>1.5 $\mu\text{m}$</td>
<td>55 %</td>
<td>521 $\Omega \text{ cm}^2$</td>
<td>22 $\Omega \text{ cm}^2$</td>
<td>3.9 mA/cm$^2$</td>
<td>420 mV</td>
<td>0.91 %</td>
</tr>
<tr>
<td>$+45\text{ V}$</td>
<td>1.5 $\mu\text{m}$</td>
<td>54 %</td>
<td>1525 $\Omega \text{ cm}^2$</td>
<td>19 $\Omega \text{ cm}^2$</td>
<td>4.2 mA/cm$^2$</td>
<td>309 mV</td>
<td>0.71 %</td>
</tr>
</tbody>
</table>

Table IV.6 – Series in thickness : Three cells at $-5\text{ V}$ and one cell at $+45\text{ V}$, all with a 120 nm buffer layer and a hydrogen treatment before the n layer.
more, the fact that the thicker cell at $-5\,\text{V}$ shows a high $V_{oc}$ goes against a control and a limitation of this factor by recombinations in the bulk.

Table IV.6 also confirms that $V_{bias} = -5\,\text{V}$ gives better cells than at floating potential for thicker cells with a buffer layer and an interface treatment (from the comparison of the last two lines).

### 3.5.7.4 Cells for SIMS

To characterize their chemical composition, one cell at $-5\,\text{V}$ and one cell at floating potential have been deposited on non-textured ZnO in order to have a good resolution of the species variations at the interfaces and for the thin doped layers. It was the first time that SIMS measurements were carried out in “real conditions”, i.e. on a device. It allowed us to directly correlate the cell performance with the presence of contaminations.

The structure of these two cells was the following:

- glass covered with flat ZnO:Al
- 3 minute argon plasma treatment on the ZnO
- p-doped $\mu$-c-Si:H layer made in the reactor ARCAM
- intrinsic $\mu$-c-Si:H buffer layer made in the reactor ARCAM (120 nm)
- air exposure during the transfer
- intrinsic $\mu$-c-Si:H layer made in the reactor ATOS (1 µm)
- air exposure during the transfer
- no treatment for the cell at $-5\,\text{V}$
- $\text{H}_2$ treatment for the cell at $+45\,\text{V}$
- n-doped a-Si:H layer made in the reactor ARCAM
- evaporation of the aluminum contacts

The left graph of Figure IV.29 shows that this time, the collection in the cell deposited at $-5\,\text{V}$ is only slightly enhanced by a negative voltage of $-0.5\,\text{V}$ (around 10%) and the right graph shows the much more stable reverse currents of these cells. The $J(V)$ characteristics confirm with these structures that $-5\,\text{V}$ is the better condition of the two.

The SIMS measurements have been carried out only one day after deposition, in order to avoid post-oxidation. The profiles are shown on Figures IV.30 and IV.31, and are summarized in Table IV.7. The 120 nm of ARCAM material can be considered as a reference, although for some elements, the variation at the p-i interface is not sharp enough to be sure that the real value is reached, so that it could be overestimated.

These results show the high levels of contaminations of the MDECR material before the installation of the load-lock as compared to the RF-CCP reference. What is more, the ion bombardment has a tremendous effect on the chemical composition of the film, at least for the selective incorporation of certain species: while C and O atoms are incorporated at very high levels at floating potential ($\sim 2 \times 10^{21}\,\text{cm}^{-3}$), the N concentration remains constant. It should be noted that very surprisingly, the films at floating potential had normal values of activation energy and dark conductivity.

The hydrogen concentrations ($C_H$) in the ARCAM material and in the ATOS material at $-5\,\text{V}$ and $+45\,\text{V}$ are respectively $\sim 2.4 \times 10^{21}\,\text{cm}^{-3}$, $\sim 4.6 \times 10^{21}\,\text{cm}^{-3}$ and $\sim 8.8 \times 10^{21}\,\text{cm}^{-3}$. Assuming an atomic density of $5 \times 10^{22}\,\text{cm}^{-3}$, these values correspond to atomic concentrations of 5%, 9% and 18% respectively. The comparison of the two MDECR materials by
Chapter IV  Microcrystalline silicon films and solar cells

Figure IV.29 – Spectral responses, $J(V)$ curves and characteristics of the two cells on non-textured ZnO for SIMS.

<table>
<thead>
<tr>
<th>$V_{bias}$</th>
<th>FF</th>
<th>$R_O$</th>
<th>$R_s$</th>
<th>$J_{sc}$</th>
<th>$V_{oc}$</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>−5 V</td>
<td>61 %</td>
<td>924 Ω cm$^2$</td>
<td>12.3 Ω cm$^2$</td>
<td>5.0 mA/cm$^2$</td>
<td>387 mV</td>
<td>1.2 %</td>
</tr>
<tr>
<td>+45 V</td>
<td>64 %</td>
<td>1890 Ω cm$^2$</td>
<td>12.4 Ω cm$^2$</td>
<td>4.2 mA/cm$^2$</td>
<td>382 mV</td>
<td>1.0 %</td>
</tr>
</tbody>
</table>

exodiffusion gave an estimation of the hydrogen ratios of $\sim 4.6$ (see Section 3.5.4). Here with SIMS, a factor of $\sim 2$ is found. The difference between the two techniques is that SIMS only measures the signal of atomic hydrogen ($H^-$ secondary ions) while for exodiffusion, hydrogen is detected in its molecular form. Thus, the presence of molecular hydrogen in the film at floating potential could at least partially explain this difference and would fit with the signal at temperatures lower than 250°C seen in Figure IV.18. The ratio of the void fractions in the bulk was 3.4 for the ellipsometric models.

The apparent peak of N in the p-doped layer is explained by a mass interference (see Section 6.3 page 43). It is much more difficult to explain the signal of mass 31 in the p layer. Indeed, this signal has been measured separately at a higher mass resolution of 4000 in order to distinguish $^{31}\text{P}$ from $^{30}\text{SiH}$. Thus, it could only interfere with molybdenum, iron or niobium, which is not likely.

One of the main results of this series of SIMS is the huge “tail” of oxygen signal at the Si/ZnO interface. It is seen for both cells although less clearly at +45 V because of the huge level of oxygen present in the ATOS layer. It cannot be explained by a mixing artefact or by the roughness of the crater because it takes place over a large depth of $\sim 0.5\mu$m and because the variations of the other species are sharp. The only two possible explanations are a phenomenon of diffusion of oxygen from the ZnO or the sputtering of the ZnO before the Si/ZnO interface: The latter effect could happen if bubbles are present at the p/ZnO interface or if the sputtering by the primary cesium ions is inhomogeneous, inducing the formation of holes. Due to such bubbles or holes, the ZnO would be prematurely sputtered, leading to an increase of the oxygen signal. In order to better understand the origin of the oxygen profile, we decided to study the topology of the bottom of the craters. As we will see in a later SIMS experiment (Section 4.4.4.2 page 177), the appearance of the bottom of the craters can be very different during the sputtering of the silicon layers and after the sputtering of the silicon layers, i.e. once in the ZnO. Here, all the characterizations have been made for craters sputtered until the ZnO.

First, the roughness of the bottom of the craters has been characterized with a profilometer. The peak-to-valley roughness has been found to be around 20 nm and no deep holes have been detected in the ZnO with this technique.
Figure IV.30 – \textit{SIMS profiles of the $-5$ V cell.}

Figure IV.31 – \textit{SIMS profiles of the $+45$ V cell.}

Table IV.7 – \textit{Comparison of the chemical compositions obtained by SIMS for the two ATOS intrinsic layers and the ARCAM intrinsic buffer layer.}

<table>
<thead>
<tr>
<th>Species</th>
<th>ATOS $-5$ V ($\text{cm}^{-3}$)</th>
<th>ATOS $+45$ V ($\text{cm}^{-3}$)</th>
<th>ARCAM ($\text{cm}^{-3}$)</th>
<th>ATOS $+45$ V / ATOS $-5$ V</th>
<th>ATOS $-5$ V / ARCAM</th>
<th>ATOS $+45$ V / ARCAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>$4.6 \times 10^{21}$</td>
<td>$8.8 \times 10^{21}$</td>
<td>$2.4 \times 10^{21}$</td>
<td>2</td>
<td>1.9</td>
<td>3.8</td>
</tr>
<tr>
<td>C</td>
<td>$3.8 \times 10^{19}$</td>
<td>$1.6 \times 10^{21}$</td>
<td>$2.0 \times 10^{19}$</td>
<td>42</td>
<td>1.9</td>
<td>80</td>
</tr>
<tr>
<td>O</td>
<td>$2.3 \times 10^{20}$</td>
<td>$1.6 \times 10^{21}$</td>
<td>$1.6 \times 10^{19}$</td>
<td>7</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>N</td>
<td>$4.1 \times 10^{19}$</td>
<td>$4.1 \times 10^{19}$</td>
<td>$7.4 \times 10^{18}$</td>
<td>1</td>
<td>5.5</td>
<td>5.5</td>
</tr>
</tbody>
</table>
The Scanning Electron Microscopy (SEM) technique is a much more powerful tool and has also been used to further characterize the morphology of the craters. Figure IV.32 evidences features in the craters which look like elongated “cracks”.

Then, we completed this study with the Atomic Force Microscopy (AFM) diagnostic, performed on the same crater as the SEM measurements. The results shown on Figure IV.33 reveal two types of structures: the elongated “cracks” of the SEM images are confirmed by the AFM technique and big holes having depths of several hundreds of nanometers ($\sim 300 – 500$ nm) are also seen. The typical horizontal dimensions of the “cracks” in their elongation axis is a bit more than $1 \mu$m and their depths as measured by the tip are ranging from 20 to 60 nm.

The tail of oxygen was so puzzling that we had a quick second SIMS measurement done on the sample, which confirmed it is a reproducible feature (superposed in Figure IV.34). This time, we also recorded the aluminum and zinc species. O and Al both increase, but the shape of the signal is different from the first measurement, by a factor as high as 4. The mass chosen for zinc was 68 (relative abundance of this isotope : 18.8%). The main isotope, of mass 64, would probably have been a better choice, in order to have a higher signal. Zinc has a very low probability to be sputtered as a negative ion and as shown in the inset, the signal of mass 68 can be very well superposed with the carbon profile from the first measurement so that we think this indicates a mass interference with $^{28}$Si$_2^{12}$C.

At this stage, we concluded that the signals of oxygen before the ZnO are probably not due to a real phenomenon of diffusion but result from the formation of holes during the sputtering or to the presence of “bubbles” at the Si/ZnO interface. Indeed, the fact that the shapes of the oxygen tails are different and that the signals of aluminum and boron also increase before the Si/ZnO interface are arguments in favor of this hypothesis. For this latter explanation, one has to accept that the efficiency of formation of ions Zn$^-$ from the 18.8% abundance isotope is so small that this element is not seen in Figure IV.34 and that the dominant element of mass 68 is the molecular ion $^{28}$Si$_2^{12}$C$^-$ even though the carbon concentration is quite low in the ARCAM buffer layer ($2 \times 10^{19}$ cm$^{-3}$). To avoid these doubts about the mass 68, zinc will always be detected under the form of the molecular ion ZnO$^-$ in all the measurements thereafter.

As a conclusion, we can notice that the cell at floating potential has an efficiency of 1% despite the huge O, C and N contaminations and that the spectral responses of the two cells above 700 nm are superposed. Furthermore, the cells on non-textured ZnO and with aluminum back contacts are better than the ones on textured ZnO with silver back contacts so that maybe, the ZnO roughness and/or the hydrogen treatment are detrimental for our cell performance. It has indeed been reported [80] that a ZnO with sharp V-shaped roughness can induce the growth of a porous material with cracks. These are generally thought to result in shunts although it has also been observed [81] that a cell presenting such “cracks” (which could either be amorphous tissue or voids) on its TEM cross section image had a higher $V_{oc}$ as compared to a “dense” cell (530 mV and 486 mV respectively).

The tail of oxygen was a very exciting discovery, enabled by the fact that we carried out a SIMS measurement directly on a cell for the first time in our laboratory. A real diffusion of oxygen from the ZnO could have been a global explanation of the very low efficiencies of all our cells. Therefore, it had to be further studied: other experiments have been dedicated to this suspicion of oxygen diffusion and have clearly confirmed the presence of holes (Section 4.4.4.2 page 177).
Figure IV.32 – SEM images taken on one of the craters of the cell at \(-5\) V presenting a huge “tail” of oxygen: Global view of the crater (scale of 50 µm on the top graph) and close-ups on the “cracks” (scale of 20 µm for the bottom left graph and of 5 µm for the bottom right graph).

Figure IV.33 – The left graph is an AFM image taken in the bottom of the same crater as the SEM images of Figure IV.32. The middle plot shows the depths of the “cracks” taken along the line shown in its inset and the right plot shows the depth of a hole taken along the line shown in its inset.
3.5.7.5 n-i-p cell

To be less sensitive to any oxygen that could diffuse from the ZnO and induce an n-type doping, we also studied an n-i-p structure :

- glass covered by textured Juelich ZnO
- n-doped amorphous layer made in the ARCAM reactor
- intrinsic amorphous buffer layer made in the ARCAM reactor (120 nm)
- air exposure
- H₂ treatment in the ATOS reactor
- intrinsic microcrystalline layer made in the ATOS reactor (1 μm) at $V_{bias} = -30$ V
- air exposure
- H₂ treatment in the ARCAM reactor
- p-doped microcrystalline layer made in the ARCAM reactor
- ITO contacts (90 nm)

After the etching of the top p layer with an SF₆ plasma, the performance of the cell is FF of 26%, $R_p$ of 320 Ω cm², $R_s$ of 78 Ω cm², $J_{sc}$ of 3.0 mA/cm², $V_{oc}$ of 216 mV and Efficiency of 0.2%. Despite the etching of the high conductivity p layer, $R_p$ stayed quite low and the n-i-p structure did not help us to improve the efficiency but the different layers and interface treatments were not optimized.

Conclusions from the first series in bias

It is difficult to propose a unified explanation to all the measurements or even to be sure of the bias leading to the best quality material since some apparent disagreements appear between them. This series clearly demonstrates that it could be very misleading to rely just on one diagnostic.
Still, we can notice that there is a qualitative agreement on the fact that the ion bombardment helps to obtain a dense material with a low hydrogen content, although the quantitative values differ between ellipsometry, exodiffusion and SIMS.

3.6 Second series in bias

Before the installation of the load-lock, we tried to explore another gas mixture. Not limiting ourselves to pure silane conditions anymore, we studied a mixture of 50 sccm of SiH$_4$, 5 sccm of Ar and 100 sccm of H$_2$. The goals of this change were to reduce the contaminantion concentrations by increasing the deposition rate (silane flow rate increased from 42 sccm to 50 sccm) and by reducing the residence time of the gas molecules (increase of the total flow rate). The other deposition parameters were a glass surface temperature of $\sim$239°C, a gas pressure of 5 mTorr, a microwave power of 1.5 kW and a deposition time of 5 minutes and 30 seconds, corresponding to $\sim$530 nm thick films. Five samples were deposited, varying the RF power from 31 W to 100 W, corresponding to bias voltages of $-15$ V to $-61$ V respectively.

All the samples have been characterized by ellipsometry. This new gas mixture allowed us to obtain very high crystalline fractions $F_c$ (left graph of Figure IV.35). These conditions also allowed us to obtain the highest value at that time for the maximum of the imaginary part of the pseudo-dielectric function $\langle \varepsilon_i \rangle_{max} = 24.1$ and the lowest value of the bulk void fraction $F_v = 3.3\%$ (right graph of Figure IV.35). Judging from these results, the optimum in ion energy seems to be around $-45$ V.

The films are quite thick, around 530 nm, so that the informations on the incubation layer (IL) are not necessarily trustworthy. Still, we find trends similar to those of the first series, i.e. an increase of the IL thickness and crystalline fraction with higher ion bombardment (Figure IV.36).

Finally, basic electrical characterizations have been performed. As for the first series in bias, activation energy values and dark conductivity values typical of intrinsic microcrystalline silicon (i.e. $E_a \sim E_g/2$ and $\sigma_d \sim 1 \times 10^{-6}$ S·cm$^{-1}$) are obtained for low ion energies. But this time, the evolution is monotonous with the bias voltage (see Figure IV.37). The $V_{bias} = -15$ V condition has later been incorporated in a stack of layers for SIMS characterization. A high oxygen concentration $C_O = 1.1 \times 10^{20}$ cm$^{-3}$ has been found, indicating that relating the $E_a$ and $\sigma_d$ values to the oxygen levels is not straightforward. The other species

![Figure IV.35](image-url)
Figure IV.36 – Ellipsometry results showing the composition and the thickness of the incubation layer (IL).

Figure IV.37 – Activation energies and dark conductivities of the second series in bias.
concentrations were $C_C \sim 8 \times 10^{19} \text{cm}^{-3}$, $C_F \sim 3 \times 10^{17} \text{cm}^{-3}$ and $C_N = 6 \times 10^{15} \text{cm}^{-3}$. The hydrogen signal has not been quantified but is a factor of 1.6 higher than the signal in the standard ARCAM microcrystalline layer.

As a conclusion, this second series in bias shows some differences with the first one due to the different plasma conditions used. This illustrates that finding “universal” behaviors (i.e. valid for the whole parameter space) is a major difficulty in this field of research. The condition at $-48 \text{V}$ has been chosen to study the effect of the argon dilution (see Section 3.3 page 106) because it has the highest $F_c$ and the lowest $F_v$ (3.3%) in the bulk, and an $\langle \epsilon_i \rangle_{\max} > 23$.

### 3.7 Series in temperature

The variation of the substrate temperature has complex consequences. Increasing it in the range of $200-400 ^\circ \text{C}$ helps to enhance the mobility of radicals arriving on the surface. Above $400 ^\circ \text{C}$, dangling bonds are said to arise from thermal dissociation of Si–H bonds, and thus, to result in lower diffusion lengths of the radicals. This mechanism has been used to explain that too high temperatures can be detrimental for the crystalline fraction (e.g. see Figure 2 of [30]).

On the other hand, high temperatures help to promote the growth of bigger crystallites (Fig. 4 of [82] and [83]) and the grain coalescence threshold temperature is above $200 ^\circ \text{C}$ [49]. The effect of temperature on the defect density is not simple: in [65] (Figure 2), a continuous decrease of the defect density measured by Electron Spin Resonance (ESR) is evidenced when the temperature is increased in the range $100-250 ^\circ \text{C}$, while in [84] (Figure 6), the ESR spin density is linearly increasing from $100 ^\circ \text{C}$ to $400 ^\circ \text{C}$. An effect of the temperature on the preferred crystallographic orientation has also been noticed (increasing it from 60 to 400$ ^\circ \text{C}$ favors the (110) orientation over the (111) orientation [83]).

Furthermore, the substrate temperature does not only have an influence on the film surface chemistry, but also on the sub-surface region. Indeed, the diffusion coefficient of atomic hydrogen [35] and its efficiency to etch depend on it.

For Electron Cyclotron Resonance high density plasmas, it seems that temperature can have reduced effects over large ranges: [40] found no significant influence of the temperature between $250 ^\circ \text{C}$ and $350 ^\circ \text{C}$ and similarly, [85] obtain close materials and devices between $270 ^\circ \text{C}$ and $340 ^\circ \text{C}$.

Understanding the multiple impacts of temperature is complicated as they seem to strongly depend on the deposition conditions (as emphasized in [86] for example). As a consequence, the effects of temperature on the film properties (e.g. creation of defects and dangling bonds) and on the nucleation dynamics (increase of the nucleation rate proposed in the model of [27]) is a fundamental question which has to be investigated in each deposition condition to find the optimum.

Concerning the amorphous/microcrystalline transition, it is well accepted that a certain level of atomic hydrogen flux has to arrive on the growing layer for it to crystallize. An interesting fact is that the hydrogen to silane ratio resulting in the transition is strongly affected by the temperature [63, 4] so that high temperatures can somehow balance too low atomic hydrogen fluxes (either because temperature and hydrogen have the same effect or because higher temperatures enhance the action of hydrogen).
It had been previously found \cite{9,72} that for the MDECR technology, a high temperature was necessary in order to crystallize the material deposited at high rate from pure silane. Progressively, it became a concern that these quite high substrate surface temperatures of $\sim 230^\circ$C could be the reason for the low performance of the cells so that we looked for new conditions to obtain a crystallized material at lower temperatures.

The most common process temperatures to deposit microcrystalline solar cells are below 200°C. For higher temperatures, we can report here the results obtained with an Expanding Thermal Plasma source (ETP) \cite{87}. They are of particular interest for us because their material and process present many similarities with ours: e.g. their FTIR spectra showing an absence of peak at 2000 cm$^{-1}$ for the conditions giving the highest crystalline fractions and often the narrow peaks doublet around 2100 cm$^{-1}$; a preferred (111) crystallographic orientation; and plasma induced heating up to 450°C. Their best cell has been deposited at 2 Å/s at $T_{\text{substrate}} = 250^\circ$C at 150–380 mTorr and reached 1.9%. In other conditions giving a higher rate of 12.1 Å/s and with an even higher temperature of 300°C, they obtained a 1.5% cell. The results of their cells at 350°C are unfortunately not reported.

**Results of the depositions at temperatures lower than 230°C**

To study the effect of this important parameter for the growth of microcrystalline silicon, we deposited a series of five samples on glass and c-Si after the installation of the load-lock. Then, we processed three cells in order to check the resulting performance of these new materials. The temperature of the glass substrate surface, as indicated by the pyrometer, was varied from 195°C down to 125°C. Additionally, one deposition at room temperature, without any heating was also tried. All the other deposition conditions were kept constant: 42 sccm of pure silane, $\sim 41$ W of RF power, a gas pressure of 9 mTorr, a plasma pressure of $\sim 5.2$ mTorr and a microwave power of 1.5 kW (same set of values as the first series in bias of Section 3.5 page 110).

The motivation of this series was to explore further the parameter space to obtain less crystallized films, which are reported by several groups to be better adapted for solar applications (see the discussion on this question in the Section 2.3 page 97). Another motivation was that one of the possible explanations of the SIMS signals at the silicon/ZnO interface (see for example Section 3.5.7.4 page 122) could have been that the high substrate surface temperature of 230°C results in a diffusion phenomenon of oxygen, aluminum and/or zinc from the ZnO substrate.

Another major potential interest of depositing at lower temperature would be to reduce the heating and cooling times, thus allowing to grow more samples per day. (We usually wait till the thermocouple reading is below 250°C to open the reactor.)

The really surprising discovery of this series is the ellipsometry results which are exposed in the left graph of Figure IV.38. It has indeed been found that for these conditions, the crystalline fraction of the bulk does not seem to be affected by the temperature, at least down to 155°C. The last point, at 125°C, should be considered with great care because its spectrum was impossible to fit with a satisfactory figure of merit with our standard model. A three layer model with a Tauc-Lorentz dispersion law for the amorphous component instead of the usual standard amorphous dielectric function (fit on 11 parameters instead of the usual 9 parameters) still gives a crystalline fraction in the bulk of 49% (good figure of merit $\chi^2$ of 0.4). In any case, in the range 155–195°C, the crystalline fraction is very high and
Figure IV.38 – Effect of the surface temperature on the results of the ellipsometry models: The left graph shows the evolution of the bulk composition while the right graph shows the composition and the thickness of the incubation layer. The experimental spectrum of the sample grown at 125°C was unfortunately very difficult to fit with our usual model so that its points are probably not meaningful.

Figure IV.39 – All the Raman spectra as a function of the deposition temperature.

practically constant (94–96%). Additionally, the sample of the first series in bias (without the load-lock) at the usual 230°C with a close RF power had $F_c = 91\%$.

Although the crystalline fraction in the bulk does not vary a lot, changes in the material are still indicated by the other parameters of the models: the maximum value of the imaginary part of the pseudo-dielectric function, $\langle \varepsilon_i \rangle_{\text{max}}$, constantly increases with temperature (from 22.3 at 125°C up to 24.8 at 195°C). Also, the global trend of the deposition rate is to go down with temperature (from 15.7 Å/s at room temperature, to 11.8 Å/s at 155°C, to 10.8 Å/s at 195°C). Figure IV.38 also shows that higher temperatures help to reduce the bulk void fraction and favor the early crystallization of the incubation layer.

The sample grown at room temperature is completely amorphous and the Tauc-Lorentz model used to fit its ellipsometry spectrum has an abnormally large band gap of 2.1 eV.

The onset of the crystallization at the temperature of 125°C and the global trend of an increase of the crystalline fraction with temperature are clearly evidenced by superposing the Raman spectra of the six films in Figure IV.39. This emphasizes that Raman spectroscopy
and ellipsometry bring complementary and sometimes different informations and that they have to be both implemented in order to maximize the understanding of the material.

The infra-red absorption modes of these samples are shown in Figure IV.40. A too low temperature of 125°C results in oxygen contamination during the growth, as evidenced by the presence of a ∼1050 cm⁻¹ peak (spectrum recorded just after having taken the sample out of the reactor). This could be explained by the temperature being too low to degas the water molecules adsorbed on the walls of the load-lock exposed to air. From the areas of the hydrogen mode peaks at ∼840 and ∼890 cm⁻¹, and 2000 – 2100 cm⁻¹, we can also conclude that overall, the quantities of hydrogen incorporated in the films increase for lower temperatures.

We can notice that the spectra of these films grown at temperatures lower than 230°C all show a 2000 cm⁻¹ peak, which might be interpreted as an indication of dense films. Additionally, it was found that these materials seem to be less sensitive to oxidation when stored at ambient air: The film deposited at 195°C has been re-measured two weeks after and the Si–O mode at 1050 cm⁻¹ was small (graph not shown).

Finally, we selected three temperatures to process cells. The chosen structure was the following: textured ZnO / p-doped μc-Si:H layer (ARCAM) / intrinsic μc-Si:H buffer layer (ARCAM) / H₂ plasma treatment (ATOS) / 1 μm μc-Si:H layer at low temperature (ATOS) / H₂ plasma treatment (ARCAM) / n-doped a-Si:H layer (ARCAM) / silver back contacts. Glass substrates were also clamped on the substrate-holder to be co-deposited with each cell: their ellipsometry fits showed high crystalline fractions of 97% or above, 0% void fractions, and ⟨ɛᵢ⟩ max values of 24 or higher. Unfortunately, lowering the growth temperature does not seem to be the key solution to enhance MDECR solar cell performance, as can be seen in Table IV.8. The spectral responses showed the usual extremely low efficiency in the red part of the spectrum and also, a significant enhancement at negative bias voltage, indicating a problem of collection.

Information on the electrical properties of the μc-Si:H grown in these new conditions were needed so that we processed another cell at 189°C. The co-deposited 1 μm film on glass has a 96% crystalline fraction and an only 3% void fraction, and was sent to the Laboratory.
Table IV.8 – \( J(V) \) characteristics of the three cells of the temperature series.

<table>
<thead>
<tr>
<th>Temperature</th>
<th>FF</th>
<th>( R_p ) cm(^2)</th>
<th>( R_s ) cm(^2)</th>
<th>( J_{sc} ) mA/cm(^2)</th>
<th>( V_{oc} ) mV</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>153°C</td>
<td>21%</td>
<td>319 Ω cm(^2)</td>
<td>121 Ω cm(^2)</td>
<td>5.0 mA/cm(^2)</td>
<td>420 mV</td>
<td>0.44%</td>
</tr>
<tr>
<td>171°C</td>
<td>36%</td>
<td>470 Ω cm(^2)</td>
<td>33 Ω cm(^2)</td>
<td>6.2 mA/cm(^2)</td>
<td>330 mV</td>
<td>0.76%</td>
</tr>
<tr>
<td>183°C</td>
<td>43%</td>
<td>455 Ω cm(^2)</td>
<td>20 Ω cm(^2)</td>
<td>5.8 mA/cm(^2)</td>
<td>300 mV</td>
<td>0.75%</td>
</tr>
</tbody>
</table>

As a conclusion on the impact of the deposition temperature, the main surprising result is that we can obtain a crystallized material down to a temperature of \( \sim 150°C \) at a high rate of \( \sim 12 \, \text{A/s} \), as proven by ellipsometry and Raman spectroscopy. Despite this interesting success, lowering the temperature did not help to enhance the cell performance. This series has been carried out after the installation of the load-lock and the oxygen concentration of the condition at \( \sim 180°C \) has later been measured by SIMS (Section 4.4.3 page 173) and found to be satisfactory \( (1.1 \times 10^{19} \, \text{cm}^{-3}) \), so that the limitation of the cells has to be found elsewhere.

Epitaxy at 10 Å/s

In addition to the glass and the ZnO substrates, pieces of monocrystalline silicon were also clamped to the substrate holder during these depositions and this brief section is dedicated to an interesting result (Figure IV.41). Indeed, unlike any other film grown in ATOS, the one at 189°C shows epitaxy and the appearance of large grains. Fitting the film with the dielectric function of monocrystalline silicon results in a satisfactory figure of merit of 1.3 :

The 754 nm thick bulk has 100% of monocrystalline Si and the 68 nm thick interface layer consists of 96% of monocrystalline Si, 2% of large grain \( p\text{-}c\text{-}Si \) and 2% of void.

The films have also been carefully scratched from their \( c\text{-}Si \) substrate to characterize the flakes by Raman spectroscopy. It confirms that the sample grown at 189°C is very particular : it presents a very sharp and intense Transverse Optical (TO) peak of crystalline silicon at 519.5 cm\(^{-1}\) with a Full Width at Half Maximum (FWHM) of \( \sim 4.6 \, \text{cm}^{-1} \). The three other reference samples have microcrystalline spectra with crystalline peaks shifted in the range 507 – 515 cm\(^{-1}\) and with FWHM \( \sim 16 \, \text{cm}^{-1} \).

Around one year after their deposition, the chemical composition of this sample grown at 189°C has been compared to the thinner sample grown at 195°C by SIMS measurements. No tremendous variations have been found between the two films. The former seems dense and only its surface (50 nm) has been contaminated during the long stay at air. It has
$C_O = 1.7 \times 10^{19} \text{ cm}^{-3}$, $C_C = 1.6 \times 10^{19} \text{ cm}^{-3}$ and an atomic concentration of H of $\sim 10\%$. The latter is more affected by contaminations from the atmosphere and has $C_O = 3.0 \times 10^{19} \text{ cm}^{-3}$, $C_C = 4.9 \times 10^{19} \text{ cm}^{-3}$ and an atomic concentration of H of $\sim 13\%$.

![Graph showing dielectric function and scattering intensity](image)

Figure IV.41 – Left graph: Real and imaginary parts of the dielectric function of the $\sim 1 \mu \text{m}$ thick film at $189^\circ \text{C}$ (solid lines) compared to the imaginary parts of the dielectric functions of three other films of less than $300 \text{ nm}$ grown at low temperatures (dashed lines). None of the c-Si substrates have been cleaned with HF so they all have a native oxide layer. Right graph: Raman spectra of flakes scratched from the c-Si substrates of the four same samples.

3.8 Series in microwave power

The effect of this parameter was explored after the installation of the load-lock. The microwave (MW) power was varied from the usual $1.5 \text{ kW}$ down to $0.55 \text{ kW}$ (split on seven antennas). Four samples of $\sim 300 \text{ nm}$ and two samples of $\sim 1 \mu \text{m}$ were deposited. The fixed conditions were a flow rate of pure silane of $42 \text{ sccm}$, a gas pressure of $9 \text{ mTorr}$, a plasma pressure of $\sim 5.3 \text{ mTorr}$, a glass surface temperature of $\sim 230^\circ \text{C}$ and an RF power of $\sim 67 \text{ W}$.

This fixed RF power resulted in a DC bias voltage varying from $-28 \text{ V}$ to $-51 \text{ V}$ from $1.5 \text{ kW}$ to $0.55 \text{ kW}$, which can be explained by the reduced electron density at lower MW powers. Furthermore, we can conclude from the evolution of the plasma emission showed in Figure IV.42 that the electron temperature also decreases with the MW power. Indeed, taking the ratio of the intensities of the Si line at $288.2 \text{ nm}$ and of the SiH band around $414 \text{ nm}$ allows to get rid of the dependence in the electron density. Thus, it can be used as a qualitative indicator of the electron temperature, at least if we suppose that the production of excited Si and SiH radicals mainly takes place directly from SiH$_4$. Indeed, in this case, the energy threshold for the production of excited Si is greater than the one for excited SiH.

Lowering the MW power, we can observe a transition from a highly crystallized material to an amorphous material in Figure IV.43. When using the usual three layer model to fit the spectrum at $0.55 \text{ kW}$, the figure of merit $\chi^2$ cannot be smaller than 7.5 while a two layer model using a Tauc-Lorentz function to fit the amorphous component results in $\chi^2 = 1.7$. Thus, the graph shows $F_c = 0\%$ and $F_a = 100\%$ at $0.55 \text{ kW}$. 
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The 1 µm thick films aimed at checking the evolution of the material properties with thickness. Indeed, the goal was to find conditions where it stays moderately crystallized throughout a thickness of 1 µm that will be used for the cells. To fit the thick films on glass, we used a three layer model, but with a sub-surface layer: surface layer / sub-surface layer / bulk / glass sample / void. Indeed, since the sensitivity goes down from the surface to the substrate, such a model is more adapted for thick films than a structure with an incubation layer.

At 0.7 kW, the crystalline fraction of the bulk evolves from 33% to 40% from 310 nm to 970 nm. At 1 kW, it evolves from 59% to 68% from 320 nm to 970 nm. Judging from these ellipsometry models, these sets of deposition conditions seem well adapted to grow materials which stay at the transition between amorphous and microcrystalline, even for 1 µm layers. What is more, the large (15%) void fraction of the 1 µm film at 0.7 kW is a negative point while the value of 6% at 1 kW is satisfactory.

The Raman spectra shown in Figure IV.44 bring slightly different results as compared to ellipsometry. Indeed, the crystalline component clearly increases from ∼300 nm to ∼1 µm.

Figure IV.42 – Ratio of the Si and SiH line intensities as a function of the MW power.

Figure IV.43 – Composition of the bulk of the ellipsometry best fits as a function of the microwave power. The solid lines and filled symbols are for the 300 nm films, and the broken lines and open symbols are for the 1 µm films.
This can be at least partially explained by the fact that the absorption of the red laser preferentially takes place close to the surface, which is probably more crystallized in the thick samples. (For the 0.55 kW spectrum, the little hump corresponding to a crystalline component is due to the crystallization by the laser and is not seen at lower magnification.)

The deposition rate does not increase very significantly with the MW power: from \( \sim 12 \, \text{Å/s} \) at 0.55 kW to \( \sim 13 \, \text{Å/s} \) at 1.5 kW. This means that most probably, silane is already completely dissociated at 0.55 kW. Furthermore, the crystalline fraction evolves from 0% to 87% at almost constant deposition rate just by increasing the MW power. This also demonstrates that it is not necessary to reduce the deposition rate to crystallize the material with the MDECR technology and that modifying the chemical composition of the plasma (even as “simple” as a pure silane gas) can have a striking impact on the material properties. Most probably, what takes place at greater microwave powers is that the hydrogen and silane molecules are further dissociated, thus increasing the atomic hydrogen flux on the growing surface.

In accordance with the strong changes of crystalline fractions, the Atomic Force Microscopy (AFM) images of the films surface show unique new properties. Indeed, it can be seen in Figure IV.45 that at MW powers lower than 1.5 kW, the crystallized grains are packed in larger “cauliflower-like” structures while they are always homogeneously distributed at the maximum power of 1.5 kW. But these structures can probably not be called “columns”. In particular, the formation of column boundaries should affect the transport parallel to the surface and result in conductivity prefactors of the order of magnitude of \( 1 \, \text{S} \cdot \text{cm}^{-1} \) [76] while we found higher values (see Table IV.9). Also, the AFM image at 0.55 kW shows “grains” while we know from ellipsometry and Raman spectroscopy that the film is completely amorphous, which reminds us that the surface topography can be misleading. Figure IV.46 sums up the root-mean-square roughness values. The fact that the result at 0.7 kW depends on the scan size is due to the presence of bubbles for this film, as seen by naked eye and revealed by a 10µm \( \times \) 10µm image (Figure IV.47). Nonetheless, the 9.5 nm rms roughness at 0.7 kW for a scan area of 1µm \( \times \) 1µm is still valid. This value corresponds to a really large roughness. For example, we can compare it to the maximum one of the first bias series (page 110) for the same film thickness and AFM scan area, which was only of 2.3 nm.
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Table IV.44 –  AFM results for the films of 300 nm with a scan area of 1 µm × 1 µm. The table on the top sums up the root-mean-square (rms) and peak-to-valley (p-t-v) roughness values. The first row of images are 2-dimensional top views and the second row, 3-dimensional views.

<table>
<thead>
<tr>
<th>MW power (kW)</th>
<th>0.55kW</th>
<th>0.7kW</th>
<th>1kW</th>
<th>1.2kW</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D (rms)</td>
<td>2.6 nm</td>
<td>9.5 nm</td>
<td>6.6 nm</td>
<td>1.2 nm</td>
</tr>
<tr>
<td>3D (p-t-v)</td>
<td>21 nm</td>
<td>67 nm</td>
<td>47 nm</td>
<td>11 nm</td>
</tr>
</tbody>
</table>

Figure IV.45 – AFM results for the films of 300 nm with a scan area of 1 µm × 1 µm. The table on the top sums up the root-mean-square (rms) and peak-to-valley (p-t-v) roughness values. The first row of images are 2-dimensional top views and the second row, 3-dimensional views.

Figure IV.46 – Comparison of the roughnesses of the 300 nm thick films obtained by AFM (root-mean-square roughness for different scan areas) and obtained by ellipsometry (thickness of the top layer).

Figure IV.47 – 3-dimensional image of the 300 nm thick sample at 0.7 kW with a large scan area of 10 µm × 10 µm to reveal the presence of bubbles. The rms roughness is 23.8 nm and the peak-to-valley roughness is 270 nm (similar to the film thickness).
The infra-red absorption spectra of these films are presented in Figure IV.48. As expected during the amorphous to microcrystalline transition, the concentration of incorporated hydrogen globally decreases when the MW power is increased as qualitatively indicated by the total area under the hydrogen-related peaks. Lowering the MW power has a strong effect on the Si–H stretching modes: the 2000 cm\(^{-1}\) mode dominates the one at 2100 cm\(^{-1}\) at lower powers, due to less crystallized films (similar evolution can be seen in [55], in Figure 4 of [88] and Figure 3 of [38]).

The H\(_2\) exodiffusion profiles of the samples are shown in Figure IV.49. As a first general remark, we see an unexpected absence of signal below 350°C. In the first series of bias (MW power used: 1.5 kW), this feature had only been found for the sample deposited at the highest ion bombardment energy (Section 3.5.4 page 114). The 0.7 kW condition appears to be very particular: The huge hydrogen content found by the exodiffusion technique fits with the high void fractions found by ellipsometry (13% at 300 nm and 15% at 1 \(\mu\)m).

A higher total H concentration was expected at low MW powers, the material becoming more amorphous. Furthermore, the different curve shapes at 300 nm and 1 \(\mu\)m for a MW power of 1 kW can be explained by the phenomenon of diffusion through the thicker layer which delays the exit of hydrogen and consequently shifts the peaks at higher temperatures. We can notice that they have close total hydrogen concentrations.

The electrical properties of the two samples of 1 \(\mu\)m have been measured at the Laboratory of Electrical Engineering of Paris (with coplanar contacts). The results can be seen in Table IV.9 and in Figure IV.50. The lower activation energy and higher dark conductivity for the sample at 1 kW could be explained by the greater sensitivity to oxygen for the more crystallized film, although their oxygen contamination level should be low with the load-lock. The low dark conductivity of the 0.7 kW sample (in the \(10^{-8}\) S·cm\(^{-1}\) range while our “standard” samples at 1.5 kW are always in the \(10^{-6}\) S·cm\(^{-1}\) range) clearly indicates it is close to the amorphous/microcrystalline transition [63]. The exciting result of these measurements is the very high diffusion length values of 225 nm and 250 nm. They have been obtained by the technique of steady-state photocarrier grating (SSPG) with a flux of \(10^{17}\) photons·cm\(^{-2}\)·s\(^{-1}\) at a wavelength of 677 nm corresponding to a power of \(\sim 30\) mW·cm\(^{-2}\).
Figure IV.49 – Exodiffusion spectra as a function of the MW power (films of \(\sim\) 300 nm unless otherwise indicated). The inset shows the total areas under the curves, which represent the total hydrogen contents of the films per volume unit: the open symbol is the 1 µm film.

Table IV.9 – Impact of the MW power on the electrical properties of the films. The columns are: the bulk crystalline fraction, the activation energy, the dark conductivity, the conductivity prefactor, the photoconductivity, the photosensitivity, the electron mobility-lifetime product and the hole diffusion length.

<table>
<thead>
<tr>
<th>MW power</th>
<th>Fc bulk</th>
<th>(E_a)</th>
<th>(\sigma_d)</th>
<th>(\sigma_0)</th>
<th>(\sigma_{\text{photo}})</th>
<th>(\sigma_{\text{photo}}/\sigma_d)</th>
<th>(\mu_e\tau_e)</th>
<th>(L_d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7 kW</td>
<td>40 %</td>
<td>0.54 eV</td>
<td>(5.4 \times 10^{-6} \text{ S cm}^{-1})</td>
<td>(57 \text{ S cm}^{-1})</td>
<td>(7.0 \times 10^{-5} \text{ S cm}^{-1})</td>
<td>(\sim 130)</td>
<td>(4.5 \times 10^{-6} \text{ cm}^2 \text{ V}^{-1})</td>
<td>250 nm</td>
</tr>
<tr>
<td>1 kW</td>
<td>68 %</td>
<td>0.35 eV</td>
<td>(1.6 \times 10^{-5} \text{ S cm}^{-1})</td>
<td>(14 \text{ S cm}^{-1})</td>
<td>(1.0 \times 10^{-4} \text{ S cm}^{-1})</td>
<td>(\sim 6.5)</td>
<td>(3.2 \times 10^{-6} \text{ cm}^2 \text{ V}^{-1})</td>
<td>225 nm</td>
</tr>
</tbody>
</table>

Figure IV.50 – Steady-state photocarrier grating (SSPG) results: The points are the experimental data and the lines are the fits to obtain the diffusion length \(L_d\). \(\beta\) is the ratio of the currents with and without interferences and \(\Lambda\) is the grating period.
The fits of the experimental data to extract diffusion length values are shown in Figure IV.50 and are explained in the literature \[89, 54\] and in Section 8 page 46. The values of the other fitting parameter \( \Phi \) are 0.36 and 0.35 respectively. The high values of the diffusion lengths can be explained by a better passivation of defective grain boundaries by the amorphous tissue as compared to the highly crystallized samples obtained at the maximum MW power of 1.5 kW. These improved values are now close from the highest published values (e.g. 300 nm in \[24, 25\] and 320 nm ± 10 nm in \[17\]). The density of band gap states could unfortunately not be determined by modulated photocurrent method (MPC) for these samples due to some technical issues with the experimental setup at that time. However, the high value of the photoconductivity of the 1 kW sample, along with its high diffusion length, can be taken as a proof of its excellent transport properties.

Two cells have been processed, with 0.7 kW and 1 kW of MW power. Their structure is: textured ZnO substrate / p-doped \( \mu \)-c-Si:H layer (ARCAM) / \( \sim \)120 nm intrinsic \( \mu \)-c-Si:H buffer layer (ARCAM) / H\(_2\) treatment (ATOS) / 1 \( \mu \)m thick \( \mu \)-c-Si:H layer (ATOS) / n-doped a-Si:H layer (ARCAM) / H\(_2\) treatment (ARCAM) / silver back contacts. Their performance is presented in Figure IV.51 and Table IV.10. The spectral responses show the usual very low efficiency in the red and the only difference between the two cells is the enhanced response in the blue at 0 V for 0.7 kW. Yet, these are the highest values of current density ever obtained. The other parameters being very poor, this does not result in better efficiencies.

![Figure IV.51](image)

**Figure IV.51 – External Quantum Efficiencies (EQE) as a function of the MW power.**

<table>
<thead>
<tr>
<th>MW power</th>
<th>FF</th>
<th>( R_p ) (( \Omega )cm(^2))</th>
<th>( R_s ) (( \Omega )cm(^2))</th>
<th>( J_{sc} ) (mA/cm(^2))</th>
<th>( V_{oc} ) (mV)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7 kW</td>
<td>50 %</td>
<td>398</td>
<td>11</td>
<td>7.3</td>
<td>280</td>
<td>1.0 %</td>
</tr>
<tr>
<td>1 kW</td>
<td>49 %</td>
<td>426</td>
<td>11</td>
<td>7.0</td>
<td>260</td>
<td>0.9 %</td>
</tr>
</tbody>
</table>

**Table IV.10 – \( J(V) \) characteristics as a function of the MW power.**
Discussion and conclusion of the series in microwave power

Several of the diagnostics used revealed problems for the 0.7 kW condition: the F\text{v} in the bulk of the 1\,\mu\text{m} thick film is 15\% and the hydrogen concentration evaluated by exodiffusion is by far the highest of the series. Despite these indications, the diffusion length is the highest ever obtained and the cell at 0.7 kW is slightly better than the one at 1 kW. Once again, this illustrates the absolute necessity to implement multiple characterization techniques.

The improvement of the electrical properties, and in particular of the diffusion length, at the amorphous/microcrystalline transition has been reported by other groups. In [89], the diffusion lengths of \textmu c-Si deposited by Hot Wire CVD reach a maximum of 271 nm at a Raman crystalline fraction around 50\% and decrease for higher crystalline fractions. In [54], the maximum of \( L_d \) for Very High Frequency PECVD \textmu c-Si is 200 nm at the transition between highly crystallized and amorphous material, obtained by adjusting the silane concentration to 5\%, which also fits with their highest efficiencies in solar cells [49].

<table>
<thead>
<tr>
<th>( L_d )</th>
<th>( T_{\text{pyro}} )</th>
<th>Gases</th>
<th>MW power</th>
<th>Efficiency</th>
<th>Page of the section</th>
</tr>
</thead>
<tbody>
<tr>
<td>40 nm</td>
<td>(~230^\circ\text{C})</td>
<td>( \text{SiH}_4 = 55 , \text{sccm} )</td>
<td>1.5 kW</td>
<td>0.8 – 1.1 %</td>
<td>100</td>
</tr>
<tr>
<td>( 50–110 , \text{nm} )</td>
<td>(~275^\circ\text{C})</td>
<td>( \text{SiH}_4 = 55 , \text{sccm} )</td>
<td>1.5 kW</td>
<td>( \leq 0.5 % )</td>
<td>102</td>
</tr>
<tr>
<td>105 nm</td>
<td>(~275^\circ\text{C})</td>
<td>( \text{SiH}_4/\text{SiF}_4 = 55/1 , \text{sccm} )</td>
<td>1.5 kW</td>
<td>( \leq 0.5 % )</td>
<td>102</td>
</tr>
<tr>
<td>115 nm</td>
<td>(~190^\circ\text{C})</td>
<td>( \text{SiH}_4 = 42 , \text{sccm} )</td>
<td>1.5 kW</td>
<td>0.8 %</td>
<td>130</td>
</tr>
<tr>
<td>225 nm</td>
<td>(~230^\circ\text{C})</td>
<td>( \text{SiH}_4 = 42 , \text{sccm} )</td>
<td>1 kW</td>
<td>0.9 %</td>
<td>135</td>
</tr>
<tr>
<td>250 nm</td>
<td>(~230^\circ\text{C})</td>
<td>( \text{SiH}_4 = 42 , \text{sccm} )</td>
<td>0.7 kW</td>
<td>1.0 %</td>
<td>135</td>
</tr>
</tbody>
</table>

Table IV.11 – Comparison of the diffusion length values (first column) with the efficiencies of the cells made with the corresponding material (fifth column) as a function of the main varied deposition parameters (second to fourth column). Note that the structures of the cells (buffer layer, interface treatments) are not exactly the same so that their efficiencies can only be used as an indicative comparison.

Unfortunately, for the MDECR material, we cannot see any impact of the successful improvement of the diffusion length values achieved over time on the cell performance, as clearly shown in Table IV.11. One has to remember that these SSPG measurements are made in coplanar configuration and thus, characterize the transport properties parallel to the film. Moreover, the material grown on glass and on a ZnO/p-doped \textmu c-Si/buffer \textmu c-Si stack may be different. Nonetheless, such a complete decorrelation seems to indicate that the limitation of the cell performance comes from the cell processing itself. The possible causes could be:

- the oxidation of the interfaces during the transfers from one reactor to another,
- the degradation of the p-doped layer and/or of the TCO by the aggressive and hydrogen-rich MDECR plasma,
- the elevated deposition temperature detrimental for the device,
- or the presence of a thin amorphous incubation layer which could affect the cells but not the SSPG values.

All these potential sources of limitation will be studied in detail in the next part of this chapter (Section 4 page 145).

Nevertheless, the interesting point of this series is that the microwave power has a strong influence on the film properties (i.e. crystalline fraction, hydrogen concentration, hydrogen
configuration, surface topology, crystallite organization and electrical properties), thus enabling us to explore new types of materials. Unfortunately, the high diffusion lengths did not lead to improved cells. Once again, a radical change in the MDECR material does not necessarily have an impact on the cell quality.

3.9 Conclusion on the optimization of the deposition conditions of the microcrystalline films and solar cells

In this part, we have explored the effects of the most important deposition parameters. Holding all the other deposition conditions constant and varying only one parameter enables to isolate its impact. Thus, it is a necessary first step in our experimental field of research. But this approach is also limited. Indeed, the interactions between the numerous deposition parameters are very complex and the trends found for one set of deposition conditions are not necessarily universally true in all the parameter space (see for example the results of the two series in bias pages 110 and 128).

We have studied the effects of the gas composition (pure silane or with hydrogen, argon and/or silicon tetrafluoride added), of the ion bombardment energy, of the substrate temperature and of the microwave power. Despite clear improvements of the material properties, all the cells showed quite poor characteristics, in particular, very low response in the red.

We can remind here some of the most important results obtained during these series: The addition of a small flow rate of SiF₄ unfortunately did not help to solve the problem of too high oxygen concentrations before the installation of the load-lock. The ion bombardment has been seen to increase the intra-grain defect densities (lower TRMC local mobilities). The MDECR microcrystalline films often present high hydrogen concentrations but the film density has been successfully improved (as indicated by the ellipsometry void fractions of ~15% in the first films, reduced to normal values of a few percents). At low microwave powers, the materials with lower crystalline fractions showed very high diffusion lengths (up to 250 nm), probably due to better grain passivation by the amorphous component.

The material quality can still be improved. The presence of large grains have never been detected on the ellipsometric spectra and most of the time (except for low microwave powers), no columnar organization of the crystallites can be seen on AFM images. The TRMC mobilities and lifetimes are also lower than the device quality values obtained in the other reactors of the laboratory. The photosensitivity is often very limited and the current densities of our MDECR cells are always \( \leq 7.3 \text{ mA/cm}^2 \). Finally, another concern was the oxygen signal at the Si/ZnO interface seen on the SIMS profiles, and the risk of diffusion from the ZnO will be ruled out in the next part.

Other parameters have been studied by colleagues, such as the antennas-substrate distance and the pressure (varied in the range 2–35 mTorr). The idea was to increase the secondary reactions in the gas phase in order to favor the formation of low sticking coefficient radicals (SiH₃). But once again, the outcome of these series was that the MDECR technology does not exhibit a very strong dependence on these parameters and that it did not help to improve the cell performance.

Scanning all the combinations of deposition parameters is of course impossible to do. In our low pressure reactor, due to inefficient thermal contact between the heated substrate holder
and the substrate, the very long heating and cooling times did not allow us to deposit more than three samples per day. As a consequence, it was necessary for us to adopt a strategy based on detailed characterizations of our samples with a large set of diagnostics.

Several diagnostics have been compared: The crystalline fraction can be obtained from ellipsometry and from Raman spectroscopy. The hydrogen concentrations can be characterized from ellipsometry, SIMS and exodiffusion. The crystallite sizes can be obtained from XRD and seen on the AFM images. The surface roughness can be deduced from ellipsometry models and from AFM images.

These analyses led to important conclusions. First, the MDECR process is not always very “reactive”, i.e. it seems that some parameters only have a reduced effect on the material properties and in particular on the crystalline fraction (e.g. the argon dilution or the surprisingly low influence of the temperature on the crystalline fraction). Then, every diagnostic suffers from some artefacts or limitations or can sometimes be difficult to interpret. For example, Raman spectroscopy cannot indicate if a film is very porous or not and “normal” values of the activation energy (i.e. around half the band gap energy) and of the dark conductivity (i.e. around $1 \times 10^{-6} \text{S}\cdot\text{cm}^{-1}$) do not guarantee low n-type donor concentrations (oxygen and nitrogen). It is therefore necessary to implement as many characterization techniques as possible in order to be able to determine where the optimum is. Finally, there seems to be a decorrelation between the successive improvements of the material properties achieved over time and the solar cell efficiencies, which stayed below 2%.

In the last part of this chapter, we will keep on using all these diagnostics in order to focus on the potential problems of the material and cell quality.
4 Investigations into the limitations of the microcrystalline material and solar cells

This part presents our detailed studies on all the potential origins of the low cell efficiencies. We will successively focus our attention on the design of the reactor, the characteristics of the plasma, the quality of the material and the potential problems during the processing of the devices.

4.1 Design of the reactor: Can oxygen come from the water cooling system of the antennas?

The abnormally high concentrations of oxygen incorporated in the material for many of our deposition conditions were a great concern before the installation of the load-lock. In this section, we will expose how we checked a potential weak point of our reactor design.

Cold water is circulating inside the magnets of the microwave antennas in order to prevent them from heating too much. The water cooling system is only isolated from the vacuum chamber by a toroidal joint pressed when the magnet is screwed (see Figure IV.52).

This design could have been a weak point resulting in water being introduced in the vessel. To rule out this risk, we carried out two tests.

The first test consisted of mass spectroscopy measurements: we connected a mass spectrometer with a differential pumping to the vessel of the reactor. The vessel of the mass spectrometer was heated in order to degas it to avoid misleading signals of hydrogen or water that would interfere with the real signals coming from the vessel of ATOS. The signal of water was found to stay constant ($\text{H}_2\text{O}$ partial pressure of $\sim 2 \times 10^{-9}\text{Torr}$) during a silane plasma of 14 minutes (typically corresponding to a 1$\mu$m thick deposition) in the usual conditions, i.e. at a high microwave (MW) power of 1.5 kW and a substrate holder surface temperature of 350°C. Thus, even though the magnets are heated during such a long plasma, no water release is detected.
The second test consisted in an individual leak detection for each antenna. To do so, each antenna was put under a pressure of \( \sim 3 \) bars of Helium. The two antennas which were found to leak under these conditions have been fixed and checked again until we were sure that the water cooling system of each antenna was vacuum tight. (Note that this test could only be performed without any heating in order not to damage the magnets in the absence of water flowing.)

After these careful tests, we concluded that there was no risk of water leaking from the cooling system of the antennas.

As a conclusion, the exact origin of the oxygen contaminations in our films remained unclear. We can remind here that gas purifiers were installed on the \( \text{H}_2 \) and the \( \text{SiH}_4 \) lines in November 2008 and that we systematically let the gases flow during a few minutes before starting the depositions but these precautions did not help to improve the cell performance. The large pressure increase observed during static vacuum tests with heating also remained unexplained (see Section 6.1 page 74).

4.2 The incubation layer

4.2.1 Studies of the incubation layer in the reactor Domex

The formation of the incubation layer was studied at the very beginning of my PhD in the reactor Domex (see Section 4 page 66 for its description). We chose two sets of conditions which had been found to be in the microcrystalline regime and we varied the deposition times to obtain thicknesses ranging from 67 nm to 773 nm.

A group of 11 samples has been grown with a pure silane flow rate of 63 sccm and another group of 5 samples has been deposited with 50 sccm of pure silane. The plasma pressure was \( \sim 7 \) mTorr, the temperature of the substrate holder surface was \( \sim 335 \) °C, six microwave applicators injected \( \sim 188 \) W each and the RF power of \( \sim 30 \) W gave a DC bias of \(+30\) V. The substrates were small 1" \( \times \) 1” glass substrates which were not glued to the substrate holder. To reach a higher substrate temperature necessary to crystallize the material, we applied the so-called “pre-heating procedure” described in the Section 4 page 66. This allowed us to start the depositions at a temperature of \( \sim 270 \) °C, as indicated by the pyrometer (instead of the maximum \( T_{\text{pyrometer}} \sim 230 \) °C at the end of the heating phase).

Figure IV.53 compares the results obtained by Raman spectroscopy and spectroscopic ellipsometry. The crystalline fraction was estimated by Raman spectroscopy using a three Gaussian fit :

\[
X_c = \frac{I_{500 \text{ cm}^{-1}} + I_{520 \text{ cm}^{-1}}}{I_{500 \text{ cm}^{-1}} + I_{520 \text{ cm}^{-1}} + 0.8 I_{480 \text{ cm}^{-1}}} \tag{IV.1}
\]

where \( I \) represents the integrated area of the peak at the indicated wavenumber.

One can see that the two films of \( \sim 200 \) nm of the 63 sccm series are very different, thus revealing problems of process reproducibility. The large number of samples still allows us to draw some trends: As expected, the films with a very short deposition time are completely amorphous. The two diagnostics indicate that the crystallization starts for thinner thicknesses for the 50 sccm condition. The material then becomes more crystallized with thickness, the 50 sccm condition leading to greater crystalline fractions. These results can be at least partially explained by a lower deposition rate for the reduced flow rate (\( \sim 12.4 \) Å/s
Figure IV.53 – Crystalline fractions obtained by Raman spectroscopy (left graph) and by spectroscopic ellipsometry (right graph) as a function of the total thickness of the films of the two groups.

Figure IV.54 – Thicknesses of the incubation layers (IL) from the ellipsometry fits. The inset shows the crystalline fractions ($F_c$) of the IL. The black points correspond to the 63 sccm samples and the red squares to the 50 sccm samples.

and $\sim 16.5 \, \text{Å/s})$. Furthermore, comparing the two graphs reveals us that this way of estimating the crystalline fraction from the Raman spectra gives lower values than our ellipsometry models most of the times.

The main goal of this series was initially to study the evolution of the incubation layer thickness with the deposition time. The material gets crystallized at the surface and subsurface of the growing film but we wanted to detect an evolution deeper, due to the diffusion of atomic hydrogen and/or to the plasma induced heating. It is difficult to really see a trend of a decrease of the incubation layer thickness during the deposition from the results of Figure IV.54. The analysis has been stopped at 450 nm because the sensitivity to the incubation layer (IL) for films thicker than that is not satisfactory anymore. The inset of the graph shows that while the IL is almost always completely amorphous for 63 sccm of silane, reducing the flow rate (and thus, the deposition rate) is an effective way to promote the early crystallization of the film. A solution to combine a crystallized incubation layer and a high deposition rate could be to start with 50 sccm and to switch at 63 sccm, after 300 nm for example.
Several cells have been deposited with these two conditions for the intrinsic layer and we will compare two of them which have the same structure:

- Glass substrate
- Textured ZnO
- Microcrystalline p-doped layer deposited in the reactor ARCAM (∼20 nm)
- Microcrystalline intrinsic layer deposited in the reactor ATOS (∼1 μm)
- Amorphous n-doped layer deposited in the reactor ARCAM (∼20 nm)
- Silver back contacts

The performance of the two cells are compared in Figure IV.55 and in Table IV.12. The spectral responses show the usual very low efficiency of the MDECR cells in the red part of the spectrum as well as a great enhancement under a negative bias of −1 V. The cell at 63 sccm has a higher efficiency, which is somewhat in contradiction with the result of the crystallized incubation layer at 50 sccm.

As a conclusion, the samples of this series in the reactor Domex have been processed using the “pre-heating” procedure, which results in a not very well controlled initial temperature. This could explain the scattering of the Figures IV.53 and IV.54. Finally, after this preliminary study, we disassembled the reactor Domex to install the new MDECR reactor. Indeed, we wanted to be able to go at higher temperatures with the specially designed substrate holder of ATOS in order to try to crystallize the layers right from the beginning.

### 4.2.2 Transient regime in the plasma chemistry after ignition

Since an incubation layer was systematically seen on the ellipsometry models for the films on glass, we studied the plasma chemistry evolution after ignition to determine if a transient regime could be responsible for the growth of an initial less crystallized layer. To do so, this section reports the results of Optical Emission Spectroscopy (OES) measurements carried
The spectrometer used (Model USB2000 from Ocean Optics with a CCD detector) allowed us to monitor the main emission lines of the pure SiH$_4$ plasma as a function of time with a resolution of 400 ms (integration time of 35 ms and one point every 400 ms).

The plasma conditions were exactly the same as the ones used in the previous section to study the incubation layer formation. We turned the plasma on and off several times to check the reproducibility. One of these “pulses” is shown in Figure IV.56.

The SiH line can be seen to have a peak before going down to its steady-state regime value. All the other lines increase monotonically. The time resolution of the spectrometer does not allow us to really study in detail the plasma dynamics after ignition, but we can see that no noteworthy changes take place after one second. This time corresponds to thicknesses of less than 20 Å and thus, these OES measurements established that the presence of an incubation layer (of typical thickness of 150 Å or more) in the MDECR films cannot be explained by the evolution of the plasma chemistry after ignition. This underlines a great difference between our MDECR reactor and an RF-CCP reactor having a volume of gas around the plasma region, where the equilibration time can be as long as 40 seconds [41]. These authors evidenced the link between the presence of an incubation layer in their films and the back diffusion in their process reactor. This explanation cannot be used to understand the formation of an incubation layer in our case.

4.2.3 Depositions without heating from the substrate holder

The heating element of the first substrate holder of the new ATOS reactor (see description in Section 5.3.1 page 72) unfortunately got broken after around six months. Since this element is welded inside a disk of the substrate holder, it was impossible to fix it.

This section also deals with the incubation layer and more precisely with the question: “Why does nucleation start?” A possible answer could be that the plasma induced heating (see Section 6.2.1 page 76) helps the substrate to reach the high temperature to crystallize the material deposited at high rate. Here, we will explain in which conditions we established

![Figure IV.56](image-url)
that an increase of the substrate surface temperature is not necessary for the crystallization to start.

As a consequence of the heating system failure, we temporarily tried to deposit films without heating from the back, from the substrate holder. Instead, we carried out an argon or argon/hydrogen plasma before the deposition. A remarkable result is that with a sufficiently high RF bias of the substrate holder during this pre-heating plasma, we managed to obtain the typical glass substrate surface temperature of $\sim 230^\circ$C, as indicated by the pyrometer. This temperature is normally obtained for a substrate holder surface temperature of around $350^\circ$C. The typical conditions used for the pre-heating plasma were a high RF power of $70-200\text{ W}$ resulting in voltage drops as high as $-80\text{ V}$, flow rates of argon and hydrogen of $100\text{ sccm}$, microwave powers of $1-1.5\text{ kW}$, heating times between 20 and 40 minutes, and plasma pressures of $1-4\text{ mTorr}$.

As far as thin ($\lesssim 300\text{ nm}$) films on glass are concerned, some interesting results could be obtained. One sample, obtained from a mixture of SiH$_4$, Ar and H$_2$ (flow rates of 41, 100 and 100 sccm respectively), seemed to be crystallized right from the beginning, without amorphous incubation layer. The film is thin enough ($\sim 209\text{ nm}$) for ellipsometry to be sensitive to the interface and the best fit gave an interface layer of $13\text{ nm}$ with $F_c = 77\%$ ($F_a = 23\%$). The bulk composition is $F_c = 81\%$, $F_a = 4\%$ and $F_v = 15\%$. We etched the sample during 60 seconds and re-measured it after: it was confirmed on the thinned ($\sim 144\text{ nm}$) film that the interface layer is crystallized ($F_c = 93\%$). Unfortunately, two attempts to repeat this film failed. Indeed, the first problem of the depositions made during this period is that the heating procedure is not very reproducible. For example, one of the difficulties is that it takes a few minutes to stop the pre-heating plasma and to set the chosen conditions for the deposition (gas flow rates, adjustment of the gate valve in front of the turbo molecular pump controlling the gas pressure, microwave and RF power levels). In absence of ion bombardment during this short time period, the substrate surface temperature drops (see Figure IV.57).

![Figure IV.57](image)

Figure IV.57 – Temperature evolution recorded by the pyrometer during the deposition of the sample A080403a. The different steps of the process are: 1) First phase of heating with 100 sccm of pure argon, $V_{bias} = -80\text{ V}$ and $P_{MW} = 1\text{ kW}$ 2) Second phase of heating with 100 sccm of pure argon, $V_{bias} = -80\text{ V}$ and $P_{MW} = 1.5\text{ kW}$ 3) The heating plasma is stopped and the temperature drops while adjusting the new conditions for deposition 4) Deposition at $P_{MW} = 1.5\text{ kW}$ and $V_{bias} = -15\text{ V}$ 5) Plasma stopped.

Figure IV.57 also shows a very interesting feature: Due to the absence of heating from
the back and to the reduced ion bombardment during the deposition as compared to the
pre-heating phase, the temperature of the sample surface is measured to drop during the
deposition. The film has been characterized by ellipsometry and the best model has an
amorphous ($F_a = 98\%$) incubation layer of 20 nm and then a high crystalline fraction of
84\% in the bulk. This brings new insights for the understanding of the formation of the
incubation layer because it suggests that the phenomenon of nucleation, of crystallization,
takes place even if the temperature is decreasing.

The second problem of this procedure is that although low void fractions in the bulk can
be obtained for thin ($\sim 200 – 300$ nm) films, the void fraction goes up again for thicker films,
most probably due to the dropping temperature.

Finally, the third issue is that this pre-heating plasma damages the p or n layers of the
substrates for p-i-n or n-i-p cells respectively. Some heating conditions led to the complete
sputtering of a p-doped microcrystalline layer on glass and of an n-doped amorphous layer
on $\text{SnO}_2$. We were even able to completely sputter a 120 nm layer of evaporated chromium
on glass.

Attempts of pre-heating have also been carried out with mixtures of argon and hydrogen.
We evidenced a phenomenon of chemical transport. For example, the Raman spectrum of
an amorphous n-doped layer on $\text{SnO}_2$ showed a clear small crystalline peak around 520 cm$^{-1}$
after a 34 minute heating plasma with $V_{\text{bias}} = -30$ V. On glass, amorphous silicon is seen to
be chemically transported with the in-situ ellipsometer.

When cells are processed with this heating procedure, some have S-shaped $J(V)$ curves,
probably due to defects induced by the heating treatment, and they very often show ex-
tremely low currents of less than 1 mA/cm$^2$. In order to deposit the intrinsic layer of cells
with this heating procedure, an optimum in the ion energy is to be found: if the bombard-
ment is too energetic, the doped layer will be damaged or even sputtered, and if it is low, the
crystalline fraction of the film will be small, due to a low temperature. What is more, the
MDECR layers often exhibited “bubbles” measured with a microscope and a profilometer
to be on the whole thickness of the $1 \mu$m film and with diameters as large as several tens of
microns.

**Conclusion:** To optimize one set of plasma parameters for deposition is already a very diffi-
cult problem. The optimization of the pre-heating plasma conditions increases tremendously
the number of possible combinations. Although some exciting results have been obtained
during this period, the whole procedure of heating by ion bombardment seems to be very
difficult to adapt for cell deposition. As a consequence, we replaced the broken substrate
holder by the one of an other MDECR reactor (described in Section 5.3.2 page 73).

### 4.3 Quality of the material

#### 4.3.1 Metallic impurities

After having assembled the new ATOS reactor, one of our first tests has been to check for the
presence of metallic impurities by Secondary Ion Mass Spectrometry measurements (SIMS,
see page 41). We were concerned by the risk of contamination by aluminum, copper, iron,
nickel or chromium in our films. Indeed, nickel and iron could for example come from the
stainless steel covering the magnets of the antennas which are certainly heated by the very
dense ECR plasma and could even be sputtered. The top plate of the first substrate holder
was in Inconel 600, an alloy containing more than 72% of nickel, 14–17% of chromium and 6–10% of iron. What is more, the first metallic frame used to clamp the substrates was in aluminum. It was then replaced by another one in stainless steel. (Aluminum and copper are also present in a few stainless steel alloys.)

Detecting metals by the SIMS technique is carried out by bombarding the sample with a primary beam of negatively charged oxygen ions and by collecting the sputtered positively charged ions. It can be tricky to analyze the results due to the small concentrations involved and to the large masses of these species which give rise to a lot of possibilities of mass interferences. For example, a Si–Si$^+$ molecular ion can have masses ranging from 56 to 60 with all the combinations of the three isotopes of silicon (of masses 28, 29 and 30).

### 4.3.1.1 First sample

The first sample for SIMS consisted in the following stack of five layers:

- a-Si:H ; $\sim 1000 \text{ Å}$ ; $T_{\text{thermocouple surface}} = 250 ^\circ \text{C}$
- a-Si:H ; $\sim 1000 \text{ Å}$ ; $T_{\text{thermocouple surface}} = 291 ^\circ \text{C}$
- μc-Si:H ; $\sim 1000 \text{ Å}$ ; $T_{\text{thermocouple surface}} = 350 ^\circ \text{C}$ ; $P_{\text{gas}} = 9 \text{ mTorr}$
- μc-Si:H ; $\sim 1000 \text{ Å}$ ; $T_{\text{thermocouple surface}} = 350 ^\circ \text{C}$ ; $P_{\text{gas}} = 4.6 \text{ mTorr}$
- a-Si:H ; $\sim 1000 \text{ Å}$ ; $T_{\text{thermocouple surface}} = 350 ^\circ \text{C}$
- SnO$_2$:F
- Glass Substrate

The substrate was glass covered by fluorine-doped SnO$_2$. Unfortunately, since SnO$_2$ is naturally textured, this choice led to a lack of resolution in all the SIMS profiles: no sharp changes between the five stacked layers can be seen. For example, it takes around 1000 Å for the $^{30}\text{Si}^+$ signal to go down by a factor of 10 at the silicon/SnO$_2$ interface (curve not shown). This very smooth decrease, of the order of magnitude of the layer thicknesses, clearly indicates that the concentrations of the successive layers are averaged.

The studied species for this first measurement were aluminum, copper, iron and nickel. The isotopes $^{27}\text{Al}$ (unique isotope of aluminum), $^{63}\text{Cu}$ and $^{65}\text{Cu}$, $^{54}\text{Fe}$ (the main isotope of iron $^{56}\text{Fe}$ cannot be used because it interferes with $^{28}\text{Si}$-$^{28}\text{Si}$) and $^{61}\text{Ni}$, $^{62}\text{Ni}$ and $^{64}\text{Ni}$ were monitored.

After the procedure of normalization to convert the raw signals (in counts per second) in number of atoms per cubic centimeter, the isotopes $^{61}\text{Ni}$, $^{62}\text{Ni}$ and $^{63}\text{Cu}$ were found to lead to overestimated concentrations. For example, the total concentration of nickel deduced from its isotope of mass 61 was around $3 \times 10^{20}$ atoms/cm$^3$, which is of course an artefact, most likely due to the molecular ion $^{30}\text{Si}^{30}\text{Si}^+$. Since all the different isotopes of an element should lead to the same total concentration of this element, only the isotopes giving the lowest total concentrations were selected in order to minimize the overestimation, they are: $^{54}\text{Fe}$, $^{64}\text{Ni}$ and $^{65}\text{Cu}$ (see Fig. IV.58). But as usual, one cannot be sure that these are the real concentrations, they are just upper limits. For example, $^{64}\text{Ni}$ only has a relative abundance of 0.93% so that its signal must be very weak. It could then be possible that the molecular ion $^{28}\text{Si}^{12}\text{C}$ lead to its overestimation since the carbon concentration in these layers is $\sim 3 \times 10^{19}$ cm$^{-3}$.

Unfortunately, from this first measurement, it is hard to conclude whether the nickel, iron and copper quantities are small enough to realize good solar cells with such a material. To
Figure IV.58 – The first SIMS measurement in the new ATOS reactor: Study of the potential presence of metallic impurities. The graph shows the depth profiles of the total concentrations of nickel, copper, aluminum and iron deduced from their respective $^{64}$Ni, $^{65}$Cu, $^{27}$Al and $^{54}$Fe isotopes. The surface of the stack is at 0 nm and the SnO$_2$ substrate is at $\sim 500$ nm.

be sure that the recorded signals are not overestimated, SIMS measurements with high mass resolution should be performed (see the results of the second sample below). What is more, these profiles should be considered with caution because the different layers are obviously overlapped and averaged due to the SnO$_2$ roughness and to the sputtering conditions with 5.5 keV O$^-$ ions which are likely to create a roughness as well. Also, the fact that all the metal concentrations increase in the SnO$_2$:F remains unexplained.

At least, the clear result of this first SIMS measurement is that there is no aluminum contamination in our films: $C_{Al} < 1 \times 10^{15}$ cm$^{-3}$. It was a significant risk since the cylinder tube of the microwave antennas are in aluminum. In the previous reactor Domex, it had been found that the aluminum concentration just after manual cleaning could be as high as $4 \times 10^{18}$ cm$^{-3}$ but would go down to $\sim 4 \times 10^{14}$ cm$^{-3}$ after the coating of the transfer plate, the antennas and substrate holder by several depositions.

4.3.1.2 Second sample

The sample A071218a was a stack of five layers:

- a-Si:H ; $\sim 1000$ Å
- $\mu$-Si:H ; $\sim 1000$ Å ; SiH$_4$ + 50 sccm H$_2$
- $\mu$-Si:H ; $\sim 1000$ Å ; SiH$_4$ + 50 sccm Ar
- $\mu$-Si:H ; $\sim 1000$ Å ; pure SiH$_4$ ; $V_{bias} = -15$ V
- $\mu$-Si:H ; $\sim 1000$ Å ; pure SiH$_4$ ; $V_{bias} = -80$ V
- Float-Zone monocrystalline silicon (FZ c-Si)

All the layers were deposited at the usual $T_{thermocouple surface} = 350$ °C. The top amorphous layer is a capping film to protect the stack from any post-oxidation.
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Figure IV.59 – Results from the second SIMS sample in the new ATOS reactor. The iron, nickel and chromium concentrations have been obtained with high mass resolution to avoid any misleading mass interference. The hydrogen profile (\(^{30}\)SiH in arbitrary units) is also superposed to the metallic species profiles in order to indicate the interfaces of the five layers and of the c-Si substrate.

![Graph showing concentrations in arbitrary units over depth in nm](image)

The mass resolution necessary to distinguish two atomic or molecular ions of masses \(M_1\) and \(M_2\) is defined as \(M_1/(M_1 - M_2)\). As an example, the exact mass of \(^{56}\)Fe is 55.93494 g·mol\(^{-1}\) and the exact mass of \(^{28}\)Si\(^{28}\)Si is 55.95386 g·mol\(^{-1}\). Then, to separate the two signals, one has to have a minimum mass resolution of 2956. In the results presented here (see Fig. IV.59), all the metallic species were measured with a high mass resolution of 3800, thus ensuring that the signals are free from any interference: e.g. the mass resolution to separate \(^{58}\)Ni from \(^{30}\)Si\(^{28}\)Si is 3777.

The evolution of hydrogen is also shown (in arbitrary units) in the Figure IV.59. Its drop at a depth of \(\sim 0.6\) \(\mu\)m corresponds to the c-Si wafer and the fact that it is a sharp decrease indicates that there is no roughness issue for this measurement as opposed to the previous one. Within the four \(\mu\)c layers, the H signal goes down with the deposition time. This “transient” could be explained by the plasma-induced heating. This fits with the fact that the H signal does not vary in the amorphous layer which is grown at a lower microwave power (875 W vs 1500 W).

This measurement has been mainly focusing on the risk of iron contamination. Indeed, the iron concentration has been calculated by comparison with a reference c-Si sample containing a known quantity of iron while the chromium and nickel concentrations have simply been obtained by calibration with Relative Sensitivity Factors (RSF) found in the literature. What is more, the SIMS equipment has been adjusted specifically for iron and the two other metallic species have been measured without changing its configuration. Thus, the signal intensities of chromium and nickel might not be optimal. It is obvious from Fig. IV.59 that their signals are extremely low, or even just noise. Indeed, the raw signals before
calibration are just a few counts per second or none at all (which has to be compared to the typical 140,000 counts per second of $^{30}$Si for example). This could either mean that the chromium and nickel concentrations are really very low (lower than $\sim 2 \times 10^{15}$ cm$^{-3}$ and $\sim 2 \times 10^{16}$ cm$^{-3}$ respectively) or these concentrations might be underestimated due to the fact that the adjustment of the equipment was optimized for iron. A reference sample implanted with known concentration profiles of chromium and nickel would be necessary to determine their detection limit in the used sputtering conditions.

The obtained apparent concentration of iron is around $5.5 \times 10^{16}$ atoms/cm$^3$. But one can see that this concentration does not decrease in the monocrystalline silicon wafer while the iron impurity level in FZ c-Si is several orders of magnitude lower. This indicates that the recorded signal is the detection limit of the SIMS analyser. This is also proved by the fact that in the implanted reference sample, the measured Fe concentration is saturating around the same value of $6 \times 10^{16}$ atoms/cm$^3$ and is not going lower. Therefore, this value is the noise level. As a conclusion, this proves that our iron contamination level is equal to or lower than $5.5 \times 10^{16}$ atoms/cm$^3$.

**Conclusion on the metallic impurities**

The main results can be summarized as:

- $C_{Al} \leq 1 \times 10^{15}$ atoms/cm$^3$
- $C_{Fe} \leq 5.5 \times 10^{16}$ atoms/cm$^3$

This value, obtained with high mass resolution, proves that the first measurement, which was $\sim 4 \times 10^{17}$ atoms/cm$^3$ was severely overestimated.

- $C_{Cu} \leq 2 \times 10^{17}$ atoms/cm$^3$

The internal walls of the vessel were initially protected by a copper foil which has been replaced by a stainless steel one and as a consequence, this species was not a concern anymore and has not been re-measured.

- Finally, in the absence of a reference sample implanted with chromium and nickel, it is unfortunately impossible to be sure that their measured low quantities ($\sim 2 \times 10^{15}$ cm$^{-3}$ and $\sim 2 \times 10^{16}$ cm$^{-3}$ respectively) are valid.

**4.3.2 Presence of fluorine**

The fluorine signals observed in some SIMS measurements a very long time after having used SiF$_4$ were puzzling. For some of the antennas, the toroidal joint of the magnet (see Figure IV.52 page 145) had been replaced by teflon tape wound around the thread. Such teflon tape can be a potential source of fluorine, e.g. if this part of the antenna gets heated and/or exposed to plasma. Indeed, teflon is polytetrafluoroethylene, which consists of carbon and fluorine atoms. Thus, we tried to investigate whether the high fluorine and carbon levels sometimes revealed by SIMS measurements could come from the antennas by depositing amorphous silicon without feeding any microwave power, the plasma being sustained only with the RF power injected on the surface plate of the substrate holder.
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Figure IV.60 shows the SIMS profiles of the following stack:

- Layer 1: Intrinsic a-Si:H layer in the ATOS reactor without microwave power (∼430 nm)
- Layer 2: Intrinsic a-Si:H layer in the ATOS reactor (200 nm)
- Layer 3: Intrinsic μc-Si:H layer in the ATOS reactor (400 nm)
- Layer 4: Intrinsic μc-Si:H buffer layer in the ARCAM reactor (100 nm)
- Layer 5: p-doped μc-Si:H layer in the ARCAM reactor (30 nm)
- Flat ZnO: The substrate has been annealed under vacuum overnight as a degassing procedure and exposed to a one minute argon plasma treatment to clean it.
- Glass

First, one can notice the very high C concentration in the ATOS μc-Si:H layer (Layer 3): ∼1 × 10^{20} \text{ cm}^{-3}, i.e. two orders of magnitude higher than in the ARCAM buffer layer. The N level is very satisfactory in this ATOS layer (8 × 10^{16} \text{ cm}^{-3}).

The bottom graph of Figure IV.60 focuses on the silicon/ZnO interface. Once again, we...
see that the oxygen rise is not sharp. This would probably have been even more clear if the ARCAM buffer layer had been thicker than 100 nm. What is more, the aluminum and zinc species have also been measured and they show “tails” on a depth of several hundreds nanometers as well. These non-sharp variations are compared in detail with a reference sample entirely deposited in the ARCAM reactor in the Section 4.4.4.1 page 177.

The main goal of this stack was the layer 1: We switched off the microwave power once the desired thickness was reached for the layer 2 and as a result, the plasma was only sustained by the RF power injected on the substrate holder. Looking through the window of the ellipsometer during this deposition, we could see the glowing volume being reduced to a thin volume in front of the substrate holder. The RF power was fixed to 53 W and from layer 2 to layer 1, the DC self-polarization voltage dropped from \(-42 \text{ V}\) to \(-75 \text{ V}\), the pressure dropped from 7.5 mTorr to 4.6 mTorr and the deposition rate from \(\sim 16 \text{ Å/s}\) to \(\sim 3.6 \text{ Å/s}\).

In this particular mode of deposition, the carbon concentration \(C_C\) drops from \(8 \times 10^{18} \text{ cm}^{-3}\) to \(2.8 \times 10^{18} \text{ cm}^{-3}\) and the variation of oxygen \(C_O\) is very small (from \(1.7 \times 10^{19} \text{ cm}^{-3}\) to \(1.2 \times 10^{19} \text{ cm}^{-3}\)) although the deposition rate has been greatly reduced. Interestingly, we observe a significant step in \(C_F\): from \(8 \times 10^{16} \text{ cm}^{-3}\) down to \(6 \times 10^{15} \text{ cm}^{-3}\), which means that the teflon tapes of the antennas could be a source of fluorine when they are exposed to the plasma.

### 4.3.3 Generalities about contamination by oxygen and nitrogen impurities

Oxygen, nitrogen and carbon atoms can come from the process gases, from air leaks, from pump oil or from degassing from the walls exposed to air during the loading of the samples. The solutions for the first and third cases are the installation of gas purifiers and of a loading chamber respectively. Apart from reducing the incorporation, two other methods are available: It is also possible to try to better passivate the incorporated oxygen atoms, which can be achieved at temperatures less than 140°C for the deposition process of [65], as indicated by their Hall effect carrier concentration measurements (in agreement with the series in temperature of [43]). Finally, one can also balance the n-type doping effect of oxygen or nitrogen by an intentional p-type doping. It is the so-called microdoping solution that has been implemented for example for the first all-microcrystalline cell [2].

Contamination by oxygen or nitrogen leads to an n-type doping, an increased dark conductivity \((\sigma_{\text{dark}} \sim 10^{-3} \text{ S cm}^{-1}\) for \([\text{O}] \sim 10^{21} \text{ atoms/cm}^3\) in [90]), a decreased activation energy and an increased charge carrier density because the oxygen or nitrogen atoms in the silicon matrix behave as donor states [90]. Oxygen has also been observed to limit the crystallization and in particular, to limit the size of the grains [91]. Indeed, it is believed that oxygen donors precipitate at the grain boundary regions and that they are electrically active there. Then, depending on their incorporation configuration, they can act as negatively charged deep defects in the amorphous tissue of the grain boundaries leading to a decrease of \(\mu_{h\tau_h}\) without affecting \(\mu_{e\tau_e}\) [25], or they can be positively charge shallow defects below the conduction band.

For Kilper et al. [92], the oxygen concentration above which the efficiencies of their microcrystalline cells start to be affected is \(1.2 \times 10^{19} \text{ cm}^{-3}\) to \(2 \times 10^{19} \text{ cm}^{-3}\). These concentrations are quite high, which means that probably most of the oxygen atoms are bound to two silicon atoms, which is a non-doping configuration. It affects the fill factor as well as the spectral response of the cells in the red and thus, the short-circuit current [90]. Indeed, the
negatively ionized oxygen atoms will perturb the internal electric field and thus, prevent the drift-assisted transport of holes to the p-doped layer. On the other hand, it seems to have nearly no effect on the $V_{oc}$ for these authors even for concentrations up to $10^{21}$ cm$^{-3}$, while other authors [65] talk about a reduction of the $V_{oc}$ due to shunt leakage. But in any case, even in the extreme case of $C_O = 10^{21}$ cm$^{-3}$, it is possible to obtain a 2.6% cell with $J_{sc} = 9.0$ mA/cm$^2$.

The nitrogen threshold of degradation is even lower ($6 \times 10^{18}$ cm$^{-3}$ to $8 \times 10^{18}$ cm$^{-3}$) and the quality of the cells starts to decrease for ratios of air leak over the total gas flow of 140 ppm to 200 ppm.

The oxygen and nitrogen concentrations measured by SIMS are important information. However, as always, the configuration of the incorporated impurities has to be taken into account. First, the active or inactive configuration of the incorporated oxygen atoms could depend on the plasma chemistry and of the nature of the incoming molecules: Sources of oxygen like the gas lines will tend to produce siloxane molecules and could result in lower doping efficiencies than a contamination from the walls which will produce H$_2$O or OH molecules, as proposed recently to explain the degradation of amorphous solar cells by these different controlled sources [93]. Then, one has to keep in mind that the passivation of the donors is another very important parameter: Indeed, it has been reported that at low deposition temperatures, donors were not activated ($< 180$ °C for [94] or $< 140$ °C for [65]). Once again, hydrogen can play a crucial role, e.g. by breaking a bond of an electrically active oxygen bonded to three silicon atoms and leaving an electrically inactive Si–O–Si configuration.

### 4.3.4 Installation of the load-lock

In this section, we will report on the positive changes the modification of the reactor design brought. Secondary Ion Mass Spectrometry (SIMS) has been used to quantify the impact of this improvement on the material chemical composition.

#### 4.3.4.1 First stack for SIMS with the load-lock

The detailed structure of this stack is the following:

- 120 nm of α-Si:H (ATOS)
- 200 nm of μc-Si:H with 42 sccm of pure silane at floating potential (ATOS)
- 100 nm of μc-Si:H with a gas mixture Ar/H$_2$/SiH$_4$ = 5/100/50 sccm and an RF power of 29 W (ATOS)
- 200 nm of μc-Si:H with a gas mixture Ar/H$_2$/SiH$_4$ = 5/100/50 sccm and an RF power of 45 W (ATOS)
- $\sim$ 400 nm of intrinsic μc-Si:H (ARCAM)
- $\sim$ 40 nm of p-doped μc-Si:H (ARCAM)
- Flat ZnO substrate, heated one hour to degas it.

The main result of Figures IV.61 and IV.62 is of course the success of the load-lock with the lowest oxygen concentration ever reached for the ATOS reactor: $2.1 \times 10^{19}$ cm$^{-1}$. As a matter of fact, this level is now even lower than the one of the ARCAM microcrystalline layer for the sets of deposition conditions used.
Figure IV.61 – Hydrogen, carbon, oxygen, nitrogen, fluorine and boron SIMS profiles after the installation of the load-lock. The strange unexplained F and C peaks appearing at the end of the layer at floating potential do not correspond to any particular event during the deposition.

Figure IV.62 – O, Al and Zn SIMS profiles after the installation of the load-lock.
While the H concentrations in the ARCAM and ATOS μc-Si layers are close, the C, F and N concentrations are still respectively 4, 75 and 2 times higher in the latter reactor. Finally, we can notice that the ion bombardment energy still has a tremendous influence on the incorporation of contaminants after the load-lock installation. Indeed, the layer deposited at floating potential still has a huge oxygen content of $6.4 \times 10^{20} \text{cm}^{-1}$ and an abnormally high carbon content of $\sim 3 \times 10^{20} \text{cm}^{-1}$.

Figure IV.62 shows the superposition of the O, Al and Zn profiles which once again, present the characteristic feature of all the samples on flat ZnO having one or several layers from the ATOS reactor: the three species have non-sharp variations at the silicon/ZnO interface on a depth of $\sim 150 \text{nm}$.

### 4.3.4.2 Second sample for SIMS with the load-lock

This sample is commented in detail in Section 4.4.3 page 173: It is a p-i-n cell on flat ZnO with 400 nm of its intrinsic layer deposited in the ARCAM reactor and the remaining 600 nm deposited in the ATOS reactor. For the deposition conditions used, the oxygen concentration reached the level of $1.1 \times 10^{19} \text{cm}^{-3}$. It can be reminded here that some authors [65] still manage to obtain cell efficiencies of more than 8% with oxygen concentrations of $2 \times 10^{19} \text{cm}^{-3}$.

### 4.3.5 FTIR and Raman combined investigations

These two techniques have been used to study the quality of the material and more precisely, its porosity and the presence of “cracks”. Indeed, FTIR spectroscopy and Raman spectroscopy are powerful complementary tools to study the configurations of hydrogen incorporated in the microcrystalline material and the environment of these hydrogen atoms. The studies presented in the next sub-sections are based on the work of A. H. M. Smets and co-workers [46]. They recently stated that the presence of two peaks at $\sim 2080 \text{cm}^{-1}$ and $\sim 2100 \text{cm}^{-1}$, which they call Narrow High Streching Modes (NHSMs), could be qualitatively used as a signature of porous, highly crystallized samples presenting interconnected voids or cracks. Such samples are prone to post-oxidation, which can be put into evidence by the time evolution of the infra-red (IR) spectra, and are said to result in poor solar cells. Other authors have emphasized the importance of having dense grain arrangement [95] and attributed their high performance (9.13% at a deposition rate of 2.3 nm/s) to the absence of oxidation during vacuum break between the intrinsic and doped layer or after deposition. Although the exact configurations giving rise to these peaks are still under debate [96], their detection can be used to quickly rule out the corresponding deposition conditions.

#### 4.3.5.1 Samples A080929b

These samples have been grown from the decomposition of a mixture of 8 sccm of SiH$_4$, 5 sccm of Ar and 75 sccm of H$_2$, resulting in a very low deposition rate of around 5 Å/s, due to the very small flow rate of SiH$_4$ (different Mass Flow Controller used). The gas pressure, the microwave power, the substrate surface temperature and the RF power were respectively 5 mTorr, 1.5 kW, 237 °C and 11 W. The samples have been co-deposited on two substrates: a glass substrate and a monocrystalline silicon substrate. The ellipsometry results are film thicknesses of $\sim 990 \text{nm}$ and $\sim 906 \text{nm}$, crystalline fractions in the bulk of 81% and 77%, and very high void fractions of 18% and 22% respectively. The crystalline fraction of the
film on glass deduced from the deconvolution of its Raman spectrum around 520 cm\(^{-1}\) is 63\% (see inset in the left graph of Figure IV.64).

For the comparison of FTIR and Raman spectroscopy to be valid, the film must not be too thick. Indeed, the former technique probes the whole thickness of the layer while the laser beam of the latter technique is preferentially absorbed near the surface of the sample. At the 632 nm excitation wavelength of the Raman laser, the absorption length of the material, 1/\(\alpha\), is around 1 \(\mu\)m, as deduced from the ellipsometry results. Thus, we can consider that the whole thickness of the film is probed during the Raman measurement and that the comparison of the two methods is valid.

The first FTIR spectrum has been recorded four days after the deposition (black curve of Figure IV.63). We can notice that there is no absorption at all around 2000 cm\(^{-1}\) and the two narrow peaks around 2100 cm\(^{-1}\) appear very clearly. 24 days after the deposition, the infra-red absorption decreased a lot. (Note that the signal has been multiplied by a factor of 4 for clarity: red curve of Figure IV.63). This could be explained by the post-oxidation, with the hydrogen atoms at the crystalline surface of the cracks being replaced by oxygen. Indeed, an oxygen-related peak around 2250 cm\(^{-1}\) appeared, as well as an intense one around 1050 cm\(^{-1}\) (not shown). What is more, it seems that the two NHSM peaks are not evolving at the same rate, the one at \(\sim\)2100 cm\(^{-1}\) disappearing faster.

Raman spectra have been acquired for the two substrates. The narrow peaks are put into evidence for both of them (see left graph of Figure IV.64). Interestingly, this proves that the NHSMs are not due to the silicon substrate and that it is possible to detect them for films on glass with the Raman technique. The major interest of this finding is that porous films can be evidenced even for non-IR transparent substrates. Although the signal of the narrow peaks is higher on c-Si, Raman spectroscopy can still be a fast method for \(\mu\)c-Si:H optimization of the material on glass or even directly on a solar cell. Being able to characterize the material directly on a solar cell has the additional advantage of suppressing any risk of misinterpretation if the growth is substrate-dependent. This approach has been proposed by our group in 2009 (see [96] and [97]).

The evolution with time of these peaks has been monitored, both on c-Si and on glass. The right graph of Figure IV.64 shows the spectra on c-Si. The signal decreases with time and the narrow peaks vanish. No oxydation peak around 2250 cm\(^{-1}\) can be seen clearly (but this region has not been measured systematically).
4.3.5.2 Samples A100315

For this run, the exact same deposition conditions as the previous section have been used, but we have clamped two monocrystalline silicon substrates: one is in the corner and is therefore tightly clamped by the metallic frame (A100315a), the other one is loosely clamped (A100315b). The c-Si substrate of the previous section was loosely clamped.

The goal of this run was to study the crystallographic orientation of the co-deposited films on glass and on the two crystalline substrates. The results of X-Ray Diffraction (XRD) measurements can be seen in Figure IV.65 and in Table IV.13. For the spectra on the (100) crystalline substrates, two peaks appear at 32.96° and 33.04°, corresponding to the $K_{\alpha 1}$ and $K_{\alpha 2}$ lines respectively, because the Bragg condition is fulfilled by the (800) planes. These very sharp peaks can be used to confirm that not correcting for the instrumental broadening in the Scherrer formula is reasonable for our crystallite sizes estimations: for the sample A100315b, the Full Width at Half Maximum (FWHM) in terms of $2\theta$ of these peaks is smaller than 0.04° while the FWHM of the (111), (220) and (311) peaks are $\sim 0.42$, $\sim 0.73$ and $\sim 0.86$ respectively.

A significant difference between samples a and b is seen in Table IV.13. While sample a has a (110) preferred orientation, sample b shows a strong (111) texture. In our opinion, this result fits with the trend observed in the series in bias (see Section 3.5.3 page 112). Indeed, since the loosely clamped sample b is slightly bent, the ion bombardment on its surface is probably reduced, which has been seen to lead to (111)-oriented films. It is more difficult to explain the difference between sample a (on c-Si) and sample e (on glass): it could be due to a substrate dependent growth mechanism or to the lower temperature on the crystalline substrates (they are on top of the glass substrate and not directly on the heated substrate holder).

Applying the Scherrer formula, we found that the (111) grains are around a factor of 2 bigger than the (110) and (311) grains. This time, the greater ion bombardment for sample a as compared to sample b has no influence on the (110) crystallite size (opposed to the series in bias).
4.3.5.3 Samples A090514

Another run with the exact same deposition conditions has later been carried out to quantify the post-oxidation with SIMS. To do so, the samples have been let at air 21 weeks before the measurement. The results seen on Figure IV.66 strongly confirm that the sample a, tightly clamped in the corner, is denser than the co-deposited sample b, which is loosely clamped and which presents intense double peaks around 2100 cm$^{-1}$ in its FTIR spectrum.

Indeed, oxygen has completely contaminated sample b (solid lines in the graph) on its whole 1 μm thickness while only the top 100 nm of sample a is affected by post-oxidation. Similarly, the carbon penetration depth is $\sim 400$ nm for sample b and $\sim 100$ nm for sample a. There is a factor of 2 for nitrogen but no penetration tail can be seen. In parallel to the very high level of oxygen in sample b, its hydrogen content is $\sim 18\%$ less than for sample a (atomic percentages of 7.6 % and 6.2 %), which could correspond to the narrow peaks on the FTIR spectra disappearing with time due to oxygen replacing hydrogen in interconnected cracks (mechanism proposed in [46]).

It can be noticed that although co-deposited, the film thicknesses are quite different. What is more, the oxygen base level of sample a, of $\sim 6 \times 10^{19}$ cm$^{-3}$, is too high despite the load-lock. This could be due to the very low growth rate of less than 5 Å/s obtained for these deposition conditions. Also, there are broad peaks of contamination at the film/substrate interface which had never been observed before.

We can now link the previous XRD results with the post-oxidation data of this batch, which are in very good agreement with published studies:

- In [98], their randomly oriented samples get post-oxidized ($C_O \sim 10^{20}$ cm$^{-3}$) while their samples without any (111) peak do not ($C_O \sim 10^{18}$ cm$^{-3}$).
The SIMS results (Figure 4) of [99] are very similar to ours: One year after deposition, their (111)-oriented sample got contaminated over the whole ∼1 μm depth at $2 \times 10^{20}$ cm$^{-3}$, while oxygen only penetrates on a depth of ∼350 nm in the case of a (110) orientation. They explain their different textures by different radicals coming at the surface, which is not our case since the samples are co-deposited.

As an additional remark, it has to be made clear that post-oxidation is just used as a way to reveal poor film quality but should not really affect the cells, since the amorphous n-doped top layer as well as the metallic contact protect the absorber layer from any chemical contamination [18, 11].

![SIMS profiles of two co-deposited samples stored at air during 21 weeks. Sample a is tightly clamped in the corner (dashed lines), sample b is loosely clamped (solid lines).](image)

4.4 Investigations into the cells

4.4.1 Cell degradation induced by annealing in ATOS

SIMS measurements carried out on two cells made in ATOS had shown an apparent signal of oxygen coming from the ZnO (see Section 3.5.7.4 page 122). Thus, we were concerned by a risk of diffusion of oxygen from the ZnO due to the high surface temperature of ∼230 °C used most of the time to obtain highly crystallized material at high rate. We tried to investigate the potential detrimental effect of temperature on the cells. To do so, we used cells entirely made in the ARCAM RF-CCP reactor, which are of high quality. We cut them after deposition, kept one piece as a reference, annealed the other pieces in the ATOS reactor and then, evaporated contacts and compared their performance.
4.4.1.1 Polymorphous cell

We first carried out this test on a standard polymorphous (pm-Si:H) p-i-n cell on SnO₂ entirely made in the ARCAM reactor. A piece of it has been heated in ATOS at the usual temperature ($T_{pyrometer} = 230 \, ^\circ C$ and $T_{surface} = 535 \, ^\circ C$) during 2H54: it took around 1H15 to reach the saturation temperature (second substrate holder) and then it stayed around 1H39 at the maximum temperature before cooling down slowly. Aluminum contacts have been evaporated afterwards. The results are compared in Figure IV.67.

A huge degradation of the external quantum efficiency can be seen in the blue part of the spectrum, up to $\sim 600 \, \text{nm}$. Problems of collection appear after annealing, as indicated by the great enhancement of the spectral response at negative bias. This annealing treatment results in a strong degradation of the PV characteristics of the cell, as shown in the table.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>FF</th>
<th>R_p (Ωcm²)</th>
<th>R_s (Ωcm²)</th>
<th>J_sc (mA/cm²)</th>
<th>V_oc (mV)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>reference piece</td>
<td>55 %</td>
<td>1280</td>
<td>15</td>
<td>11.6</td>
<td>894</td>
<td>5.7 %</td>
</tr>
<tr>
<td>annealed piece</td>
<td>28 %</td>
<td>428</td>
<td>279</td>
<td>3.4</td>
<td>764</td>
<td>0.73 %</td>
</tr>
</tbody>
</table>

Figure IV.67 – Degradation induced by a 2H54 annealing in ATOS on a p-i-n pm-Si:H cell.

4.4.1.2 Microcrystalline cells

Two microcrystalline cells have been deposited in the ARCAM reactor on two different ZnO: on a ZnO deposited at high temperature (Juelich ZnO) and on one deposited at ambient temperature (IRDEP ZnO). The transparent conducting oxides have not been textured in order to carry out SIMS measurements afterwards, in case a degradation was observed. The back contacts are in aluminum.

The initial characteristics of the cell on Juelich ZnO are: FF of 61 %, R_p of 754 Ωcm², R_s of 4.8 Ωcm², J_sc of 14 mA/cm² and V_oc of 420 mV, resulting in a 3.6 % efficiency. On the IRDEP ZnO, we obtained a lower initial performance: FF of 56 %, R_p of 627 Ωcm², R_s of 7.5 Ωcm², J_sc of 10 mA/cm² and V_oc of 380 mV, Efficiency of 2.1 %. The relative evolutions of these parameters are presented on the graphs of Figure IV.68 as a function of the annealing times of the different pieces.

We can see on the two graphs that some of the parameters are improved by the treatment, at least up to a certain annealing duration. Interestingly, the degradation of the current densities for the two cells mainly takes place in the blue part of the spectrum: e.g. on Juelich ZnO, the relative degradation between the reference piece and the one heated 4H26 is 34 % at 400 nm and only 26 % at 750 nm. The efficiency of the piece annealed during a very long time of 4H26 went down to 2.9 %, corresponding to a relative degradation of only 20 %. The efficiency drops a bit more for the second ZnO but in any case, they still perform much better that the cells of less than 1 % that we often obtain in the MDECR reactor.
Conclusion: One has of course to keep in mind that heating after the structure is completed and heating during its deposition can have very different effects (e.g. for the boron diffusion from the p-doped layer as emphasized in [51]). The strong degradation observed for the polymorphous cell can probably be explained by the evolution of hydrogen at the high annealing temperature for this type of material. But as far as microcrystalline cells are concerned, we think that the risk of thermal diffusion of oxygen from the ZnO is ruled out by these experiments because in such a case, a much greater degradation of the cells would be observed.

4.4.2 The half-ARCAM half-ATOS cell (without load-lock)

We had seen that the addition of a “buffer layer” between the p-doped layer and the intrinsic layer could help to improve the cells. Here, we have deposited a cell with a very particular structure. Its spectral response and SIMS characterization have brought many highly valuable information.

4.4.2.1 Description

After the deposition of the µc p-doped layer in the RF-CCP multi-chamber reactor ARCAM, we sometimes add an intrinsic microcrystalline “buffer layer” on top of it, grown in another chamber of the same reactor. Such layers, with typical thicknesses ranging from 70 to 120 nm, have proven to be beneficial for the cell performance (see for example the early results in Table IV.4 page 102). Pushing this idea further, we decided to do a particular cell: half of its 1µm-thick absorber layer was made in ARCAM before transferring it to the MDECR reactor for the high rate (∼16.7 Å/s) deposition of the second half. This procedure allowed us to be absolutely sure that:

- The p-i interface is free from any oxidation since it is not exposed to air and is of good quality since the cells entirely done in ARCAM have high performances.
- There is no risk of damage of the ZnO by the hydrogen-rich MDECR plasma since 0.5µm of dense microcrystalline silicon is protecting it from diffusing hydrogen atoms.

One has to keep in mind the following limits of this cell: it is exposed to air in the middle of the absorber layer and also, in order to be suitable for SIMS measurements, the ZnO used has not been textured. The ZnO substrate has been kept in ARCAM under vacuum and...
annealed at a temperature in the range of 150 – 210°C the previous night in order to outgas it and it has been treated with a one minute argon plasma before the deposition of the p pc layer. Despite these precautions, the absence light trapping by a textured ZnO as well as its potential lack of cleanliness can affect the cell performances. What is more, the back contacts are in aluminum and not in silver.

The deposition conditions used for the ATOS layer were the ones found to give the lowest oxygen content at that time (i.e. \( \sim 10^{20} \text{cm}^{-3} \) before the installation of the load-lock) : with a gas mixture of 5 sccm of Ar, 100 sccm of H\(_2\) and 50 sccm of SiH\(_4\), and an RF power of 42 W.

### 4.4.2.2 Performance of the cell

The film co-deposited on glass was found to have a high crystalline fraction of 91 % and a void fraction of 5.5 % by ellipsometry. The film co-deposited on c-Si for FTIR characterization unfortunately peeled.

No hydrogen treatment has been performed before the deposition in ATOS nor before the n layer deposition and the performance of the cell are reported in the Figure IV.69 and in Table IV.14.

---

![Graph showing spectral responses of the cell.](image)

**Figure IV.69 – Spectral Responses of the half-ARCAM half-ATOS cell at 0 V and −1 V after annealing.** For this cell, the temperature in ARCAM was \( T_{ARCAM} = 150 \)°C. The two top curves are reference cells : They are two \( \mu \text{c} \) cells entirely done in ARCAM (with \( T_{ARCAM} = 170 \)°C). One is on flat ZnO with aluminum back contacts and one is on textured ZnO with silver back contacts. They aim at illustrating the degradation induced by the 0.5 \( \mu \text{m} \) MDECR layer as well as the importance of light trapping.

<table>
<thead>
<tr>
<th>FF</th>
<th>( R_p )</th>
<th>( R_s )</th>
<th>( J_{sc} )</th>
<th>( V_{oc} )</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Half-ARCAM half-ATOS (before annealing)</td>
<td>54 %</td>
<td>1050 ( \Omega ) cm(^2)</td>
<td>20.4 ( \Omega ) cm(^2)</td>
<td>6.7 mA/cm(^2)</td>
<td>405 mV</td>
</tr>
<tr>
<td>Half-ARCAM half-ATOS (after annealing)</td>
<td>64 %</td>
<td>1130 ( \Omega ) cm(^2)</td>
<td>8.1 ( \Omega ) cm(^2)</td>
<td>6.6 mA/cm(^2)</td>
<td>404 mV</td>
</tr>
<tr>
<td>All-ARCAM (flat ZnO ; Al back contacts)</td>
<td>64 %</td>
<td>939 ( \Omega ) cm(^2)</td>
<td>4.7 ( \Omega ) cm(^2)</td>
<td>12.5 mA/cm(^2)</td>
<td>417 mV</td>
</tr>
<tr>
<td>All-ARCAM (textured ZnO ; Ag back contacts)</td>
<td>54 %</td>
<td>448 ( \Omega ) cm(^2)</td>
<td>4.8 ( \Omega ) cm(^2)</td>
<td>20.8 mA/cm(^2)</td>
<td>397 mV</td>
</tr>
</tbody>
</table>

**Table IV.14 – Results of the half-ARCAM half-ATOS cell before and after a 30 minute annealing at 150°C.** On the third and fourth lines, the characteristics of the reference cells are shown for comparison.
The very surprising result is the lack of collection in the blue part of the spectrum even though the p-i region, which is entirely done in the ARCAM reactor, is known to be of high quality. This would mean that the oxide in the middle of the absorber layer and/or the quality of the ATOS 0.5 \( \text{pm} \) layer and/or the i-n interface are very harmful for the transport of the electrons to the n layer.

Table IV.14 shows that the 30 minute annealing at 150 \( ^\circ \text{C} \) has an remarkable effect on the fill factor, the parallel resistance and the series resistance and allowed a relative improvement of the efficiency of around 18 \%. It is worth noticing that such an enhancement never occurred before on cells done in ATOS and is thus thought to be related to the ARCAM material.

The results of a \( \mu \)c p-i-n on flat ZnO entirely done in the ARCAM reactor and with aluminum back contacts are also reported to have a reference to estimate the degradation. We can see that the main parameter affected by the two air exposures (in the middle of the i layer and before the n layer), the heating in ATOS and the ATOS material quality is the current density, which dramatically drops from 12.5 mA/cm\(^2\) to 6.6 mA/cm\(^2\). The spectral responses are quite close in the red part of the spectrum (\( \geq 750 \text{ nm} \)) due to the absence of light trapping so that this huge difference in current densities arises from a degradation of the efficiency of the half-ARCAM half-ATOS cell in the range of 400 – 750 nm.

### 4.4.2.3 SIMS profiles

Without any chemical etching, this type of ZnO has an rms roughness of less than 15 nm and is thus suitable to obtain SIMS profiles with well resolved interfaces : see Figure IV.70. This sample turned out to be extremely useful to compare the chemical composition of the ATOS material to the one of the standard microcrystalline silicon deposited in the RF-CCP reactor ARCAM:

- The oxygen concentration in the ATOS \( \mu \)c-Si:H is \( \sim 25 \) times higher than in the ARCAM material and such a contamination is known to have a very detrimental effect on the cell performance (see discussion in Section 4.3.3 page 157).
- The carbon level shows an impressive jump of a factor \( \sim 39 \) at the ARCAM/ATOS interface.
- The fluorine signal in ATOS is \( \sim 2 \times 10^{17} \text{ cm}^{-3} \) and at least 200 times higher than the ARCAM level, which is below the detection limit.
- The nitrogen concentration in ATOS is \( \sim 5 \times 10^{16} \text{ cm}^{-3} \), corresponding to at least 20 times more than in ARCAM, which is below the detection limit.

Figure IV.70 shows again an oxygen “bump” between 1200 – 1370 nm, i.e. \( \sim 170 \text{ nm} \) before the silicon/ZnO interface. The measurement of this sample has been repeated and the same feature appears for the two recordings. On Figure IV.71, this suspicious oxygen profile is shown again and superposed with the signals of boron, zinc and aluminum. These effects will be studied in detail in Section 4.4.4.2 page 177.
Figure IV.70 – Oxygen, hydrogen, carbon, fluorine and nitrogen concentration and signal profiles in the half-ARCAM half-ATOS cell. Its structure is indicated on the top of the figure and the different layers are identified by vertical lines. The low quality of the ATOS material before the installation of the load-lock is remarkably illustrated by the great step of all the species at the ARCAM-ATOS interface.

Figure IV.71 – Superposition of the oxygen concentration with the signals (in arbitrary units) of boron, zinc and aluminum of the half-ARCAM half-ATOS cell to study the risk of diffusion from the ZnO.
4.4.2.4 Simulation of the half-ARCAM half-ATOS cell

![Graph showing External Quantum Efficiency vs Wavelength](image)

Figure IV.72 – *External Quantum Efficiencies of the all-ARCAM cell and the half-ARCAM half-ATOS cell (for three different values of the mobility band gap of the ATOS material indicated in parentheses).*

The results presented in this section have been obtained by Parsathi Chatterjee (Energy Research Unit of the Indian Association for the Cultivation of Science, Kolkata, India) using her model named Amorphous Semiconductor Device Modeling Program (ASDMP). It has already been successfully implemented to understand the behavior of microcrystalline cells [60] and extended to heterojunctions [100, 101].

This model uses a set of one-dimensional equations to take into account the electrical and optical phenomena. The electrical part of the model uses the Poisson’s equation and the two carrier continuity equations under steady state conditions. The optical part simulates the generation of the carriers taking into account specular interference effects and diffused reflectances and transmittances due to interface roughness. The materials are defined by their band-gap energy and their band-tail and mid-gap defect densities of states. The needed inputs are the complex refractive indexes for each layer, which are obtained from ellipsometry, and the structure of the cell. The model outputs are the external quantum efficiency and the $J(V)$ characteristics.

The goals of this simulation study were to explain the drop of the external quantum efficiency (EQE) taking place mainly in the blue part of the spectrum and to reproduce the trends of the all-ARCAM and of the half-ARCAM half-ATOS cells, i.e. the identical fill factors, the close values of open-circuit voltages and the significant drop in the short circuit currents.

The two cells were simulated with an “almost flat” ZnO. A small roughness was left in order to create the scattering corresponding to the internal scattering taking place at the grain boundaries of μc-Si:H. The mobility band gap of the ARCAM μc-Si:H has been taken to be 1.33 eV, as obtained from previous studies [59]. Taking into account the SIMS results, the ATOS material has been set as n-type. The doping concentration in the MDECR material has been varied in the range of $5 \times 10^{17} - 1 \times 10^{19} \text{ cm}^{-3}$ but as expected, the effect of this variation is small since the layer is close to the n layer [92]. The results presented here are for a doping level of $\sim 5 \times 10^{17} \text{ cm}^{-3}$. Accordingly, the defect density is also higher in the ATOS layer than in the ARCAM one.

One of the results of this modelling is that a 100 nm layer with a high defect density of $10^{19} \text{ cm}^{-3}$ has to be added at the beginning of the ATOS layer to be able to reproduce the fall of the EQE for the short wavelengths.
Table IV.15 – Comparison of the experimental and simulated $J(V)$ data.

<table>
<thead>
<tr>
<th></th>
<th>FF</th>
<th>$J_{sc}$</th>
<th>$V_{oc}$</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>All-ARCAM (flat ZnO; Al back contacts)</td>
<td>64%</td>
<td>12.5 mA/cm$^2$</td>
<td>417 mV</td>
<td>3.4%</td>
</tr>
<tr>
<td>Half-ARCAM half-ATOS</td>
<td>64%</td>
<td>6.6 mA/cm$^2$</td>
<td>404 mV</td>
<td>1.7%</td>
</tr>
<tr>
<td>All-ARCAM (flat ZnO; Al back contacts)</td>
<td>57%</td>
<td>14.8 mA/cm$^2$</td>
<td>463 mV</td>
<td>3.9%</td>
</tr>
<tr>
<td>Half-ARCAM half-ATOS</td>
<td>39%</td>
<td>9.5 mA/cm$^2$</td>
<td>430 mV</td>
<td>1.6%</td>
</tr>
</tbody>
</table>

Figure IV.73 – Profiles of the trapped electron densities in the two cells. $E_g=1.5eV$ for the ATOS material. $x=0$ corresponds to the $p$ layer and $x=1\mu$m, to the $n$ layer.

Figure IV.74 – Profiles of the electron (left graph) and hole (right graph) current densities in the two cells. Chosen sign convention: The electron current density is integrated from $x = 0$ to $x$ and is negative when flowing towards the $n$ layer. The hole current density is integrated from $x = 1\mu$m to $x$ and is negative when flowing towards the $p$ layer.
The effect of the mobility band gap of the ATOS layer on the EQE can be seen in Figure IV.72. The higher it is, the better the model reproduces the experimental data of Figure IV.69. This corresponds to our experimental characterization of this material: we know from ellipsometry, Raman spectroscopy and AFM images that it is not as highly crystallized as the ARCAM μc-Si (no large grains). All the other results presented thereafter have been obtained with the MDECR material having a gap of 1.5 eV.

The $J(V)$ parameters for the two cells are shown in Table IV.15. The main limitation of the model is obviously that the fill factor does not reproduce the experimental data: the simulated value drops from 57% to 39%. For the other parameters, the model matches the experimental values and their degradation fairly well.

The ASDMP program mainly helped us to understand that the drop of the current density can be explained because of the repulsion of the electrons generated in the ARCAM layer by the high density of trapped electrons in the ATOS layer (see Figures IV.73 and IV.74). This repulsion can also be clearly seen on the hole current (right graph of Figure IV.74): indeed, over a small region around the ARCAM/ATOS interface, there is a net hole current towards the n layer (with the chosen sign convention, it corresponds to positive values).

As a conclusion, this model is an initial step into the simulation of the MDECR cells and is not complete since it does not allow to perfectly reproduce the evolution of the fill factor, the very low experimental EQE in the blue nor the values of $J_{sc}$. Nonetheless, its first outcome is that it points out to a defect-rich ARCAM/ATOS interface and it explains the sharp drop of the current density in the half-ARCAM half-ATOS cell by the repulsion of the electrons and the attraction of the holes by the high density of trapped electrons in the MDECR layer.

One also has to keep in mind that in the simulation, it has been assumed that the p-i interface is the same in the all-ARCAM cell and in the half-ATOS half-ARCAM cell. Trying to introduce a degradation of this region in the half-ATOS half-ARCAM cell could help to better reproduce the experimental results and would be an interesting future work.

### 4.4.2.5 Conclusion on the half-ARCAM half-ATOS cell

The comparison of the SIMS profiles and the current densities of the half-ARCAM half-ATOS cell and of the all-ARCAM cell showed very clearly the poor quality of the ATOS material before the installation of the load-lock in terms of chemical composition and degraded photovoltaic performance.

With controllable oxygen, nitrogen and air leaks, Kilper et al. [92] have studied the effect of the contamination levels of O and N on microcrystalline cells as well as the effect of the depth distribution of these impurities. They concluded that the presence of high concentrations of O and N ($\sim 8 \times 10^{19}$ cm$^{-3}$ and $\sim 2 \times 10^{20}$ cm$^{-3}$ respectively) in the $\sim 400$ nm close to the n layer is not harmful at all for the cell performance: they could obtain efficiencies as high as 7.4% with FF = 72.4% and $J_{sc} = 19.1$ mA/cm$^2$. Since a degradation is observed in our case when the half of the absorber layer close to the n side is made in ATOS, this would indicate that this is not due to its high oxygen level but to some other factor such as air exposure and/or heating. This was later confirmed by the fact that the tenfold reduction of the oxygen level in ATOS enabled by the installation of a load-lock did not result in a clear improvement of the cells. What is more, the degradation they observe is mainly due to a lower current density in the red part of the spectrum and a lower Fill Factor, which is not our case.
4.4.3 The 40%-ARCAM 60%-ATOS cell (with load-lock)

After the installation of the load-lock on the vessel of the MDECR reactor, the idea of the previous particular structure (Section 4.4.2) has been repeated in a similar way.

4.4.3.1 Structure

The structure of the cell was the following:

- Silver contacts
- Amorphous n-doped layer in ARCAM
- One minute hydrogen plasma treatment in ARCAM
- Air exposure: transfer to the ARCAM reactor
- ∼600 nm layer of intrinsic microcrystalline silicon in ATOS:
  - This layer has been deposited at a rate of ∼12 Å/s from pure silane (42 sccm). Also, due to the concern about a risk of thermal diffusion from the ZnO substrate, the deposition temperature in ATOS has been lowered to $T_{pyrometer} = 182\,^\circ C$ instead of the usual ∼230°C.
- Air exposure: transfer to the ATOS reactor
- ∼400 nm layer of intrinsic microcrystalline silicon in ARCAM (at 175°C)
- p-doped microcrystalline layer in ARCAM
- Non-textured ZnO
- Glass substrate

4.4.3.2 Characterizations of the ATOS material

Different substrates (glass and monocrystalline silicon) have been co-deposited with the cell. The ellipsometry spectrum of the 600 nm of ATOS μc-Si:H on glass is fitted with a 95% crystalline fraction and a 5% void fraction in the bulk. The film on crystalline silicon has been characterized by FTIR (see Fig IV.75). The 2100 cm$^{-1}$ mode dominates the one at 2000 cm$^{-1}$ and an oxygen-related peak appears around 1100 cm$^{-1}$ after a few days of air exposure corresponding to Si–O bounds. This probably indicates that the material density has to be improved.

![Figure IV.75](image.png)

Figure IV.75 – Evolution with time of the FTIR spectra of the 600 nm thick ATOS layer: just after deposition, 5 days after deposition and 12 days after deposition. The curves are shifted for clarity.
4.4.3.3 Cell results

Scanning Electron Microscopy (SEM) images of this cell can be seen on Figure IV.76. The SEM resolution is unfortunately too low to distinguish the doped layers or an incubation layer at the beginning of the ATOS layer. The appearances of the materials from the two reactors seem a bit different. While the ARCAM µc-Si seems to have vertical structures, the ATOS µc-Si seems to show horizontal structures. But this may well be due to the manual breaking of the sample.

![SEM images of cell](image)

Figure IV.76 – Scanning Electron Microscopy (SEM) images of the 40%-ARCAM 60%-ATOS cell. The right image is a zoom on the silicon layers.

It has to be kept in mind that the deposition conditions of the ARCAM and ATOS layers are not the same as the ones of the previous cell. The characteristics of the 40%-ARCAM 60%-ATOS cell are reported in the Table IV.16. The parallel resistance is abnormally low and apart from the current density, all the parameters are worse than the ones of the half-ARCAM half-ATOS cell. The silver contacts are not responsible for the \( \sim 13\% \) relative improvement of \( J_{sc} \), as proved by the spectral response curves in Fig. IV.77: Indeed, the enhancement of the current density of the 40%-ARCAM 60%-ATOS cell arises from a better response in the blue.

4.4.3.4 SIMS results

With the help of the load-lock, the base pressure at the end of the heating phase in ATOS was as low as \( 1.8 \times 10^{-7} \) Torr, which is one order of magnitude below the typical values obtained when the entire vessel was exposed to air between each deposition. The SIMS profiles are shown in Figure IV.78.

The most striking consequence of the installation of the load-lock is of course the tenfold reduction of the oxygen content, down to \( \sim 1.1 \times 10^{19} \) cm\(^{-3} \). This demonstrates the usefulness and the very positive impact of the modification of the reactor. What is more, this value is now below the critical threshold value for the degradation of the cell performance of \( 1.2 \times 10^{19} \) cm\(^{-3} \) to \( 2 \times 10^{19} \) cm\(^{-3} \) found by Kilper et al. [92].

The signal of hydrogen (not quantified, in arbitrary units) is a factor of 2 higher in the ATOS µc-Si:H than in the ARCAM one. Another interesting feature can be noted in this graph: at the ATOS/ARCAM interface, we can see a peak of oxygen. It simply corresponds to oxidation during the air exposure but this phenomenon is revealed here for the first time due to the oxygen reduction in the ATOS material.
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<table>
<thead>
<tr>
<th></th>
<th>FF</th>
<th>$R_p$</th>
<th>$R_a$</th>
<th>$J_{sc}$</th>
<th>$V_{oc}$</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before annealing</td>
<td>53%</td>
<td>165 Ω cm$^2$</td>
<td>11.6 Ω cm$^2$</td>
<td>7.4 mA/cm$^2$</td>
<td>380 mV</td>
<td>1.49%</td>
</tr>
<tr>
<td>After annealing</td>
<td>53%</td>
<td>248 Ω cm$^2$</td>
<td>11.6 Ω cm$^2$</td>
<td>7.5 mA/cm$^2$</td>
<td>379 mV</td>
<td>1.50%</td>
</tr>
</tbody>
</table>

Table IV.16 – Results of the 40%-ARCAM 60%-ATOS cell before and after a 30 minute annealing at 150°C.

Figure IV.77 – Spectral Responses of the 40%-ARCAM 60%-ATOS cell (silver contacts) compared to the previous half-ARCAM half-ATOS cell (aluminum contacts). It can be seen that the higher current density of the 40%-ARCAM 60%-ATOS cell is not due to the more efficient back reflector.

Table IV.17 sums up the main results of the two cells. One can clearly see the consequences of the different deposition conditions for the two ARCAM layers: most probably due to the higher temperature for the second cell (175°C vs 150°C), the contamination levels of the four species are worse. Thus, the ratios of the second cell appear as artificially good. Despite this, the improvement of the ATOS material is clear.

As a conclusion, the main goal of the load-lock, i.e. the reduction of the O content, has been fulfilled. The fluorine level should not be harmful for the cells, although its source remains unknown. The nitrogen level is two orders of magnitude below the critical threshold of $6 \times 10^{18}$ cm$^{-3}$ to $8 \times 10^{18}$ cm$^{-3}$ found in [92] but the carbon concentration is probably still abnormally high.

For the Si/ZnO interface, we can see the same oxygen “bump” before the ZnO as in the previous cell (see Figure IV.79). This time, the depth is only $\sim 100$ nm (vs $\sim 170$ nm for the previous cell at $T_{pyrometer} = 226$°C). This phenomenon is explained in Section 4.4.4.2 page 177.
Figure IV.78 – The O, H, C, F and N signal and concentration profiles in the 40%-ARCAM 60%-ATOS cell. Its structure is indicated on the top of the graph and the different layers are identified by vertical lines. This measurement has to be compared to Figure IV.70, carried out before the installation of the load-lock.

<table>
<thead>
<tr>
<th></th>
<th>Before load-lock</th>
<th>After load-lock</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ATOS</td>
<td>ARCAM</td>
</tr>
<tr>
<td>Oxygen</td>
<td>$1.7 \times 10^{20}$</td>
<td>$6.7 \times 10^{18}$</td>
</tr>
<tr>
<td>Carbon</td>
<td>$3.4 \times 10^{19}$</td>
<td>$8.7 \times 10^{17}$</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>$4 \times 10^{16}$</td>
<td>$&lt;2 \times 10^{15}$</td>
</tr>
<tr>
<td>Fluorine</td>
<td>$1.8 \times 10^{17}$</td>
<td>$&lt;9 \times 10^{14}$</td>
</tr>
</tbody>
</table>

Table IV.17 – Comparison of the concentrations (in atoms/cm$^3$) of four impurities in the half-ARCAM half-ATOS cell (Column “Before load-lock”) and in the 40%-ARCAM 60%-ATOS cell (Column “After load-lock”). The columns “Ratios” correspond to the concentrations in ATOS divided by the concentrations in ARCAM. Although the layers are not deposited in the same conditions, it still gives a summary of these two experiments and an idea of the progress brought by the load-lock.

Figure IV.79 – Superposition of the O concentration with the signals (in arbitrary units) of B, Zn and Al of the 40%-ARCAM 60%-ATOS cell to study the risk of diffusion from the ZnO substrate.
4.4.4  The zinc oxide (ZnO)

The possibility of damaging the ZnO is a great concern, especially in high density plasmas. For example, to fit the ellipsometry spectra of their microcrystalline films deposited on ZnO at a high rate of 20 Å/s, the authors of [102] used an optical model including a fraction of ZnO in the first layer in order to take into account a phenomenon of mixing. We processed several samples to specifically study this layer of our cells.

4.4.4.1  The all-ARCAM sample on flat ZnO

This sample has been deposited entirely in the ARCAM reactor during the same series as the sample of Section 4.3.2 page 155 and the sample of Section 4.4.2 page 166. It will be used as a reference, especially for the silicon/ZnO interface. Its structure is the following:

- Intrinsic a-Si:H layer (200 nm)
- Intrinsic μc-Si:H layer (200 nm)
- p-doped μc-Si:H layer (30 nm)
- Ar plasma: one minute treatment to clean the ZnO surface and to improve adhesion
- Flat ZnO: heated a few hours to degas it
- Glass

The SIMS results of this stack are presented in Figure IV.80. Here, for this sample entirely made in the ARCAM reactor, the oxygen, aluminum and zinc variations are very sharp at the Si/ZnO interface. On the contrary, all the stacks on flat ZnO containing one or several layers deposited in the ATOS reactor show non-sharp variations of these species at the Si/ZnO interface. Furthermore, these “bumps” or “tails” are seen for a great range of thicknesses of the buffer layer deposited in the ARCAM reactor on top of the ZnO substrate (between 30 nm and 500 nm).

In Figure IV.81, the oxygen, zinc and aluminum profiles of the all-ARCAM sample are compared to those of the two other samples deposited on flat ZnO in the same series:

- The sample of Section 4.3.2 page 155 is a stack with an amorphous layer deposited in ATOS without microwave power to study teflon inside the antennas as a potential source of fluorine and carbon contamination.
- The sample of Section 4.4.2 page 166 is the half-ARCAM half-ATOS cell before the load-lock.

Such a superposition enables to emphasize the striking difference in the SIMS evolutions at the silicon/ZnO interface. For the all-ARCAM sample, the signals of the three species sharply drop below the detection level in a few tens of nanometers (i.e. on the scale of the peak-to-valley roughness of the non-textured ZnO), while the samples containing one or several layers from ATOS exhibit apparent signals expanding in the silicon matrix on depths of up to several hundreds of nanometers.

4.4.4.2  Sample A090429: Detailed study of the SIMS craters

We have established that the oxygen non-sharp signals at the silicon/flat ZnO interfaces could not be caused by hydrogen diffusing from the MDECR plasma. Indeed, this signature was found even in the case of a 500 nm protective layer deposited in the ARCAM (sample in Section 4.4.2 page 166). Furthermore, we tried to decrease the temperature down to
Chapter IV  Microcrystalline silicon films and solar cells

Figure IV.80 – SIMS profiles of the all-ARCAM reference sample on flat ZnO. Nitrogen is below the detection limit everywhere except at the ZnO/Si interface and has therefore not been included. The Zn, O and Al profiles are further studied in the next graph.

Figure IV.81 – Comparison of three samples on flat ZnO: The profiles of the all-ARCAM sample are the red curves with symbols. The profiles of the stack of Section 4.3.2 page 155 are the black curves. The profiles of the half-ARCAM half-ATOS cell of Section 4.4.2 page 166 are the grey curves. The main graph is the superposition of the three oxygen profiles while the insets show the zinc and aluminum profiles.
The biggest "tail" of oxygen in the SIMS profiles had been found for a sample with a thin buffer layer of 120 nm (Section 3.5.7.4 page 122). We wanted to check the potential risk of oxygen diffusion with a thin buffer layer again. The structure of this stack was the following:

- ∼ 120 nm intrinsic a-Si:H layer (ATOS) to encapsulate the stack
- ∼ 600 nm intrinsic μc-Si:H layer in ATOS with a mixture of 5 sccm of Ar, 100 sccm of H₂ and 50 sccm of SiH₄
- 30 second H₂ plasma treatment (ATOS)
- ∼ 120 nm intrinsic μc-Si:H buffer layer (ARCAM)
- ∼ 30 nm p-doped μc-Si:H layer (ARCAM)
- flat ZnO substrate annealed overnight under vacuum to degas it

What is more, we wanted the total thickness to be a bit less than the usual one of the previous samples for SIMS (i.e. ∼0.8 μm instead of ∼1 μm), in order to limit as much as possible the risk of formation of a roughness during the sputtering. The main idea of this stack was to study the SIMS craters. To do so, we sputtered five craters, to check the reproducibility of the oxygen "tail". For three of these five craters, we sputtered until the ZnO and for the two others, the primary ion beam was intentionally stopped as soon as the oxygen signal started to rise in order to perform SEM and profilometry analyses of the crater bottom surface at this stage.

The ATOS layers were also co-deposited on a monocrystalline silicon (c-Si) substrate cleaned with hydrofluoric acid (HF) and a glass substrate. Figure IV.82 shows the SIMS profiles of the stack on ZnO. The satisfactory oxygen level of ∼2 × 10¹⁹ cm⁻³ enabled by the load-lock is confirmed and a huge "tail" of oxygen is found to start ∼0.6 μm before the silicon/ZnO interface for the five craters. The bottom graph shows that this rise of oxygen is not present in the stack co-deposited on c-Si (see dashed green line) and that Al and the molecular ions ⁶⁴Zn¹⁶O and ⁷⁰Zn¹⁶O follow the exact same shape, thus suggesting that all these signals are due to some kind of "holes". The Al signal on the c-Si substrate is not shown because it is below the detection level throughout the stack and the Zn species have unfortunately not been recorded on c-Si.

Figure IV.83 shows some Scanning Electron Microscopy (SEM) images of the craters for different magnifications. It reveals that craters sputtered until the ZnO and craters whose sputtering has been interrupted before the ZnO have very different appearances. At the bottom of the former type of craters, we can see features which are like aligned "scratches" while the latter type exhibits "bubble-like" features which are more than 250 nm deep. Thus, stopping the sputtering was necessary to really understand what is going on during the SIMS measurement.

The image 1 of Figure IV.84 shows the spatial distribution of the oxygen signal during the SIMS measurement. If the oxygen "tail" had been due to diffusion, we would have seen a uniform signal from the whole crater. Instead, the bright spots of the image 1 correspond to holes, as seen by SEM (images 2 and 3) and with depths ranging from ∼0.2 μm to ∼0.45 μm, as measured by profilometry (images 4 and 5).

It is now established that the oxygen rise before the Si/ZnO interface is due to the presence of holes during the SIMS sputtering. The question of their origin and of their exact location still remains. It could be due to a problem of adherence on the flat ZnO causing bubbles to
form at the ZnO/p interface. To investigate this possibility, we performed an exodiffusion measurement. Indeed, such bubbles, if filled with H\textsubscript{2}, can give a typical signature with this technique consisting of “spikes” of hydrogen appearing at low temperature. This phenomenon has not been observed in our case, as shown in Figure IV.85. The interesting result of this measurement is the comparison of the signals on ZnO and on glass. It has to be kept in mind that the two stacks are not exactly the same (absence of the two ARCAM layers on glass and different effect of the H\textsubscript{2} plasma treatment), but still, we can clearly see that the total hydrogen concentration on glass is higher (by 58\%) and also, that hydrogen is present in weaker configurations on glass (effusion starts at lower temperature). This would correspond to the surface temperature being higher on the ZnO substrate than on the glass substrate. The possible reasons for this difference, such as the absorption of microwaves heating the TCO, are still being studied.
Figure IV.83 – SEM top views of the two types of craters: sputtered until the ZnO or intentionally stopped just after the beginning of the oxygen signal rise.

Figure IV.84 – Image 1 is the spatial repartition of the oxygen signal as seen by the electron multiplier detector during the measurement, deduced knowing the scanning rate of the primary ion beam. The same six “bright spots”, marked by the red rectangles, have then been studied by SEM (images 2 and 3) and by profilometry (images 4 and 5). The image 5 is the surface profile taken on the red horizontal line of image 4. One of the six holes is on this line and has a depth of $\sim 0.45 \mu m$. The depths of the holes measured by profilometry are reported on the image 3.
Conclusion on the SIMS measurements at the silicon/ZnO interface

The SIMS technique has been used a lot through the course of this doctoral work. For example, we studied the presence of metallic impurities (Section 4.3.1 page 151) and tried to find plasma conditions reducing the too high levels of oxygen we had before the installation of the load-lock. Then, we decided to study the interfaces in a real device. For this purpose, we did a cell on non-textured ZnO (Section 3.5.7.4 page 122). It was the first time we saw what we then called a “tail” of oxygen and it brought a whole new topic of studies and new hopes that understanding it would enable us to improve the cell efficiencies. The idea of stopping the SIMS sputtering before the Si/ZnO interface finally allowed us to prove that there is no oxygen diffusion.

The “tails” had depths of \( \sim 100 \text{ nm} \) to \( \sim 600 \text{ nm} \) and were observed for every sample deposited on non-textured ZnO having at least one layer deposited in ATOS. This represents six samples, some of which have been measured several times (total number of measurements: 14). On the other hand, one sample entirely grown in the ARCAM reactor on flat ZnO has been measured twice and showed a sharp Si/ZnO interface (Section 4.4.4.1 page 177), so that we will keep on dedicating efforts to explain this strong difference, which hopefully could lead us to discover the origin of the poor efficiencies of the MDECR solar cells.

4.4.5 Other potential problems during the processing of the cells

In this section, we will very briefly review some potential sources of limitation of the MDECR microcrystalline cells and remind the experiments and results which rule them out.

4.4.5.1 The doped layers The exact same doped layers can lead to 8.3\% solar cells when the intrinsic layer is deposited in another RF-CCP reactor from the decomposition of SiF\(_4\), Ar and H\(_2\) [47]. This is a strong indication that the problem is not the doped layers.

4.4.5.2 The hydrogen-rich MDECR plasma At the beginning of the deposition of the intrinsic layer in ATOS, hydrogen from the MDECR high density plasma could diffuse inside the thin p-doped layer and react with the boron atoms to form boron hydrides which
4.4.5.3 Boron diffusion from the p-doped layer Some authors (like in [51]) attribute the degradation of their microcrystalline cell performance at high temperatures to enhanced diffusion of boron from the p-layer and to defect formation at the p/i interface. Again, the cells we deposited at low temperatures (down to 150°C, see Section 3.7 page 130) showed no enhanced performance and the comparisons of Figure IV.86 show no degradation of the p-doped layer due to the MDECR plasma.

4.4.5.4 Heating of the Transparent Conductive Oxide due to microwave absorption This question is still currently studied but the first pyrometry tests carried out on glass covered by SnO$_2$ exposed to 20 seconds of microwave injection (1kW) without plasma resulted in an increase of only 5°C for an initial temperature of around 150°C. This amplitude of heating is very different from the increase from 0°C to 175°C in 1.6 second presented in [103].

Furthermore, for magnetic field intensities lower than 875 Gauss, the left hand polarized (LHP) and the right hand polarized (RHP) modes of the microwave electric field cannot propagate for densities higher than a value between $n_c$ and 2$n_c$, depending on the magnetic field intensity (see the solutions of the dispersion relation as a function of the magnetic field.
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intensity and of the plasma density page 318 of [104]) : $n_c$ is the critical density, defined by $\omega_{pe} = \omega_{MW}$, where $\omega_{pe}$ is the plasma pulsation and $\omega_{MW}$ is the microwave pulsation. This gives a critical density $n_c = \omega_{MW}^2 \varepsilon_0 m_e / q_e^2 = 7.5 \times 10^{10}$ cm$^{-3}$ for our 2.45 GHz electric field. As a consequence, the microwave power can reach the substrate only if there is a “path” of low density, which is not very likely.

4.4.6 Interface treatments

The quality of the interfaces is of course of crucial importance for the cell performance. On the other hand, it is certainly very difficult to quantify it precisely. It is generally thought that e.g. oxidation or a too energetic ion bombardment can have detrimental effects on the interfaces, such as creating defects which will enhance recombination or trapping. If the latter phenomenon occurs preferentially for one carrier type, it can also induce a charging effect.

To test different plasma treatments at the p-i and i-n interfaces is obviously extremely time-consuming and it was not possible to make a systematic study of their impact. Nonetheless, a few attempts have been carried out and one is exposed here.

The following comparison of two plasma treatments has been done after the installation of the load-lock, during the series in microwave power (Section 3.8 page 135). The structure of the two cells was exactly the same : textured ZnO / p-doped μc-Si:H layer (ARCAM) / 120 nm of intrinsic μc-Si:H buffer layer (ARCAM) / treatment in ATOS / 1μm intrinsic μc-Si:H layer at a reduced MW power of 1 kW (ATOS) / H$_2$ plasma treatment (ARCAM) / n-doped a-Si:H layer (ARCAM) / silver contacts. The difference between the two cells is the treatment between the buffer layer and the ATOS layer :

- One cell has been exposed to a pure H$_2$ plasma (flow rate of 50 sccm) during 30 seconds without any RF power fed to the substrate holder (floating potential).
- The other cell has been exposed to a H$_2$/Ar plasma (both flow rates of 50 sccm) during 40 seconds with 5 W of injected RF power.

![Figure IV.87 – Effect of two different plasma treatments at the ARCAM/ATOS interface on the spectral responses measured at 0V and −1V.](image-url)
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<table>
<thead>
<tr>
<th>ATOS treatment</th>
<th>FF</th>
<th>$R_p$</th>
<th>$R_a$</th>
<th>$J_{sc}$</th>
<th>$V_{oc}$</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_2$</td>
<td>49%</td>
<td>$426 \Omega \text{cm}^2$</td>
<td>$10.8 \Omega \text{cm}^2$</td>
<td>7.0 mA/cm²</td>
<td>260 mV</td>
<td>0.89%</td>
</tr>
<tr>
<td>$H_2$+Ar</td>
<td>47%</td>
<td>$443 \Omega \text{cm}^2$</td>
<td>$15.9 \Omega \text{cm}^2$</td>
<td>6.6 mA/cm²</td>
<td>304 mV</td>
<td>0.94%</td>
</tr>
</tbody>
</table>

Table IV.18 – Effect of two different plasma treatments at the ARCAM/ATOS interface on the cell performance.

The spectral responses of the cells and their $J(V)$ characteristics are presented in Figure IV.87 and Table IV.18 respectively. One can see that the variation due the two plasma treatments is quite small. The two cells present a problem of collection, as seen on their external quantum efficiencies measured with a negative bias voltage (e.g. a relative increase of 27% from 0 V to $-1$ V at 520 nm for the $H_2$+Ar treatment case). The higher ion bombardment energy of the $H_2$+Ar treatment results in a lower current density but in a higher open-circuit voltage.

As a conclusion, a systematic optimization of such plasma treatments at the ARCAM/ATOS and ATOS/ARCAM interfaces, with and without buffer layers, with different gas mixtures and plasma conditions could be a promising topic of research if the cell performance is affected by oxidation during the transfers from one reactor to the other.

4.5 Conclusion on the investigations into the limitations of the microcrystalline material and solar cells

This part of this chapter was a discussion on all the potential sources of limitation of our material and devices that we have reviewed during this three year project.

With the use of a large range of diagnostics and of numerous original tests, we have been able to successfully solve or rule out several potential risks:

- We studied the design of the reactor and the possibility of a leak of water from the antenna cooling system. We made sure they are vacuum tight at room temperature.

- We carried out two SIMS measurements to ensure that the metallic species contaminations are low in the reactor ATOS.

- We investigated on the origin of fluorine and carbon. Indeed, the concentration of F in the MDECR films can be up to 75 times higher than in the RF-CCP layers. Depositing a-Si:H without microwave power, only with RF power on the substrate holder, led to a reduction of F by a factor 13, so that the teflon of the antennas could be its source.

- Depending on the deposition conditions, the oxygen concentrations in the reactor ATOS had always been in the range $10^{20} - 10^{21} \text{cm}^{-3}$. The technical solution of the installation of a load-lock reduced this level to the satisfactory value of $\sim 1 \times 10^{19} \text{cm}^{-3}$. The N level has also been improved and could reach values as low as $2 \times 10^{16} \text{cm}^{-3}$.

- The rise of the oxygen signal seen on the SIMS profiles before the Si/ZnO interface could have been due to a diffusion of oxygen from the ZnO inside the silicon matrix, but it has been proven to be due to the presence of holes at the bottom of the craters.

- SIMS has also been used to make sure that the boron concentration profile of the p-doped layer is not affected by the MDECR plasma.
• We also focused on the issue of the incubation layer. The evolution of the plasma emission monitored by OES allowed us to conclude that its formation is not correlated with the transient in plasma chemistry after the ignition, which lasts less than one second. We found out that an increase of the substrate surface temperature is not necessary to induce the start of the crystallization and that reducing the deposition rate seems to help to promote the early crystallization of the growing film.

• We have proposed Raman spectroscopy at high wavenumbers as a new method to quickly identify deposition conditions leading to highly crystallized materials with interconnected voids prone to post-oxidation. The advantage of this method is that it can be used for films on glass or even directly on cells. By combining XRD, Raman spectroscopy, FTIR and SIMS, a link between the crystallographic orientation, the presence of narrow peaks of absorption around 2100 cm$^{-1}$ and the post-oxidation has been established.

• The risk of degradation of the cell performance due to too high substrate temperatures has been studied by annealing tests on cells entirely processed in the RF-CCP reactor and no tremendous degradation of the microcrystalline cell has been found.

Interestingly, the failure of the heating element of the first substrate holder led us to the discovery of the possibility to heat the glass substrates at high temperatures by accelerating the argon ions with a high RF power. One sample with a highly crystallized incubation layer ($F_c$ of 77%) has been obtained with this pre-heating procedure.

We also analyzed the effect of some interface treatments on the cells and of buffer layers. We processed very particular structures with several hundreds of nanometers of the intrinsic layer deposited in the RF-CCP reactor and concluded that these cells are still degraded by the ATOS layer, even with the load-lock. Simulation proposed that the high density of trapped electrons in the ATOS layer repels electrons away from the n-doped layer and to attracts the holes away from the p-doped layer.

Some questions still remain unexplained, such as the tremendous effect of the ion energy on the chemical composition, even after the installation of the load-lock (e.g. factor 7 in O, factor 42 in C, factor 2 in H). Also, the possible dependence of the material properties as a function of the substrate (glass vs texturized Transparent Conductive Oxide with a p-doped $\mu$c-Si:H layer on top) has to be further studied.
Conclusion of the chapter on microcrystalline silicon films and solar cells

This chapter has first presented some general aspects of the microcrystalline silicon material and solar cells. Then, we analyzed in detail the results of the extensive parametric studies that we carried out. Finally, we ruled out or solved many potential sources of limitation of the material and device quality.

Since there is not only one microcrystalline silicon but many different types of microcrystalline silicon, we will now sum up the main original characteristics of the Matrix Distributed Electron Cyclotron Resonance material. We will also remind the unique properties of the MDECR solar cells.

The MDECR microcrystalline silicon:

- It can be deposited at very high rates (up to 28 Å/s). Provided the microwave power is sufficient, the growth rate scales linearly with the silane flow rate. It is possible to obtain a crystallized material from the decomposition of pure silane, without addition of hydrogen. This is due to the very efficient dissociation achieved in the plasma and to the resulting high atomic hydrogen flux on the surface. Uniform depositions on substrates as large as wanted can be easily achieved, just by expanding the matrix of microwave applicators.

- With the MDECR technology, the transition from amorphous to microcrystalline material can take place at constant deposition rate by increasing the microwave power (Section 3.8 page 135).

- The films can show great electrical properties, e.g. diffusion lengths of holes in the direction parallel to the substrate as high as 250 nm as measured by the SSPG technique and densities of states as low as $5 \times 10^{15} \text{cm}^{-3} \text{eV}^{-1}$ at 0.6 eV below the conduction band as estimated by the MPC diagnostic.

- Before the installation of the load-lock, great levels of contaminations could be observed (see for example Figure IV.70 page 169 for a striking comparison with the material from the RF-CCP reactor ARCAM). With the load-lock, satisfactory levels of oxygen and nitrogen ($1 \times 10^{19} \text{cm}^{-3}$ and $2 \times 10^{16} \text{cm}^{-3}$ respectively) have been achieved.

- The hydrogen concentration is always high in the MDECR material, as compared to the reference RF-CCP pc-Si:H. For example, a ratio of 3.8 was found by SIMS for the very porous condition at floating potential of the first series in bias. On the other hand, we managed to significantly reduce the void fraction obtained in our ellipsometry fits from values that could be as high as $\sim 15\%$ for some initial depositions, down to $\sim 3\%$. Despite this, problems of post-oxidation are often noticed.

- Although on glass the models of ellipsometry always indicate a less crystallized layer at the beginning of the growth, it seems to be possible to partially crystallize it by reducing the deposition rate and with energetic ion bombardment.

- From the few XRD measurements carried out, the films can be preferentially (111), (110) or (311) oriented, depending on the deposition conditions. Ion bombardment seems to favor the (110) orientation and sometimes also to promote the growth of bigger (110) crystallites. There seems to be two size populations: the (111) grains are...
always around a factor of 2 bigger than the (110) and (311) grains.

- A surprising property of MDECR µc-Si:H is that the material does not seem to evolve a lot with thickness. For example, no columnar structures can be seen on AFM images, even for 1.5 µm thick films (except at microwave powers lower than 1.5 kW). The size of the crystallites is not seen to increase for thicknesses of 1 µm to 1.5 µm on XRD spectra. The electrical properties of the 0.3 µm and 1 µm thick films in the first series in bias have been found to be close.

**The MDECR microcrystalline cells**:

- They unfortunately always showed very low current densities (< 8 mA/cm²), in particular, due to a very low response in the red.
- The spectral responses are often greatly enhanced with a negative voltage applied.
- Surprisingly, the annealing treatment (30 minutes at 150°C) never improves the cell performance.
- Despite the reduction of the oxygen concentration by a factor of ten after the installation of the load-lock, the cell performance stayed unchanged. In addition to the chemical composition, the diffusion length has also been tremendously improved, from 40 nm to 250 nm, without any effect on the cell efficiencies (see Table IV.11 page 142). This further supports the fact that there is some sort of decorrelation between the material quality and the cell performance.

**Future work**

We will now list some ideas to continue the optimization of the MDECR deposition of microcrystalline solar cells.

**The reactor**:

- The size of the substrate holder could be drastically reduced (as well as the size of the substrates, e.g. from 10 cm × 10 cm to 2.5 cm × 2.5 cm) in order to lower its thermal mass and to limit the heating and cooling times. This way, more depositions per day could be performed.
- In order to avoid the formation of high sticking coefficient radicals, the gas injection configuration could be modified to use hydrogen as a “vector gas”, introduced behind the ECR zones, and to inject silane close to the substrate holder, like in [85].
- Finally, a pulsed microwave generator could be used to see if it brings any improvements.

**Some of the material properties could still be improved**:

- the photo- to dark conductivity ratios,
  As a comparison, the high efficiency cells of the authors of [63] all correspond to materials having ratios of ~ 400 or more, while our values have always been significantly lower. They propose that the optimization of the material at the amorphous/microcrystalline transition on glass should be based on improving this parameter.
- the TRMC mobilities and lifetime,
- the presence of a less crystallized incubation layer for all the films deposited on glass,
- the absence of large grains on the ellipsometry spectra,
also, the preferential (111) orientation of some films should also be avoided.

The diagnostics:
- The sensitivity of ellipsometry to the crystalline fraction could maybe be improved by fitting the amorphous fraction with a Tauc-Lorentz dispersion law instead of using a standard dielectric function.
- The usefulness of new diagnostics like Electron Spin Resonance, the Time Of Flight technique to measure the mobility-lifetime product of electrons and holes [25], Diffusion-induced time resolved microwave conductivity to determine the ambipolar mobility [23], Small Angle X-ray Scattering, Photothermal Deflection Spectroscopy or Constant Photocurrent Method should be explored in order to look for other limitations of the material.
- New ways to really characterize the transport perpendicular to the substrate have to be used, for example:
  - the Surface Photovoltage method (SPV) to obtain the diffusion length of holes perpendicular to the substrate with sandwich contacts, which can even be performed directly on a solar cell [17],
  - AFM with a conductive cantilever [15],
  - or AC conductivity measurements.
- Transmission Electron Microscopy (TEM) should be carried out to better evidence the presence or the absence of a less crystallized layer in the cells at the beginning of the intrinsic layer growth.

The depositions:
- Optimizing depositions from SiF$_4$+H$_2$ mixtures could bring breakthroughs with a completely new chemistry and a control of the hydrogen flux on the growing surface (by the H$_2$ flow rate) independent from the deposition rate (given by the SiF$_4$ flow rate).
- The effect of the addition of a very small flow rate of trimethylboron (TMB, B(CH$_3$)$_3$), resulting in micro-doping, could be tested.
- A detailed study of the influence of the substrate type has to be carried out (e.g. isolating vs conducting, floating vs in contact with the RF biased part of the substrate holder, flat vs rough, glass vs p-doped µc-Si:H layer).
- The emission of energetic UV radiations by excited hydrogen molecules in the plasma could be a problem for the film quality.
- Finally, we mainly worked on high crystallinity materials during this PhD and conditions close to the a-Si:H/µc-Si:H transition should now be invested.

The cells:
- The greater H concentration on glass than on ZnO for co-deposited films has to be confirmed. A potential explanation could be the risk of absorption of the microwaves by the TCO.
- The systematic presence of holes in the craters during SIMS sputtering when the sample contains layers from ATOS, and their absence when the sample is entirely processed in the RF-CCP reactor, should be investigated.
- Depositing the intrinsic layer with deuterated silane and measuring the profile of deuterium by SIMS would show how deep it is diffusing in the buffer layer and would be an additional way of studying the risk of deterioration of the p-doped layer and of the ZnO by hydrogen.
• Although it is an extremely time-consuming task, more efforts could be dedicated to a systematic optimization of the interface treatments.
• During this work, we focused on the p-i-n structure. More efforts have to be dedicated to n-i-p cells, with an amorphous or a microcrystalline n-doped layer.
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Conclusion

The very challenging goal of this work was the high rate deposition of hydrogenated microcrystalline silicon with a Matrix Distributed Electron Cyclotron Resonance (MDECR) plasma source and the incorporation of the optimized material in p-i-n solar cells.

Microcrystalline silicon is a quite “young” material which has only been used as the absorber layer of p-i-n and n-i-p structures for the first time in 1994. MDECR is an even younger technology and our laboratory is the first and only one in the world to use such a prototype for photovoltaic applications. Both this material and this deposition technology carry promises of cost reduction, which is our motivation.

This unique project allowed me to discover the whole chain of this research field and resulted in a very satisfactory global approach. The first phase was the assembling of this complex new plasma reactor. I was then responsible for its maintenance and its improvement (installation of a load-lock). The second phase consisted in scanning the deposition parameters to optimize the material quality, evaluated by many characterization techniques, and to select the interesting conditions to process p-i-n solar cells.

Chapter I emphasized the strong difference between having good material properties, as characterized by a few diagnostics, and the possibility to obtain a high performance cell with this material. We have also stressed that only a very small number of technologies and laboratories or companies are successful in addressing the very challenging issues specific to high rate deposition of microcrystalline silicon solar cells. In particular, this seems universally very difficult for all high density sources. This is confirmed by the fact that the best microcrystalline cell processed with an ECR plasma source only has a 4.7% efficiency.

Chapter II gave an overview of some of the most used diagnostics during this PhD. They have been powerful tools to characterize the microstructure of the films, their crystallinity, their chemical composition, their electrical properties and to measure the cell performance. The limitations and potential artefacts of the different techniques have been underlined throughout this manuscript. The question of the best diagnostic on which the process of optimization of the material and cell quality should be based is of course a central and crucial debate in this field of research.

Chapter III gave a short historical overview of the evolutions of ECR sources until MDECR in order to better show its numerous advantages: high plasma densities, high deposition rates (up to 60 Å/s for a-Si:H and 28 Å/s for mc-Si:H), possibility to expand the matrix of microwave applicators on very large areas, absence of powders, independent control of
Conclusion

the ion bombardment energy. The two reactors used in this work have been presented and characterized.

Section 1 of Chapter IV first exposed some general points about the microcrystalline material. Its complexity has been clearly shown, which induces that the comparison of the samples has to be very methodic. Furthermore, its growth mechanism and its exact transport model are still under debate and require more fundamental research.

Section 2 of Chapter IV gave general points about microcrystalline solar cells and the steps of the µc-Si:H p-i-n cell processing in our laboratory have been detailed.

Section 3 of Chapter IV showed the parametric studies we carried out: we studied the impacts of the gas composition (pure silane or with hydrogen, argon and/or silicon tetrafluoride added), of the ion bombardment energy, of the substrate temperature and of the microwave power. The most important results and the original properties of the MDECR material and cells are summarized in pages 143 to 144. Despite the numerous diagnostics implemented, it is not always straightforward to determine where the optimum in the scan is. The film density and the values of the diffusion length of holes parallel to the substrate (up to 250 nm) have been improved and the initially too high hydrogen, oxygen and nitrogen contents have been reduced, but unfortunately, no impact has been observed on the cell efficiencies, which stayed below 2%.

Section 4 of Chapter IV is probably the most original part of our work, where we tried to rule out all the potential limitations we could think of. We successfully studied: the risk of water leak from the cooling system of the antennas; the origin of the fluorine and carbon contaminations in our films; the levels of metallic impurities; the degradation of µc p-i-n cells induced by an annealing treatment at high temperature; the post-oxidation, analyzed by combined Raman spectroscopy, XRD, SIMS and FTIR measurements; the protection of the p-doped layer by buffer layers of thicknesses in the range 100–500 nm; some interface treatments on the cells to “clean” the oxidized surface after the transfers from one reactor to the other. Furthermore, we found out that the p-doped layer does not seem to be damaged by the MDECR hydrogen-rich plasma and that the signal of oxygen before the Si/ZnO interface seen on all the SIMS profiles is not due to oxygen diffusion but to holes at the bottom of the craters. It has been established that the formation of the incubation layer is not related to a transient phase in the plasma chemistry after ignition and that the start of the nucleation is not thermally induced. Finally, the installation of a load-lock helped us to reduce the oxygen levels in our films by a factor of 10.

(A more detailed summary of these results can be found in pages 185 to 186.)

Ideas for further work have been listed in detail in the conclusion of the Chapter IV, page 188.

The MDECR technology has a great potential for photovoltaic application. Yet, the time-scale of a PhD was not enough to solve all the challenges of this exploratory research project. Efforts will keep on being devoted to the improvement of the reactor and the process.

It has to be emphasized that this was the first PhD entirely dedicated to microcrystalline solar cells deposited by MDECR in our laboratory. Thus, the method to study these devices
was not clear at the beginning of my work and had to be optimized. Since the solar cell performance has always been poor, we constantly tried throughout this work to find new diagnostics indicating a problem in the material or in the devices. The apparent decorrelation between the material quality and the cell efficiencies forced us to explore a very large set of characterization methods (not all of them were successful and all the results could not be reported in this manuscript): OES, Langmuir probes, emissive probes, mass spectroscopy, pyrometry, spectroscopic ellipsometry, in-situ real-time multi-wavelengths ellipsometry, polarized and non-polarized Raman spectroscopy, FTIR spectroscopy, activation energy and dark conductivity measurements, SSPC, MPC, SSPG, TRMC, Schottky diodes, SIMS, GD-OES, GD-TOF, EGA, DSC, XRD, AFM, SEM, spectral response measurements, dark and illuminated $J(V)$ curves, variable intensity $J(V)$ curves and computer simulation of the cells. Some of them have only been used qualitatively or briefly tried and it is of course impossible to become an expert in all these methods in three years.

We can once again underline the unique diversity of this rich experimental work: Two different MDECR reactors (Domex and ATOS) have been used, the second one has been assembled from scratch in collaboration with the technicians and engineers of our laboratory. We tried a lot of different configurations with ATOS: we added a load-lock and three different substrate holders were successively used, heated by a resistive element or by lamps. Without heating the substrate holder, we also managed to “pre-heat” the glass substrates with intense ion bombardment. Additionally, the plasma could be sustained only by RF power, without microwave power fed to the antennas. Depositions with a grid installed in front of the substrate holder (in order to reflect the microwaves which might heat the conductive substrates) have also been tried.

More efforts should be dedicated to the improvement of the material itself. Once a deposition condition leading to a material presenting only good properties has been found and characterized by all the available diagnostics, the next step would be to focus on the interface quality of the cells. A program of detailed ideas for future work has been proposed pages 188 to 190.
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Summary in English

High deposition rates on large areas are industrial needs for mass production of microcrystalline silicon (µc-Si:H) solar cells. This doctoral work aims at exploring the usefulness of Matrix Distributed Electron Cyclotron Resonance (MDECR) plasmas to process the intrinsic layer of µc-Si:H p-i-n solar cells at high rates.

With the high dissociation of silane achieved in MDECR plasmas, deposition rates as high as 60 Å/s and 28 Å/s have been demonstrated in our lab for amorphous and microcrystalline silicon respectively, without hydrogen dilution. This technique is also promising because it can be easily scaled up on large areas, just by extending the matrix of elementary microwave applicators.

This subject was a unique opportunity to cover the whole chain of this field of research:

A new MDECR reactor has been specially designed and assembled during this project. Its maintenance and its improvement have been important technical challenges: for example, the addition of a load-lock enabled us to lower the oxygen concentration in our films by a factor of 10.

The impact of the deposition parameters (e.g. the ion energy, the substrate temperature, different gas mixtures, the microwave power) has been explored in extensive parametric studies in order to optimize the material quality. Great efforts have been invested in the characterization of the films. Our strategy has been to develop a wide range of diagnostics (ellipsometry, Raman spectroscopy, SIMS, FTIR, XRD, electrical characterizations etc.). Finally, p-i-n cells have been processed with the selected interesting materials.

The successive successful improvements in the material quality (e.g. diffusion lengths of holes parallel to the substrate as high as 250 nm) did unfortunately not result in high efficiency solar cells. Their limited performance is in particular due to a very poor response in the red part of the spectrum resulting in low current densities. Consequently, the potential sources of limitation of the reactor, the material and the device have been studied: e.g. the presence of “cracks” prone to post-oxidation in the highly crystallized materials and the risk of deterioration of the ZnO substrate or of the p-doped layer by a too high process temperature or by hydrogen diffusing from the plasma.

Résumé en Français

La réduction des coûts de production des cellules solaires en silicium microcristallin (µc-Si:H) nécessite de nouvelles techniques innovantes capables de réaliser des dépôts à grande vitesse sur de grandes surfaces. Cette thèse a pour but d’étudier les avantages des sources plasma matricielles distribuées à effet de résonance cyclotronique électronique (MDECR) pour le dépôt de la couche intrinsèque µc-Si:H de cellules p-i-n.

Grâce à la forte dissociation du gaz dans les plasmas MDECR, des vitesses de croissance allant jusqu’à 60 Å/s pour le silicium amorphe et 28 Å/s pour le µc-Si:H ont pu être démontrées dans notre laboratoire, et ce, sans dilution du silane dans l’hydrogène. De plus, par simple répétition du motif des sources micro-onde, la surface traitée peut être augmentée sans limitation technique.

Cette thèse a été l’occasion de découvrir tous les aspects de ce domaine de recherche très riche :

Un nouveau réacteur de dépôt MDECR a été spécialement conçu et assemblé pour ce projet. Son entretien et son amélioration constante ont été des défis techniques importants : l’ajout d’un sas de chargement nous a notamment permis de réduire les niveaux de contamination en oxygène de nos couches par un facteur 10.

Les effets des paramètres de dépôt (énergie des ions, température du substrat, différents mélanges de gaz, puissance micro-onde) ont été étudiés en détail au cours de nombreuses études paramétriques pour optimiser la qualité du matériau. La caractérisation des couches a été un enjeu primordial. Pour cela, nous avons choisi de développer une palette très large de diagnostiques (ellipsométrie, spectroscopie Raman, SIMS, FTIR, XRD, mesures électriques etc). Les matériaux intéressants ont été incorporés dans des cellules p-i-n.

Les améliorations successives de la qualité du matériau (par exemple, longueurs de diffusion des trous parallèle au substrat jusqu’à 250 nm) ne se sont malheureusement pas répercutées au niveau des cellules solaires. Leurs rendements limités sont en particulier dus à de très faibles réponses spectrales dans le rouge, dominant des densités de courants basses. En conséquence, les sources potentielles de limitations au niveau du réacteur, du matériau et des cellules ont été passées en revue : en particulier, nous avons étudié la présence de joints de grains sensibles à la post-oxydation dans le cas des matériaux fortement cristallisés, ainsi que le risque de détérioration du substrat de ZnO ou de la couche de type p du à des températures de dépôt trop hautes ou à un effet de l’hydrogène pouvant diffuser du plasma.