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Chapter 1

Introduction

1.1 Scientific Context of Particle Production with High Intensity Lasers

Elementary particles like electrons, protons and neutrons are since their discovery of great interest and relevance in various domains and as their intrinsic parameters are well understood, their implementation is even today of great actuality. Here, e.g., an energetic proton beam bombarding matter resulted in the discovery of the top quark, a constituent of hadrons [1], whereas the collision of two energetic electron and positron beams proved experimentally the existence of the gluon, which describes in quantum chromodynamics the transmission of the strong force between two quarks [2]. Scattering of neutrons by an ordered magnetic structure commonly reveals information on the creation of magnons, hence, visualizes quantized spin waves [3]. Even though these experiments can be tremendously copious, they are all based on electron, proton and neutron sources.

Implementing such particle sources their basic parameters like luminosity, bunch length, source size, as well as quality in terms of angular divergence and emittance are of great importance. A higher luminosity, i.e., particle flux per unit area and time can obviously be preferential for the number of experimental events. Shorter particle bunches permit to investigate studies with higher temporal resolution, and in case they are used for radiography, a small, point-like source could be desirable to enhance the resolution.

Today, the most efficient electron sources are guns of photo-injectors, where lasers with energies of some tens of $\mu$J and pulse durations of some ps irradiate cathodes. This liberates electrons, which are subsequently preaccelerated in radio frequency cavities operating with electric fields of around 50 MV/m. So far, this can yield bunch charges of 10 nC with durations of typically 5 ps. Implementing additional magnetic chicanes can shorten these electron bunches to about 1 ps [4]. Interestingly, the laser focal waist on these cathodes is typically of the order of 100 $\mu$m, thus, the electron source size can be approximated to be of the same order of magnitude. It is clear that these benefits are due to the small focal spot as well as short pulse length of the lasers used for these conventional accelerators.
However, these lasers are not intended to accelerate electrons to high energies even though it is known that laser electric fields can be well beyond those of radio frequency cavities. With the advent of the Chirped Pulse Amplification (CPA) \cite{5}, high power, sub-ps laser pulses became available. Focusing such lasers down to focal waists of some $\mu$m and intensities beyond $10^{18}$ W/cm$^2$, intrinsic electric fields of the order of TV/m can be obtained. These laser electric fields, though, are transverse oscillating fields which are not suitable for acceleration of free particles. Nevertheless, at such high intensities these lasers can create quasi-instantaneously plasmas on targets they are focused onto, i.e., they generate a medium consistent of free ions as well as electrons. Inside this plasma, the transverse electric laser fields can be turned into longitudinal plasma electron oscillations, known as plasma waves, which are indeed suitable for electron acceleration. Additionally, due to the high laser intensity, strong quasi-static electric fields can be induced, which can accelerate ions \cite{6}.

These principles were recently shown in numerous “proof of principle” experiments. Here, the interaction of high-intensity lasers with a plasma resulted in the generation of energetic electron \cite{7} and ion \cite{8} beams, which was found to be due to the induced electric \cite{9} and magnetic fields \cite{10} during this interaction, which can be beyond some TV/m and several hundred MG, respectively. Hence, in contrast to photo-injectors, high-intensity lasers combine the generation and acceleration of particles.

Importantly, this approach has several unique factors: (i) The particle bunches originate from small laser focal volumes; (ii) they are evoked by sub-ps laser pulses which suggest short particle bunch lengths of the same order of magnitude; (iii) due to the induced high electric field gradients the acceleration distance to high energies can be significantly cut down.

So far, much of these experimentation has involved large-scale, “single-shot” lasers. However, due to their inherently large costs and low repetition rates it is unlikely that such laser systems will favor applications of these unique particle sources. Thus, the extension of these studies to smaller, but higher repetition rate lasers, maintaining the same focused intensities is required. This will elucidate whether or not this approach to simultaneously generate and accelerate particles is indeed valuable for applications.

However, not only the pure characterization of these particle sources is of interest. As the schematic indicates

<table>
<thead>
<tr>
<th>Laser</th>
<th>+</th>
<th>Plasma</th>
<th>$\rightarrow$ Interaction</th>
<th>$\rightarrow$</th>
<th>Particles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy, Pulse Length, Focal Waist</td>
<td>Density, Scaling Length</td>
<td>Yield, Energy, Angular Divergence</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textit{Known} $\leftrightarrow$ \textit{Unknown} $\leftrightarrow$ \textit{Measured}
the initial laser and plasma parameters are known and as the resulting particles can be precisely measured the determination of laser produced particle sources permits to draw conclusions on the interaction itself. Hence, it can be seen as a diagnostic for laser plasma interactions.

In this context particularly neutron generation by the fusion of low energy ions can reveal ion dynamics, yields and heating processes in plasmas. Hence, with this method it is possible to experimentally characterize even those ions, which are not sufficiently energetic to escape the plasma.

1.2 Objectives of Thesis

This PhD dissertation is an experimental study on particle generation with high-intensity lasers. Within the scope of this work several experiments were performed in France at Laboratoire d’Optique Appliquée and in England at Rutherford Appleton Laboratory, whose aims were to:

1. Generate electrons, protons as well as neutrons by laser plasma interactions in continuation of previously conducted work;
2. Characterize these particle sources by means of energy, yield, emission profile, angular divergence and emittance;
3. Decipher the mechanisms occurring during these interactions;
4. Propose and possibly realize applications in comparison to conventional particle sources.

1.3 Thesis Outline

This manuscript is divided into four parts, whereas the first is dedicated to theoretical basics of particle generation and acceleration mechanisms during relativistic laser plasma interactions. The additional three parts cover experimental studies on neutron, electron as well as proton generation:

- **Part I** will present the scientific context of this thesis, i.e., basic laser and plasma characteristics will be introduced as well as physical processes of interest during the interaction of a relativistic high-intensity laser with an underdense / overdense plasma.

  For the underdense regime the generation of relativistic electron plasma waves will be summarized, which can result in the self-modulated laser wakefield scheme in an energetic electron beam. Furthermore, ion acceleration by the known Coulomb
explosion will be described. For the overdense regime the laser plasma interaction will be briefly considered in the context of proton beam generation.

- **Part II** will introduce methodological basics of neutron generation by D(\(d, n\))^3He reactions since this can reveal information about ion kinetics and possible ion heating mechanisms in plasmas. Subsequently the set-up for this experiment, pursued in the underdense regime, will be described in detail. The experimental results will be discussed for the gas jet interaction as well as for the beam target model since it was deduced that plasma ions are heated during this interaction to fusion temperatures of about 1 keV.

- **Part III** describes the generation of an electron beam with an energy of up to 200 MeV in a new regime termed “Forced Laser Wakefield.” Here, the presented experimental results were for the first time fully explained and even extended by the numerical modelling of this interaction in terms of energy, yield, angular divergence, emittance as well as bunch length of this electron beam. Applications of this electron beam for accelerator physics and the generation of secondary X-rays via the channelling effect and Thomson scattering will be assessed theoretically. The utilization of such an electron beam for current quests in ultra fast radiation chemistry will be demonstrated experimentally.

- **Part IV** will delineate a 10 MeV proton beam generation using foil targets and a 10 Hz laser. Again the kinematic simulation of this experiment is in agreement with the experimental results by means of yield and angular divergence. Calculating the production of medical isotopes with this proton beam indicated that this approach can indeed be competitive with contemporary accelerators, providing kHz repetition rates of the laser used. An example that such a proton beam can probe laser plasma interactions will be presented, which demonstrates its superiority in terms of spatial and temporal resolution compared to conventional sources.

Finally, a summary of the observed results will be given and suggestions will be made, how these studies can and should be extended in the very near future. Some interesting, ambitious and particularly important perspectives will conclude this manuscript.
Part I

Theoretical Basics
Chapter 1. Introduction
Chapter 2

Particle Acceleration Mechanisms

By way of introduction, a brief review on essential laser and plasma parameters will be given. Their interaction will subsequently be presented for overdense and underdense plasmas, as well as for this manuscript essential particle generation and acceleration mechanisms.

2.1 Elementary Definitions

In the following, basic laser characteristics like intensity and ponderomotive force will be considered. As for high-intensity lasers the potential of their electric field exceeds by far the ionization threshold of matter, plasmas can be instantaneously created by the pedestal of these laser pulses. Therefore, relevant plasma generation mechanisms will be revealed and basic plasma characteristics subsequently discussed.

2.1.1 Laser Parameters

Lasers emit monochromatic and coherent electromagnetic radiation, whose propagation is described by the Maxwell equations [11]. Today, they do cover a wide range of wavelengths as well as applications [12], which is why in the following only short pulse lasers with a pulse length below 1 ps will be regarded, since in the manuscript presented here, the experiments were performed on such laser systems.

2.1.1.1 Laser Intensity

The electric as well as magnetic field of these lasers are assumed to have a Gaussian profile, which can be decoupled spatially and temporally. Since these fields are perpendicular to each other, their vector product gives both the direction and the quantity of energy flow. Its mean value is the intensity, \( I \), which is in a focal spot given by

\[
I(r, t) = I_L \exp \left( -2 \left( \frac{r}{w_0} \right)^2 \right) \exp \left( -4 \ln 2 \left( \frac{t}{\tau_0} \right)^2 \right), \tag{2.1}
\]
where $\tau_0$ is the full width at half maximum (FWHM) of the pulse length and $w_0$ the waist of the focal spot, which is the laser beam diameter at $e^{-1}$ of its amplitude. Integrating $I(r,t)$ over space and time, reveals the maximum laser amplitude, $I_L$, to be

$$I_L \simeq 0.6 \frac{E_L}{w_0^2 \tau_0},$$

(2.2)

where $E_L$ is the laser pulse energy. Clearly, focusing a 1 J laser with a 30 fs FWHM pulse length onto a 18 $\mu$m spot containing 50% of the laser energy results in an intensity of about $3 \times 10^{18}$ W/cm$^2$.

Importantly, the envelope and therefore the intensity of such a focused laser pulse changes with distance along the laser propagation axis, $z$, as

$$w(z) = w_0 \sqrt{1 + \left(\frac{z}{z_R}\right)^2},$$

(2.3)

where $z_R$ is the Rayleigh length, which is given as a function of the laser wavelength, $\lambda_L$, by

$$z_R = \frac{\pi w_0^2}{\lambda_L}.$$

(2.4)

This Rayleigh length is thus the distance over which the laser intensity decreases by a factor of 2 relative to the intensity in the focal spot. Assuming that a laser with a wavelength of 820 nm is focused down to a focal waist of 4 $\mu$m, $z_R$ is about 61 $\mu$m.

**Relativistic Laser Intensity**

Today, intensities well in excess of $10^{18}$ W/cm$^2$ are commonly available at many laboratories worldwide. Since the associated electric field of such a laser pulse is given in (V/m) by

$$E = 2.7 \times 10^{12} \sqrt{I_{18}},$$

(2.5)

where $I_{18}$ is the laser intensity in $(10^{18}$ W/cm$^2)$, their impact on matter has obviously to be considered. Therefore, it is convenient to define a normalized vector potential, $a_0$, which corresponds to the normalized, classical, velocity of free electrons, $v_\perp/c$, oscillating in a linearly polarized electric laser field by

$$a_0 = \frac{v_\perp}{c} = \sqrt{\frac{1}{2\pi^2 \epsilon_0} \frac{e^2}{m_e^2 c^2} \lambda_L^2 I_L}$$

$$= 0.85 \lambda_L (\mu\text{m}) \sqrt{I_{18}}.$$
2.1. Elementary Definitions

Here, \(-e\) and \(m_e\) are the charge and the mass of an electron, \(\epsilon_0\) the permittivity of free space and \(c\) the speed of light in vacuum. Consequently, for \(a_0 > 1\) electrons will be relativistic and the component of the Lorentz force induced by the laser, \(\vec{v}_\perp \times \vec{B}\), has to be taken into account since electrons can acquire an additional longitudinal movement from this force.

2.1.1.2 Ponderomotive Force

As free electrons quiver in the electric field of such laser pulses they are subjected to a variation of the laser intensity. This can be expressed in the non-relativistic case with the fluid equation of motion within an electromagnetic field by

\[
\frac{\partial \vec{v}}{\partial t} + (\vec{v} \cdot \nabla) \vec{v} = -\frac{e}{m_e} \left( \vec{E} + \vec{v} \times \vec{B} \right),
\]

where \(\vec{v}\) is the electron velocity vector. This equation can be developed to second order to the ponderomotive force, \(\vec{F}_p\), given as

\[
\vec{F}_p = -\frac{e^2}{4m_e\omega_L^2} \nabla (E^2) = -\frac{e^2}{2\epsilon_0 m_e \omega_L^2} \nabla I,
\]

by time averaging the electric laser field, when \(\omega_L\) describes the laser period [13]. As it is indicated in Fig. 2.1 electrons are pushed by this force along the intensity gradient, i.e., away from the focal spot of the laser, where the intensity is the greatest. Furthermore, as mentioned above, the inclusion of the Lorentz force distorts the oscillation of the electrons and can drive electrons along the direction of propagation of the laser. An analytical solution for the relativistic case is given in [14].

**Figure 2.1:** Scheme of the laser ponderomotive force. Due to the transverse oscillation of electrons in the electric laser field they get accelerated perpendicularly towards the laser axis. Additionally, they can get pushed along the laser propagation axis for sufficiently short laser pulses.
Self-explanatory, it is possible to ascertain the laser a ponderomotive potential, \( \Phi_p \), which is
\[
\Phi_p = \frac{e^2 E^2}{4m_e \omega_L^2}.
\]
(2.9)

For a laser intensity beyond \( 10^{17} \text{ W/cm}^2 \) this ponderomotive potential exceeds 6 keV, which is by far stronger than the binding energy between an electron and a nucleus. It is thus \( \Phi_p \) that can induce the generation of a plasma in a target such a laser is focused onto. It is clear that not the maximum laser intensity is required for this ionization but that the pedestal of the laser pulse is sufficient.

### 2.1.2 Plasma Parameters

A plasma is an electrically conducting collection of free, positively and negatively charged particles as well as neutral atoms and molecules. The permanent and unsorted motion of these particles defines a temperature of this many-body system and corresponds to their kinetic energy, which can be beyond the ionization energy of matter.

#### 2.1.2.1 Plasma Creation

At laser intensities beyond \( 10^{17} \text{ W/cm}^2 \) atomic electrons can be rapidly ionized by the sole influence of the electric field of the laser. Hence, a plasma is created. Many theoretical approaches tried to predict this plasma creation, whereas one of the simplest was derived by Keldysh, which used perturbation theory of a simple atom [15]. However, it makes no allowance for the internal structure of the atom and is thus only really applicable for hydrogen and helium, but it can be approximated for high as well as low laser intensities. Here, the Keldysh parameter, \( \gamma_K \), which is defined as the square root of the ratio of the ionization potential, \( \varepsilon_i \), to twice the ponderomotive potential distinguishes between different ionization regimes
\[
\gamma_K = \sqrt{\frac{\varepsilon_i}{2 \Phi_p}}.
\]
(2.10)

**Multi Photon Ionization**

The case \( \gamma_K > 1 \) is considered as the multi photon ionization regime, which is the process where the atom passes through the absorption of single photons through multiple short lived virtual states to gain sufficient energy to become ionized. This is the dominant process when the laser intensity is relatively low and the laser frequency is high.
2.1. Elementary Definitions

Tunnel Ionization

For $\gamma_K < 1$, or tunnel ionization regime, it becomes energetically preferential for atomic electrons to exist unbound but they are prevented from leaving the atom by the Coulomb barrier. This barrier is reduced by the laser electromagnetic field so that it is energetically preferable for atoms to exist ionized [16]. Since the electronic wave function can penetrate this barrier it is possible that electrons can quantum mechanically tunnel through the Coulomb barrier.

Barrier Suppression Ionization

For the extreme case $\gamma_K \ll 1$ the atomic Coulomb barrier is suppressed, liberating electrons [17]. An estimate of the required laser intensity, $I_{BSI}$, can be obtained by equating the ionization potential for a given ionization state to the potential experienced by an electron for a given laser intensity. This potential is a combination of the Coulomb field, which is corrected for screening effects of the inner electrons and the maximum electric field of the laser. $I_{BSI}$ is then given in (W/cm$^2$) as

$$I_{BSI} = \frac{\pi^2 \varepsilon_0^3 c \varepsilon_i^4}{2 e^6} \frac{\varepsilon_i^4 (eV)}{Z^2},$$

(2.11)

where $Z$ is the ionization state of the ionized atom. Table 2.1 gives some ionization energies and intensity thresholds according to this BSI model. In [18] it was shown that this ionization process is completely induced before the main laser pulse arrives.

Solid State

As mentioned earlier, $\gamma_K$ is only really applicable for simple atoms. Obviously, this is not the case for solid states where complex atoms are bound into a crystal lattice,

<table>
<thead>
<tr>
<th>Gas species</th>
<th>Potential threshold (eV)</th>
<th>$I_{BSI}$ (W/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>13.5</td>
<td>$1.3 \times 10^{14}$</td>
</tr>
<tr>
<td>He$^+$</td>
<td>24.6</td>
<td>$1.4 \times 10^{14}$</td>
</tr>
<tr>
<td>He$^{2+}$</td>
<td>54.4</td>
<td>$8.8 \times 10^{15}$</td>
</tr>
</tbody>
</table>
which changes the ionization potential. However, it was shown in numerical [19] as well as analytical approaches [20] that these above described ionization mechanisms are still the dominant processes for plasma generation in solid states. This agrees with experimental results, where the creation of a plasma in aluminium foils was found to occur for intensities beyond \(10^{12} \text{ W/cm}^2\) [21].

In summary, it has been shown that plasmas are instantaneously created on gaseous and solid targets by the pedestal of commonly available laser pulses with intensities beyond \(10^{18} \text{ W/cm}^2\). It is noted that the contrast ratio of such laser impulsions is crucial for the subsequent laser plasma interaction. This contrast ratio is defined as the ratio of the laser intensity at its maximum over the intensity in the ns time scale before the main impulsion. Obviously, a laser with a low contrast ratio is capable to significantly heat the target before the main laser pulse arrives. This can result in the generation of a preplasma and compounds the numerical modelling of the subsequent interaction.

### 2.1.2.2 Plasma Characteristics

A plasma is characterized by several macroscopic values such as the electron and ion temperature, \(T_e\) and \(T_i\), the electron density, \(n_e\), and the mean charge state, \(\langle Z \rangle\). In case plasma electrons move coherently, electron plasma waves are created, which do have the following characteristics:

#### Plasma Frequency

If plasma electrons are displaced from their equilibrium position they will experience a restoring force from the electrostatic field created by this charge separation. For small oscillations this leads to the so-called plasma frequency, \(\omega_p\), given in (rad/s) by the expression

\[
\omega_p = \sqrt{\frac{n_e e^2}{\epsilon_0 m_e}}
\]

(2.12)

\[
= 5.64 \times 10^4 \sqrt{n_e}.
\]

Assuming a plasma electron density of \(2 \times 10^{19} \text{ cm}^{-3}\), this plasma period is 25 fs. In contrast, plasma ions with mass \(m_i\) and charge \(Z\) oscillate with the period

\[
\omega_{pi} = \sqrt{\frac{Z m_e}{m_i}} \omega_p.
\]

(2.13)

Due to the significant mass difference between electrons and ions these waves oscillate much slower than electron plasma waves. For an electron density of \(1 \times 10^{19} \text{ cm}^{-3}\)
in a helium plasma, $\omega_{pi}^{-1}$ is around 300 fs. Since this is about ten times below the corresponding electron plasma period, this ion oscillation is neglected during their first cycles.

**Dispersion Relation**

For an electromagnetic wave, $(\omega, \vec{k})$, propagating through a plasma the dispersion relation is given as

$$\omega^2 = \omega_p^2 + c^2 k^2, \quad (2.14)$$

where $k$ is the wavenumber. As electron plasma waves are electrostatic waves, which can be described by an oscillating electron density modulation, $\delta n_e$, as

$$\delta n_e = \delta n_0 \exp[-i(\vec{k}_p \cdot \vec{r} - \omega_p t)], \quad (2.15)$$

they fulfill the dispersion relation known as the Bohm-Gross frequency

$$\omega_{pe}^2 = \omega_p^2 + 3k_p^2 v_{th}^2, \quad (2.16)$$

where $v_{th}^2 = T_e/m_e$ is the square of the thermal electron velocity. Clearly, these are these waves, which are essential for particle acceleration by laser plasma interactions as they build up the accelerating fields in a plasma.

Slower electrostatic modes, known as ion acoustic waves, can also exist in a plasma. These fulfill the dispersion relation

$$\omega_i = k_i c_s, \quad (2.17)$$

where $c_s$ is the ion sound velocity given in (cm/s) by

$$c_s = 41.92 \times 10^6 \sqrt{\left(Z + \frac{3T_i}{T_e}\right) \frac{m_e}{m_i} T_e}, \quad (2.18)$$

when $T_e$ is expressed in (eV).

**Phase Velocity**

Self-explanatory, a phase velocity, $v_\Phi$, can be associated with high-intensity laser pulses propagating through plasmas. From the dispersion relation its square value is given by
\[ \frac{\omega_p^2}{k^2} = \frac{c^2 + \omega_p^2}{k^2} = \left( \frac{c}{n} \right)^2, \]  
(2.19)

where \( n \) is the index of refraction of a plasma

\[ n = \sqrt{1 - \frac{\omega_p^2}{\omega^2}}. \]  
(2.20)

**Critical Density**

Obviously, a laser can only propagate through a plasma if the laser frequency is superior the plasma frequency, \( \omega_L > \omega_p \). This defines a critical electron density, \( n_c \), in \((\text{cm}^{-3})\) from which an electromagnetic wave is reflected

\[ n_c = \sqrt{\frac{\epsilon_0 m_e \omega_L^2}{e^2}} = \frac{1.1 \times 10^{21}}{\lambda_L^2 (\mu \text{m})}. \]  
(2.21)

This critical density distinguishes two different laser plasma interaction regimes. For the case \( n_e < n_c \), the plasma is referred to be underdense, since the laser can propagate through it. For \( n_e > n_c \), Eq. 2.14 leads to an imaginary wavenumber, \( k \), and the electromagnetic wave decays as an evanescent wave beyond the critical surface, where \( n_c \) occurs. Such a plasma is termed overdense.

The underdense regime is experimentally realized by focusing the high-intensity laser on gas jets or thin foils, which explode when the pedestal of the laser pulse arrives. Self-explanatory, much thicker targets are used for the overdense regime. It is evident that laser plasma interactions are different in these two regimes, which is why in the following particle acceleration mechanisms for underdense and overdense plasmas will be regarded separately.

## 2.2 Underdense Plasma

The interaction of a high-intensity laser with an underdense plasma can stimulate plasma electrons to oscillate with high amplitudes. This leads to the generation of electric fields, which can be capable to accelerate particles to high energies. Due to the great variety of acceleration mechanisms, one will focus in the following on those, which have an important impact on the experiments presented in this manuscript. These mechanisms will first be introduced by their basic 1D physical phenomena and will subsequently be enhanced to higher orders.
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2.2.1 Nonlinear Optics Phenomena

For short pulse lasers with a normalized vector potential greater than one, the theory of nonlinear plasma optics only involves electron motion since ions are, due to their higher mass, regarded to be immobile during the transit time of such laser pulses. Thus, neglecting ion motion, the number of instabilities to occur is significantly limited to forward Raman scattering [23], relativistic self-focusing [24] and relativistic self-phase modulation [25]. Each of these is usually described as a four wave process in which the incident electromagnetic wave \((\omega_L, \vec{k}_L)\) of a laser focused onto a plasma decays into two forward moving electromagnetic side-bands at frequencies \(\omega_L - \omega\) (Stokes wave) and \(\omega_L + \omega\) (anti-Stokes wave), where \(\omega\) corresponds to modulations to the refractive index, \(n\), which is determined by the oscillation of plasma electrons. In forward Raman scattering (FRS), \(\omega = \omega_p\), which results in the generation of an electrostatic plasma wave with a phase velocity, \(v_\Phi\), close to the speed of light [26]. For this instability to occur, the condition \(\omega_L \geq 2\omega_p\) must be met, or in terms of the plasma density, \(n_e \leq n_c/4\), as otherwise the scattered photons would be unable to propagate through the plasma.

Naturally, any of these instabilities needs a noise-source, \(\delta n_s\), to grow from. Such a density perturbation can be excited by the pedestal of the laser impulsion itself, as will be discussed in the following.

2.2.1.1 Noise-Sources

The determination of the noise-source, \(\delta n_s\), shows a great dependence on the initial laser pulse shape. Here, a truncated Gaussian laser pulse with an amplitude \(A\) is usually approximated since this is the closest for a real experimental impulsion. Such a pulse profile is given by

\[
A(\Xi) = a_0 \left[ 10 \left( \frac{\Xi}{c\tau_0} \right)^3 - 15 \left( \frac{\Xi}{c\tau_0} \right)^4 - 6 \left( \frac{\Xi}{c\tau_0} \right)^5 \right],
\]

where \(\Xi = ct - z\) corresponds to the position relative to the front of the pulse. A simple expression for the noise-level plasma wake for such a laser impulsion was in [27] derived to be

\[
\frac{\delta n_s}{n_e} = 0.9 \pi \frac{a_0^2}{(k_p c\tau_0)^q},
\]

where \(q = 2\) for \(k_p c\tau_0 < 10\) and \(q = 2.8\) for \(k_p c\tau_0 > 10\). Clearly, for a laser intensity of \(5 \times 10^{18}\) W/cm\(^2\), a laser wavelength of 1\(\mu\)m, a pulse length of 800 fs and an electron density of \(10^{19}\) cm\(^{-3}\) the relative plasma wake comes out to be \(2.5 \times 10^{-6}\). However, for the same conditions, but a pulse length of solely 30 fs, this wake is \(3.2 \times 10^{-1}\).
2.2.1.2 Modulation of Refractive Index

Each of the aforementioned instability arises when stationary modulations in the index of refraction, $n$, appear in the light wave’s frame. Therefore, the refractive index needs to have a relativistic phase velocity, $v_{\Phi}$. In an unmagnetized plasma, $n$ is given by

$$n = \sqrt{1 - \frac{\omega_p^2}{\gamma_{\perp} \omega_L^2}},$$

(2.24)

where $\gamma_{\perp} = (1 + a_0^2/2)^{1/2}$ accounts for the relativistic correction of the high-intensity laser pulse. For small modulations and weakly relativistic laser pulses this can be expanded as

$$n = \left(1 - \frac{1}{2} \frac{\omega_p^2}{\omega_L^2} \left(1 + \frac{\delta n_e}{n_e} - \frac{\langle a^2 \rangle}{2} - 2 \frac{\delta \omega_L}{\omega_L} \right) \right),$$

(2.25)

where $\langle , \rangle$ represents averaging over fast laser oscillations [28]. With this expression the laser phase velocity, $v_{\Phi}$, in a plasma is determined in [29] as

$$v_{\Phi} = \frac{c}{n} = c \left(1 + \frac{1}{2} \frac{\omega_p^2}{\omega_L^2} \left(1 + \frac{\delta n_e}{n_e} - \frac{\langle a^2 \rangle}{2} - 2 \frac{\delta \omega_L}{\omega_L} \right) \right),$$

(2.26)

and the group velocity, $v_g$, as

$$v_g = cn = c \left(1 - \frac{1}{2} \frac{\omega_p^2}{\omega_L^2} \left(1 + \frac{\delta n_e}{n_e} - \frac{\langle a^2 \rangle}{4} - 2 \frac{\delta \omega_L}{\omega_L} \right) \right).$$

(2.27)

Assuming that within a local volume with some initial longitudinal extend, $L$, the classical action is conserved as

$$\langle a^2 \rangle \omega_L w^2 L = \text{const.},$$

(2.28)

it is evident that the laser’s vector potential can only be modulated either by $L$, which results in longitudinal bunching, or by $w$ for transverse focusing, or by $\omega_L$, which leads to photon acceleration. The overall change in $a^2$ is therefore

$$\Delta \langle a^2 \rangle = -\frac{\Delta L}{L} \langle a^2 \rangle - 2 \frac{\Delta w}{w} \langle a^2 \rangle - \frac{\Delta \omega_L}{\omega_L} \langle a^2 \rangle.$$

(2.29)

As $n$ is supposed to be stationary in the light wave’s frame, it is for the following convenient to define the so-called speed of light variables, $\psi = t - z/c$ and $\tau = t$. 
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2.2.1.3 Longitudinal Bunching of Laser Envelope

With Eq. 2.27 it is clear that the laser pulse in segments with a lower electron density, $\delta n_e/n_e$, has a higher group velocity. Assuming that the laser pulse length is much in excess of the plasma wavelength, this leads to an energy dispersion of the electromagnetic wave in those regions and consequently to an energy compression of the laser envelope in the regions with higher electron densities. Since this changes the laser ponderomotive force a larger plasma wave is excited and the process feeds back on itself. As a result, the laser intensity is modulated at nearly the plasma frequency, $\omega_p^{-1}$, which is indicated in Fig. 2.2.

Formally, the change in separation between two positions of the laser envelope,
which are assumed to be near to each other can then be expressed as

$$\Delta L = L \frac{\partial v_g}{\partial z} \Delta t = -\frac{L}{c} \frac{\partial v_g}{\partial \psi} \Delta t,$$

(2.30)

when $\Delta t$ represents a change in time while $\psi$ is fixed. Consequently, the rate that two positions bunch towards each other due to variations to $v_g$ is given as

$$\frac{1}{L} \frac{\partial L}{\partial \tau} = -\frac{1}{c} \frac{\partial v_g}{\partial \psi}.$$

(2.31)

Hence, the longitudinal bunching of the laser envelope is caused by longitudinal variations in the group velocity. Since this can induce a loop among these two effects this can result at the end in the full modulation of the laser envelope at $\omega_p^{-1}$.

### 2.2.1.4 Transverse Laser Focusing

To achieve that electron plasma waves can be used to efficiently accelerate electrons they have to exist over long distances. However, with Eq. 2.3 it is clear that the intensity of a focused laser beam decreases by a factor of 2 over the Rayleigh distance, $z_R$. This obviously limits the distance over which the plasma wave can grow. However, this can be overcome by the transverse modulation of the refractive index [30].

As the laser focal spot has a spatial Gaussian profile, the maximum velocity of electrons oscillating in the laser beam is higher the closer they are to the center of the focus. As $\omega_p^2 \sim (\gamma_\perp m_e)^{-1}$ the index of refraction of a plasma increases the faster electrons oscillate. This increase in the refractive index where the intensity across the laser wave front is at its greatest leads to a relative retardation of the wave front and therefore to relativistic self-focusing of the laser beam.

Like it is indicated in Fig. 2.3 the outer part of this wavefront has to curve forward in order to focus the laser beam. For a time interval, $\Delta t$, the angle, $\theta$, a wavefront bends forward is

![Figure 2.3: Scheme of transverse laser focusing. In case $v_{\Phi,1} > v_{\Phi,0}$ the wavefront will bend forward to focus the laser at an angle $\theta$.](image)
\[ \theta = -\left( \frac{v_{\Phi,0} - v_{\Phi,1}}{w} \right) \Delta t. \]  

(2.32)

Obviously, energy flows normal to the phase front. Therefore, the transverse component of the energy velocity is \( c \sin \theta \) and the energy is focused inwards with a velocity close to \( c\theta \), if \( \theta \) is assumed to be small. This velocity is equal to the time rate of change of the laser spot size, thus

\[ \frac{\partial w}{\partial \tau} = -c\theta = c \left( \frac{v_{\Phi,0} - v_{\Phi,1}}{w} \right) \Delta t. \]  

(2.33)

Differentiating with respect to time gives

\[ \frac{\partial^2 w}{\partial \tau^2} = c \left( \frac{v_{\Phi,0} - v_{\Phi,1}}{w} \right), \]  

(2.34)

which is the acceleration of the spot size caused by transverse variations in \( v_\Phi \). Note that if \( v_{\Phi,0} > v_{\Phi,1} \) then the spot size increases, hence, defocusing occurs.

### 2.2.1.5 Photon Acceleration

In photon acceleration, the local frequency changes because of longitudinal variations in \( v_\Phi \). As the laser phase front moves in a time interval, \( \Delta t \), a certain distance according to their phase velocity, one can write the time rate of change of the laser frequency

\[ \frac{1}{\omega_L} \frac{\partial \omega_L}{\partial \tau} = \frac{1}{c} \frac{\partial v_\Phi}{\partial \psi}, \]  

(2.35)

using the speed of light variables. Therefore, as a photon moves along in an index of refraction gradient which it views as stationary, its frequency increases if the slope is positive. This process is called photon acceleration since the waves’s frequency is directly related to \( v_g \) [31].

In summary, up to now it has been shown that variations in the relativistic group and phase velocity of the refractive index in a plasma wave lead to a modulation of the laser envelope and consequently to different laser intensities. As these processes feed back on themselves the generated plasma wave is amplified. Their growth rates will be dealt with in the next section.
2.2.2 Plasma Wave Growth Rates

In this section the growth rates of the aforementioned instabilities will be discussed. It will be shown, that the interplay between the modulation of the laser envelope and relativistic self-focusing can dramatically increase the amplitude of the excited plasma wave, which can result in the generation of an electron beam.

2.2.2.1 Raman Forward Scattering

In the 1D limit, the laser intensity can only be modulated by laser focusing and photon acceleration. Hence, Eq. 2.29 simplifies to

\[ \Delta \langle a^2 \rangle = -\frac{\Delta L}{L} \langle a^2 \rangle - \frac{\Delta \omega_L}{\omega_L} \langle a^2 \rangle, \]  

(2.36)

and evolves in time as

\[ \frac{\partial \langle a^2 \rangle}{\partial \tau} = -\frac{1}{L} \frac{\partial L}{\partial \tau} \langle a^2 \rangle - \frac{1}{\omega_L} \frac{\partial \omega_L}{\partial \tau} \langle a^2 \rangle. \]  

(2.37)

Since in FRS the modulations to \( n \) are solely the result of modulations to \( \delta n_e \), this can be rewritten by applying the above given expressions for transverse focusing and photon acceleration as

\[ \frac{\partial \Delta \langle a^2 \rangle}{\partial \tau} = -\frac{\omega_p^2}{\omega_L^2} \langle a^2 \rangle \frac{\partial}{\partial \psi} \frac{\delta n_e}{n_e}. \]  

(2.38)

Defining \( \delta n_e/n_e = (n_1/2) \exp ik_p z - \omega_p \, t) + cc \), where \( n_1 \) depends slowly with both \( \psi \) as well as \( \tau \) and \( a = (a_0/2) \exp ik_L z - \omega_L \, t) + cc \) this results in

\[ \frac{\partial \Delta \langle a^2 \rangle}{\partial \tau} = i c \frac{\omega_p^2}{\omega_L^2} k_p \frac{\delta n_e}{2 n_e}. \]  

(2.39)

Consequently, in FRS the modulations to \( \langle a^2 \rangle \) are \( \pi/2 \) out of phase with the density response, \( \delta n_e/n_e \).

To decipher the FRS growth rate the well known harmonic oscillator equation is used as this equation describes how modulations to \( \langle a^2 \rangle \) cause density perturbations [30]. With the speed of light variables this equation becomes

\[ \left( \frac{\partial^2}{\partial \psi^2} + \omega_p^2 \right) \frac{\delta n_e}{n_e} = \frac{\partial^2}{\partial \psi^2} \langle a^2 \rangle. \]  

(2.40)
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In [28] it was shown in detail that this equation leads to the growth rate of FRS given by

$$\frac{\partial^2}{\partial \psi \partial \tau} \langle a^2 \rangle_1 = \frac{k_p c^2 \omega_p^2}{8 \omega_L^2 a_0^2} \langle a^2 \rangle_1 , \quad (2.41)$$

with

$$\Delta \langle a^2 \rangle = \frac{\langle a^2 \rangle_1}{2} \exp (-i\omega_p \psi) + cc, \quad (2.42)$$

which leads to the asymptotic solution

$$\langle a^2 \rangle_1 \sim \exp \left( \frac{a_0 \omega_p \omega_0 \omega_p \sqrt{\psi \tau}}{\sqrt{2}} \right). \quad (2.43)$$

Clearly, for the example of the 800 fs laser pulse duration given for the noise-source the gain induced by a 1 µm laser is about $3 \times 10^5$. Analyzing $\langle a^2 \rangle_1$ as a function of the normalized laser vector potential it is evident that the growth rate has a maximum at $a_0 = 1$. The reason for this is that $\omega_p$ is inversely proportional to $\sqrt{m_e}$. As the laser intensity increases, the quiver velocity of the electrons increases, the plasma frequency decreases and so does the gain.

2.2.2.2 Relativistic Self-Focusing

The evolution of a laser beam focus with a Gaussian profile was given in Eq. 2.3. Considering nearly planar wavefronts, i.e., regions near the focus, this equation can be differentiated twice to get

$$\frac{\partial^2 w}{\partial \tau^2} \approx \frac{4}{k_L^2 w_0^3}, \quad (2.44)$$

which has to be added to Eq. 2.34 since in the absence of variations in $\nu_\Phi$ the spot size increases due to diffraction. Hence,

$$\frac{\partial^2 w}{\partial \tau^2} = \frac{4}{k_L^2 w_0^3} \left( 1 - \frac{a_0^2}{32} \frac{\omega_p^2}{c^2} \right). \quad (2.45)$$

As self-focusing occurs if the term in brackets is negative a laser power threshold, $P_c$, for relativistic self-focusing to occur is given in (TW) as

$$P_c = \frac{8\pi \epsilon_0 m_e^2 c^5 n_e}{e^2} n_e \quad (2.46)$$
This laser power threshold is for a 1 μm laser propagating through a plasma with an electron density of $10^{19}$ cm$^{-3}$ about 1.9 TW.

Complete expulsion of electrons from the laser focal spot due to the laser ponderomotive force not only enhances self-focusing of the laser beam but can also serve to guide the laser over many Rayleigh lengths [32, 33]. As relativistic self-focusing changes the normalized vector potential of the laser this modifies the plasma refractive index. Consequently, multiple foci are possible as the laser propagates through the plasma [34].

In conclusion, due to the modulation of the refractive index of a relativistic plasma wave an interplay between FRS and the self-modulation of the laser beam envelope is initiated. This can resonantly drive an initial plasma wake to high amplitude. If additionally the laser power is beyond the threshold for relativistic self-focusing this plasma wave can grow over distances exceeding the diffraction limit of the laser. As a result this can lead to the generation of an energetic electron beam as will be shown in the following.

2.2.3 Wavebreaking – Electron Beam Generation

So far it has been shown that the interaction of a high-intensity laser with an underdense plasma can create electron plasma waves. In the self-modulated laser wakefield (SMLWF) regime these plasma waves are the electron source themselves once they break and accelerate background electrons. In the following the accelerating fields as well as the energy gain of these electrons will be deciphered.

2.2.3.1 Wavebreaking

Principally, an electron beam provided by an external source can be injected into an electron plasma wave as long as the electron beam energy fulfills the trapping condition mentioned below. However, in the SMLWF regime this electron plasma wave is the electron source itself [7]. Here, plasma electrons are accelerated once the amplitude of the plasma wave has exceeded a limiting value known as wavebreaking. This wavebreaking occurs because some of the plasma electrons undergo such large oscillations that the returning force due to the plasma wave is no longer large enough to make them continue their longitudinal oscillation. Instead the electrons can continue into the next wave ‘bucket.’ If this is the forward travelling ‘bucket,’ then the electron, instead of feeling a returning force, will feel a continued acceleration, so resulting in its trapping within the plasma wave. The trapped electrons continue to be accelerated until their velocity exceeds that of the plasma wave and “out-run” the wave and are dephased.
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2.2.3.2 Acceleration Fields

Linear Case

Longitudinal electron plasma waves can be described as $\delta n_e/n_e = \delta \sin[k_p(z - v_\Phi t)]$, where $\delta$ is the plasma wave amplitude. From Poisson’s equation it is possible to derive the amplitude of the associated longitudinal accelerating fields, $E_p$, by

$$\nabla \cdot \mathbf{E}_p = -e\frac{\delta n_e}{\epsilon_0} = -E_{p0} \sin[k_p(z - v_\Phi t)],$$

(2.47)

where $E_{p0} = \delta E_{max}$. For the maximum plasma wave amplitude, $\delta = 1$, this leads to

$$E_{max} = \frac{en_e}{\epsilon_0 k_p} = \frac{m_e c \omega_p}{e}.$$  

(2.48)

Hence, for an electron plasma density of $10^{19}$ cm$^{-3}$ electric fields of the order of 300 GV/m are attainable. However, these expressions solely account for perfectly sinusoidal plasma waves.

Nonlinear Case

Since such plasma waves grow from FRS their amplitudes can increase drastically. This can result in a nonlinear behavior of these waves, from which they can loose their sinusoidal profile. This consequently changes the accelerating fields [35, 36]. In [37] it was calculated that the limit for this accelerating field, $E_{WB}$, is in the relativistic case

$$E_{WB} = \sqrt{2\gamma \gamma_p - 1} E_{max},$$

(2.49)

where $\gamma_p = (1 - \beta_p)^{-1/2}$ is the relativistic Lorentz factor of the electron plasma wave, with $\beta_p = v_\Phi / c$. Hence, in this case, $E_{max}$ can even be enhanced by a factor of 6 for an electron density of $10^{19}$ cm$^{-3}$.

Plasma Heating

So far the amplitude of electron plasma waves has been described by $\delta = \delta n_e/n_e$. Obviously, the impact of the $(1 - \delta)$ additional plasma electrons has been neglected. Their movement can be integrated to a temperature, $T_e$, which changes the wavebreaking threshold, $E_{th}$, according to [38] as

$$E_{th} = \left(\frac{m_e c^2}{3T_e}\right)^{1/4} \ln \left[2\sqrt{\gamma_\Phi} \left(\frac{3T_e}{m_e c^2}\right)^{1/4}\right] E_{max}. $$

(2.50)
2.2.3.3 Energy Gain

1D Approach

Due to their oscillation electron plasma waves have accelerating as well as decelerating segments like it is indicated in Fig. 2.5. Obviously, an electron is only accelerated
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over \( k_p(L_{\text{deph}} - v_\Phi t) = \pi \), where \( L_{\text{deph}} \) is the dephasing length, which is the length over which an electron at a certain initial velocity gains half a plasma wavelength, which is the accelerating part of \( \vec{E}_p \). Assuming the electron velocity to be about \( c \) this dephasing length then turns out to be

\[
L_{\text{deph}} = \frac{\lambda_p}{2(1 - \beta_p)} \cong \frac{\gamma_p^2 \lambda_p}{\Phi},
\]

(2.51)

where \( \lambda_p \) is the plasma wavelength and in case \( \gamma_p \gg 1 \) [39]. Consequently, the maximum energy, \( W_{\text{max}} \), an electron can gain in such a plasma wave is

\[
W_{\text{max}} = eE_pL_{\text{deph}} = 2\pi m_ec^2\gamma_p^2\delta.
\]

(2.52)

2D Approach

However, a plasma wave has a finite transverse dimension, which must be considered in a 2D approach as the focal spot of the laser, \( w_0 \), can be of the order of the plasma wavelength, \( \lambda_p \). In this case the radial component of the electric plasma field either expels or attracts electrons to the center as it is indicated in Fig. 2.6. Consequently, \( L_{\text{deph}} \) turns out to be \( \lambda_p/4 \) in the center of mass frame of the wave, which yields in the laboratory system to

\[
L_{\text{deph}}^{2D} \simeq \gamma_p^2 \frac{\lambda_p}{2}.
\]

(2.53)

Therefore the maximum energy an electron can gain in a 2D geometry is

\[
W_{\text{max}}^{2D} = \pi m_ec^2\gamma_p^2\delta.
\]

(2.54)

2.2.3.4 Trapping Conditions

As it occurs for any acceleration process with oscillating electromagnetic waves, electrons need to have an initial kinetic energy to be trapped in such waves. Therefore, the potential of the wave in the wave frame has to be higher than the particle kinetic energy. In [40] the required injection energy of electrons, \( E_{\text{inj}} \), was calculated to be

\[
E_{\text{inj}} = \gamma_p^2 \left( \delta + \frac{1}{\gamma_p} \beta_p \sqrt{\delta \left( \delta + \frac{2}{\gamma_p} \right)} \right) - 1.
\]

(2.55)

In this case the electron is assumed at the minimum of the potential of the plasma wave so that it requires the minimum trapping condition and the maximum energy
gain can be obtained. Analyzing Eq. 2.55 as a function of $\delta$, it is evident that $E_{\text{inj}}$ is negligible when the plasma wave amplitude approaches 1. Consequently any free electron is trapped independently of the plasma wave velocity.

So far, mainly the motions of electrons during the interaction of a high-intensity laser with a plasma have been regarded. Due to their much higher mass, these oscillations are in general too rapid for ions. However, if charge separation occurs over longer timescales, ions can react on the generated fields, as the mechanism of the Coulomb explosion shows.

### 2.2.4 Coulomb Explosion – Ion Beam Generation

The ponderomotive force, $\vec{F}_p$, was introduced in Chapter 2.1.1.2 as a function of the laser intensity gradient, which can expel electrons from the region of highest intensity. For relativistic laser intensities this ponderomotive force was in [41] shown to be

$$\vec{F}_p = \nabla(\gamma_\perp - 1)m_e c^2.$$  

(2.56)

As it will be discussed later in Chapter 2.3.1 this ponderomotive force, $\vec{F}_p$, accelerates electrons to a Maxwellian-like energy distribution, which has an effective temperature, $T_{eB} = m_e c^2(\sqrt{1 + a_0^2} - 1)$. As this induces a space charge separation ions with a mass, $m_i$, and charge, $Z$, could be accelerated to a velocity, $u_i$. This acceleration in the field of a linearly polarized laser beam was in [42] shown to be
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\[ \frac{du_i}{dt} = -\frac{Z}{m_i} \left( m_e c^2 \frac{\partial}{\partial r} \gamma_\perp + \frac{\partial}{\partial r} T_{vB} \right). \] (2.57)

Influence of Laser Pulse Duration

An important aspect for this acceleration is the laser pulse duration, \( \tau_0 \), compared to \( w_0/u_i \). If \( \tau_0 \ll w_0/u_i \), ions located in the laser focal spot do not have enough time to acquire the maximum possible energy, whilst for \( \tau_0 \gg w_0/u_i \) these ions have already left the region of interaction long before the laser pulse terminates. Consequently, there is a minimum laser pulse duration for efficient acceleration, which is in (ps) given by

\[ \tau_0 \geq \frac{0.1 w_0}{\sqrt{\gamma_\perp - 1}}, \] (2.58)

when \( w_0 \) is expressed in (\( \mu m \)) and the approximation \( A \simeq 2Z \) is made, where \( A \) is the atomic number of the accelerated ion [43]. For this reason ion acceleration by this so-called Coulomb explosion is not feasible with laser pulse durations of some tens of fs with today’s laser parameters, since the energy gain would be low. Assuming the focal waist to be about 10 \( \mu m \) for a normalized laser vector potential of 3, the optimum laser pulse duration should typically be about 1 ps.

Ion Energy Gain

Combining the last two equations a maximum ion energy, \( U_{\text{max}} \), attainable from this Coulomb explosion can be derived as

\[ U_{\text{max}} = Z m_e c^2 (\gamma_\perp - 1). \] (2.59)

Hence, with a normalized laser vector potential of 6 delivered by a laser with a duration of 0.9 ps which is focused down to a waist of 5 \( \mu m \), a maximum kinetic energy of 3.4 MeV can be obtained for He\(^{2+} \) ions [44].

In conclusion, it has been shown that the interaction of a high-intensity laser with an underdense plasma can generate large amplitude electron plasma waves due to such phenomena as FRS, self-modulation of the laser beam envelope and relativistic self-focusing. In the SMLWF regime these waves can break and accelerate background electrons on the laser beam axis. These electron plasma wave oscillations are for ions too rapid since their mass is much larger than the electron mass. However, due to the laser ponderomotive force large space charge fields can be induced in the focal spot, which are capable to accelerate ions radially to the laser axis. This Coulomb explosion
is up to now the only experimentally known ion acceleration process in the underdense regime with short pulse lasers.

It is noted, that the mechanisms for the underdense regime can also occur when such high-intensity lasers are focused onto solid targets. This is due to the technological enigma that such laser impulsions are always headed by a laser prepulse, which can be sufficient to create a preplasma in the target. As plasmas expand into vacuum [13], their electron density can drop underneath the value of the critical density before the main impulsion arrives. In this low density plasma some of the above mentioned mechanisms can occur.

### 2.3 Overdense Plasma

Obviously, the resonantly amplified generation of a large amplitude electron plasma wave cannot occur in a purely overdense plasma, because the laser beam is prevented from propagating, since $\omega_L < \omega_p$. However, plasma electrons can nevertheless be accelerated in the plasma skin layer by the laser ponderomotive force. This mechanism as well as the secondary and resulting processes for proton acceleration induced by this charge separation will be presented in the following sections.

#### 2.3.1 $\vec{v} \times \vec{B}$ Heating – Electron Beam Generation

For very short and relativistic laser pulses, the ponderomotive force, $\vec{F}_p$, can become very important and the resulting acceleration will tend to push electrons in front of the laser pulse, as a kind of snow-plough effect. This was formerly explained by the influence of the Lorentz force, which is proportional to $\vec{v} \times \vec{B}$. Even though this effect can obviously also occur in the underdense regime it is in the purely overdense regime the main electron acceleration mechanism.

For a short density gradient scale length, $d > \lambda_L$, where $d^{-1} = n_e^{-1}dn_e/dz$, electrons can escape from the laser field in a single optical cycle with a kinetic energy, which is related to the ponderomotive laser potential, $U_{\text{max}}$. In [45] it was suggested that at laser field intensities beyond the relativistic value, $a_0 \geq 1$, such electrons are accelerated to a Boltzmann-like distribution with a temperature, which is of the same order of magnitude as the energy of electron oscillations in the laser field. This is in qualitative agreement with numerical simulations [46]. Hence, this temperature, $T_{vB}$, is in (MeV) given as

$$T_{vB} = m_e c^2 \left( \sqrt{1 + a_0^2} - 1 \right)$$

$$\approx 0.511 \left( \sqrt{1 + \frac{I_{18} \lambda_L^2}{1.37}} - 1 \right),$$

(2.60)
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Figure 2.7: Schematic electron spectra for $\vec{v} \times \vec{B}$ electron acceleration and those induced by relativistic plasma waves.

when $\lambda_L$ is expressed in ($\mu$m). Clearly, if a 1 $\mu$m laser is focused down to an intensity of $10^{19}$ W/cm$^2$ the temperature of this electron distribution is about 1 MeV.

Difference between $\vec{v} \times \vec{B}$ Heating and Acceleration by Relativistic Plasma Waves

As mentioned above, the $\vec{v} \times \vec{B}$ heating process can occur in any kind of plasma as it is simply induced by the ponderomotive laser potential. However, the maximum energy an electron can gain by this process is limited by the maximum laser intensity. Even with those being beyond $10^{19}$ W/cm$^2$, only a maximum electron energy of 3 MeV was experimentally obtained since the acceleration length is limited due to the evanescence of the laser to only one optical cycle [47]. In contrast, the electron energy gain by large-amplitude relativistic plasma waves is way more efficient, since the acceleration distance can be much longer, possibly beyond $z_R$, if it is favored by relativistic self-focusing [7]. As both of these processes can occur simultaneously in the underdense regime, electron spectra obtained here are the superposition of both these mechanisms. This is indicated in Fig. 2.7. In PIC simulations and experiments it was already observed that the $\vec{v} \times \vec{B}$ mechanism leads to a much higher electron yield as well as a larger angular distribution. Since the total number of accelerated electrons can even be of the order of the critical density, this can clearly exceed the low-energy electron yield attainable from wavebreaking [48].

As the laser ponderomotive force pushes electrons out of the laser focal spot this plasma region becomes positively charged shortly after the passage of the laser pulse. This space charge separation as well as the generated electron beam leads to a secondary acceleration process that acts on the remaining positive ions.
2.3.2 Electrostatic Field – Proton Beam Generation

For lucidity the subsequently presented ion acceleration mechanisms by laser plasma interactions will be restricted for protons only, since their acceleration was the aim of the experiments presented here. It is noted that the given formulas also account for any other ion, when the different mass as well as charge are corrected.

In the following, two recently published formalisms will be presented, which describe the mechanisms in which these accelerated protons have their origin

1. at the front surface of the target the laser is focused onto [49], and
2. at the target back surface [50].

The main difference between these two possibilities is that for the front surface mechanism the laser sets up a space charge field, which is induced by the \( \vec{v} \times \vec{B} \) heating of electrons. In contrast, proton acceleration from the target back surface is due to the space charge field created by electrons propagating through the target and escaping into vacuum. It is emphasized that both possibilities occur in experiments.

2.3.2.1 Laser Ponderomotive Push

Following [49] it is possible to determine a relation between the laser intensity and the maximum kinetic ion energy, which they obtain at the front target surface. Additionally, the opening cone of this ion beam can also be deciphered.

Ion Energy Gain

A laser pulse incident at a sharp boundary of an overdense plasma exerts on electrons in the skin layer the ponderomotive force, \( \vec{F}_p \). This force pushes electrons from their equilibrium positions into the plasma until it is balanced by the electrostatic field, \( E_s \), which is induced due to this charge separation. This field was estimated to be

\[
E_s \approx \frac{m_e c \omega_L}{2e} \frac{a_0^2}{\sqrt{1 + \frac{a_0^2}{2}}}, \tag{2.61}
\]

and it is this electrostatic field that accelerates ions into the target. The mean recession velocity of protons, \( v_r \), was in [45] estimated from balancing the momentum flux of the ions with light pressure. In case of total back reflection of the laser beam, \( v_r \) is found to be

\[
v_r = a_0 c \sqrt{\frac{m_e n_e}{m_p n_{er}}}, \tag{2.62}
\]
where $m_p$ is the proton mass and $n_{er}$ the electron density at the reflection point. If the plasma density is not sharp, but has some gradient induced by the laser prepulse, the laser beam can propagate due to relativistically induced transparency up to

$$n_r \approx n_e \sqrt{1 + \frac{a_0^2}{2}}, \quad (2.63)$$

as it was shown in [51]. At the density of $n_r$ the laser beam starts to push ions forward, and the recession velocity is therefore the greatest here with

$$\left(\frac{v_r}{c}\right)^2 \approx \sqrt{2} a_0 \frac{m_e}{m_p}. \quad (2.64)$$

As the most energetic ions are bouncing in the potential well at the plasma boundary they can acquire twice the recession velocity, $v_r$ [52]. Hence, the expected maximum energy of protons accelerated at the front surface of the target is in (MeV) given by

$$W_{\text{max}} = 2 m_p v_r^2 = 2 \sqrt{2} a_0 \times 0.511. \quad (2.65)$$

Clearly, using a 250 mJ laser with a 30 fs FWHM pulse length, which is operating at 1 µm wavelength and is focused down onto a 4 µm spot can result in a maximum proton energy of about 7 MeV. Note that this maximum proton energy depends only linearly on the normalized vector potential of the laser and that no assumptions on the target were made.

### Opening Cone of Proton Emission

As protons are accelerated down the gradient of the laser intensity, their angular directionality is defined by the particular pattern of the laser intensity distribution at the reflection position of the laser beam. With the assumption of a Gaussian laser beam profile the proton beam opening cone, $\alpha$, is determined to be

$$\alpha = \frac{\lambda_L}{w_0}, \quad (2.66)$$

which is for a 1 µm laser focused down onto a 6 µm spot about 10°. However, in PIC simulations it was observed that this cone can be significantly increased due to filamentary instabilities of the laser beam in the preplasma [49].

Obviously, this laser ponderomotive push makes no assumptions on target properties, like material or thickness. However, this is in contradiction with experiments,
where such dependencies were observed. Hence, two different mechanisms have been proposed to explain these results. The first explanation is that protons are accelerated at the front surface and propagate through the target [8]. The second explanation is based on proton acceleration on the rear target surface [53]. In this case, electrons are heated by the laser at the front surface of the target and propagate through the solid material forming a space charge cloud in vacuum at the rear surface. This quasi-static electric field is in turn strong enough to ionize the material and accelerate protons perpendicularly to the rear surface as it will be shown in the next section.

### 2.3.2.2 Electrostatic Acceleration

In the following the published formalism in [50] will be presented, which correlates the maximum proton kinetic energy with the temperature of the accelerated electrons. Here it is assumed that at a time \( t = 0 \) the plasma occupies the half-space \( z < 0 \), protons are initially at rest with density \( n_p = n_{p0} \) for \( z < 0 \) and \( n_p = 0 \) for \( z > 0 \). The boundary at \( z = 0 \) is supposed to be sharp.

#### Self-Similar Model

The electrostatic acceleration of protons is induced by the expansion of electrons into vacuum at the rear target surface. Electrons escaping a sharp boundary plasma slab with initially immobile protons are assumed to have a Boltzmann-like distribution

\[
n_{em} = n_e \exp \left( \frac{e\Phi}{k_B T_e} \right),
\]

where \( k_B \) is the Boltzmann constant and \( \Phi \) the electrostatic potential. This electrostatic potential satisfies the Poisson equation

\[
\frac{\partial^2 \Phi}{\partial z^2} = \frac{e}{\varepsilon_0} (n_e - n_p).
\]

In [54] a simple expression of the electrostatic field, \( E_b \), at the boundary of the plasma to vacuum was found by integrating this Poisson equation from the plasma boundary to infinity as

\[
E_b = \sqrt{\frac{2n_e k_B T_e}{e\varepsilon_0}}.
\]

Assuming that electrons stay in equilibrium with \( \Phi \), proton expansion into vacuum is then described by the equations of continuity and motion
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\[
\begin{align*}
\left( \frac{\partial}{\partial t} + u_p \frac{\partial}{\partial z} \right) n_p &= -n_p \frac{\partial u_p}{\partial z} \\
\left( \frac{\partial}{\partial t} + u_p \frac{\partial}{\partial z} \right) u_p &= -\frac{e}{m_p} \frac{\partial \Phi}{\partial z},
\end{align*}
\]

(2.70) (2.71)

when \( u_p \) is the proton velocity. For \( z + c_s t > 0 \) a self-similar expansion can be found if quasineutrality in the expanding plasma is assumed, i.e. \( n_{em} = n_p = n_e \exp(-z/c_s t - 1) \), \( u_p = c_s + z/t \) and

\[
E_{ss} = \frac{k_B T_e}{e c_s t} = \sqrt{\frac{n_e k_B T_e}{\epsilon_0} \frac{1}{\omega_{pi} t}}.
\]

(2.72)

This self-similar field corresponds to a positive charge surface, \( \sigma = \epsilon_o E_{ss} \), at position \( z = -c_s t \) and a negative charge surface, \( -\sigma \), at the plasma edge.

However, this self-similar solution holds only for \( \omega_{pi} t < 1 \), which is the case when the initial Debye length, \( \lambda_D = \sqrt{\epsilon_0 k_B T_e / n_e e^2} \), is greater than the self-similar density scale length, \( c_s t \). In case \( \omega_{pi} t \gg 1 \), this model predicts an infinitely increasing proton velocity for \( z \to \infty \). But physically \( u_p \) is limited to a finite value.

Ion Front Modelling

In [50] a Lagrangian code was developed to solve Eq. 2.67 - 2.71 and to overcome the above mentioned difficulties. Here, in contrast, Eq. 2.68 was integrated from the actual position of the proton front to infinity, which leads to the electrostatic field

\[
E_{estat} = \sqrt{\frac{2 n_e k_B T_e}{\epsilon_0} \exp \left( \frac{e \Phi_{estat}}{2 k_B T_e} \right)}.
\]

(2.73)

Subsequently, the accelerating field at the proton front, \( E_{pf} \), can be expressed as

\[
E_{pf} \simeq \sqrt{\frac{2 n_e k_B T_e}{\epsilon_0 e (1 + \tau^2)}}.
\]

(2.74)

where \( \tau = \omega_{pi} t / \sqrt{2e} \). Self-explanatory it is possible to determine from this equation a proton velocity, \( v_{pf} \), by integration of \( dv_{pf} / dt = e E_{pf} / m_p \). Its solution has the asymptotic limit

\[
v_{pf} \simeq 2 c_s \ln(2 \tau) = c_s [2 \ln(\omega_{pi} t) + \ln 2 - 1].
\]

(2.75)

Interestingly, this expression delivers a cut-off energy, \( E_{pf}^{\text{max}} \), for accelerated protons for the case \( \omega_{pi} t \gg 1 \), which is given by
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Figure 2.8: Proton cut-off energy from plasma expansion into vacuum.

\[ E_{p\nu}^{\text{max}} \simeq 2Zk_BT_e[\ln(2\tau)]^2, \]  

(2.76)

and shown in Fig. 2.8. Obviously, the proton energy increases the higher \( T_e \) and \( \tau \).

Note that the aforementioned models are simplified since several possible impacts were neglected: Non-Maxwellian electron distributions [55], 2D as well as 3D effects [56], magnetic field effects [49], etc. As their contributions compound the processes no simple and intuitive expressions can be given. Nevertheless, their impact is usually implemented in numerical PIC code models.

2.3.2.3 Experimental Controversies

It is noted that there are some controversies about the origin of the high energy protons. Results obtained from experiments in [8, 57] provide evidence that the observed protons were generated and accelerated in the front surface of the plasma, which is conflicting with experiments that indicate proton acceleration from the rear surface [53, 58]. Additionally, there is also a disagreement on the hot electron penetration in solid targets. In [59] the penetration depth of hot electrons differed significantly from [60], which might explain the controversies in proton generation and acceleration. However both aforementioned situations seem to be simultaneously possible whereas the modelling of such interactions is compounded by some important aspects: First, it is difficult to precisely correlate the temperature of an electron beam propagating through a target with the initial laser intensity. Second, from an experimental point of view the exact laser parameters, particularly the contrast ratio are not known for every single laser pulse. Obviously this changes the properties of the solid target and modifies the penetration of the generated electron beam. As such laser parameters are different for any laser system, apparently different results will be obtained.
Part II

Neutrons as a Diagnostic for Plasma Ion Temperature
Chapter 3

Methodological Basics

In this chapter essential parameters for neutron generation by the interaction of a high-intensity laser with a deuterium gas jet will be discussed. Starting with a brief review on the implications of neutron generation and previously conducted work, it will be shown that measuring the D(d, n)\(^3\)He fusion neutron energy as a function of the angular emission can reveal information on the underlying deuteron spectra and directionality. Therefore the differences in neutron generation by D(d, n)\(^3\)He reactions between the beam target model and a thermonuclear source will be regarded in detail. As a result this method can diagnose ion heating processes occurring during relativistic laser plasma interactions.

3.1 Implications of Fusion Neutron Generation

As was shown in the previous chapter, relativistic laser plasma interactions can create free ions. In the case that they escape the plasma, their measurement is straightforward and can simply be done with external particle detectors. But in order to have a deeper insight into the entire energy transfer occurring during such interactions, those ions remaining inside the plasma need to be experimentally characterized as well. To do so, one capitalizes on their nuclear reactions as a diagnostic, particularly on the generation of free neutrons.

These neutrons can be produced by nuclear fusion reactions of light particles, such as deuterium or tritium ions. Interestingly, fusion reactions are not limited by an energy threshold and the energy transfer to neutrons is on the order of some MeV as this is determined by the mass difference of all reactants. Since the cross sections and kinematics of such fusion reactions are well understood [22], the characterization of the yield and the spectra of these neutrons allows do draw conclusions on the initial ions. Consequently, fusion neutron spectra can be used to visualize low energy ion kinematics inside plasmas.

Such an implication of neutrons, whose basic parameters and general energy discrimination are given in Table 3.1, has also several other important advantages. As a function of their energy, neutrons interact with matter by absorption or scattering, whereas for low neutron energies in the eV range the cross section for absorption is
Table 3.1: Basic neutron parameters and energy discrimination.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass $m_n$</td>
<td>939.57 (MeV/c$^2$)</td>
</tr>
<tr>
<td>Half-life $T_{1/2}$</td>
<td>10.2 (min)</td>
</tr>
<tr>
<td>Charge $q$</td>
<td>$&lt; 4 \cdot 10^{-22} (e)$</td>
</tr>
<tr>
<td>Thermal $T_n$</td>
<td>1 meV - 500 meV</td>
</tr>
<tr>
<td>Epithermal $T_n$</td>
<td>500 meV - 500 keV</td>
</tr>
<tr>
<td>Fast $T_n$</td>
<td>$&gt; 500$ keV</td>
</tr>
</tbody>
</table>

predominant. For higher energies absorption becomes negligible, whilst the probability for neutron scattering increases [61]. As neutrons are electrically neutral particles, this scattering is solely a function of the mass and the density of their partners and fast neutrons can traverse dense matter without severe deflection. This is of particular importance when they propagate through plasmas, where huge electric and magnetic fields can be evoked. Due to their neutrality, neutrons are not severely influenced by this medium as any charged particle would be.

Distinction between fusion neutrons and those generated by other processes is possible due to their differing spectra. It is known, that free neutrons can also be generated by fission, when energetic electrons or $\gamma$-rays deliver an energy beyond the neutron spallation energy, $S_n$, to a nucleus to induce $(e, e'n)$ and $(\gamma, n)$ reactions. Here, the kinetic energy of the expelled neutron is simply the difference between the energy of the incident electron or $\gamma$-ray, $S_n$ and the energy of the remaining nucleus. In contrast, the emission spectrum of fusion neutrons is centered at its nuclear energy release value with a shift according to the net center of mass motion of the initial ions.

3.2 Previous Work and Motivation

The main fusion reaction that has been studied is $D(d, n)^3$He due to its relatively high cross section and the availability of deuterium at solid and near-solid densities in the form of deuterated plastics and clusters. In the following, only this reaction will be considered since in the manuscript presented here, the experiment was performed with a deuterium gas target.

In [62] a 200 mJ, 160 fs Ti:Sa laser was focused to a peak intensity of $10^{18}$ W/cm$^2$ onto a solid, deuterated polyethylene target. Due to the prepulse of the laser a pre-plasma was formed ahead of the main impulsion. The neutron emission was measured perpendicularly to the target normal, where a maximum yield of 140 neutrons per
shot was found once the laser was focused slightly in front of the original solid surface. No neutrons were detected without this prepulse, indicating that fusion neutrons were generated by the Coulomb explosion radially expelled deuterons as the laser beam propagated through the underdense plasma.

Neutron emission from thick, deuterated plastic targets without an extensive preplasma has been reported in [63], where 1.3 ps Nd:Glass laser pulses were focused to intensities approaching $10^{19}$ W/cm$^2$. The isotropic yield of $10^7$ neutrons was concluded to only be possible due to the interaction of a deuteron beam, which was generated by this interaction and which entered the target with an energy of up to 100 keV.

Neutron angular distribution measurements are presented in [64] where a 400 fs, 0.529 µm wavelength laser pulse was also focused onto thick deuterated targets with peak intensities of $(2 - 3.5) \times 10^{19}$ W/cm$^2$. Up to $10^7$ neutrons were detected with an anisotropic emission profile, which suggested deuteron beams entering the target with energies of at least 550 keV.

Neutrons produced by interactions of a 100 mJ, 32 fs Ti:Sa laser with large deuterium clusters has been observed in [65]. The production of over $10^4$ neutrons per shot was determined, as well as a one order of magnitude increase in neutron yield, when the laser intensity was increased by a factor of three. In [66] a 800 mJ, 35 fs Ti:Sa laser was focused to intensities of several $10^{17}$ W/cm$^2$ onto deuterated methane clusters. Ions expelled by the Coulomb explosion were measured with a Thompson parabola and it was understood that the generation of up to $10^4$ neutrons per shot does not only occur in the hot plasma core, but also in the cold outer regions by collision processes.

Obviously, $D(d, n)^3$He fusion neutrons have been studied over a wide range of intensities and for targets at solid or near-solid densities. It was shown that a precise characterization of the emitted neutrons can give insight into ion heating mechanisms. In contrast, the study of ion dynamics in the interaction of intense lasers with underdense plasmas has received less attention, even though such interactions can produce energetic deuterons by two processes:

1. Coulomb explosion.
2. Possible thermonuclear ion heating within in the plasma core.

Therefore it is the aim of the here presented experiment to quantify these possibilities with $D(d, n)^3$He reactions occurring during the interaction of a high-intensity laser with an underdense plasma in a deuterium gas jet.

### 3.3 $D(d, n)^3$He Reaction

The $D(d, n)^3$He reaction has a nuclear energy release, $Q$, of 3.27 MeV in the center of mass system. Due to the conservation of energy, this energy is divided inversely proportional to the masses of the emitted neutron and the generated $^3$He nucleus. Thus, the neutron gains 2.45 MeV and the helium nucleus 0.82 MeV.
The kinematics and the cross sections of this reaction will in the following be presented in the laboratory as well as the center of mass system. In the laboratory system at least one deuteron is assumed to be stationary. This allows to define a geometry and represents the case when a beam of deuterons propagates through a deuterated target. In contrast, Maxwellian ion distributions are usually found for thermonuclear sources in a plasma. Here it is convenient to perform these calculations in the center of mass system by regarding single ion velocity distributions as a whole and as a function of their temperature.

### 3.3.1 Kinematics

#### 3.3.1.1 Beam Target Model

The geometry for the D(d, n)\(^3\)He reaction in the laboratory system is defined in Fig. 3.1. Here it is indicated that the neutron can be emitted with discrete energies at different angles, \(\alpha\), which is simply due to the conservation of energy and momentum. In the non relativistic case the total energy of this reaction is conserved as

\[
T_{\text{tot}} = T_d + Q = m_d \frac{v_d^2}{2} + Q = m_n \frac{v_n^2}{2} + m_{\text{He}} \frac{v_{\text{He}}^2}{2},
\]

where \(m_d\), \(v_d\), \(m_{\text{He}}\) and \(v_{\text{He}}\) are the masses and velocities of the incident deuteron and the \(^3\)He nucleus respectively. The conservation of momentum of this reaction is

\[
\overrightarrow{p}_n + \overrightarrow{p}_{\text{He}} = \overrightarrow{p}_d.
\]

With these two equations it can be shown [61] that the neutron energy varies with the angle of neutron emission relative to the direction of the incident deuteron as

**Figure 3.1:** Definition of geometry for D(d, n)\(^3\)He reaction in the laboratory system, where one deuteron energy, \(T_D\), is zero. The angle of the neutron emission, \(\alpha\), is determined by the conservation of momentum.
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\begin{equation}
T_n(\alpha) = T_d \frac{m_d m_n}{(m_n + m_{He})^2} \left\{ 2 \cos^2 \alpha + \frac{m_{He}(m_{He} + m_n)}{m_d m_n} \left[ \frac{Q}{T_d} + \left(1 - \frac{m_d}{m_{He}}\right)\right] \right\} + \\
+ 2 \cos \alpha \sqrt{\cos^2 \alpha + \frac{m_{He}(m_{He} + m_n)}{m_d m_n} \left[ \frac{Q}{T_d} + \left(1 - \frac{m_d}{m_{He}}\right)\right]} \right\}.
\end{equation}

Figure 3.2 shows the calculated neutron energy as a function of emission angle for different deuteron energies. Clearly, a beam of deuterons penetrating a stationary

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure3.2}
\caption{Neutron energy as function of angular emission for different deuteron energies inducing $D(d, n)^3\text{He}$ reactions.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure3.3}
\caption{Laboratory differential cross section for different deuteron energies inducing $D(d, n)^3\text{He}$ reactions.}
\end{figure}
deuterated target leads to a varying neutron energy as a function of its angle of emission. Data shown in Fig. 3.3 indicate, that the neutron emission for D(d, n)³He is more likely to occur on the axis of incidence of the incoming deuteron [67]. Obviously, the energy of the reacting deuteron can then be determined by measuring the energy of the generated neutron as a function of α.

3.3.1.2 Thermonuclear Source

In the center of mass system of two reacting deuterons the conservation of momentum is zero

\[ m_n \overline{u}_n + m_{He} \overline{u}_{He} = 0, \]  \hspace{1cm} (3.4)

when \( \overline{u} \) represents the particle velocity. Therefore, the conservation of energy of this nuclear reaction is found to be

\[ Q + K = m_n \frac{u_n^2}{2} + m_{He} \frac{u_{He}^2}{2} = \frac{1}{2} \left( \frac{m_n}{m_{He}} \right) (m_n + m_{He})u_n^2, \]  \hspace{1cm} (3.5)

where \( K \) is the relative kinetic energy of the reacting deuterons. In the laboratory system, the center of mass has the velocity \( \overline{V} \) and the neutron velocity is thus \( \overline{u}_n = \overline{V} + \overline{u}_n \). Providing an isotropic deuteron distribution, the mean energy of the generated neutron, \( \langle T_n \rangle \), can so be given as

\[ \langle T_n \rangle = \frac{m_n}{2} \langle V^2 \rangle + \frac{m_{He}}{m_n + m_{He}} (Q + \langle K \rangle), \]  \hspace{1cm} (3.6)

since the integration over the random angle, \( \zeta \), between \( \overline{V} \) and \( \overline{u}_n \) vanishes. Consequently, the neutron energy spectrum is independent of the angle of detection [68]. Assuming \( Q \) to be much in excess of these mean temperatures, the displacement in energy of the generated neutron becomes

\[ T_n - \langle T_n \rangle = \sqrt{\frac{2m_{He}m_n}{m_{He} + m_n}} Q V \cos \zeta. \]  \hspace{1cm} (3.7)

Since \( V \cos \zeta \) represents the component of \( \overline{V} \) in the direction of \( \overline{u}_n \), the distribution of \( T_n - \langle T_n \rangle \) reflects the distribution of \( \overline{V} \) in one dimension. It can then be shown that this neutron energy distribution corresponds to a Gaussian distribution

\[ f(T_n) dT_n = dT_n \exp \left[ -2 m_d (T_n - \langle T_n \rangle)^2 \left( \frac{4m_n m_{He}}{m_n + m_{He}} Q T \right)^{-1} \right], \]  \hspace{1cm} (3.8)

where \( T \) is the temperature of the Maxwellian deuteron distribution [69]. Thus, the standard deviation of the energy spectrum of the expelled neutrons reflects the initially unknown deuteron temperature.
3.3.2 Cross Sections and Neutron Yield

Integration over the known differential cross section, $\sigma(T_d, \alpha)$, of the $D(d, n)^3$He reaction, a given deuteron density and the deuteron energy spectrum, $dN_d/dT_n$, determines the number of generated neutrons for a certain angle of emission. However, in the experiment presented here the underlying deuteron spectrum is unknown. Instead, it will be shown that the measured neutron yield as a function of the angle of detection can also be used to decipher the energy as well as the number of the initial deuterons, which accounts for the beam target model as well as thermonuclear sources.

3.3.2.1 Beam Target Model

Cross sections for $D(d, n)^3$He reactions are well known from nuclear physics [22]. As can be seen in Fig. 3.4, the probability for a $D(d, n)^3$He reaction to occur increases with the kinetic energy of the incident deuteron. Thus the number of neutrons, $N_n$, a Maxwellian beam of deuterons entering a stationary target with a given deuteron density, $n_D$, is given by

$$N_n(T_d, \alpha) = n_D \int_0^\infty \frac{dN_d}{dT_d} \ dT_d \int_0^{T_d} \frac{\sigma(T_d, \alpha)}{\varepsilon(T_d)} \ dT,$$

(3.9)

where $\varepsilon(T_d)$ is the stopping cross section for deuterons per atom of deuterium. Consequently, a known neutron yield as a function of angular emission can provide the number of incident deuterons by reversing Eq. 3.9.

Figure 3.4: Cross section for $D(d, n)^3$He reaction in the laboratory system.
3.3.2.2 Thermonuclear Source

For Maxwellian deuteron distributions it is convenient to evaluate a mean reaction rate, \( \langle \sigma v \rangle \), by folding the laboratory system cross section into the deuteron velocity distribution, which has a certain temperature, \( T \). As can be seen in Fig. 3.5, this reaction rate increases dramatically the higher the deuteron temperature. Assuming that \( V \) is the volume of such a plasma, \( \tau \) its confinement time and \( n_d \) the number of reactants, the attainable neutron yield is

\[
N_n = \frac{1}{2} \langle \sigma v \rangle n_d^2 V \tau,
\]

where the factor \( \frac{1}{2} \) corrects for counting all reacting deuterons twice.

3.4 Summary and Discussion

In this chapter it has been shown, that measurements of neutrons generated by \( D(d, n)^3\text{He} \) reactions can be used to visualize deuteron energies within a thermonuclear plasma. However, these reactions can also be induced within the stationary and ambient gas jet by deuterons accelerated by the Coulomb explosion. Nevertheless, these two possibilities differ significantly. For the beam target model, where by the Coulomb explosion radially expelled deuterons propagate through the ambient gas jet the energy and the yield of the generated neutrons changes with the angle of detection. This is due to the conservation of energy as well as momentum and the implying cross sections. In the case of a thermonuclear source this dependence will clearly not occur, since any reaction geometry has the same probability. Furthermore, if the measured neutrons...
could be identified to be thermonuclear it would be possible to determine the plasma ion temperature from the neutron energy spectrum.

The potential advantage of basing a temperature on such an energy spectrum width rather than an absolute measurement of the total neutron yield removes the necessity for absolute calibration of the used detectors. Uncertainties arising from deuteron densities are removed and performing such a measurement over all angles of emission can clearly stress the obtained results since the kinematics and cross sections of the D(d, n)$^3$He reaction are known. However, to obtain such a neutron spectrum, detectors are required that have a sufficient temporal resolution since the neutron shift will be located slightly around 2.45 MeV for low deuteron energies. These detectors have to be specially designed in order to prevent measurement of scattered neutrons or those generated elsewhere. Special attention has to be paid to a precise measurement of the neutron yield, as the thermonuclear reaction rate depends greatly on the temperature of the initial deuteron distribution. Clearly, this also provides difficulties with non-Maxwellian spectra, since the D(d, n)$^3$He cross section shows a great dependence with deuteron energy.

To decipher these two possibilities the generated deuterons and neutrons have to be precisely characterized, such as the plasma density in this interaction. How these requirements were met in the experiment will be described in the next chapter.
Chapter 4

Experimental Set-up

This chapter describes the set-up of the experiment performed on the VULCAN laser system, in Target Area West of the Central Laser Facility at the Rutherford Appleton Laboratory. By way of introduction the laser and its parameters will be described. This will be concluded by the detailed discussion of the set-up used and the detectors, starting with the deuterium gas jet and its density profile, which was surveyed with optical diagnostics in order to obtain the plasma density. Subsequently, the implemented Thomson parabola, CR-39 nuclear track detector and radiochromic film will be presented, from which the spectrum, yield and angular distribution of the generated deuterons were obtained. The same information was acquired for by D(d, n)\(^3\)He reactions generated neutrons. The Time-of-Flight and activation detectors for these neutrons will be stressed in particular, since they revealed information on ion heating processes during this interaction.

4.1 VULCAN Laser System

VULCAN is an infrared Neodymium Glass (Nd:Glass) laser and based on a standard implementation of the Chirped Pulse Amplification (CPA) scheme already well known to the scientific community [70]. It is capable of generating 100 TW laser pulses with a pulse duration of less than a picosecond [71]. An overall schematic of this laser chain is given in Fig. 4.1.

The system starts with a Titanium doped Sapphire (Ti:Sa) oscillator. A pulse picker selects single laser pulses, which are injected into double-passed rod amplifiers, where each holds a Nd:Glass rod of different diameter. These are surrounded by flash-lamps and highly polished ceramic reflectors. The largest amplifiers are cooled after each laser shot using filtered air blowers, which limits the repetition rate of VULCAN to one shot every 20 minutes. Pockels cells change the polarization of the laser beam, which, by additional timing of its birefringent crystal enables to use them as switches. Reflections are thus prevented from travelling back through the entire laser system and due to the timing, the pulse is cleaned temporally in the order of nanoseconds. Faraday isolators (FI’s) change the polarization of the laser beam in between any amplification stage, also preventing beams from travelling in the opposite direction.
Figure 4.1: Schematic of the VULCAN Nd:Glass laser chain configured for CPA operations. The single components are briefly described in the text.
Table 4.1: VULCAN laser parameters for described experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Wavelength</td>
<td>( \lambda_L )</td>
<td>1054 nm</td>
</tr>
<tr>
<td>Energy on Target</td>
<td>( E_L )</td>
<td>( \leq 62 ) J</td>
</tr>
<tr>
<td>Pulse Length</td>
<td>( \tau_0 )</td>
<td>0.8 - 1 ps</td>
</tr>
<tr>
<td>Repetition Rate</td>
<td></td>
<td>20 min</td>
</tr>
<tr>
<td>Waist of Focal Spot</td>
<td>( w_0 )</td>
<td>20 ( \mu )m</td>
</tr>
<tr>
<td>Peak Laser Intensity</td>
<td>( I_L )</td>
<td>( \leq 2 \times 10^{19} ) W/cm(^2)</td>
</tr>
<tr>
<td>Contrast Ratio</td>
<td></td>
<td>( \geq 1 \times 10^6 )</td>
</tr>
</tbody>
</table>

Air Spatial Filters (ASF’s) and Vacuum Spatial Filters (VSF’s) consist of two lenses and a pinhole in order to eliminate off-axis parts of the laser beam and reduce high spatial frequency growth. In any of these filters the beam is spatially expanded in order to avoid optical damage to the amplifiers and any other components. This was the main limitation for high-intensity lasers some decades ago and was finally overcome by the CPA scheme. This involves stretching of the pulse using a dispersive medium, i.e., anti-parallel reflection gratings, which change the pulse duration and consequently the power of the laser by some orders of magnitude. Finally and after all amplification stages, the pulse is re-compressed to its original length using a second set of gratings. This recompression, which for a single pass is only about 50% efficient, must be done under vacuum in order to prevent serious degradation of the compressed beam by self modulation, principally in the window of the evacuated target chamber.

For the described experiment, this laser beam was focused down to a focal spot with a waist, \( w_0 \), of 20 \( \mu \)m using a \( f/4 \) off-axis parabolic mirror. The energy of each amplified laser pulse was measured by leaking a defined fraction of the pulse from a final turning mirror into a calorimeter. Its pulse duration was obtained using a single shot autocorrelator and was found to increase slightly with laser energy. Those two measurements were routinely performed on every laser shot. Table 4.1 gives the typical laser parameters during this experiment.

### 4.2 Diagnostics

The target chamber indicated in Fig. 4.1 was in fact separated from the laser system and located in Target Area West. The overall layout of the set-up in this experimental hall is shown in Fig. 4.2 and will be discussed in detail in the following sections.
Figure 4.2: Experimental set-up at Target Area West. The laser beam was focused with an off-axis parabolic mirror (a) onto the edge of a D$_2$ gas jet (b). The transmitted beam was analyzed with an optical spectrometer and a CCD camera (c). From the gas jet radially expelled ions were detected with a Thomson parabola, CR-39 nuclear track detectors (d) and radiochromic film (e). Neutrons were measured with plastic scintillators and PMT’s, which were shielded with tapered collimators made out of polyethylene and lead (f). These detectors were installed at different angles, $\theta$, in the horizontal ($x, z$) plane. Details and comprehensive discussions are given in the text.

4.2.1 Gas Jet and Optical Diagnostics

The laser was focused onto the edge of a D$_2$ gas jet produced by a 1 mm diameter sonic nozzle, which was located 1 mm below the focus. Interferometric studies were used to characterize the atomic density profile [72]. By changing the backing pressure, the electron plasma density, $n_e$, was selected to be in the range $1 \times 10^{19}$ to $1 \times 10^{20}$ cm$^{-3}$, which was verified on each shot by FRS measurements. For this, the transmitted laser light was collected and imaged onto the slit of an optical spectrometer. The spectra were recorded with a 16-bit Charged-Coupled-Device (CCD) camera, which was shielded in order to eliminate measurements of scattered light or light generated elsewhere in the experimental hall.

In chapter 1.2.1 FRS was introduced as the decay of the laser light into two forward moving electromagnetic side-bands at frequencies $\omega_L - \omega_p$ (Stokes wave) and $\omega_L + \omega_p$ (anti-Stokes wave). Obviously, the electron plasma density can then be derived from the separation of these lines by the Bohm-Gross frequency shift [73]-[76] as

$$n_e = \sqrt{\frac{\omega_p^2 \varepsilon_0 m_e}{e^2}} = n_c \sqrt{\frac{\Delta \omega - \omega_L}{\omega_L}},$$

(4.1)

where absolute value of either the Stokes or the anti-Stokes wave can be used for $\Delta \omega$. 

4.2. Diagnostics

Figure 4.3: Forward Raman Scattering of transmitted laser beam. The separation of the laser beam, $\omega_L$, and the anti-Stokes wave, $\omega_+$, reveals the plasma electron density to be $5.5 \times 10^{19}$ cm$^{-3}$. The peaks at higher frequencies are the second harmonic and its satellite.

For the intensities used in this experiment and for sufficiently underdense plasmas it is found that the laser is highly susceptible to FRS. Measurements of FRS were performed for every single laser shot. Figure 4.3 shows a typical example of such a measurement, demonstrating $n_e$ to be $5.5 \times 10^{19}$ cm$^{-3}$.

4.2.2 Deuteron Detectors

Deuterons expelled by the Coulomb explosion during this interaction were measured using a Thomson parabola and CR-39 nuclear track detectors [77]. These were installed at $90^\circ$ on the $x$-axis, 40 cm away from the nozzle. This position is indicated in Fig. 4.2, which also defines the geometry described below.

4.2.2.1 Thomson Parabola

The spectrometer used consists of a permanent magnet with an uniform field, $|\vec{B}|$, of 0.1 T and a parallel and adjustable electric field, $|\vec{E}|$, of up to $4 \times 10^5$ V/m. Ions could enter the device through a 250 $\mu$m diameter pinhole in a 1 mm thick lead plate, which resulted in a solid angle of $3 \times 10^{-7}$ srad. This lead plate stopps all deuterons below an energy of 11 MeV.

Due to their charge to mass ratio, $Z/A$, these ions get independently deflected due to the Lorentz Force. Consequently, they describe on the detector plane at a distance $L$ in (m) behind the spectrometer for their species unique parabolic curves given by
\[ y^2 = \frac{B^2 Z e l}{A m_i E} \left( \frac{1}{2} + L \right) z, \]  

(4.2)

where \( m_i \) is the mass of the ion in (kg) and \( l \) the length in (m) over which the magnetic and electric field extend. The accelerated ion, its speed and accordingly its energy can be identified by measuring the deflection on the detector plane with a suitable detector. The energy resolution of this device depends on the drift distance, \( L \), from the Thomson parabola to the detector.

### 4.2.2.2 CR-39 Nuclear Track Detector

Here, CR-39 nuclear track detectors have been used, which are sensitive to ions with an energy above 100 keV per nucleon. Ions penetrating CR-39 deposit their energy in this material as a function of its stopping power, which results in the production of secondary electrons. This energy deposition can cause damage by breaking bonds in the material structure. Due to the dominant and particularly well defined Bragg Peak, which occurs once the ion comes to rest in matter, this energy deposition is highly localized where the ion stops in the CR-39. Contrarily, electrons and \( \gamma \)-rays deposit their energy more homogenously over all their entire range, which makes CR-39 relatively insensitive to them.

Taking advantage of this unique energy deposition, an ion creates a pit in this detector, and the sampled number of all these pits corresponds to the number of detected ions. To obtain this yield, the pits are visualized, i.e. enlarged by etching the detector in a 20 \% concentrated sodium hydroxide solution for 3 hours at 90\(^\circ\) C and counted afterwards using a microscope. The resolution which can be obtained with this arrangement depends mainly on the flux of protons and the drift distance, \( L \), the detector was placed behind the Thomson parabola. Since one proton creates one pit, single ions with an energy above the detection threshold can be detected. Though the diameter of approximately 10 \( \mu \)m of each etched pit in the CR-39 sets the limit for the energy resolution and the maximum number of deuterons that can be detected.

### 4.2.2.3 Radiochromic Film

The Thomson parabola gives only information about the energy and yield of the deuterons entering the device through its pinhole. However, the opening cone of by the Coulomb explosion expelled ions is larger than this limiting solid angle [44]. In order to know about the angular distribution and therefore the entire deuteron yield, additional measurements with radiochromic film [78] of the type MD55 have been performed. This film was installed opposing the Thomson Parabola, e.g. at an angle, \( \theta \), of -90\(^{\circ}\) according to Fig. 4.2, in order to have simultaneous information with both diagnostics.
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MD55 radiochromic film is a transparent nylon substrate coated in an organic dye, which is 260 µm thick and continuously distributed through the substrate [79]. It is sensitive to the dose delivered by all ionizing radiation and undergoes a color change, which is a function of the exposing dose. MD55 is analyzed by measuring its optical density before and after exposure using a Microdensitometer, where a spatial resolving power of greater than 1200 lines per mm is attainable. In [80] it was deciphered, that Ψ, the number of deuterons per (cm$^2$), is then given as

$$\Psi = 8.1 \times 10^7 D,$$

where $D$ is the measured dose of the film in (Gy). However, the interpretation of radiochromic film must be done carefully, since it is also sensitive to electrons, γ-rays, protons and any other ionizing radiation.

4.2.3 Neutron Detectors

Neutrons generated during this experiment were measured with two different approaches. Their energy and the angular distribution were determined using the Time-of-Flight technique [67], whilst their entire yield was obtained by separate nuclear activation measurements.

4.2.3.1 Time-of-Flight Measurements

With the Time-of-Flight (TOF) technique the neutron energy is determined by measuring its velocity, i.e. the time, $t$, it needs to travel a known distance, $s$, towards a detector. These detectors were 5 cm diameter cylindrical NE102a scintillators with different thicknesses between 1 and 4 cm, which were coupled with optical grease to the windows of Philips photomultiplier tubes (PMT’s) [81], whose electrical output was recorded on oscilloscopes. As indicated in Fig. 4.2, up to five of these detectors were used simultaneously at various distances from 1.9 to 5.5 m from the gas jet nozzle and at angles, $\theta$, of 0 to 180° relative to the direction of propagation of the laser beam. They were calibrated relative to one another by swapping their position for different shots under the same conditions. To suppress background signals due to bremsstrahlung, scattered neutrons and those generated elsewhere by (γ, n) or ($e$, $e'n$) reactions, tapered collimators pointing directly towards the interaction region were used. These were up to 53 cm long and more than 10 cm thick and consisted of polyethylene and lead, which was sufficient to suppress any serious signals to below noise level.

The kinetic energy, $T_n$, of the detected neutron can be calculated as

$$T_n = (\gamma - 1) m_n c^2 \approx \frac{1}{2} m_n c^2 \beta_n^2 \left(1 + \frac{3}{4} \beta_n^2 \right),$$

(4.4)
where their normalized velocity, $\beta_n$, can be determined from the measured flight time, $t$, and the known flight path, $s$. The depart of the time measurement was taken to be the prompt signal of the $\gamma$-flash due to bremsstrahlung generated by relativistic electrons that are produced during this interaction. The flight path was estimated to be the distance between the center of the gas jet nozzle and the center of the scintillator. The attainable energy resolution, $\Delta T_n$, is a function of the relative time resolution, $\Delta t/t$, and the uncertainty of the flight path, $\Delta s/s$, and is given as

$$\frac{\Delta T_n}{T_n} \approx 2 \sqrt{\left(\frac{\Delta t}{t}\right)^2 + \left(\frac{\Delta s}{s}\right)^2}.$$  \hspace{1cm} (4.5)

Neutrons are indirectly identified within these NE102a plastic scintillators due to their scattering with hydrogen and carbon ions, which causes their ionization. Additionally, this detector is also sensitive to $\gamma$-rays interacting with the scintillator via the Compton effect, which generates free electrons. These charged particles excite the scintillator, which results in the emission of light, i.e. a scintillation. This scintillation occurs with a fast rise time of 1.5 ns and a high light output for NE102a. However, its decay is influenced by the so-called afterglow of this material, when the scintillator still emits light after the charged particle has already gone. This effect can be described as the convolution of a Gaussian with an exponential

$$N(t) = N_0 f(\sigma, t) \exp\left(-\frac{t}{\tau}\right),$$  \hspace{1cm} (4.6)

where $f(\sigma, t)$ is a Gaussian with a standard deviation $\sigma$ of 0.7 ns, $\tau$ the decay constant of 2.4 ns and $N_0$ the total number of photons emitted [82]. The Tektronix oscilloscopes used had a sampling rate of 500 ps [83]. With this experimental set-up, and taking into account the sampling rate of the oscilloscope as well as the afterglow of the scintillator it was therefore possible to achieve a typical energy resolution for D($d, n$)$^3$He fusion neutrons of around 2 %.

### 4.2.3.2 Nuclear Activation

To ensure that the signal obtained by the PMT’s is indeed due to neutrons and not a random artefact or noise signal, the nuclear activation of $^{115}$In was carried out. The process

$$^{115}\text{In} + n \rightarrow ^{116}\text{In}^* \rightarrow ^{116}\text{Sn} + e^- + \nu_e$$  \hspace{1cm} (4.7)

can solely be evoked by neutrons. Additionally the measurement of the $\beta^-$ decay of the metastable $^{116}\text{In}^*$ to $^{116}\text{Sn}$ emitting an electron as well as an antineutrino $\bar{\nu}_e$ also ascertained the number of generated neutrons. The activity of $^{116}\text{In}^*$ was measured
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Figure 4.4: Function $\varphi_0$ as a function of the areal density of an indium foil to determine their optimum thickness for this experiment. The chosen areal density of 100 mg/cm$^2$ was close to the optimum at 90 mg/cm$^2$.

using a standard Geiger-Müller counter, which covered a solid angle, $\Omega$, of $2\pi$. This secondary detector was specially shielded to account for a low background.

Activation Foils

The activity $\dot{A}$ of an indium foil at a time, $t$, after its exposure, which was much shorter than the half-life of $^{116}\text{In}^*$ is

$$
\dot{A}(t) = \Sigma_{\text{act}} \Phi F x \delta_i(x) \delta_a(F, x) e^{-\lambda t},
$$

(4.8)

where $\Phi$ defines the flux of neutrons, which exposed the indium foil of surface $F$ and thickness $x$. The decay constant of this reaction is $\lambda$. The macroscopic cross section to capture a neutron is $\Sigma_{\text{act}}$, and $\delta_i$ and $\delta_a$ are corrections for the inner and outer flux depression in the foil facing the entrance window of the Geiger-Müller counter [61]. The obtained counting rate, $\dot{z}$, and the actual activity, $\dot{A}$, are correlated as

$$
\dot{z} = \dot{A} \frac{\Omega}{4\pi} f_s(x),
$$

(4.9)

where the correcting factor $f_s$ accounts for the self-absorption of the emitted electrons within the foil. Additional corrections for the absorption of these electrons within the entrance window of the Geiger-Müller counter were neglected. Combining Eq. 4.8 and Eq. 4.9, the initial counting rate $\dot{z}^{(0)}(t = 0)$ can then be given as

$$
\dot{z}^{(0)} = \frac{F}{2} \Sigma_{\text{act}} \Phi F x \delta_i(x) \delta_a(F, x) f_s(x),
$$

(4.10)
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Figure 4.5: Schematic of geometry for secondary indium activation targets.

where $\Sigma_{act}(x)\delta_i(x)f_s(x)$ is defined to be $\frac{1}{2}\varphi_0$ and is shown in Fig. 4.4 as a function of the areal density, $\rho x$, of the indium foil. These corrections were taken from [61] and the diameter of the round indium foils was chosen to be 29 mm. Consequently, the flux of generated neutrons, $\Phi$, can then be calculated as

$$\Phi = \frac{100 \text{(cm}^2\text{)}}{F \text{(cm}^2\text{)}} \dot{\gamma}^{(0)}.$$

(4.11)

Activating $^{115}\text{In}$ is of particular interest since the decay given in Eq. 4.7 has got a half-life, $T_{1/2}$, of 54 min. Increasing the flux of neutrons exposing this activation target, i.e. increasing its activity and therefore decreasing the relative error of the activation measurement, implies its installation as close as possible to the neutron source. This was done by placing these activation targets inside the evacuated target chamber. Therefore it is necessary, that the half-life of the activation targets is much in excess of the time to let up the target chamber. Since this procedure took approximately 12 min, indium could serve as the activation target.

Moreover, $^{115}\text{In}$ has got a high neutron capture cross section of several hundred mb for neutrons with a kinetic energy of some eV [84]. Since the expected neutron energy for $D(d,n)^3\text{He}$ for this experiment is in the MeV order, these neutrons needed to be slowed down. This was done by installing the $^{115}\text{In}$ targets in polyethylene bricks, which acted as a moderator. Within these bricks, the indium foils were installed at distances, $\tilde{x}$, between 2.5 and 30 cm. This set-up was placed at closest 9 cm from the gas jet nozzle and at an angle, $\theta$, of $90^\circ$. This arrangement is indicated in Fig. 4.5

Fermi’s Age Theory

The spatial distribution of neutrons with different energies, which result from their diffusion within the moderator is described by Fermi’s Age Theory [85]. The spatial
density of these slowed down neutrons, \( q = q(\tilde{x}, \tau) \), in such a moderator can be given as

\[
\frac{\partial q}{\partial \tau} = \frac{\partial^2 q}{\partial \tilde{x}^2},
\]

where \( \tau \) is the Fermi Age in \((\text{cm}^2)\). This Fermi Age describes the dispersion of the slowing down process and thus characterizes the efficiency of the moderator.

In the following the neutron source is assumed to be isotropic and at the center of the gas jet. Since the moderator was quite some distance away from this gas jet, it can be assumed that the generated neutrons enter this moderator homogeneously with a certain source strength, \( \dot{Q}_1 \). In this case and following the geometry defined in Fig. 4.5, it can be written that

\[
\frac{\partial q}{\partial \tau} = \frac{\partial^2 q}{\partial \tilde{x}^2} + \dot{Q}_1 \delta(\tilde{x}) \delta(\tau),
\]

when \( q = 0 \) for \( \tilde{x} = \pm \infty \). Consequently, the solution of Eq. 4.12 can be derived by a Fourier transformation of the latter equation and is found to be

\[
q(\tilde{x}, \tau) = \frac{\dot{Q}_1}{\sqrt{4\pi \tau}} \exp\left( -\frac{\tilde{x}^2}{4\tau} \right).
\]

Due to the measured counting rate of the single indium foils within this moderator this spatial neutron density distribution is known and \( q \) is consequently proportional to \( \dot{z}^{(0)} \). Thus, measuring the relative density of neutrons within the polyethylene bricks determines \( \dot{Q} \), i.e., the total number of neutrons generated during the interaction of the laser with the plasma. For this cylindrical symmetry of the set-up \( \dot{Q} \) is

\[
\dot{Q} = \dot{Q}_1 SK = 2\pi SK \int \Sigma_{\text{act}} \Phi(\tilde{x}) \tilde{x} d\tilde{x}.
\]

Here, \( S \) is a correction for the covered solid angle and \( K \) a normalization to the PMT’s signal, which were recorded simultaneously during this activation.

Measuring the neutron yield with several indium foils at various distances within a moderator offers the advantage that all neutrons with a broad energy spectrum can be detected, since the moderator can be extended over long distances. Using a single activation target either with or without moderator permits solely a single and limited look at neutrons at one position. Determining the entire neutron yield afterwards requires additional assumptions on their initial spectrum.

Assuming an isotropic emission profile of neutrons which should be determined with the activation of \(^{115}\text{In} \), it is necessary that the counting rate with the Geiger-Müller detector exceeds its background counting rate. This was tested before the actual
experiment and it was calculated that at least $10^4$ neutrons have to be generated to make this set-up sensitive to their detection.

**Differences for Thermal and Epithermal Neutrons**

Since a precise determination of the neutron yield is essential for the interpretation of the experiment and its results, it is necessary to have a closer look at the process evoking Eq. 4.7. The cross section for this reaction is approximately several hundred mb for thermal neutrons with an energy of around $1/40$ eV. However, it can also be triggered by epithermal neutrons with an energy of $1.46$ eV due to a resonance of the indium nuclei. Those two neutron energy ranges were distinguished in the experiment by performing the activation of $^{115}$In twice: Once solely with indium foils, and a second time by shielding them in their front and back with additional cadmium foils of the same thickness and size. The cross section of cadmium for neutron capture at thermal energies is a factor 100 higher than for indium; for epithermal neutrons it is negligible [84]. The difference in activity between shielded and unshielded indium foils allows calculation of the neutron yield due to the activation of thermal neutrons alone.
Chapter 5

Experimental Results

In the following the results of the neutron as well as deuteron measurements will be presented. Comparisons with calculations will decipher the possibilities for \( D(d, n)^3\text{He} \) neutron generation for the beam target model as well as a thermonuclear deuteron source within the plasma core. Deuteron distribution temperatures will be deduced and the influence of the ambient gas jet will be stressed in particular by the presentation of shots with a secondary solid \( \text{CD}_2 \) target, which was installed next to the gas jet nozzle.

5.1 Gas Jet Interaction

5.1.1 Neutron Energies

Figure 5.1 shows a typical TOF trace. The observed peak is characteristic for \( D(d, n)^3\text{He} \) reactions as it reflects a neutron energy, \( T_n \), of \((2.45 \pm 0.05) \text{ MeV}\). The

![TOF Signal](image.png)

**Figure 5.1:** Typical TOF signal for a plasma electron density of \( 5 \times 10^{19} \text{ cm}^{-3} \) and a laser energy of 62 J. The prompt signal is the \( \gamma \)-flash due to bremsstrahlung generated by energetic electrons that are produced during this interaction. The peak at 187 ns is produced by neutron events with an energy of \((2.45 \pm 0.05) \text{ MeV}\).
short pulse confirms furthermore that these neutron events cannot be due to $(\gamma, n)$ or $(e, e'n)$ processes, which would produce a broader spectrum that would arise from the $\gamma$-flash. To ensure that this peak was indeed due to the D($d, n$)$^3$He reaction, additional shots with helium as a target gas were performed. In this case and as it was expected, no neutron peaks were observed.

These TOF traces were converted to neutron energy spectra and corrected for the afterglow of the plastic scintillators. Since these detectors were at some distance from the gas jet, the signals extended typically over more than 10 ns and were therefore much in excess of the response time of the plastic scintillator described by Eq. 4.6. Additional simulations with the Monte Carlo neutron transportation code MCNP [86] were carried out to evaluate the modification of such neutron spectra passing the target chamber. These calculations confirmed that no significant broadening was expected to occur. Interestingly, the relative neutron yield among the single PMT’s scaled inversely proportional to the square of the distance, $s$, from the detector to the nozzle. This is expected for a thermonuclear neutron source. Furthermore, the to the solid angle normalized neutron spectra were quite insensitive to the angle of detection, $\theta$, as it can be seen in Fig. 5.2.

\begin{figure}[h]  
\centering
\includegraphics[width=\textwidth]{neutron_spectra.png}
\caption{Normalized neutron energy spectra for different angles of emission: (a) $\theta = 67^\circ$, (b) $\theta = 117^\circ$, (c) $\theta = 245^\circ$ and (d) $\theta = 270^\circ$. At this shot the electron plasma density, $n_e$, was $7 \times 10^{19} \text{ cm}^{-3}$ and the laser energy, $E_L$, 57 J.}
\end{figure}
5.1. Gas Jet Interaction

5.1.2 Plasma Ion Temperature

This isotropy and approximate Gaussian shape of the neutron spectra suggest an initial Maxwellian deuteron distribution within the plasma core. A typical example of fitting these neutron spectra with a Gaussian distribution is shown in Fig. 5.3. Implying Eq. 3.8 reveals therefore a Maxwellian deuteron distribution temperature, $T$, of $(1 \pm 0.2) \text{ keV}$. Surprisingly, this temperature did not exhibit a very strong dependence with the deuteron density as it is indicated in Table 5.1 for two arbitrary shots. However, this is not expressed in this particular fit, but characterizes the underlying deuteron heating mechanism itself.

Table 5.1: Maxwellian deuteron distribution temperatures, $T$, for different plasma densities, $n_e$, measured under different angles, $\theta$, for the same laser energy, $E_L$, of 57 J.

<table>
<thead>
<tr>
<th>Angle $\theta$ (deg)</th>
<th>Temperature $T$ (keV)</th>
<th>Temperature $T$ (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_e = 3 \times 10^{19} \text{ cm}^{-3}$</td>
<td>$7 \times 10^{19} \text{ cm}^{-3}$</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>$(1.1 \pm 0.4)$</td>
<td>$(1.1 \pm 0.4)$</td>
</tr>
<tr>
<td>117</td>
<td>$(0.9 \pm 0.2)$</td>
<td>$(1.0 \pm 0.3)$</td>
</tr>
<tr>
<td>245</td>
<td>$(1.2 \pm 0.3)$</td>
<td>$(0.8 \pm 0.2)$</td>
</tr>
<tr>
<td>270</td>
<td>$(1.0 \pm 0.2)$</td>
<td>$(0.9 \pm 0.2)$</td>
</tr>
</tbody>
</table>
The indicated error bars are mainly influenced by the uncertainties of the detector position and the fit of the signals. It is noted that the relative errors between two shots under the same experimental conditions could be up to 40%.

5.1.3 Neutron Yield

The counting rates of the single indium foils for the two shots with and without cadmium shielding were corrected for the exponential decay to their initial activation, $\dot{z}^{(0)}$. To ensure that no great fluctuations between these two laser shots influenced this measurement, one unshielded indium foil was installed at one fixed position for normalization. Extensive additional measurement of scattered neutrons or those generated by other processes can be precluded, since this moderator was heavily shielded in any direction by extra layers of polyethylene.

The integration over the distribution shown in Fig. 5.4 gave the number of measured neutrons. In order to obtain the total yield according to Eq. 4.15, two corrections were applied, where $S$ marked the solid angle this activation set-up has covered. This can be assumed to be the surface, $F$, of the indium foils at the entrance of the moderator. Additionally, $K$ corrected the relative fluctuations between the single shots. Since the angular distribution measured with the PMT’s was found to be almost isotropic, the total yield was determined to be $(1.0 \pm 0.2) \times 10^6$ neutrons.

**Figure 5.4:** Measured counting rate of indium foils within the moderator. These values were corrected for the exponential decay of the $^{116}\text{In}^*$ as well as the background counts during this measurement.
5.2 Beam Target Interaction

Another possibility for neutron generation by D(d, n)³He reactions in this experiment was the propagation of the Coulomb explosion deuterons through the ambient and stationary gas jet. To assess if the observed neutron yield could be due to this beam target interaction its practicability was investigated in detail.

5.2.1 Deuteron Measurements

5.2.1.1 Deuteron Spectrum

As mentioned in the previous chapter, the spectrum of the deuterons accelerated by the Coulomb explosion was measured using a Thomson parabola at 90° relative to the laser beam axis. As can be seen in Fig. 5.5 these measurements reveal a maximum deuteron energy of (1.2 ± 0.2) MeV. Equating this to the ponderomotive potential energy, $U_{\text{max}}$, given in Eq. 2.60 indicates that the averaged intensities in the focal spot were as expected of the order $10^{19}$ W/cm².

This spectrum did not change in temperature with varying plasma electron density and it was even found once $n_e$ was below the threshold for wavebreaking, $n_{WB}$, at $1.5 \times 10^{19}$ cm⁻³. This is not surprising, since the ponderomotive ion energy, $U_{\text{max}}$, is solely a function of the laser intensity. However, this ascertains that the interaction of the deuteron beam with the ambient gas did not generate the observed neutrons, since the neutron signal dropped below the detection limit once the electron plasma density was below $n_{WB}$.

![Deuteron Spectrum](image)

**Figure 5.5:** Deuteron spectrum from Coulomb explosion as measured by the Thomson parabola.
5.2.1.2 Angular Distribution

Figure 5.6 shows, that this deuteron emission was sharply peaked towards the direction of the Thomson parabola. To ensure that this signal was indeed due to deuterons additional shots with a pinhole and CR-39 were carried out. As this created pits in the detector it ensured that this signal was due to deuterons.

Evaluating the total number of deuterons by applying Eq. 4.3 reveals that in these experiments about $2 \times 10^{11}$ deuterons were accelerated beyond a kinetic energy of 100 keV. However, the total number of deuterons as a function of their energy was not determined in this experiment as the Thomson parabola was only installed at $90^\circ$ relative to the laser axis. Therefore, it was assumed for the ensuing calculations that this total deuteron number of $2 \times 10^{11}$ is the integral over the deuteron spectrum and this measured opening cone. It is likely that this assumption is too optimistic as the maximum accelerating field and thus the highest deuteron energies due to the Coulomb explosion are predominantly along the axis the Thomson parabola was installed. Nevertheless, this can be taken as an upper limit, since a higher deuteron energy has a higher cross section for the $D(d, n)^{3}\text{He}$ reaction, as was shown in Fig. 3.4.

5.2.1.3 Expectations for Neutron Generation

Calculating the upper-limit yield that such a deuteron beam produces as it travels through the ambient gas surrounding the plasma, one finds by applying Eq. 3.9 that no more than $10^4$ neutrons are produced this way due to the relatively low deuteron density, $n_D$, within the gas jet even at its highest density used. However, the above described activation measurements revealed a total neutron yield, which was two orders of
5.2. Beam Target Interaction

Magnitude higher than what this classical beam target interaction produces. Moreover, such a deuteron beam would lead to broad neutron spectra between 1.75 and 4.2 MeV, which should vary relative to the detection angle as discussed in Chapter 3.3.1.1. Experimentally, such a variation was not observed and solely neutron energies of around \((2.5 \pm 0.05)\) MeV were detected.

5.2.2 Secondary CD\(_2\) Target

To demonstrate this more clearly, a 200 \(\mu\)m thick and 5 mm wide solid deuterated plastic (CD\(_2\)) target was placed 2.5 mm away from the interaction at the same angle as the Thomson parabola and as indicated in Fig. 5.7. The purpose of this target was to simulate the beam target interaction of the expelled deuterons as they pass through the stationary ambient gas, but obviously with a much higher reaction rate due to the higher deuteron density in the solid.

5.2.2.1 Neutron Energy

This modified set-up did change the energy spectrum of the detected neutrons as can be seen in Fig. 5.8. Comparison with calculated neutron energy as a function of angular emission given in Fig. 3.2 reflects a continuous deuteron distribution for the \(\text{D}(d, n)\text{^3He}\) reaction up to an energy of \((1.0 \pm 0.1)\) MeV. This is indeed, what was previously measured with the Thomson parabola.

By reversing Eq. 3.9 it is possible to determine which deuteron distribution caused the neutron spectrum shown in Fig. 5.8. This calculation reveals that these neutrons had to be produced by a Maxwellian deuteron distribution with a temperature, \(T_{\text{calc}}\).

Figure 5.7: Schematic of set-up with secondary 200 \(\mu\)m thick and 5 mm wide solid deuterated plastic (CD\(_2\)) target was placed 2.5 mm away from the interaction at the same angle as the Thomson parabola.
of $(186 \pm 39)$ keV. This compares favorably with the measured ion temperature, $T_{\text{exp}}$, of $(216 \pm 36)$ keV shown in Fig. 5.5. Thus, it is found that with this secondary target, the calculated beam target reaction accurately describes the observed neutron spectrum and yield. However, without the target none of the features of the beam target reaction were observed.

Clearly, the entire neutron yield increased significantly with the secondary target. Figure 5.8 shows a one order of magnitude increase due to the higher deuteron density, $n_D$, with the solid target than without it.

### 5.2.2.2 Angular Distribution

This significant difference between the shots with and without the solid CD$_2$ target is also emphasized by the angular dependence of the neutron emission as presented in Fig. 5.9 for the experimental results as well as the calculated angular dependence for the beam target model.

#### With Secondary CD$_2$ Target

In the case of D($d$, $n$)$_3^3$He reactions with the secondary target, an angular variation in the distribution can be observed with a minimum in the laser propagation direction, since this direction is orthogonal to the motion of by the Coulomb explosion accelerated deuterons. This compares favorably with the calculations.
5.2. Beam Target Interaction

**Figure 5.9:** Angular distribution of neutrons with (squares) and without (stars) the solid CD$_2$ target for two typical shots. Also included is the expected yield for the beam target model with (solid line) and without the secondary CD$_2$ target (dashed line).

**Ambient Gas Jet**

Obviously, such a calculation for beam target interactions with the ambient gas jet target only results in a slightly changing curve. However, the actual experimental result has a factor 100 higher neutron yield, which, hence, cannot be explained by this scenario.
Chapter 5. Experimental Results
Chapter 6

Discussion

In summary, in the previous chapter it was shown that the interaction of a 62 J, 1 ps laser focused down to intensities of $2 \times 10^{19}$ W/cm$^2$ onto a deuterium gas jet with an electron plasma density of $1 \times 10^{20}$ cm$^{-3}$ can yield up to $(1.0 \pm 0.2) \times 10^6$ fusion neutrons with an isotropic emission profile. Additionally, it was demonstrated that the interaction of the Coulomb explosion expelled deuterons propagating through the ambient gas jet cannot account neither for the yield nor the angular distribution of the measured neutrons. It was therefore deduced that plasma ions are heated to fusion temperatures of about 1 keV by a noncollisional heating mechanism during this interaction.

With Eq. 3.10 a simplified estimate for the expected neutron yield for a thermal deuterium plasma is given. Assuming that the confinement duration, $\tau$, is about the plasma disassembly time, i.e. $\tau = u_0/C_s$, where $C_s$ is the ion sound speed, and that the volume, $V$, is given by the original laser volume and the length of the gas jet, no more than $10^2$ neutrons can be obtained. On the other hand, to reach a yield of $10^6$ neutrons an ion plasma temperature of 40 keV would be required. Consequently, the assumption made in Chapter 2 that plasma ion motion in the interaction of a high-intensity laser with an underdense plasma can be neglected for the time of the laser pulse duration appears not to be entirely tenable.

The discrepancy between the temperature measured from the neutron spectra and that implied by the yield suggests that the assumption of a Maxwellian deuteron distribution, underlying the calculations presented in Chapter 3.3.1.2 is not adequate. In particular, it suggests the existence of a hotter tail of deuterons which are colliding with small center of mass momentum, which results in less broadening of the neutron spectrum than expected. Due to the great dependence of the D($d, n$)${}^3$He cross section with deuteron energy, this could significantly enhance the neutron yield.

The neutron yield may also be increased due to a heating over a larger volume and over time greater than the disassembly time due to shock heating. This was recently demonstrated in numerical simulations [138]. There, the plasma response to a ps laser focused down to intensities of $10^{18}$ to $10^{19}$ W/cm$^2$ was characterized by several distinctly different time scales. It was shown, that such a strong laser pulse is capable of driving MA ion currents with a typical ion energy of 50 to 150 keV, which, hence, could initiate D($d, n$)${}^3$He reactions. This too would result in an overestimation in the temperature as calculated from the simplified yield equation.
It is well known that the interaction of an intense laser pulse with underdense plasmas can result in efficient absorption of the laser pulse. This can lead to the production of not only beams of energetic electrons but also to a hot thermal bulk of electrons [88]. However it is also evident that for the range of densities explored in this study, the time for the electrons to equilibrate with the ions is well in excess of the disassembly time for the plasma. For the conditions presented here, $\tau_{eq}$ is more than 1 ns. Hence, this ion heating must be the result of direct non-collisional heating mechanisms that occurs on the time scale of the laser pulse. The simplest explanation for the ion heating is due to variations in the Coulomb potential caused by the ponderomotive expulsion of charge by the laser pulse. This is quite likely due to the presence of self-focusing and other propagation instabilities under these conditions. However, it is also noted that by systematically varying the plasma density, a correlation was observed between the neutron yield and the generation of energetic electrons. As has been noted previously, the electrons are generated by wavebreaking and result in a hot electron tail in the distribution with a total current approaching the Alfvén limit [89]. At densities, $n_{WB}$, below the wavebreaking limit of about $1.5 \times 10^{19}$ cm$^{-3}$, both neutron and hot electron yields dropped dramatically. However above this deuteron density, the neutron yield showed no great variation with density. Recent simulations have shown that the filamentation and propagation instabilities of such high current electron beams in a plasma can result in collisionless heating of the ions to a hot tail with energies as high as 100 keV [90].
Part III

Electron Beam Generation in the FLWF Regime
Chapter 7

Experimental Layout

In this chapter a brief review will be given on previously performed experiments on electron beam generation by the interaction of high-intensity lasers with underdense plasmas. This introduction will conclude with the motivation for the experiment presented here, which was carried out on the “salle jaune” laser at Laboratoire d’Optique Appliquée (LOA). Subsequently, the layout of this experiment will be discussed in detail, starting with the laser beam and gas jet parameters as well as the electron beam diagnostics used such as the magnetic spectrometer, integrating current transformer, radiochromic film and copper stack, activation set-up and emittance diagnostics, as these revealed information on a new electron acceleration regime.

7.1 Previous Experiments and Motivation

For lucidity due to the great variety of possible electron acceleration mechanisms by laser plasma interactions only the forward Raman scattering (FRS) and self-modulated laser wakefield (SMLWF) schemes introduced in Chapter 2 will be discussed in the following, as they appear to be the dominant mechanisms.

The first experimental observation of FRS was reported in [23], where electrons with a kinetic energy of up to 1.4 MeV were measured, when a weakly relativistic CO\(_2\) laser with a wavelength of 10 \(\mu\)m, FWHM pulse duration of 700 ps and a normalized vector potential of 0.3 was focused onto thin carbon foils of 130 Å thickness. Integration over the measured azimuthal angular distribution revealed that about \(10^{11}\) electrons with energies greater than 400 keV escaped the plasma.

In the SMLWF regime an electron beam with an energy of up to 44 MeV was obtained in [7] by focusing a 25 J, 1 ps FWHM Nd:Glass laser pulse down to a focal waist of 20 \(\mu\)m onto a 4 mm helium gas jet, which delivered a neutral electron density of \(1.5 \times 10^{19}\) cm\(^{-3}\). This interaction lead to wavebreaking, which was determined by the sudden increase in both, the number and the maximum energy of generated electrons, as well as the loss of coherence of the plasma wave, which was observed from the broadening of forward Raman satellites. This measurement of high energy electrons was limited by the electron spectrometer used, which is why in [91] a maximum electron energy of 100 MeV was reported for similar experimental conditions. Interestingly, this electron energy gain indicated a greatly extended dephasing length. Measurements of
the Thomson scattered light on the relativistic plasma wave along the laser propagation axis indicated a self-guiding of the laser pulse over the entire gas jet length and an electron plasma wave amplitude of (40 ± 20) % [92].

The angular distribution of such energetic electron beams was recently characterized by photonuclear techniques, when a highly relativistic electron beam was produced by focusing a 50 TW laser beam down to intensities of about $10^{19}$ W/cm$^2$ onto helium gas jets with neutral plasmas electron densities beyond $1 \times 10^{19}$ cm$^{-3}$ [89]. Behind the gas jet these electrons were converted in a secondary high $Z$ target into $\gamma$-rays, which induced ($\gamma, n$) reactions in several copper wedges installed in a circle behind this converter. The relative activity of those wedges indicated that the high energy electron beam has a large opening cone centered on the laser beam axis with a FWHM of at least $10^\circ$, which increases with plasma density.

Due to enhancements in laser technology these intensities also became recently available at “table top”, Ti:Sa laser systems, which operate at higher repetition rates of 10 Hz. Here, electrons with energies of up to 12 MeV were obtained focusing a 250 mJ, 1.2 TW laser down to intensities of $4 \times 10^{18}$ W/cm$^2$ onto helium gas jets with neutral electron densities of up to $4 \times 10^{20}$ cm$^{-3}$ [93]. As it was reported in [94], this maximum electron energy was increased up to 70 MeV by using 600 mJ, 35 fs FWHM laser pulses focused down to intensities of $2 \times 10^{19}$ W/cm$^2$ onto a helium gas jet with a neutral electron density of $5 \times 10^{19}$ cm$^{-3}$. Increasing the neutral plasma electron density it was observed that the maximum electron energy decreases, which indicates that higher plasma wave phase velocities correspond, as expected, to higher electron energies.

Up to now it was shown that the interaction of relativistic laser pulses with under-dense plasmas in the SMLWF regime, where the laser pulse length, $c\tau_0$, is much longer than the plasma wavelength, $\lambda_p$, can be a bright source of energetic electron beams. The temporal structure of these electron beams appears to be similar to the modulated laser envelope, thus consisting of a train of electrons with single bunch lengths of the order of $\lambda_p$ and a total bunch length comparable to $c\tau_0$ [95]. However, for accelerator or pump-probe experiments single and ultra short electron bunches would be preferential. Therefore, implementing a Ti:Sa laser, the aims of the experiment presented in this manuscript were to

1. enhance the electron beam quality in terms of bunch length as well as emittance
2. increase the maximum electron energy.

Obviously, the collimation of the generated electron beam will be improved when radial accelerating fields are diminished. This can be achieved if the laser focal waist is much in excess of the plasma wave number, $w_0k_p \gg 1$. As it was shown in Chapter 2.2.3.3 the energy gain of electrons in relativistic plasma waves is higher, the lower the plasma electron density, since this increases the phase velocity of the wave. Finally, a single electron bunch might be generated if only one cycle of such a plasma wave could be driven to wavebreaking.
7.2 Experimental Parameters

7.2.1 “Salle Jaune” Laser and Optical Diagnostic

This experiment was performed on the “salle jaune” laser at Laboratoire d’Optique Appliquée, which is an infrared titanium-doped sapphire (Ti:Sa), p-polarized laser based on a classical CPA configuration [70]. It is capable of generating 100 TW laser pulses with a FWHM pulse duration of 25 fs [96]. An overall schematic of this laser chain is given in Fig. 7.1.

The laser chain starts from a Ti:Sa self-mode-locked oscillator, which produces a 88 MHz, 300 mW train of laser pulses of 15 fs duration. Each of these pulses is stretched up to 400 ps in an aberration-free stretcher and then injected into an acousto-optic dispersive filter (AOPDF). This permits to actively control the spectral shape and to adjust the spectral phase of the laser pulses. Subsequently, a pulse picker selects single pulses at a repetition rate of 10 Hz. Pockels cells act both as a back reflection isolator as well as a temporal gate which limit the ASE energy. These 1 nJ pulses are first amplified to 2 mJ in a 8-pass preamplifier and then injected into a 5-pass power amplifier to reach an energy of 200 mJ. After each amplification stage the beam is spatially filtered by Air...
Table 7.1: “Salle jaune” laser parameters for electron acceleration experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Wavelength</td>
<td>$\lambda_L$</td>
<td>820 nm</td>
</tr>
<tr>
<td>Energy on Target</td>
<td>$E_L$</td>
<td>$\leq 1$ J</td>
</tr>
<tr>
<td>Pulse Length</td>
<td>$\tau_0$</td>
<td>30 fs</td>
</tr>
<tr>
<td>Repetition Rate</td>
<td></td>
<td>10 Hz</td>
</tr>
<tr>
<td>Waist of Focal Spot</td>
<td>$w_0$</td>
<td>18 $\mu$m</td>
</tr>
<tr>
<td>Peak Laser Intensity</td>
<td>$I_L$</td>
<td>$\leq 3 \times 10^{18}$ W/cm$^2$</td>
</tr>
<tr>
<td>Contrast Ratio</td>
<td></td>
<td>$\geq 1 \times 10^6$</td>
</tr>
</tbody>
</table>

Spatial Filters (ASF) and Vacuum Spatial Filters (VSF) to increase the spatial quality of the laser beam as well as to limit its flux below the damage threshold of the crystal of the third amplification stage. This high power amplifier is cryogenically cooled to cancel the thermal dependence of the laser wavefront and to amplify the laser pulses after four passes up to an energy of 3.5 J. Finally, the laser pulses can be re-compressed with a 60% efficiency to 25 fs after four passes on two parallel gratings.

For the described experiment, this laser beam was focused down to a focal waist, $w_0$, of 18 $\mu$m using a f/18 off-axis parabolic mirror. This results in a normalized vector potential, $a_0$, of 1.2. The spectrum of the laser beam after the interaction with the plasma was routinely analyzed with an optical spectrometer and recorded onto a 18-bit CCD camera, like it was described above in Chapter 4.2.1. Table 7.1 gives the typical laser parameters during this experiment.

### 7.2.2 Initial Plasma Electron Density

The laser was focused onto the sharp edge of a 3 mm diameter supersonic helium gas jet since helium has a simple atomic structure, which ensures its full ionization due to the pedestal of the laser pulse. The neutral density profile of this jet was characterized by interferometry and found to be uniform [72]. The plasma period, $2\pi\omega_p^{-1}$, was chosen to vary between 25 and 14 fs by selecting initial electron densities, $n_e$, between 2 and $6 \times 10^{19}$ cm$^{-3}$, which was achieved by changing the backing pressure on the gas jet.

It is noted that for these parameters the SMLWF regime, where $c\tau_0 \gg \lambda_p$, is ruled out as the electron acceleration mechanism. Nonetheless, electron trapping and acceleration from the breaking of a relativistic plasma wave can still be obtained in what is later termed “Forced Laser Wakefield” regime. How these generated electron bunches were characterized experimentally will be described in the following.
Figure 7.2: Experimental set-up at “salle jaune” laser. The laser beam was focused with an off-axis parabolic mirror (a) onto the edge of a 3 mm helium gas jet (b). The total number of generated electrons was determined with an Integrating Current Transformer (c), which could be replaced with a secondary set-up for activation and emittance measurements. The transmitted laser beam was analyzed with an optical spectrometer and recorded onto a CCD camera (d). A glass plate with a center hole separated the laser and electron beams non-destructively. The electron yield as a function of energy was determined with a spectrometer, which electrons could entered through a collimator (e) and measured with silicon barrier detectors (f). Lead walls shielded those from bremsstrahlung (g).

7.3 Electron Beam Diagnostics

The overall layout of the experimental set-up is shown in Fig. 7.2. The implemented diagnostics will subsequently be discussed in detail.

7.3.1 Electron Spectrometer

7.3.1.1 Electromagnet

The spectrum of the generated electron beam was measured with an electromagnet and Silicon Barrier Detectors (SBD’s). Electrons could enter the magnet 1 m behind the gas jet nozzle through a 4 cm thick stainless steel collimator with an internal diameter of 1 cm. Depending on their energy, $W_e$, electrons are dispersed in the magnetic field. Due to the specially shaped pole pieces of this electromagnet the electron source originating from the gas jet nozzle is imaged on the focusing plane of this device, where up to four SBD’s were installed. The radius, $R_B$, of this electron dispersion can be given in (m) as

$$R_B = \frac{\sqrt{W_e(W_e + 1)}}{300B}, \quad (7.1)$$
when $W_e$ is expressed in (MeV) and the magnetic field of the spectrometer, $B$, in (T). This magnetic field of the electromagnet, and hence the dispersion of the spectrometer, can be altered by changing the current passing through the solenoidal coils, which allows to measure with the same instrument a wide range of energies on a series of shots with different current settings. Due to the geometry of this device the total range in imaging mode is from 0 to 217 MeV.

7.3.1.2 Silicon Surface Barrier Detectors

The dispersed electrons were detected with SBD’s, which had a circular area of approximately 1 cm$^2$. These detectors are biased, and the current generated by ionizing radiation in the diodes depletion region was measured on oscilloscopes. The number of electrons, $N$, as a function of electron energy in (MeV) can then be derived from

$$N/(\text{MeV}) = 5 \times 10^6 \frac{V_{\text{max}}}{W_{\text{dep}}}, \quad (7.2)$$

where $V_{\text{max}}$ is the maximum voltage in (V) of the usually 20 ps wide signals measured. The in (keV) deposited energy of electrons in the SBD is $W_{\text{dep}}$ and given in (MeV) as

$$W_{\text{dep}} = l \rho P_{\text{stop}}, \quad (7.3)$$

where $l$ is the thickness of the diode depletion region in (cm), $\rho$ its density in (g/cm$^3$) and $P_{\text{stop}}$ its stopping power in (MeV cm$^2$/g), which is listed in [97]. Due to the used collimator these electron spectra are furthermore normalized to a solid angle, $\Delta \Omega$, of 0.0785 msrad.

7.3.1.3 Energy Resolution and Detection Threshold

The attainable electron energy resolution, $\Delta W_e$, of this set-up is determined by the dispersion of the electron spectrometer and the diameter of the SBD’s. As a function of electron energy, $W_e$, it varies in between 0.5 and 1 MeV.

The detection threshold of this device shows a strong dependence on the noise level, which is different for any set-up as well as electron energy. To ensure that the signal obtained with the SBD’s is indeed due to electrons and in order to achieve an optimum data acquisition the noise levels for this electron detector were eliminated as follows.

First, sources of electric noise in the data acquisition were suppressed by shielding any electric device. Second, the magnetic field was slowly varied during a measurement over its entire range from 0 to 1.5 T, which changed the obtained signal correspondingly. Third, because SBD’s are also sensitive to bremsstrahlung, thick lead walls next to the collimator as well as around the detectors were set up to suppress stray $\gamma$-rays. Fourth,
because the spectrometer focuses the electron beam but obviously has no influence on
the propagation of γ-rays, a clear distinction between the signal in and out of the
focusing plane can be ascertained. Here, only signals with a signal-to-noise ratio of
better than 25:1 were considered. Finally, 1 cm thick copper pieces were installed
directly in front of the SBD’s. This changed the signals according to the stopping
power in copper. With those precautions the detection threshold of this spectrometer
is for, say, 10 MeV electrons about 100 electrons.

7.3.2 Integrating Current Transformer

To monitor the entire electron bunch charge an Integrating Current Transformer
(ICT) was implemented, which is simply an electric spool the electron beam could pass
through. The ICT inductively couples to the electron beam, which generates a current
that is transformed electronically to a voltage [98].

The ICT used had an internal diameter of 10 cm and was placed 20 cm behind the
gas jet nozzle. It gave unipolar pulses approximately 20 to 30 ns wide, the integral of
which was proportional to the electron bunch charge. Under the conditions of interest,
the pulse height was very linearly dependent on the electron bunch charge, and being
a rapidly measurable quantity on an oscilloscope.

It is noted that a minimum bunch charge of 20 pC is required to obtain an ICT
signal beyond the noise level. In order to prevent any influence of the high-intensity
laser pulse, which would also pass through the ICT, this device was shielded with a
black pasteboard, whose stopping power for low energy electrons has to be taken into
account. Self-explanatory, an ICT is insensitive to bremsstrahlung.

This total charge of the electron beam could also be calculated by the convolution
of the measured electron spectrum and its angular divergence as a function of energy.
How the latter was experimentally obtained will be described in the following.

7.3.3 Radiochromic Film and Copper Stack

In order to obtain furthermore information about the opening cone of the gener-
ated electron beam as a function of its energy, a secondary detector was implemented.
This consisted of a stack of radiochromic film (RCF), which was introduced in Chap-
ter 4.2.2.3, to visualize and copper pieces of various thicknesses to stop the electron
beam. To avoid illumination of the RCF by the laser, this stack was completely shielded
with aluminium wrapping. It was placed on the laser beam axis behind the center of
the gas jet nozzle, like it is indicated in Fig. 7.3.

The traces on the single RCF’s correspond to the opening cone of all electrons,
which had the required minimum energy, $W_{e\text{min}}$, to penetrate the RCF at its position
inside the stack. This energy can be calculated by the above mentioned stopping power
Figure 7.3: Schematic of radiochromic film and copper stack, which was installed behind the gas jet nozzle. The copper pieces (Cu) stopped the electron beam, whose beam envelope was visualized with radiochromic film (RCF). The opening cone of the electron beam as a function of its energy, $\theta_{oc}$, can be obtained by subtraction of the measured opening cone, $\theta_{ex}$, and the calculated scattering angle of electrons propagating through matter, which is described in the text.

of the stack. Analyzing all RCF’s the FWHM of the opening cone of the electron beam as a function of its energy can be reconstructed by subtraction. The energy bin that is resolved with any RCF is determined by $W_{\text{min}}$ and the electron energy to reach the subsequent RCF without penetrating it. This was typically found to be $\pm 0.5$ MeV.

Special attention has to be paid to the scattering of electrons passing through this stack as this increases the measured opening cone of the electron beam. This scattering is described by the theory of Molière in the following.

Theory of Molière

Electrons traversing a medium of thickness $d$ are deflected by many small angle scatters, where most of this deflection is due to Coulomb scattering from nuclei. This scattering angle, $\theta_{sc}$, can be approximated as

$$\theta_{sc} = \frac{13.6\text{MeV}}{\beta c p} \sqrt{\frac{d}{X_0}} \left[ 1 + 0.0038 \ln \left( \frac{d}{X_0} \right) \right],$$

(7.4)

when $p$ and $\beta c$ are the momentum and velocity of the electron and $X_0$ the radiation length of the medium, which is the mean distance over which a high energy electron loses all but $1/e$ of its energy. This radiation length can be estimated as

$$X_0 = \frac{716.4 \text{g cm}^{-2} A}{Z_T (Z_T + 1) \ln(\sqrt{Z_T})},$$

(7.5)

where $A$ is the mass number and $Z_T$ the charge number of matter the electron is passing through [99]. Consequently, the traces on the RCF correspond to the opening cone of
the electron beam and its scattering within this stack. Hence, they need to be corrected for $\theta_{sc}$ in order to obtain the opening con of the electron beam, $\theta_{oc} = \theta_{ex} - \theta_{sc}$.

### 7.3.4 Nuclear Activation Diagnostic

As mentioned in Chapter 4.2.2.3 radiochromic film is sensitive to bremsstrahlung. To ensure that the traces obtained with the above described RCF and copper stack are indeed due to electrons this measurement was verified with secondary ($\gamma, n$) activation of $^{63}\text{Cu}$ and $^{12}\text{C}$. Figure 7.4 indicates this below described nuclear activation diagnostic, which was installed behind the gas jet nozzle.

The electron beam escaping the plasma was incident on a 2 mm thick tantalum slab, which was installed 2 mm behind the gas jet nozzle. Here, a significant part of the electron kinetic energy was converted into hard $\gamma$-rays via the bremsstrahlung mechanism. Subsequently, these photons induced ($\gamma, n$) reactions in copper or coal wedges placed in a circle 22.5 mm behind the converter. To trigger the nuclear reactions given in Tab. 7.2 the incident photon energy must be above the reaction threshold.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$Q$ (MeV)</th>
<th>$\sigma_{max}$ (mb)</th>
<th>$T_{1/2}$ (min)</th>
<th>Decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{63}\text{Cu}(\gamma, n)^{62}\text{Cu}$</td>
<td>9.7</td>
<td>75</td>
<td>9.7</td>
<td>$\beta^+$</td>
</tr>
<tr>
<td>$^{12}\text{C}(\gamma, n)^{11}\text{C}$</td>
<td>18.7</td>
<td>9</td>
<td>20.4</td>
<td>$\beta^+$</td>
</tr>
</tbody>
</table>

Table 7.2: Nuclear reactions used. The reaction threshold is $Q$, the peak cross section $\sigma_{max}$ and the half-life of the reaction product $T_{1/2}$.
energies, \( Q \). Consequently, this diagnostic is solely sensitive to the higher energy part of the \( \gamma \)-spectrum. The angular distribution of such \( \gamma \)-rays was obtained from the relative activity of the copper and coal wedges and can be correlated with the initial electron distribution by simulations with the Monte Carlo code GEANT [100]. Since the dimensions of the wedges used were 4 by 10 by 10 mm an angular resolution, \( \Delta \theta \), of about 5\(^\circ\) was obtained.

It is noted that this tantalum converter is not sufficient to stop electrons with an energy beyond 11 MeV. However, in [48] it was found for the same experimental set-up that the photon yield of electrons beyond 11 MeV, which was generated directly in the copper or coal wedges is by about one order of magnitude lower than the yield generated in the tantalum slab.

The \( \beta^+ \) decay of the activated \( ^{63}\text{Cu} \) and \( ^{12}\text{C} \) was measured by standard coincidence techniques in which the simultaneous detection of two counterpropagating 511 keV photons is taken to be due to the annihilation of the positron inside the target. In order to minimize the relative error of this measurement, up to 75 laser shots were accumulated on the same activation targets. Hence, the simultaneous decay during this activation has to be taken into account. Since furthermore only one coincidence detector was available for the measurement of the decay of up to nine of these wedges their initial activity has to be corrected for the different times of their measurements.

### 7.3.4.1 Accumulated Measurement

An activation process induced by numerous laser shots over a time scale which is comparable to the half-life of the reaction product, \( T_{1/2} \), has to be corrected for the simultaneous decay of the activation target. This can be described as a function of time, \( t \), by

\[
dN = \dot{Q} dt - \lambda N dt,
\]

where \( N \) is the number of activated nuclei, \( \dot{Q} \) the activation rate and \( \lambda \) the decay constant, \( \ln 2 T_{1/2}^{-1} \). Self-explanatory, the same accounts for the counting rate, \( \dot{z} \). If the activation process ends after a time \( T \) solely the usual exponential decay occurs for \( t > T \). Hence,

\[
\dot{z}(t) = \dot{z}_\infty \left(1 - \exp(-\lambda T)\right) \exp \left(-\lambda(t - T)\right).
\]

Since after a certain time of activation the decay matches the activation rate, only a limited counting rate can be ideally achieved, \( \dot{z}_\infty \). Assuming that the subsequent measurement of the radioactive decay starts at \( t_1 \), ends at \( t_2 \) and gave \( z_M \) counts this leads to
\[ 
\dot{z}_\infty = \frac{\lambda z_M}{1 - \exp \left( -\lambda T \right)} \cdot \frac{1}{\exp \left( -\lambda(t_1 - T) \right) - \exp \left( -\lambda(t_2 - T) \right)}. \]  

(7.8)

Therefore, following this formalism activation processes induced by various number of laser shots and the measurement of several activated targets at different times can nevertheless be compared.

### 7.3.5 Emittance Diagnostics

One of the aforementioned aims of this experiment was to improve the electron beam quality. This quality is in accelerator physics commonly described by the emittance, which is the area of electron beam distribution in phase space. Since this quantity is according to Liouville’s theorem a constant in an isolated volume element it is crucial for any electron source of interest.

#### 7.3.5.1 Liouville’s Theorem

Fundamental to all electron beam quantities is the 6D particle distribution function of the coordinates, \( \vec{r} \), and momenta, \( \vec{p} = \gamma \beta m_e c \), given as

\[ \Pi(\vec{r}, \vec{p}) \equiv \Pi(x, y, z, px, py, pz), \]  

(7.9)

which, physically, is simply the probability of finding a particle at point \( (\vec{r}, \vec{p}) \). This distribution is normalized in the 6D phase space, and, as expected, yields the total charge in the distribution. Its continuity equation reduces for Hamiltonian systems to

\[ \frac{d\Pi}{dt} = 0, \]  

(7.10)

which is the statement that the probability density is a constant for a conservative system. This is commonly known as Liouville’s theorem.

#### 7.3.5.2 RMS Emittance

The full probability distribution in \( \Pi \) is rather unwieldy theoretically and at present experimentally inaccessible, motivating a wide variety of abstracted parameters. Least ambiguous of the parameters employed is the vertical 2D sigma matrix,

\[ \Sigma_x = \begin{bmatrix} \langle xx \rangle & \langle xx' \rangle \\ \langle xx' \rangle & \langle x'x' \rangle \end{bmatrix} = \varepsilon_g \begin{bmatrix} \beta & -\alpha \\ -\alpha & \gamma \end{bmatrix}, \]
which correlates between the coordinates, $x$, and momenta, $x'$. The quantities in the second matrix are the Courant-Snyder ellipse parameters already well known to the scientific community, whereas $\varepsilon_g$ is the geometrical emittance of this beam distribution [101]. These parameters are implemented for the definition of the normalized vertical root-mean-square (RMS) emittance, $\varepsilon_{n,x}^{RMS}$, given as

$$
\varepsilon_{n,x}^{RMS} = \beta \gamma \sqrt{\langle x^2 \rangle \langle (x')^2 \rangle - \langle xx' \rangle^2},
$$

where $\beta$ and $\gamma$ are the usual relativistic electron parameters.

### 7.3.5.3 Pepper-Pot Method

Experimentally accessible is the emittance by the implementation of the “pepper-pot” method. The experimental set-up used as well as the formalism to derive the electron beam emittance from such data will be described in the following.

**Experimental Set-up**

The emittance of an electron beam is usually normalized to its relativistic electron parameters, $\beta$ and $\gamma$. As the energy spectrum of the electron source generated in this experiment is expected to be broad the single electron energies need to be dispersed. This was achieved by implementing a secondary magnet, which was installed directly behind the gas jet nozzle, like it is indicated in Fig. 7.5.

Electrons could enter this non-focusing magnet of 5 cm in diameter through two different stainless steel collimators, which resulted in solid angles of 300 and 500 msrad. These collimators served to obtain a reasonable energy resolution whilst taking into account the opening cone as well as the halo of the electron beam. It is additionally

**Figure 7.5:** Schematic of pepper-pot measurement. The electron beam generated in the gas jet subsequently passed a collimator (a) and entered a magnetic field (b). The dispersed electron beam could partially pass through the holes of a pepper-pot mask (c) and leave traces on RCF installed behind it (d).
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Figure 7.6: Cross section of a beamlet passing through a pinhole of the pepper-pot mask. Descriptions are given in the text.

noted that the separation of the pole pieces of this magnet was sufficient not to cut any part of the electron beam envelope. Hence, single electron energy bins could be regarded separately.

Since the emittance can be seen as the area of the electron divergence distribution as a function of position within the beam envelope, the electron beam envelope was partially masked, solely permitting single electron beamlets at a defined position to pass through \((750 \pm 100) \, \mu m\) holes, like it is indicated in Fig. 7.6. Such an arrangement is known as a “pepper-pot.” Here, lead plates of varying thicknesses were implemented, which were sufficient to stop electrons at the regarded energy bins. These masks were fixed directly next to the magnet and were displaced vertically along the \(x\)-axis with a stepping motor and a 5 \(\mu m\) precision, which enabled to scan the entire electron beam envelope. For any of the pepper-pot mask positions, 150 shots were performed.

The electron beam passing through these holes was visualized at various distances behind the mask with RCF, which has a spatial resolution below 10 \(\mu m\) [79] and which was scanned with the same resolution directly after the experiment. To avoid illumination of the RCF by the laser beam it was shielded with aluminum wrapping. Scattering of electrons within these thin foils of 25 \(\mu m\) thickness can be corrected as it was presented above in Chapter 7.3.3. It is noted that the influence of bremsstrahlung, which resulted in a low and homogenous background on the exposed film, could be easily distinguished by the clear electron traces on the RCF.

The emittance was only determined in the \(x\)-axis, i.e., perpendicular to the floor of the experimental hall, since any other direction would be corrupted by the large energy spread of the electron beam.

Calculation of Emittance

The area and the shape of the electron beam in phase space is calculated through measurements of the position and size of the beam spots. Figure 7.6 shows a schematic
cross section which depicts a beamlet passing through such a pinhole, drifting a distance $L$ and striking the RCF. The inclination of the dashed line, which connects between the pinhole center, $S$, and the beam spot center, $S_z$, permits to derive the spread of the divergent angle of the beam, $\Delta x'$, which is simply due to the transformation of the phase space along the electron propagation axis from the pepper-pot mask to the RCF. Consequently, the relation

$$D_z = x_{max} - x_{min}$$

$$= DS_z + L\triangle x'.$$

can be found. From the measured values for $D, D_z, L$ and $S_z/S$ it is therefore possible to determine $\Delta x'$. Tracing the latter as a function of the position within the beam envelope, $\Delta x'(x)$, the vertical beam emittance in ($\pi \text{ mm mrad}$) is obtained as $1/\pi$ times this phase space area [102].

In the analysis, the peak on the $x$-axis of the scanned RCF was regarded as the center of the electron beam, whilst $D_z$ was the standard deviation of the Gaussian fit of the measured traces. The error in $\Delta x'$ was determined by the accuracies of $D_z, DS_z/S$ and $L$ and was typically of the order of 20 %.

Detection Limits

Ideally, the emittance is the distribution of all electrons in phase-space. However, single electrons can not be measured with RCF, since its sensitometric response is limited, as can be seen in Fig. 7.7. Thus, it is important to compare the measured

![Figure 7.7: Sensitometric response of MD55 radiochromic film [79].](image-url)
optical density of the scanned RCF to the computed number of accelerated electrons in the energy bin of interest. This permits to determine the fraction of the detected electrons and deciphers the importance of the electron beam halo.
Chapter 8

Experimental Results and Simulations

In the following the results on the electron beam characterization will be presented, whereas the electron energy gain as well as the electron beam quality will be regarded in detail. Comparison with the transmitted laser beam as well as 3D Particle-In-Cell simulations indicate that the interaction occurred in a new acceleration regime, which will finally be termed “Forced Laser Wakefield.”

8.1 Electron Spectra and Yield

8.1.1 Experimental Result

The resulting electron spectrum for a neutral plasma electron density, $n_e$, of $2.5 \times 10^{19}$ cm$^{-3}$ is shown in Fig. 8.1. Although it is possible to fit to the lower energy

![Electron Energy Spectrum](image)

**Figure 8.1:** Electron energy spectra for neutral plasma electron densities of 2.5 (squares) and $6 \times 10^{19}$ cm$^{-3}$ (light circles) and a laser irradiance of $3 \times 10^{18}$ W/cm$^2$. An effective longitudinal electron temperature of $(18 \pm 1)$ MeV is obtained from the exponential fit for electrons of less than 130 MeV (continuous line). A total beam charge of about 5 nC was obtained.
electrons a relativistic Maxwell-Jüttner distribution, which results in an electron temperature of \((18 \pm 1)\) MeV for electrons of less than 130 MeV, this description is not adequate to describe the higher energy electrons. A significant number of electrons exist in a “hot tail” that extends beyond 200 MeV. At this electron density the cold wavebreaking limit, \(E_{WB}\), is \(3.8 E_{\text{max}}\), and the maximum energy that an electron can gain in relativistic plasma waves at such an amplitude is slightly greater than 250 MeV. This indicates that the relativistic plasma wave excited by the short laser pulse does indeed reach an amplitude close to the wavebreaking limit, which is consistent with the absence of thermal effects in this regime.

At a higher electron density of \(6 \times 10^{19}\) cm\(^{-3}\), similar spectra have been observed in yield and temperature, but without the hot tail as it is also indicated in Fig. 8.1. The plateau extending to 200 MeV has only been obtained for densities between 2.5 and \(4.7 \times 10^{19}\) cm\(^{-3}\).

The total beam charge was determined to be about 5 nC and showed little dependence on the neutral plasma electron density. This indicates that the spectra shown in Fig. 8.1 are mainly dominated by low energy electrons.

### 8.1.2 Comparison with 3D PIC Simulation

The numerical modelling of these electron spectra was done using the 3D Particle-in-cell (PIC) code CALDER. This code includes a “moving window” capability, i.e., the simulation box moves with the laser pulse, thus enabling simulations with realistic parameters to be carried out, such as a 15 \(\mu\)m focal waist and a 1 mm long plasma at a density of 1.2 \% \(n_c\). This calculation features more than \(6 \times 10^8\) electrons and as many ions moving through a mesh with \(1.5 \times 10^8\) cells. It was run on 500 nodes of the TERA supercomputer at CEA/DIF.

The laser pulse is injected into the plasma as a 30 fs FWHM Gaussian pulse with a peak irradiance of \(3.5 \times 10^{18}\) W/cm\(^2\). The simulation indicates that strong transverse self-focusing takes place in less than 300 \(\mu\)m inside the plasma, resulting in an order of magnitude increase in the pulse intensity. The strong ponderomotive force of this “light bullet” pushes electrons out of its path, driving a large plasma wave in the wake of the pulse, as it is shown exemplary in Fig. 8.2.

After 210 \(\mu\)m, the electron density modulation and wake field have a relatively regular structure, with a maximum electric field of \(1 E_{WB}\), or 430 GV/m as it is shown in Fig. 8.3. This is a factor of 4 below the wavebreaking limit at this density. Some electrons have already been accelerated in this field to a maximum energy of 20 MeV.

As it can already be seen in Fig. 8.2, in the next 350 \(\mu\)m of propagation, the plasma wake and electron density evolve markedly. A large concentration of electrons is observed on axis, one half plasma period behind the laser pulse, resulting in a density increase much larger than the background plasma density, \(\delta n_e/n_e \gg 1\). The wakefield
amplitude grows close to the wavebreaking limit, reaching $3.2 \, E_{WB}$, or close to $1.4 \, \text{TV/m}$, as it is also indicated in Fig. 8.3.

The maximum electron energy rapidly increases, reaching $235 \, \text{MeV}$ after $560 \, \mu\text{m}$ of propagation in the plasma. Most of the accelerated electrons are located between $550$ and $560 \, \mu\text{m}$, in the density dip created by the pulse. The electron spectrum does not evolve substantially later on. The guided pulse propagation is sustained until the end of the simulation, at $900 \, \mu\text{m}$, but the plasma wave loses some of its coherence, and its

![Figure 8.3: Electron density cuts along the vertical laser plane and electric fields along the laser axis after propagation through 210 \,\mu\text{m} (\text{(A) and (B)}) and 560 \,\mu\text{m} (\text{(C) and (D)})). In (C), the density scale has been truncated to $0.06 \, n_c$, which is five times the background density. In (D), the on-axis electric field of the plasma wave almost reaches the wavebreaking value of $4 \, E_{WB}$.](image)
Figure 8.4: Calculated electron energy distribution after propagating 900 µm through the plasma. This spectrum is measured inside a 2° half-angle cone along the laser axis, which is the angular resolution of the code diagnostic.

The energy distribution of electrons along the laser direction at this point shown in Fig. 8.4 is essentially identical to the spectrum at 560 µm. Counting all the particles above 1.25 MeV, an average electron energy of 11 MeV, a total beam energy of 6.4 mJ, i.e. slightly more than 1 % of the incident laser energy, and a beam charge of 0.6 nC is obtained. The difference between the measured and computed beam charge reflects the low energy electron contribution to the ICT measurement. Interestingly, the most energetic electrons are found to have a greater relative transverse component of their momenta. This is because, as they “out-run” the plasma wave, they are no longer influenced by its focusing effect, and so can gain transverse momentum from radial electrostatic and electromagnetic fields.

Finally, it is worth noting that although 2D PIC simulations qualitatively show the same phenomena, they fail to correctly describe the self-focusing of the laser pulse and the maximum electron energy. All attempts to model this experiment with 2D simulations show a deficit by more than 50 MeV in the maximum electron energy, which was experimentally observed to be greater than 200 MeV.

In conclusion, consistent with other results [103], this 3D simulation clearly indicates that relativistic plasma waves can be efficiently driven to wavebreaking in a regime where the pulse length is of the order of the plasma period, i.e., where the resonance condition for classical wakefield acceleration is not met. Obviously, this can be experimentally demonstrated by measurements of the transmitted laser beam, since this can not show any signature of laser energy cascading to satellites frequencies, as it is known from the SMLWF regime.
8.2 Transmitted Laser Beam

The transmitted laser intensity in vacuum and plasma for shots at full laser energy and a plasma electron density of $2.7 \times 10^{19}$ cm$^{-3}$ is presented in Fig. 8.5. Their FWHM is obtained from a Gaussian fit and reveals the initial pulse spectrum to be 33 nm whereas the plasma-distorted pulse is 48 nm. Hence, the transmitted spectrum got broader.

As it was observed in the 3D PIC simulation, the front of the laser pulse pushes electrons forward, while the rear propagates in the density depression of the plasma wave. Consequently, the back of the pulse propagates faster, $v_{gb}$, than its front, $v_{gf}$, compressing it to an optical shock. Formally, this change in pulse length, $\Delta c\tau_0$, was in [104] expressed as

$$\Delta c\tau_0 = (v_{gf} - v_{gb})\Delta ct$$

$$= \approx -\frac{\omega_p^2}{\omega_L^2} \delta \Delta ct. \quad (8.1)$$

The resulting amplification of the ultra-short pulse, in particular the formation of an extremely sharp leading edge, can drive a plasma wave beyond its wavebreaking limit. In this case, there can be no spectral cascading of laser energy, and the only signature in the transmitted laser spectra will be a broadening of the driver laser frequency bandwidth, which can indeed be seen in Fig. 8.5.

![Figure 8.5: Normalized transmitted laser spectra in vacuum (squares) and in the plasma (light circles) for shots at full laser energy with an irradiance of $3 \times 10^{18}$ W/cm$^2$ and a plasma electron density of $2.7 \times 10^{19}$ cm$^{-3}$. Note, the broadening of the spectrum.](image-url)
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Figure 8.6: FWHM of the angular distribution of the electron beam as measured with the RCF and copper stack. Multiple scattering of the electrons inside this stack and superposition of the individual signals have been corrected.

8.3 Electron Angular Divergence

8.3.1 Measurement with RCF and Copper Stack

The FWHM of the angular distribution of the electron beam as a function of energy is shown in Fig. 8.6. Interestingly, the high energy part of the beam is observed to be well collimated, whereas the low energy electrons are accelerated in a much broader cone in the forward direction. These traces on the RCF indicate a Gaussian electron beam profile, which is in good agreement with the numerical modelling, as it predicts a FWHM of 4° for 30 MeV electrons. However, there is a disagreement for electrons with an energy below 20 MeV, which appear in the 3D PIC simulation to be better collimated than the experiment revealed. This is likely to be due to the “moving window” capability of the code CALDER, which only considers the laser plasma interaction within the laser pulse length, \( c\tau_0 \). Thus, electrons and their movement way behind the laser pulse are neglected. However, it might still be possible that these electrons are accelerated to some MeV. Another possibility might be that the modelling of this interaction is limited to a fraction, \( w_0 \), of the laser focal spot \([105]\).

It is noted that this angular distribution measurement solely extends to an energy of up to 37 MeV as it was accumulated over several laser shots. As RCF has a limited sensitivity and as bremsstrahlung generated in this stack induced (\( \gamma, n \)) reactions and, consequently, radioactive nuclei in the single copper pieces, radiation protection had to be obeyed, which limited the number of possibly accumulated shots. However, such an activity is wanted for the following activation measurements.
8.4. Emittance

Figure 8.7: Angular electron distribution measured by the nuclear activation of $^{63}$Cu, which has a $(\gamma, n)$ threshold of 9.7 MeV. The FWHM of $(18 \pm 1)^{\circ}$ is obtained from a Gaussian fit.

8.3.2 Activation Measurement

This observation of the collimation of the electron beam as a function of its energy is in qualitative agreement with $(\gamma, n)$ activation of copper and coal wedges, which were installed in a circle behind the gas jet nozzle and a tantalum converter.

Figure 8.7 shows the measured relative $^{62}$Cu activity of the used copper wedges. Assuming a Gaussian angular distribution for the electron beam and bremsstrahlung, which is supported by the data obtained with radiochromic film, the FWHM of the angular distribution beyond 9.7 MeV was measured to be $(16 \pm 1)^{\circ}$. Performing the same measurement with $^{12}$C instead, which has a reaction threshold of 18.7 MeV, revealed a FWHM of $(10 \pm 1)^{\circ}$. This compares favorably with the data shown in Fig. 8.6 and the 3D PIC simulation.

It is noted that the nuclear activation measurement presented here is a qualitative comparison only, since the measured angular distribution of the $\gamma$-spectrum was not correlated with the initial electron spectrum. However, it supports clearly all of the obtained results.

8.4 Emittance

This low angular distribution of the electron beam might also conjecture a low emittance, which was experimentally and numerically determined with the pepper-pot method.
Figure 8.8: Spread of the divergent angle, $\Delta x'$, versus pinhole position, $x$, for $(54.9 \pm 2)$ MeV electrons. The dots mark the maximum of the error bars. The normalized emittance is calculated from this plot to be $(2.7 \pm 0.9) \pi \text{ mm mrad}$ for xx % of the total beam charge in this energy bin.

8.4.1 Measurement with Pepper-Pot Diagnostic

Figure 8.8 shows the experimentally determined spread of the electron beam divergent angle, $\Delta x'$, versus the height of the pepper-pot mask, $x$, relative to the center of the laser beam axis for $(54.9 \pm 2)$ MeV electrons. Normalizing the area of this distribution to the relativistic electron beam parameters, $\beta$ and $\gamma$, allows to derive the vertical normalized emittance, $\epsilon_{n,x}$, which is here found to be $(2.7 \pm 0.9) \pi \text{ mm mrad}$. Tracing these values in Fig. 8.9 for a wide range of electron energies it was obtained that the emittance decreases for increasing electron energies, similar to the result obtained with the RCF and copper stack.

However, and as it was mentioned in Chapter 7.3.5.3, it is important to understand which dynamical range was underlying this measurement, i.e., how many of all the electrons within the investigated energy bin were actually detected. This crucial aspect was deciphered with numerical calculations for the 2D phase space.

8.4.2 Comparison with Numerical Modelling

This numerical modelling of the electron beam emittance is still under consideration. Unfortunately, the final 3D simulations were not done before the deadline to hand in this manuscript. Hence, I will send this subchapter on the results directly to you asap.

They will then include

• calculated phase space for single electron beam energies
8.5 Bunch Length Calculations

As for this experiment the laser pulse duration, $c\tau_0$, was of the order of the plasma wavelength, $\lambda_p$, the self-modulation of the laser envelope as the acceleration mechanism is ruled out. Due to this short laser pulse duration one might conjecture that only a single electron bunch is accelerated, with a bunch duration of the order of tens of fs. This was evaluated with 3D kinetic simulation with the PIC code CALDER.

As the plasma wave generated in this experiment suffered strong wavebreaking and accelerated electrons up to 200 MeV, it is also rapidly damped after its first accelerating extremum. As a result these simulations showed that there is little or no wavebreaking for the plasma wave oscillations behind the first extremum, so that the hot electron population is very localized in space.
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After 320 µm inside the plasma, electrons above 30 MeV are all concentrated in a bunch less than 5 µm (17 fs) long, as it can be seen in Fig. 8.10. At 550 µm, the next two plasma wavelengths have also accelerated electrons above 30 MeV, so that the 30-plus MeV bunch now extends over roughly 25 µm. However, only in the first plasma wavelength are electrons accelerated above 50 MeV. The 50-plus MeV bunch duration at that point is less than 10 µm (33 fs). At 910 µm, it has spread somewhat more, but still extends over less than 20 µm (67 fs). This bunch lengthening cannot be explained by time-of-flight arguments: The spread between free-streaming 400 $m_e c$ and 100 $m_e c$ electrons over that distance only accounts for $2 \times 10^{-2}$ µm. Actually, it results from the propagation speed difference between the energetic electrons, travelling very close to the speed of light, $c$, and the accelerating structure, moving at 0.97$c$. Electrons accelerated inside the wake plasma wave, behind the laser pulse, progressively catch up with it and eventually preceed it, so that the bunch duration grows as it propagates. Hence, it appears that in the FLWF regime only one spatially very localized electron bunch is generated, which is a severe difference to the SMLWF scheme.

In conclusion, the experimental results and their numerical modelling have shown that in the newly described “Forced Laser Wakefield” regime electrons can be efficiently accelerated beyond an energy of 200 MeV. Since it appears that only one cycle of the plasma wave was driven to wavebreaking, one might conjecture that a single high energy electron bunch is generated. Interestingly, this electron bunch is highly collimated and can be characterized by an emittance which is indeed comparable to accelerators’. This makes the FLWF scheme potentially valuable, which is why it will be discussed in detail in the following chapter. Subsequently, several interesting and unique applications will be suggested.
Chapter 9

Forced Laser Wakefield Regime

In the previous chapter experimental and numerical evidence was presented, which clearly indicate that relativistic plasma waves can be efficiently driven to wavebreaking, even though the resonance condition for classical wakefield acceleration is not met. Reducing the laser pulse length to $\tau_0 \sim 2\pi \omega_p^{-1}$, decreasing the laser energy by more than a factor of 25 compared to the above mentioned experiments in the SMLWF regime, and, thus, retaining a similar laser power also leads to wavebreaking, i.e., the generation of an energetic electron beam. This new regime is termed “Forced Laser Wakefield” (FLWF).

Here, a combination of laser beam self-focusing, front edge laser pulse steepening and relativistic lengthening of the plasma wave wavelength can result in a forced growth of the wakefield plasma wave, even for initially non-resonant laser pulses, $\tau_0 \neq \pi \omega_p^{-1}$. Since in the FLWF regime the interaction of the bunch of accelerated electrons and the plasma wave with the laser is reduced, this can yield higher electron energy gains beyond 200 MeV as well as better beam quality.

Indeed the maximum energy of detected electrons is significantly greater, suggesting the growth of plasma waves with peak amplitude greater than the initial plasma density. Because in this regime, the interaction of the plasma wave and the electrons trapped by it with the laser pulse is minimized, the electron beam is found to have improved quality compared to that produced in the SMLWF regime. Also improved is the shot-to-shot variation, although the electron charge for a given energy does typically vary by a factor 2 to 3. This is a considerable improvement on the SMLWF experiments where this can be greater than an order of magnitude [106]. This is likely to be because the FLWF is less dependent on fast growth of instabilities from noise sources, as it was shown in Chapter 2.2.1.1.

Transmitted laser spectra in the FLWF regime solely show their broadening and, noticeably, a complete absence of satellites. Evidently the pulse is not modulated at the plasma frequency, though it is likely to have experienced a compression. This might be due to the nonlinear interaction of the rising edge of the pulse with the plasma wake pushed in front of the laser pulse by its ponderomotive force. The growing plasma wave retards the very front of the laser pulse so compressing it. This optical compression in conjecture with the nonlinear wavelength increase of the plasma wave as the amplitude increases can result in a highly efficient growth of the plasma wave even in the case where the laser pulse length is initially longer than the plasma period.
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The main features of this nonlinear wakefield generation by such an ultra short pulse are demonstrated through the use of PIC simulations. Using the code OSIRIS with the experimental parameters, though generating a large amplitude wakefield in a 1D description, never exhibits wavebreaking [107]. Additionally a measurable amount of light is trapped in front of the sharp edge and is gradually redshifted as it loses energy to the plasma wave. Experimentally, there is no appreciable redshifted component to the transmitted light. Indeed the whole pulse appears to be blueshifted.

In the 3D simulations presented earlier, despite being in the short pulse regime, $\tau_0 \sim 2\pi \omega_p^{-1}$, self-focusing of the laser energy is observed. This can explain how the intensity can be sufficiently high for an impulsive plasma wave growth to wavebreaking amplitude, despite the fact that neither the initial laser intensity nor the observed pulse compression are sufficiently large. At lower densities, including at the wakefield resonant density, $\tau_0 = \pi \omega_p^{-1}$, no accelerated electrons are observed at all. This is a subtle difference between the FLWF and nonlinear wakefield regimes. Without self-focusing, no wavebreaking is observed, but this can only happen if the laser pulse length is not below $\pi \omega_p^{-1}$. But if there is self-focusing then pulse erosion takes place, which can allow efficient wake generation. Since the very front of the laser pulse is not self-focused, the erosion will be more severe, explaining why the redshifted edge seen in the 1D simulations is not observed in the experiment. In fact, ionization, which is not included in this model, further enhances this effect by increasing diffraction of the front of the pulse. The wake then is mostly formed by this fast rising edge, and the back of the pulse has little interaction with the relativistic longitudinal oscillation of the plasma wave electrons. Indeed the increase of plasma wave wavelength due to relativistic effects means that the breaking and accelerating peak of the plasma wave sits behind most, if not all, of the laser pulse. Hence, its interaction and that of the accelerated electrons with the laser pulse is minimized, thus reducing possible emittance growth.

Also observed in the 3D simulations is that the radial plasma wave oscillations interact coherently with the longitudinal field, so enhancing the peak amplitude of the plasma wave. This coupled with the aforementioned strong self-focusing are ingredients absent from 1D treatment of this interaction. Even in 2D simulation, it is not possible to observe electrons beyond 200 MeV, as measured in the experiment, since except in 3D simulations, both the radial plasma wave enhancement and self-focusing effects are underestimated. Hence it is only in 3D simulations that $E_{WB}$ can be reached. That such large electric fields are generated, demonstrates another important difference between the FLWF and SMLWF regimes, since in the latter, plasma heating by instabilities limits the accelerating field to an order of magnitude below the wavebreaking limit.
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Applications and Conclusions

In this chapter possible applications of this unique electron source will be regarded. Its direct implementation as an injector for contemporary accelerator physics will be discussed, as well as an example for its use in current quests in radiation chemistry. Additionally, its feasibility to generate secondary X-rays via the channelling effect and Thomson scattering will be examined.

10.1 Electron Source

10.1.1 Injector for Conventional Accelerators

Conventional accelerators typically provide energetic electron bunches with a pulse duration in the ps order and an energy resolution, $\Delta W_e/W_e$, of less than $10^{-3}$. To achieve these performances, such devices are precisely designed and, hence, for a fixed electron energy only.

Even though this high energy resolution is not met in the FWLF scheme, it enables to select an arbitrary energy bin out of the entire spectrum of up to 200 MeV. As it was shown in Chapter 8, this can deliver low emittance, ultra short and single electron bunches. A possible set-up for this approach is presented in Fig. 10.1, where a magnetic

Figure 10.1: Possible configuration to use the FLWF as an injector for accelerators. The electron beam escaping the gas jet (a) is dispersed in a magnetic field (b) and focused with solenoids (c) before injection or transport to an experiment.
field behind the gas jet disperses the single electron energies. Additional solenoids and further electron beam optics can be implemented to adapt the beam envelope before injection or transport to an experiment. Hence, this laser produced electron source allows to make experiments over a wide range of electron energies.

10.1.1.1 Bunch Charge

It is essential to know which electron bunch charges can be obtained per laser shot by selecting one arbitrary energy bin out of the entire spectrum. Figure 10.2 shows the convolution of the measured electron yield and its angular distribution presented above in Chapter 8. As can be seen the bunch charge of high energy electrons does not compare so far to accelerators’, which typically operate at several pC and even nC. Additionally, peak electron currents of about 10 A for 45 MeV electrons are not competitive, even though this quantity is favored by the ultra short bunches.

However, simulations for a 12 J, 33 fs laser pulse interacting with an underdense plasma suggest that a large beam charge increase could be obtained in an improved mode of the FLWF regime, where the laser pulse is substantially shorter than the plasma wavelength and propagates inside a solitary plasma cavity [103]. In this case, the distribution of the accelerated electrons is no longer Maxwellian but shows a clear peak with charges as high as, say, 5 nC at (300 ± 25) MeV.

Up to now, this “broken wave” regime cannot be experimentally verified, since such challenging laser systems do not currently exist. Nevertheless, they are already today an issue for laser development.

Figure 10.2: Bunch charge spectrum obtained in the FLWF regime. This spectrum ends at 37 MeV as this was the experimental limit of detection for the opening cone of the electron beam.
10.1.1.2 Benefits and Discussion

Obviously, the FLWF shows some flexibility in terms of the experimentally required electron energy. The simple implementation of a magnet yields low emittance and ultra short electron bunches over a wide range of energies – a feature usually not possible at conventional accelerators. Additionally, and in contrast to the SMLWF scheme, the FLWF delivers a single electron bunch, which might be easier to inject and synchronize with today’s radio frequency cavities. Finally, it was already demonstrated that there are no theoretical limits to increase the peak current of high energy electrons, which might make this compact and tunable electron source an alternative for high energy injectors.

However, it must also be noted that this approach suffers from a large background, when only small fractions out of the broad energy spectrum with a total charge of 5 nC are selected. Dumping an important part of this electron beam in a Faraday cup consequently leads to bremsstrahlung, which might be a concern for experimental data acquisition as well as radioprotection.

In contrast, if a high energy resolution is not required for an experiment, such a laser produced electron source clearly benefits from its ultra short bunches, which permit to carry out pump-probe experiments with a sub-ps temporal resolution. In the following such an experiment in ultra rapid chemistry will be briefly presented.

10.1.2 Ultra Fast Radiation Chemistry

Radiation chemistry deals with damages of ionizing radiation on chemical and biological media, e.g., the energy transfer of energetic electron pulses to water molecules. Here, their physicochemical interaction concerns electron ejection, thermalization, hydration and the ultra fast positive hole reaction (H$_2$O$^+$) with adjacent water molecules. Such studies are nowadays routinely carried out on conventional photo-injectors, which operate with electron bunch lengths of several tens of ps [108].

10.1.2.1 Interest

However, these devices limit the real-time experimental observation of such ultra rapid radiolytic events, whose domain of research was recently termed “Fentolysis” [109], as, e.g., the positive hole reaction is assumed to occur in less than 100 fs [110]. Here, the ionization induced by an energetic electron yields hydrated electrons (e$^{-}$aq), strong oxidants (OH radicals), hydronium ions (hydrated protons, H$_3$O$^+$) as well as molecular products, such as H$_2$ and H$_2$O$_2$. These secondary, hydrated electrons, e$^{-}$aq, correspond to an excess electron stabilized by several water molecules. Due to partial recombination with their OH$^-$ and H$_3$O$^+$ neighbors in nascent confined spaces (spurs), their escape probability can be significantly influenced on the sub-ps time scale:
Continuous experimental and theoretical efforts are directed towards understanding these elementary physicochemical properties [111, 112]. As the quantum character of this molecular hydrogen precursor greatly determines oxidoreduction reactions in irradiated water, the early fate of hydrated electrons in nascent spurs is of particular relevance. However, it has never been observed in real time, and, up to now, its best estimates of radiolytic events are in the 30 to 100 ps range [113].

Obviously, electrons produced by relativistic laser plasma interactions could serve for these studies, since their bunch length is of the order of the laser pulse length, as it was mentioned above. Thus, implementing a 30 fs FWHM laser, a sub-ps time resolution could be experimentally obtained, which could lead to a better understanding of such ultra rapid physicochemical events.

10.1.2.2 Pump-Probe Experiment

Experimentally accessible is the generation of these hydrated electrons in water, \(e_{aq}^-\), due to their \(1s \rightarrow 2p\) transition, which results in the absorption of light with a wavelength, \(\lambda_L\), of 820 nm. Hence, the benefit that laser produced ultra short electron bunches are additionally synchronized with laser pulses, permits to carry out a pump-probe experiment, like it is indicated in Fig. 10.3.

This experiment was performed on the aforementioned “salle jaune” laser, operating at 10 Hz and a wavelength, \(\lambda_L\), of 820 nm. The laser delivered on target energies of 960

**Figure 10.3:** Sketch of experimental set-up for Femtolysis experiment. The pump laser beam generated electrons in a gas jet \((a)\). To suppress the influence of electrons below an energy of 2.5 MeV, a 1 mm thick copper piece was used as a filter \((b)\). Subsequently, the electron pulse passed through a suprasil cell containing pure liquid water \((c)\). Their interaction was probed with 30 fs FWHM laser pulses under 90\(^\circ\), whose transmission was recorded onto a 18-bit CCD camera \((d)\).
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Figure 10.4: Electron spectrum for Femtolysis experiment, which was measured in the same way as described in Chapter 7.3.

mJ in 30 fs FWHM laser pulses. The pump laser beam was focused with a $f/6$ off-axis parabolic mirror onto the sharp edge of a 2 mm diameter supersonic helium gas jet. The laser distribution at full energy in the focal plane was a Gaussian with a waist, $w_0$, of 6 $\mu$m containing 50% of the total laser energy. This produced vacuum-focused intensities on the order of $2.7 \times 10^{19}$ W/cm$^2$. The initial plasma electron densities was about $1 \times 10^{20}$ cm$^{-3}$, which was achieved by changing the backing pressure on the gas jet. The hereof generated electron beam was characterized in precisely the same way as described in Chapter 7.3.

As can be seen in Fig. 10.4, these deliberately chosen experimental parameters resulted in a maximum electron energy of up to 15 MeV. This is of particular interest since the stopping power in water for this energy range does not show any great dependance on electron energy. Consequently, this simplifies the subsequent analysis.

It is evident, that these experimental parameters did not meet the aforementioned conditions for the FLWF regime. However, the in this SMLWF scheme generated ultra short train of electron bunches did not affect the investigation carried out in this study. Note, that the aim of the work presented here is to elucidate the unique temporal benefits of laser produced electron bunches, which are synchronized with laser pulses.

The probe laser beam, also at a wavelength of 820 nm and a FWHM pulse length of 30 fs, was not focused and had therefore an energy flux below $10^{-3}$ J cm$^{-2}$. This precaution avoided any excitation of the water sample. Synchronization of the pump and the probe laser beam with a 30 fs precision was achieved by shadowgraphy of the plasma created by the pump laser beam in the gas jet. This arrangement resulted in a very accurate synchronization and was free of any jitter.
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Figure 10.5: Short-time dependence of measured optical density magnitude at 820 nm for the irradiation of pure liquid water at 294 K with a sub-ps electron beam (circles). An instrumental response is determined with two Lorentzian profiles of 700 and 100 fs FWHM for the relativistic electron beam and the optical probe respectively. The continuous line represents the best computed fit of a non-instantaneous Femtolysis signal rise time.

The measurements were performed 5.5 mm downstream from the helium gas jet and at 1 mm depth in the 10 by 10 mm suprasil cell. At this distance, the electron beam diameter was found to be \((2.5 \pm 0.5)\) mm, which was deduced from its angular divergence. Consequently, the electron beam had a mean luminosity of \((9.5 \pm 0.3) \times 10^{10}\) \(e^- \text{ cm}^{-2}\).

The absorption of the probe laser beam inside the water was recorded for a well given pixel position onto a 18-bit CCD camera. These optical absorption measurements were alternatively performed with and without the laser pump beam. Self-explanatory, changing the time delay between the pump and the probe beam with a sub-ps accuracy permitted to determine the interaction at high temporal resolution, which is well above what is attainable at conventional accelerators. Finally, to avoid statistical fluctuations, these transmission signals were averaged over several measurements to a mean value.

10.1.2.3 Experimental Results

Figure 10.5 shows the measured signal for pure water. Clearly, the instrumental response exhibits a non-instantaneous rise time. Its dynamics was analyzed with a model for which secondary electrons slow down, become hydrated and follow early recombination processes in nascent aqueous spurs. Considering previous time resolved investigations of low energy electron hydration in aqueous environments, the physico-chemical events of these electrons are defined by a two stage process: a trapping
step (pre-hydration) and a non-radiative relaxation (hydration), with the characteristic times of 850 and 150 fs respectively, since the optical density magnitude at 820 nm indicates an apparent maximum at 3.5 ps [114].

It is clear, that this time resolution was only possible due to the sub-ps electron bunch length, which is provided at high flux by relativistic laser plasma interactions. Thus, these electron bunches can indeed be implemented to study ultra rapid events in various and different scientific domains.

10.2 Feasibility as X-Ray Source

Obviously, these electron bunches can be used to generate secondary X-rays. In the following this possibility will be theoretically assessed for the well known channelling effect as well as Thomson scattering.

10.2.1 Channelling Radiation

Channelling radiation in the keV order can be generated when low emittance MeV electrons are “guided” through a crystal along its axis and planes [115]. Due to the discrete spatial translation symmetry in a crystal lattice, this effect can be described as numerous peripheral and correlated scattering of electrons. As indicated in Fig. 10.6, electrons can undergo transitions between discretely bound energy levels within such a crystal potential. These transitions result in the emission of X-ray photons with well defined energies in the keV order, which is reached due to a large relativistic Doppler shift. However, for a given electron energy, these X-ray lines can only be tuned at some keV by changing the crystal potential, i.e., the crystal orientation.

Figure 10.6: Principle of channelling. Electrons are injected under a critical angle, $\phi_{cr}$, into a crystal lattice. Bound by the crystal potential, electrons oscillate, classically spoken, along its axis and planes. Quantum mechanically, these electrons occupy discrete levels in this crystal potential, whereas their transition between those levels can result in the emission of X-rays.
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Figure 10.7: Possible channelling radiation spectrum from a 1-0 transition, when \((9 \pm 0.1)\) MeV electrons are injected along the \((110)\) plane of a 13 \(\mu\)m thick diamond crystal. The bremsstrahlung background has been subtracted [117].

Channelling radiation experiments are usually carried out at low emittance electron accelerators, which operate at one fixed electron beam energy only. Hence, this limits the experimentally accessible X-ray lines – unlike the FLWF electron source, which would show more flexibility, since it fulfills the required beam quality over a wide range of energies. Consequently, a wider X-ray energy range could become accessible using this electron source instead.

10.2.1.1 Channelling Radiation Spectra

The discrete spatial invariance of the lattice potential in a single crystal acts as a periodic distortion for electrons, which can be described with Fermi’s Golden Rule. The intensity of channelling radiation, \(I_{Ch}\), can then be expressed as

\[
I_{Ch} = \frac{1}{2} \frac{\alpha}{4\pi} \frac{E_{Ch}^3 d}{(\hbar c)^3 \gamma^2} |r_{i-f}|^2 d\Omega,
\]

where \(|r_{i-f}|\) is the transition matrix element of electrons within a crystal potential, \(U\). The separation of the single crystal axes or planes is \(d\), and \(\alpha\) is the fine structure constant. Since the energy of channelling photons, \(E_{Ch}\), on the electron beam axis is approximately \(2\hbar \sqrt{2U/m_e \gamma^2}\) the intensity, \(I_{Ch}\), shows a strong dependence, \(\gamma^{5/2}\), on the relativistic Lorentz factor, \(\gamma\) [116]. These photons are emitted in an opening cone proportional to \(\gamma^{-1}\), indicating that harder X-rays are better collimated.

Adapting these scaling laws and known experimental results for various crystals and symmetries to the parameters of the FLWF electron beam, the channelling spec-
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Figure 10.8: Integrated channelling photon yield for the same symmetry as in Fig. 10.7 but for varying electron energies.

trum shown in Fig. 10.7 could be obtained, when \((9 \pm 0.1)\) MeV electrons are injected along the \((110)\) plane of a 13 \(\mu\)m thick diamond crystal. Here, the bremsstrahlung background was subtracted, which can be estimated when the crystal is randomly orientated towards the electron beam axis.

10.2.1.2 Channelling Photon Yield

Maintaining the assumed symmetry, but varying the electron energy could yield the in Fig. 10.8 given integrated peak channelling photon intensities with different line energies, \(E_{Ch}\). Even though the FLWF electron source is available at 10 Hz, higher photon yields of up to \(10^{10}\) photons s\(^{-1}\) can so far be obtained with accelerators operating at 10 MeV [115]. However, this is solely due to the higher repetition rates of such installations, which can even operate with cw beams.

Using the FLWF electron source instead, this will deliver shorter photon flashes of the order of 100 fs, as they are induced by ultra short electron bunches. Additionally, a greatly increased photon energy range will be covered. This might be important and particularly interesting as an approach for medicine, when this channelling X-ray source would be used for imaging coronary vessels by differential spectroscopy.

It is noted that this lower photon yield is due to the selection of an electron energy bin. Since the bunch charge of all electrons was experimentally determined to be 5 nC, the photon flux could be enhanced using the entire electron spectrum as it will be shown in the following.
10.2.2 Thomson Scattering

A polychromatic X-ray source in the keV range can be produced by Thomson scattering a second laser beam of lower intensity on the entire electron bunch [118]. A schematic representation of the experimental set-up is given in Fig. 10.9.

The interaction between the electrons and the laser electromagnetic field can be described by an undulator model in which the radiation pattern is that of a relativistic oscillating dipole. As for the channelling effect, the keV photon energy range is reached in the linear regime of Thomson scattering due to a large relativistic Doppler shift of the radiation emitted by the oscillating electrons. The energy, $E_{Th}$, of the produced X-rays depends on the angle between the laser and electron beam, $\theta$, as well as on the angle of observation relative to the electron beam direction, $\varphi$. It is given in [119] by

$$E_{Th} \propto \sin^2 \theta \sin^2 \varphi.$$
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\[ E_{Th} = \frac{2h\gamma^2\omega_0}{1 + \gamma^2\varphi^2}(1 + \beta \cos \theta). \]  

(10.2)

The calculated spectrum of the expected X-ray pulse using the entire FLWF electron spectrum up to 200 MeV is displayed in Fig. 10.10. Clearly, the number of few keV X-ray photons reaches \(10^7\) in a 0.1 \% spectral bandwidth.

In addition to its “table top” size, this “laser synchrotron” offers two principal advantages. First, it produces highly collimated hard X-rays with an opening cone proportional to \(\gamma^{-1}\), and a tight focusing of a 30 fs laser beam crossing the bunch of electrons at 90° should provide 30 fs X-ray flashes. Second, as the period of the electromagnetic field is much shorter (\(\mu m\) scale) than in an usual undulator of static magnets (\(cm\) scale), the required electron energy to produce hard X-rays is about a few hundred times less than in a synchrotron.
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Motivation and Experimental Layout

In the following a brief review will be given on recent experimental results on proton beam generation with high intensity lasers, which were focused onto solid targets. This introduction will subsequently lead to the motivation of the presented experiments. Their set-ups will be summarized, since the single components were already discussed in this manuscript.

11.1 Previous Work and Motivation

The emission of high energy ions from solid targets has been measured in numerous experiments since the 1960’s over a vast range of intensities, laser pulse durations and target materials [120]. One of the most consistent results from all these measurements was that the bulk of the fast ion signal observed consisted always of protons, regardless of the actual target material. This was found to be due to thin impurity layers in the nm range of hydrocarbons originating from grease or oil, which contaminate the target surface, since, in practice, it is impossible to obtain pure targets. Given that hydrogen is present, protons will respond more rapidly to the electrical fields induced by the laser plasma interaction than any heavier ion. As mentioned in Chapter 2.3.2.3 the origin of these laser accelerated protons can be the front as well as the rear of the target illuminated. In [8], protons were observed to be emitted in ring patterns, the radii of which depend on the proton energy, which was explained by self-generated magnetic fields inside the target due to the propagation of hot electrons. Hence, these protons were originating from the front of the target. For this interpretation additional evidence comes from an experiment in which deuterium was coated on a thin film of mylar and a boron target was placed behind it [121]. It was found that only when the deuterium was on the front side the boron became activated by $^{10}\text{B}(d, n)^{11}\text{C}$ reactions. In contrast, evidence was given in [53] that laser produced protons originate from the back side, which comes from the results obtained using wedge-shaped targets. The proton beam was observed to point in the direction normal to the back side of the target, which was not perpendicular to the front surface. Theoretically it is clear that such protons can originate from either side of the target. Thus, experimental observations must not only be compared for the laser energy and pulse length, but also for the angle of incidence of the laser beam, its polarization,
pulse duration, contrast ratio as well as the target dimensions. All these parameters should make a severe difference in any experiment, which might explain the differences of the reported results.

Despite this alleged disagreement, the majority of these experiments concentrated on measuring the maximum proton energy. Here, the highest energy yet reported is 58 MeV for a peak laser intensity of $3 \times 10^{20}$ W/cm$^2$ using a 500 J, 500 fs FWHM laser pulse, which was focused onto a 100 µm thick plastic foil [53]. Using smaller lasers delivering 50 J pulses of 1 ps FWHM duration, which were focused down to intensities of $5 \times 10^{19}$ W/cm$^2$ onto 125 µm thick aluminum targets resulted in the generation of $10^{12}$ protons beyond 2 MeV and a maximum energy of up to 18 MeV [8].

In both these “proof of principle” experiments large scale Nd:Glass lasers were used, which have a repetition rate of 1 shot every 20 minutes. However, due to these low repetition rates it is unlikely that such laser systems will provide sufficient information to elucidate the processes of proton acceleration. Additionally, due to their inherently large costs it is questionable if they will ever be suitable for applications. Thus, the extension of these studies to smaller, but higher repetition rate lasers, maintaining similar focused intensities is required.

Recent results in [122] using a 3 J, 100 fs FWHM laser pulse focused down to an intensity greater than $10^{20}$ W/cm$^2$ onto an aluminum target showed that proton energies as high as 24 MeV can be obtained from 3 µm targets. Here, the enhanced proton energy was assigned to be due to the high contrast ratio of $10^{-10}$ provided by the laser implemented. Any deterioration resulted in a decreased maximum proton energy under the same experimental conditions.

In contrast, proton generation on existing, “table top,” Ti:Sa lasers, which operate at a repetition rate of 10 Hz, has received less attention. Here, only proton beams of up to 1.5 MeV have been recently reported in [123], where a 200 mJ, 60 fs laser was focused down to intensities of $7 \times 10^{18}$ W/cm$^2$ onto 23 µm thick plastic foils. This observation was explained to be due to the low laser contrast ratio of the order of some $10^{-5}$.

Obviously, there are so far neither the quantity nor the range of data needed to decipher the processes and the feasibility of proton generation and acceleration using “table top” lasers. Hence, it is the aim of the experiments presented here to perform a first experiment on

1. energetic proton beam generation with solid targets using a
2. high repetition rate, high contrast, high energy, Ti:Sa laser system.

## 11.2 Experimental Layout

The experiments presented here were performed at two different campaigns on the in Chapter 7.2.1 presented “salle jaune” laser operating at 820 nm and 10 Hz in the CPA mode. At the first campaign, the laser was focused at normal incidence onto the target,
whereas for the second run the target was positioned at 45° relative to the laser beam axis. Obviously, these different geometries change the interaction parameters such as the laser focal waist, intensity and preplasma conditions. As furthermore also different targets were used, these experiments will in the following be regarded separately.

11.2.1 Laser Parameters and Targets

11.2.1.1 Irradiation at Normal Incidence

Here, the laser with an on target energy, $E_L$, of up to 840 mJ and p-polarized pulses with a FWHM duration, $\tau_0$, of 40 fs was focused using a $f/3$ off-axis parabolic mirror. Since the focal waist, $w_0$, was 4 µm, this resulted in peak intensities, $I_L$, of up to $6 \times 10^{19}$ W/cm$^2$. For these impulsions the laser contrast ratio was found to be of the order of $10^{-6}$.

The target foils were mounted on a 70 µm thick nickel grid, whereas the diameter and spacing of the holes into the grid were 1 and 2 mm respectively. The foils were placed in the laser focal spot, which was verified by the back reflection of the laser onto a 8-bit CCD camera. For this experiment two different kinds of targets were used: (i) 6 µm thick plastic, and, (ii) 6 µm thick aluminium foils.

11.2.1.2 Irradiation at 45°

For the second campaign, this laser delivered higher on target energies, $E_L$, of up to 1.2 J in 30 fs FWHM linearly polarized pulses. Implementing the same $f/3$ off-axis parabolic mirror, the focal waist, $w_0$, was due to the different geometry 5.6 µm. Consequently, the peak laser intensity, $I_L$, was $5.8 \times 10^{19}$ W/cm$^2$. Again, the laser contrast ratio was found to be of the order of $10^{-6}$.

For this experiment the targets were mounted and aligned the same way as for the irradiation at normal incidence. Here, however, two different targets were used: (i) 6 µm, and, (b) 13 µm thick plastic foils.

NB, that for both these experiments the preplasma parameters were not monitored due to technological difficulties. For both these arrangements, the proton detectors implemented were the same and will be described in the following.

11.2.2 Proton Detector

CR-39 nuclear track detectors, which were introduced in Chapter 4.2.2.2 were used to obtain the yield as well as the opening cone of the proton beam. As it is indicated in Fig. 11.1 they were installed at a distance of typically 3 cm behind the target foils on the laser beam axis, and, eventually, on the target normal.
Figure 11.1: Sketch of the experimental set-up. The laser was focused with an off-axis parabolic mirror (a) onto the surface of thin foils (b). In case these were, as indicated, positioned under $45^\circ$ towards the laser beam axis the expelled proton beam was characterized with CR-39 detectors and aluminum filters (c) on the laser beam axis as well as on the target normal. In case the foils were under $90^\circ$ these detectors were only positioned on the laser axis.

11.2.2.1 Proton Energy Determination

Since CR-39 for itself does not reveal any information on the energy of the protons penetrating it, they were covered with single layers of aluminium foils, which served as energy filters. As it was described in Chapter 7.3.1.2, protons require a kinetic energy, $W_p$, beyond the energy they deposit propagating through these filters, $W_{\text{depo}}$, in order to reach the CR-39 placed behind it. Thus, varying their thickness, an energy spectrum can be reconstructed for protons with a kinetic energy beyond $W_{\text{depo}} + 100$ keV.

Despite its simplicity, this method clearly suffers from its rough energy resolution, which is determined by the stopping power, i.e., the thickness of the aluminium filters used. Since their step size was about 50 $\mu$m the attainable energy resolution, $\Delta W_p$, was typically $\pm 1$ MeV or worse. Hence, in case of a clear cut-off energy of the proton beam its determination is seriously compounded, as it is indicated in Fig. 11.2.

Finally it is noted, that this energy determination also ensured that the analyzed traces on the CR-39 detectors were due to protons rather than different ions. Focusing, e.g., the laser onto plastic targets, there would be the possibility that carbon ions are accelerated to extremely high energies during the laser plasma interaction. This possibility is quite unlikely, since, first, carbon ions with an energy well beyond 200 MeV would be required to pass the 625 $\mu$m aluminum filters implemented to stop 10 MeV protons. Second, the traces behind these filters did not show any great difference, which would be expected if two different ion species would have been accelerated.

11.2.2.2 Determination of Opening Cone

Since these energy filters had additionally various widths, the opening cone of the proton beam could be determined simultaneously, as it is illustrated in Fig. 11.3. Here,
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Figure 11.2: Energy resolution of aluminium filters used, exemplary indicated for two superposing layers of 450 and 500 µm.

the aluminum filters were adapted to only partially cover the proton beam envelope, which allowed to reconstruct the angular divergence of the proton beam within the given energy resolution of the implemented aluminum filters.

Indeed, the measured opening cone has to be corrected for the well known Coulomb scattering of the proton beam within these layers, as it was described in Chapter 7.3.3. Finally it is noted, that it was ensured with additional laser shots, where just one aluminum filter with a thickness of interest covered the entire CR-39, that the proton beam had indeed a homogeneous spatial distribution.

Figure 11.3: Principle of aluminium filters on top of CR-39. Superposing aluminium filters with various widths and thicknesses stopped protons according to their energies. Consequently, this arrangement gave additionally the divergence of the proton beam.
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Experimental and Numerical Results

In this chapter experimental as well as numerical results will be given for the target irradiation at normal incidence. It will be shown, that protons are accelerated up to an energy of 10 MeV and that this acceleration origins from the front as well as the back surface of the target. The presentation of the irradiation under $45^\circ$, which yielded two distinct proton beams, one along the laser direction and the other directed off the target normal, is restricted to the experimental results only.

12.1 Irradiation at Normal Incidence

12.1.1 Experimental Results and Discussion

Figure 12.1 shows the optimum proton energy spectrum measured at an irradiance of $6 \times 10^{19}$ W/cm$^2$ for 6 µm thick plastic targets. Obviously, the proton energy reaches

![Figure 12.1: Proton spectra at an irradiance of $6 \times 10^{19}$ W/cm$^2$ for 6 µm plastic (black dots) and aluminium targets (light circles). For the latter, the arrows indicate the minimum number of protons, which results in the saturation of the detectors.](image-url)
10 MeV, where a clear cut-off energy is suggested. As can be seen in Fig. 12.2, this proton beam is better collimated the higher the proton energy. It is noted that this maximum proton energy was only obtained at the best contrast ratio of the laser, i.e., any deterioration resulted in a lower maximum proton energy. This might be explained by the approximately 3 ns wide laser prepulse with an intensity of up to $10^{13}$ W/cm$^2$. It is well known that at such an intensity a laser can ablate about 1 $\mu$m of plastic foils per ns [124], generating shock waves, which can break out before the short laser pulse interacts with the target. Additionally, the different preplasma conditions might have resulted in a less efficient absorption of the laser energy, and, consequently, to the generation of an electron beam with a lower temperature.

Interestingly, the high energy proton yield was enhanced at the same irradiance by at least a factor of 100 by using 6 $\mu$m thick aluminum targets, as it is also shown in Fig. 12.1. However, an accurate determination of the distribution below 8 MeV could not be obtained due to this extremely high flux, which saturated the detectors. Nevertheless the minimum value to obtain such a saturation can be given by the limiting resolution of pits in the CR-39. Note, that the angular divergence of the proton beam with this metallic target did not change, as can be seen in Fig. 12.2. This difference in the number of accelerated protons might be due to the different electrical response of these materials, which is either an isolator or a conductor [125]. As isolators are characterized by a smaller electrical conductivity, their Ohmic dissipation is stronger and laser heated electrons propagating through the target are losing their energy faster. Hence, the number of electrons, which reach the target back surface and induce an accelerating field could be smaller. Another explanation might be the experimentally not monitored different initial preplasma conditions. Since aluminium has a higher reflectivity than the transparent plastic, the target ablation as well as the formation of the preplasma might be different.
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Figure 12.3: Calculated proton energy at an irradiance of \(3 \times 10^{19}\) W/cm\(^2\) for a carbon and hydrogen plasma. Note that the proton number from the PIC simulation is in arbitrary units.

12.1.2 Numerical Modelling

12.1.2.1 Energy Spectrum

These measurements are in qualitative agreement with a kinetic simulation that was performed with the PIC code CALDER. In this calculation, a 35 fs laser pulse was focused at normal incidence onto a plastic target down to a 6.8 \(\mu m\) FWHM spot, with a peak irradiance of \(3 \times 10^{19}\) W/cm\(^2\). The target was modelled as a \(6 n_e\), fully ionized, 5 \(\mu m\) thick carbon and hydrogen plasma. It is preceded by an exponential density gradient with a 4 \(\mu m\) characteristic length, to account for the slight expansion that results from laser prepulse.

This small, lower density plasma is important as it favors an efficient energy transfer from the laser pulse to the target electrons. At the end of the pulse, almost 75 % of the incident energy has been coupled to hot electrons that spread and form an electron cloud around the target. The electrons that leave the plasma and extend into vacuum set up a quasi-static electric field at the back of the target that reaches a maximum value of a few TV/m. As a result, proton and carbon ions are accelerated into vacuum from the rear side of the target, and the space-charge field decays as this expansion proceeds. Due to their lower mass, protons are accelerated with the highest efficiency.

In less than 1 ps, the distributions of protons extends up to 10 MeV, as shown in Fig. 12.3. The regular variations, followed by an abrupt cut-off at the maximum energy, is similar to the experiment. The dip in the proton spectrum, observed around 1 MeV, can be linked to the acceleration of carbon ions: as these ions are less mobile than protons, they are accelerated to a lower velocity – hence reducing the number of protons in the blow-off below that energy, compared to a pure proton expansion. Finally, it is
noted that the smooth transverse variations of the accelerating field, computed with a FWHM of 16 $\mu$m, explains why the proton beam is generated with a good collimation: the calculated angular FWHM at $(5 \pm 1)$ MeV is $12^\circ$, which is in qualitative agreement with the experimental measurement.

12.1.2.2 Phase Space

To better understand the occurring mechanisms it is instructive to regard the calculated evolution of the proton phase space, which is shown in Fig. 12.4. At the beginning of the simulation, (A), both, the laser ponderomotive push and the induced electrostatic field on the back side of the target accelerate protons equally. Since not all electrons propagating through the target have reached the back surface, the maximum energy protons gain is limited to 1 MeV.

Obviously the laser ponderomotive push can solely contribute to the acceleration of protons during the presence of the laser pulse and vanishes once the laser is reflected at the critical surface. Since under the experimental conditions the laser pulse length, $\tau_0$, is only 40 fs, there appears not to be enough time to establish the maximum equilibrium between the generated electrostatic field and the laser ponderomotive push given in Eq. 2.62. This might be why 200 fs later, (B), protons do not experience any
acceleration beyond 1 MeV anymore from this acceleration mechanism, even though Eq. 2.65 suggests a maximum proton energy of about 8 MeV.

Meanwhile, as more electrons reached the back surface of the target, the quasi-static electric field passes its maximum in less than 1 ps. And it is here, were protons experience their highest acceleration of up to 10 MeV, (C). Finally it is noted, that the created plasma does also expand on the target front side, which also induces an electro-static field, and which accelerates protons to an energy of about 6.5 MeV.

12.2 Irradiation under $45^\circ$

Interestingly, turning the target under $45^\circ$ towards the laser beam axis yielded two distinct proton beams in the forward direction – one along the laser direction and the other off the target normal.

12.2.1 $6 \mu m$ Plastic Foil

12.2.1.1 Energy and Angular Divergence

Figure 12.5 shows the spectra of the two distinct proton beams on the laser beam axis as well as on the target normal for a laser irradiance of $2.7 \times 10^{19}$ W/cm$^2$. Both reveal no great difference within the resolution of the implemented detector. The same accounts for their angular divergence, which appears to be identical, as it is indicated in Fig. 12.6.

![Figure 12.5: Proton spectra on the laser axis (squares) and on the target normal (light circles) for $6 \mu m$ thick plastic targets and an irradiance of $2.7 \times 10^{19}$ W/cm$^2$.](image-url)
Figure 12.6: FWHM for the proton beams shown in Fig. 12.5 on the laser axis (squares) and on the target normal (light circles) using 6 µm thick plastic targets.

Indeed, as can be seen in Fig. 12.7, those two beams are completely distinct, i.e., fully separated. The space in between the two beam envelopes did not show any trace of energetic protons with an energy beyond 2 MeV. It is noted, that this interaction yielded a homogenous proton emission with such an energy in the forward solid angle.

Dependence on Laser Contrast Ratio

Interestingly, the indicated cut-off energy of around 5.5 MeV for these two beams was not obtained at every laser shot, but showed a strong dependence on the laser

Figure 12.7: Traces of two distinct proton beams on the implemented CR-39 detectors. The upper part of the figure shows traces of low energy protons with an energy below 2 MeV. The lower part of the CR-39 was blocked by the target mount. Clearly, the two proton beams were distinct, since the “gap” in between their beam envelopes did not show any trace of energetic protons.
contrast ratio. Clearly, increasing the prepulse intensity to approximately $2 \times 10^{13}$ W/cm² decreased the maximum proton energy to $(3.5 \pm 0.75)$ MeV – even though, the low energy proton flux was identical.

Interestingly, the direction of the proton beam on the target normal did not change its direction with varying preplasma scale lengths. This observation is different to [128], where the emission of hot electrons for increasing plasma scale lengths moved from the target normal towards the laser beam axis, which was explained by Brunel-type resonance absorption being the dominant laser absorption mechanism and possible filamentation and self-focusing of the laser beam in the generated underdense plasma. However, in the case presented here, only the maximum proton beam energy changed. Not the direction.

### Dependence on Laser Intensity

Figure 12.8 shows the dependence of the maximum proton energy on laser intensity. Clearly, for an irradiance beyond $4 \times 10^{19}$ W/cm² none of the two proton beams was experimentally observed, which indicates, that the plastic target might got altered by the preplasma, when the irradiance was increased.

### 12.2.2 13 µm Plastic Foil

#### 12.2.2.1 Energy and Angular Divergence

Replacing the target with 13 µm thick plastic foils lead to a higher maximum proton energy of up to $(10.3 \pm 0.6)$ MeV and an enhanced proton yield by more than
Figure 12.9: Proton spectra on the laser axis (squares) and on the target normal (light circles) using a 13 µm thick plastic target at an irradiance of $6 \times 10^{19}$ W/cm$^2$.

one order of magnitude, as can be seen in Fig. 12.9. Here, again, it is observed that the opening cone of this beam decreases as the proton energy increases, like it is indicated in Fig. 12.10.

Dependence on Laser Intensity

Changing the laser intensity, but remaining the same contrast ratio of the laser changed the maximum proton energy corresponding to Fig. 12.11. Since the target

Figure 12.10: FWHM for the proton beams shown in Fig. 12.9 on the laser axis (squares) and on the target normal (light circles) using 13 µm thick plastic targets.
12.2. Irradiation under $45^\circ$

thickness has been chosen to avoid the break out of shock waves, the increased proton energy is in agreement with theoretical predictions presented in Chapter 2.3.2. Assuming that the preplasma is identical for varying laser intensities the electron temperature will increase accordingly, and, hence, increase the maximum proton energy.

It is noted that this presentation of the data is purely restricted to experimental observations, since the modelling of this interaction at $45^\circ$ is compounded by the occurring planar plasma density gradient. Since this gradient was not monitored experimentally, and since this preplasma on the target surface already appeared for the irradiation at normal incidence to be the most critical parameter, the numerical modelling of these results is currently the scope of the work in [127].

In conclusion, it was shown that the interaction of a laser at $6 \times 10^{19}$ W/cm$^2$, which is focused under normal incidence onto 6 $\mu$m thick plastic targets can result in a proton beam with an energy of up to 10 MeV. Using an aluminium target with the same thickness can increase the proton flux by at least a factor of 100, which is probably due to the different electrical response of this material.

Turning the target at $45^\circ$ towards the laser beam axis can yield two distinct proton beams, one along the laser direction and the other directed off the target normal. Here, changing the target thickness from 6 to 13 $\mu$m enhances the maximum proton energy from 5.5 up to 10 MeV by increasing the laser irradiance from 2.6 to $6 \times 10^{19}$ W/cm$^2$.

Interestingly, these energetic proton beams are generated with 50 times less laser energy than in [8] and at a 10 Hz laser facility. This might favor their implementation for various application, whereas two possibilities will be assessed in the following chapter.
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Applications

In the previous chapter the generation of a proton beam with an energy of up to 10 MeV was demonstrated. Since this energy is much in excess of recently reported results at similar high repetition rate laser systems, this enhancement might permit to pursue some applications for positron emission tomography as well as probing of structures. Their feasibility will be elucidated in the following.

13.1 Positron Emission Tomography

The production of short-lived isotopes such as $^{11}$C or $^{18}$F is important in medicine for Positron Emission Tomography (PET), since they undergo $\beta^+$ decays with half-lifes of 20.4 and 109.7 min respectively. When these positrons pass through matter, they slow down and annihilate at rest with free electrons, which produces two counter-propagating photons of 511 keV. Using an arrangement of coincidence detectors at 180° around a sample with such a radioactive probe inside, the activity and location of the radio-isotopes can be determined.

13.1.1 Principle and Requirements

This principle is used in medical imaging, where these radio-pharmaceuticals are injected into a patient. The radioisotope carriers are taken up wherever they are used in the body, enabling the imaging of blood flow or tumors, where the blood circulation is significantly reduced, and, hence, the emission of positrons increased. This principle is indicated in Fig. 13.1.

Nowadays, these radio-pharmaceuticals are generated using proton beams produced by cyclotrons or Van de Graaff accelerators, which induce $(p,n)$ reactions with $^{11}$B and $^{18}$O nuclei inside a target. Due to the size, cost and shielding required for such installations, PET is limited to a few facilities only [129].

Even though the energy spectrum of the in Chapter 12.1 presented proton beam has a broad Maxwellian-like distribution, it can nevertheless be used for the generation of radio-isotopes as long as their energy is greater than the $Q$-value, i.e. the threshold...
of the $(p,n)$ reaction, and the number of protons is sufficient to obtain an appropriate activation. Since the corresponding $Q$-values for $(p,n)$ reactions for $^{11}\text{B}$ and $^{18}\text{O}$ are 2.8 and 2.4 MeV respectively, this laser produced proton beam might therefore represent an alternative method for PET isotope production.

### 13.1.2 Benefits using High Repetition Rate Laser Systems

So far, this possibility was mostly investigated on large Nd:Glass lasers [130], which have a repetition rate of roughly 1 shot every 20 minutes. Even though PET isotopes were produced with activities larger than $10^5$ Bq [129], their practical usage is limited due to this low repetition rate. Obviously, using existing, “table top”, Ti:Sa lasers, which typically operate at a repetition rate of 10 Hz, would not suffer from this drawback.

This principle would be particularly interesting, since, compared to conventional accelerators, it has a number of advantages: (i) as it was shown above, the accelerating fields can reach the TV/m range, which cuts down the required acceleration length to some tens of microns; (ii) such laser systems are comparatively compact and cheap; (iii) no shielding for radioprotection is needed up to the point where protons are generated, i.e., where the laser interacts with the plasma. All this makes this approach potentially valuable.

### 13.1.3 Expected Activities

Indeed, the generated proton beam using the 6 $\mu$m thick plastic target at normal incidence can be used to generate $^{11}\text{C}$ and $^{18}\text{F}$ isotopes. Their expected activities were calculated with the CALDER MC code, using experimental values for the cross sections
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Table 13.1: Calculated PET activities for the minimum proton beam obtained with the 6 µm aluminum target. The secondary activation targets are chosen to have an areal thickness of 0.24 g/cm². The laser irradiation time would be 30 min.

<table>
<thead>
<tr>
<th>Target</th>
<th>Activation Q-value (MeV)</th>
<th>LOA laser at 10 Hz MBq (mCi)</th>
<th>LOA laser at 1 kHz MBq (mCi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹¹B</td>
<td>2.76</td>
<td>13.4 (0.36)</td>
<td>1340 (36.2)</td>
</tr>
<tr>
<td>¹⁸O</td>
<td>2.44</td>
<td>2.9 (0.08)</td>
<td>290 (7.9)</td>
</tr>
</tbody>
</table>

[97] and the Bethe formula for the stopping power. The ¹¹B and ¹⁸O targets modelled in the code were considered thick enough to slow down all incident protons below the respective reaction Q-values. This corresponds to an areal density of approximately 0.24 g/cm² for both targets.

With this proton spectrum the calculated activities in ¹¹C and ¹⁸F samples would be 12 and 2 Bq per shot. Accumulating laser shots at 10 Hz for 30 minutes with the same activation target, while taking into account the simultaneous isotope decay discussed in Chapter 7.3.4.1, would result in activities of 134 and 29 kBq respectively. Since for a given activation rate the decay matches production after a certain time, these integrated activities would saturate at 209 kBq for ¹¹C and 170 kBq for ¹⁸F. However, a typical patient dose for PET is 200 MBq and it is necessary to go up to 800 MBq so that fast chemistry can be performed to separate the tracer from the inactive carrier [130]. It is thus impossible to get a medical dose with the current LOA set-up.

To obtain nevertheless the requested activities for PET, either the flux of accelerated protons or the repetition rate of the laser needs to be increased. Performing the same calculation with the experimentally observed proton yield for aluminum targets instead of plastic, and increasing the repetition rate of the laser to 1 kHz, extends the 30-minute activities to the GBq order. As can be seen in Table 13.1.3, this approach to use laser plasma interactions hence appears comparable to the one using contemporary accelerators.

Additionally, there is evidence that the efficiency of this scheme can be improved by operating at higher peak laser intensity. Calculations with CALDER and CALDER MC indicate that a modest increase in intensity to $8 \times 10^{19}$ W/cm², results in more protons at higher energies, which leads to a 7-fold increase in ¹⁸F activity. This favorable intensity scaling is supported by recent experimental observations at $5 \times 10^{20}$ W/cm², which yielded 3 MBq of ¹¹C [131], more than one order of magnitude greater than what was obtained at $5 \times 10^{19}$ W/cm² with the same experimental set-up [129].
In conclusions, the experimental observations and numerical calculations support the prospect of producing GBq sources of PET isotopes in the near future with “table top” laser systems. It is thus conservatively estimated that this goal could be met by a system delivering 1 J pulses focused to $10^{20}$ W/cm$^2$, and operating at 1 kHz.

13.2 Proton Beams as Radiographic Source

Another possibility would be to use such proton beams as a radiographic source. This idea has circulated for many years [132], whereas applications have been proposed in the biomedical area [133] or in testing of thick systems [134]. Here, a particularly interesting application of laser produced proton beams is the detection of electric and magnetic fields generated during the interaction of intense laser pulses with plasmas [135], like it is indicated in Fig. 13.2. Since the incident proton parameters are known and their absorption or deflection after an interaction can be experimentally determined, this permits to draw conclusions on the evoked electric and magnetic fields during the interaction.

13.2.1 Interest in Probing Laser Plasma Interactions

In this context, one can benefit from the unique properties of laser produced proton beams: (i) They origin from a small source size. This can be estimated to be of the order of the laser focal waist, which, hence, increases the attainable resolution; (ii) These beams have a high degree of collimation, thus, they deliver a high spatial proton flux; (iii) They have a short pulse duration, which is likely to be in the ps order, which obviously enhances the attainable time resolution; (iv) They are synchronized with a laser beam, which permits to carry out pump-probe experiments; (v) Due to their broad spectrum, protons with different energies have different TOF’s to reach the interaction region. Hence, implementing an adequate proton detector a time resolved study of the laser plasma interaction can be obtained with a single proton burst. These benefits can indeed help to get insight into a laser plasma interaction as it will be shown in the following by the brief presentation of a recent experiment.

13.2.2 Experiment and Results

This experiment was performed on the aforementioned “salle jaune” laser and is the scope of the work in [136]. Here, the probe laser beam with an intensity of up to $3 \times 10^{19}$ W/cm$^2$ was focused onto the edge of 6 µm thick plastic foils, which resulted in the generation of a proton beam with a maximum energy of 3 MeV. This beam was characterized in exactly the same way as described in Chapter 11.2.2.
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Figure 13.2: Experimental set-up for proton imaging. The probe laser beam was focused with an off-axis parabolic mirror (a) onto a 6 µm thick plastic foil (b), which resulted in the generation of an energetic proton beam. The envelope of this beam covered a secondary, 10 µm thick aluminum foil (c). Onto this foil, the pump laser beam was focused with an additional off-axis parabolic mirror (d). By changing the delay between the two laser beams, a spatial and time resolved image of the interaction was recorded on a CR-39 detector (e).

The pump laser beam, again synchronized with shadowgraphy of a gas jet with a 30 fs accuracy, had a FWHM duration of 30 fs and was focused onto a 10 µm thick aluminium foil with an irradiance of $1 \times 10^{19}$ W/cm$^2$. The layout of this experiment is indicated in Fig. 13.2.

Figure 13.3 shows the image of this proton beam, which was taken 20 ps after the interaction of the pump laser beam with the aluminum target. This time delay was determined by the known synchronization of the two laser beams and the proton TOF from their origin to the aluminum foil. In case the pump laser beam did not heat the aluminum foil, this proton image was, as expected, undisturbed. Hence, this diagnostic is sensitive to electric and, eventually, magnetic fields evoked during the pump laser plasma interaction.

Here, a “bubble” close to the initial target surface, filamentary structures outside this “bubble” and periodical modulations on the laser beam axis can be seen. The latter is likely to be due to modulations in the ion density that persists after the wake. The other two phenomena are still under consideration in [136].

NB, since such structures like the periodical modulation outside of the “bubble” were observed, the existence of a plasma in this region is suggested. This could either be the preplasma expanding from the target or a significance of poor vacuum conditions inside the target chamber.
Figure 13.3: Proton image (left) taken 20 ps after the interaction of a 30 fs, $10^{19}$ W/cm$^2$ laser with the front surface of a 10 $\mu$m thick aluminium foil. The scan was done with a normal scanner, thus dark regions corresponds to a lack of protons. The enlargement (right) of the periodical modulations on the laser incidence axis was obtained with an optical microscope. Here, dark regions correspond to a higher proton density.

Spatial Resolution

The spatial resolution attainable for radiography with such proton beams is mainly influenced by the proton source size. At experiments on VULCAN this source size was estimated to be of the order of 10 $\mu$m [137]. Even though the laser irradiance for this measurement was comparable to the conditions at the “salle jaune” laser, VULCAN delivers much more energetic pulses, which are focused down to larger focal spots. Hence, it is likely that the proton source presented here is smaller. NB, it is not the size of the physical proton source which determines the resolution. Since this source is highly laminar it corresponds to a much smaller, virtual source located in front of the target.

Temporal Resolution

As it was shown in Chapter 12.1.2.2, protons generated with a 30 fs FWHM laser pulse appear to be emitted in less than 1 ps. Even though this value is so far not experimentally determined the duration of the proton burst is not the main contribution for the attainable temporal resolution.

As such a laser produced proton beam has a broad energy spectrum, the TOF for any proton from its point of origin to the probed interaction and from the probed interaction to the detector has to be taken into consideration. Assuming two independent protons at 3 and 0.5 MeV being emitted from the same point and at the same time, their TOF difference for a distance of 1 m is about 60 ns. Thus, the geometrical dimensions of the performed experiment limit the temporal resolution.
Measuring the width of the periodical modulation shown in Fig. 13.3, assuming cylindrical symmetry and taken into consideration the dimensions of the experimental set-up, the time resolution for this example can be estimated to be $(3.75 \pm 1.25)$ ps for 3 MeV protons.

Nevertheless, such a broad proton energy spectrum has the advantage that due to TOF considerations a laser plasma interaction can be probed at several time intervals with one proton burst only. Using, e.g., a stack out of several thin CR-39 detectors, each of these detectors would carry information of protons within a certain energy, i.e., time interval $[?]$. Self-explanatory, the attainable temporal resolution is then determined by the proton energy spectrum and the thickness of the used CR-39 detectors.
In this dissertation numerous experimental as well as numerical results were presented and discussed on neutron, electron and proton generation with high-intensity lasers. Additionally, several applications of these unique particle sources have been proposed and partially realized. For lucidity these aspects will be summarized, discussed and concluded separately in the following.

14.1 Conclusions

14.1.1 Neutrons as a Diagnostic for Plasma Ion Temperature

The generation of \((1.0 \pm 0.2) \times 10^6\) thermonuclear fusion neutrons from the interaction of an intense laser pulse with an underdense plasma was observed. These neutrons were generated by \(D(d, n)^3\text{He}\) reactions in the plasma which is heated to thermonuclear ion fusion temperatures of about \((1 \pm 0.2)\) keV.

No special attention was given to maximizing the neutron yield for the gas jet interaction in this experiment. The present neutron yield corresponds to a neutron flux of approximately 1 neutron per mm\(^2\) at 1 m distance. However, it is expected that using a pulse guided over a longer distance can increase the efficiency of energy transfer to deuterons [138]. Moreover it has been demonstrated that a small CD\(_2\) target can increase the neutron yield by over an order of magnitude. Hence, it is thought that a longer interaction length coupled to a solid CD\(_2\) target, that stops all radially ejected deuterons, can significantly enhance the neutron production.

Implication of Experiment in Scientific Context and Outlook

This experiment clearly demonstrated the potential as well as the importance to determine ion kinetics during the interaction of high-intensity lasers with underdense plasmas. Hence, it is proposed to extend these preliminary studies with improved equipment, like:
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- Implementation of NE213 scintillators, which are specially designed as neutron detectors. This would improve the neutron detection efficiency for low yields, possibly occurring at the wavebreaking limit;

- Installation of more neutron detectors around the gas jet nozzle to smoothen the angular emission profile measurement;

- Utilization of faster oscilloscopes to enhance the temporal resolution of the TOF signals;

- Precise measurement of generated electrons during this interaction as a correlation between electron and neutron generation was experimentally observed;

- Extend these studies to higher laser intensities at the PW level since it is believed that this will increase the energy transfer to plasma deuterons and, hence, the number of fusion neutrons.

It is clear that the main interest will be to elucidate this non-collisional ion heating mechanism with numerical models, which was up to now not pursued for the relevant experimental parameters. Following the approach that filamentation and propagation instabilities of high current electron beams in a plasma can result in collisionless ion heating should help to understand this mechanism. So far, this was only numerically observed for intensities way beyond those currently accessible in experiments.

14.1.2 Electron Beam Generation in the FLWF Regime

It has been shown that focusing a 30 fs, 30 TW laser beam onto a gas jet generates bright, energetic, collimated and ultra-short electron bunches in a new regime termed “Forced Laser Wakefield.” Here, the resonance conditions for classical wakefield generation are not met, since the laser pulse length was about the plasma wave wavelength. However, this interaction resulted in wavebreaking, a maximum electron energy beyond 200 MeV and an enhanced electron beam quality.

Since the high energy electrons are well collimated, specific energies can conceivably be select from the broad spectrum for use as an injector, since the normalized beam emittance was proven to be comparable to accelerators’. Doing so it was shown that channelling radiation might be an interesting alternative to generate secondary X-ray flashes, which can be significantly shorter in duration than those generated by electron beams from contemporary LINAC’s. Due to the broad energy spectrum, this source shows additionally much more flexibility than accelerators. Also, focusing a second TW laser on the electron beam by a pump-probe technique can generate a short and bright X-ray pulse, which is of interest for the study of fast phenomena in biology and crystallography. Additional experiments demonstrated that this electron source can be used to observe ultra fast chemical events in radiolysis with a temporal resolution
better than 100 fs. Here advantage was taken that these electron bunches are perfectly synchronized with a laser beam, thus being free of jitter.

**Implication of Experiment in Scientific Context and Outlook**

This experiment clearly demonstrated that apart from the known SMLWF scheme electron generation can also be possible in the FLWF scheme. Since this resulted in higher maximum electron energies and improved beam parameters, it was shown that laser produced electrons are more than a diagnostic for laser plasma interactions.

However, it appeared that the high energy electron yield is currently too low to be competitive with LINAC’s. However, numerical simulations have already shown for an improved mode of the FLWF regime that beam charges of about 5 nC can be obtained at $(300 \pm 25)$ MeV. In order to investigate this “broken wave” regime, higher laser energies of about 12 J in 25 fs laser pulses are required. It is noted that such a facility is currently under investigation at LOA [139].

In order to successfully explore this regime, the current experimental set-up should be improved as follows:

- A stronger magnet will be required to reasonably disperse several hundred MeV electrons;
- More electron detectors will be required to obtain a finer energy spectrum;
- The rapidly measurable visualization of the electron beam with monitors out of sand-blasted aluminum plates with a few hundred $\mu$g of terbium activated gadolinium oxysulfate (Gd$_2$O$_2$S:Tb) bound with barium silicate would deliver online information on the beam quality [140];
- The permanent installation of a single-shot autocorrelator at the experimental site would permit to experimentally obtain laser shortening phenomena like assumed in the FLWF regime.

**14.1.3 Proton Beam Generation with Foil Targets**

It was shown that the interaction of a 10 Hz laser focused under normal incidence onto thin plastic foils can result in a proton beam with an energy of up to 10 MeV. Using an aluminium target with the same thickness can increase the proton flux by at least a factor of 100. Turning the target at 45° towards the laser beam axis resulted in two distinct proton beams, one along the laser direction and the other directed off the target normal, both with a maximum energy of up to 10 MeV.
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It is clear that this experiment enables prosperous applications, since it was the very first experimental observation of energetic proton beams at a high repetition rate laser facility.

Evidently, the experimental set-up for this preliminary experiment has to be improved by:

- Using better proton diagnostics like the aforementioned Thomson parabola or scintillating detectors like PILOT U in combination with aluminum filters;
- Monitoring preplasma conditions with interferometry;
- Enhance laser contrast ratio since this appeared to be the limiting factor in these experimental studies.

It is clear that the main investigation is to decipher the observed difference in proton yield for conducting and isolator materials. Furthermore, numerical approaches are needed to explain the simultaneous generation of two proton beams for the target orientation at 45°.

As the calculations for medical isotope production have shown, this proton source with an enhanced high energy proton yield is potentially valuable for medical applications. Also, proton-radiography studies have shown their great potential to elucidate ultra rapid processes. In this context it will be definitely interesting to determine the source size, possibly by the implementation of imaging meshes, as well as the proton burst duration by using streak cameras.

14.2 Perspectives

In conclusion, it was shown in this manuscript that the amplification of laser light to pulse powers greater than the electrical power generated by all the world’s power plants combined has the potential to deliver accelerating gradients more than 1000 times greater than those produced by conventional accelerator technology. This can generate electron beams beyond 200 MeV and protons of up to 10 MeV – on a table top scale. These charged particle beams might still be seen as a diagnostic for relativistic laser plasma interactions, just like the secondary fusion neutron generation, however, they have undoubtedly the potential to be applied in many traditional areas of science in the near future.

The generation of fusion neutrons by $D(d, n)^3$He reactions was demonstrated to deliver quasi-monochromatic neutrons with an energy spread of 10 % or less, which is determined primarily by the thermal velocity of the colliding ions. Such neutrons, in
conjunction with laser pulses may be used as a pump or probe in time resolved studies, whose capability is far beyond anything currently available. This promises to open up a new field of ultra fast neutron spectroscopy for structure studies in material and biological sciences. Even though the present neutron flux appears to be comparatively low, calculations in [141] have shown that a neutron flux from $10^{14}$ to $10^{15}$ per cm$^2$ and s may be achieved with 100 J lasers operating at 100 Hz. Those neutrons may indeed be used in studies on material damages at sub-ns time scales.

The generation of energetic and high quality electron beams with 10 Hz lasers was already shown within the scope of this work. Since additionally theoretical studies have shown, that the present lack of high energy electrons can be overcome at higher laser intensities, this approach to simultaneously generate and accelerate ultra short electron bunches to high energies will indeed be competitive or complementary with today’s accelerators, e.g., by its implementation as a booster. But even in its present state it already demonstrated its suitability to explore ultra rapid chemical events, which may have applications in medicine, microdosimetry and radiology. Since the tunable electron beam temperature mets already today the requirements for cancer treatment, its direct utilization as well as its conversion into $\gamma$-rays are under consideration for radiotherapy.

Apart from the academical interest in proton generation with compact high intensity lasers, this small and bright source is perceived to be commercially viable by means of PET generation and, more ambiguous, proton therapy. Since the energy carried by the protons may be deposited in the human tissue at a desired depth, this unique proton source is potentially important for cancer therapy. Here, the simulated production of highly directional proton beams of up to 200 MeV [142] has tremendous promise in an enhanced cancer treatment in the near future. Clearly, due to its economical benefits this might permit to install laser induced proton sources in numerous hospitals – most likely more than accelerators could ever be.

It is noted that such an approach is currently under consideration within the scope of an European Program, Bioat / Propulse, where the tasks are to enhance the maximum proton energy, improve its angular divergence and control its generation, in terms of the strict requirements obliged for this delicate cancer treatment.

Considering additionally the rapid evolution of such “table top” lasers, which cost today about 1 million euros it is expected that their repetition rate will be increased in the very near future to the kHz regime while their cost will be reduced. Consequently, the availability of such laser plasma accelerators for universities and small, low-budget laboratories promises to open up a broad, deep and particularly prosperous spectrum of research.

Clearly, the future is, of course, full of challenges and uncertainties, but it is also full of exciting chances to make a difference ... [143].
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