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Abstract

The thesis addresses some open problems in the area of efficient transmission of loss-sensitive and delay-sensitive data over wireless channels. The thesis mainly deals with coding techniques for multicast systems. Multicast differs from the information theoretic broadcast channel in that only common information is sent. In point-to-point transmission, reliability is achieved by means of Automatic Retransmission reQuest (ARQ). Forward Error Correcting (FEC) codes and ARQ are combined together in order to optimize the trade-off between reliability and efficiency. This approach is called Hybrid ARQ, (HARQ).

We consider HARQ schemes for point-to-point transmission with modern coding techniques (Low Density Parity Check codes, LDPC). The theoretical analysis shows that these codes ideally achieve optimal performance in terms of throughput. However, for practical finite-length codes, the scheme exhibits a loss in performance. Two different solutions are shown to recover most of this performance gap. Analysis of the complexity of HARQ schemes with LDPC decoding shows that a method based on asymptotic analysis (Density Evolution) yields considerable savings with respect to the other criteria that stop the iterations of the LDPC decoding.

In a multicast setting, however, HARQ protocols are inefficient. Strictly speaking, they are not fully scalable, i.e. the throughput goes to zero when the number of users increases. This motivates us to study the throughput per user of these protocols. In particular, HARQ based on Selective Repeat (SR) or Incremental Redundancy (IR) can be defined to be fully scalable if we allow for a fraction \( x > 0 \) of users that do not decode successfully. We show that under certain conditions the throughput achieved by the IR protocol equals the ergodic capacity at the expense of a delay that grows to infinity. Moreover, when the number of users increases, the performance of IR is identical to performance achieved by a FEC based system, in terms of delay, throughput and error probability. This makes questionable the interest of retransmission protocols in a multicast setting.

While in the first part of the thesis we have considered data communications, for which the relevant performance measure is error probability, in the second part we consider the trans-
mission of an analog source (for example an image). Existing practical solutions, mainly based on Shannon’s separation theorem, are highly inefficient and in particular they are not robust to channel errors. Only few bits in error at the output of the channel decoder lead to catastrophic effects on the reconstruction quality. This requires very stringent conditions on the performance of the channel code and leads to suboptimal performance in terms of spectral efficiency.

In a multicast setting, moreover, it is important to design a scheme that guarantees good performance over a wide range of signal to noise ratio. Different users with different channel conditions can decode the source with acceptable reconstruction quality. Joint source-channel coding is a viable solution for robustness and efficiency in this context.

In this multicast environment we analyze and optimize three well-known strategies in a comprehensive manner: the first is based on an ideal successive refinement source code, coupled with a a progressive transmission scheme (time sharing); the second concatenates the same source encoder with a superposition broadcast coding scheme. These two fully digital schemes are compared with an optimized Hybrid Digital Analog (HDA) approach based on bandwidth splitting of the source and the combination of a digital and an “analog” encoder. By “analog” encoder we mean that the source signal is sent directly on the channel (with a suitable scaling, in order to meet the transmit power constraint) as in conventional analog amplitude modulation. These schemes are optimized such that the average overall distortion is minimized subject to both power and spectral efficiency constraints.

Finally, the problem of code construction for the HDA system is addressed in the last part of the thesis. Two schemes are proposed.

In the first case all the complexity relies on the quantizer scheme. The quantizer is defined in such a way that its performance is based on bit error rate (and not frame error rate) at the output of the channel decoder. We consider an embedded Multistage Trellis Quantizer (MTQ), based on standard binary convolutional codes. It is shown to achieve performance close to the theoretical limit and comparable to the best results found in literature. Moreover, thanks to the fact that convolutional codes have non-catastrophic encoder, it is very robust with respect to channel errors.

The second is consider a very simple quantizer scheme. Data compression and channel coding are combined and accomplished with a linear code. Here a multilevel compression scheme based on linear codes (Turbo Codes) is considered. Linear codes provide compression by exploiting the redundancy at the output of the quantizer. Traditionally the source/channel coding system is based on the concatenation of the quantizer, a lossless data compression stage and a standard channel code. Here, these last two stages are replaced by a single stage based on linear codes. This approach is shown to give remarkable improve-
ments compared to the traditional solution. This method can be used in the HDA scheme when concatenated to entropy constrained scalar or vector quantizers. Moreover, it can be easily adapted to work with more sophisticated and practical quantizers as Differential Pulse Code Modulation (DPCM) for transmission of images and it can be generalized to achieve progressive transmission through embedded quantization.
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CHAPTER 1

Introduction

1.1 Challenges Ahead for Wireless Communications

The demand for new high-speed, reliable, wireless services is growing fast. Future wireless networks will provide added value by allowing a large variety of services. Real-life networks require the performance to be compliant with certain quality of service targets in forms of delay, error probability or fidelity in the reconstruction of the data. Depending on the applications, different measures of performance may be more critical than others. For example data-transmission (web browsing, data transfer, email) is not strictly delay sensitive but require a virtually error free link. Multimedia content (video streaming) can be more delay sensitive but tolerate some losses, or it can relax the conditions on the delay and accept some losses as in the case of image transmission. Advanced source and channel coding is the key technology that allows for the design of a bandwidth efficient transmission layer [1, 2, 3].

While in the single user case, families of codes exist that achieve capacity for increasing block-length [1, 2], the multiuser scenario, and in particular broadcast scenario, is still not so simple. Broadcast channels have been widely studied over several years, especially from the information theoretic stand-point, [4, 5]. Nevertheless, the capacity region for a general broadcast channel has not been fully characterized yet. Information-theoretic broadcast channels correspond to systems where one transmitter sends independent information to
different users and possibly some common information. Here however we limit ourselves to a system where the transmitter sends only the common information to all the users. To differentiate this setting from that of the conventional broadcast channel, we refer to this situation as a multicast setting.

As an example consider a multicast application where several users ask a server the same service. Practically speaking, the server will open a new connection for each user demanding the service. This is clearly inefficient when considering the bandwidth consumption. In fact, it can happen that when a new user asks the same service, the system refuses to provide the service because of lack of bandwidth. Schemes that exploits the multicast setting by sharing the bandwidth, are surely more bandwidth efficient but at the expense of a penalty in the throughput seen by each user.

Hence, one of the challenges of wireless communications is to design bandwidth efficient systems that satisfy quality of service requirements.

This thesis tackles some open problems in the area of efficient transmission of loss-sensitive and delay sensitive data over wireless channels in single user and multicast setting.

1.2 Coding for Data Transmission

1.2.1 Hybrid Retransmissions Schemes in Single User Setting

Data transmission is very sensitive to noise/fading related errors. Therefore, it is essential that the MAC layer is able to correct deficiencies of the physical layer code. To do so, Forward Error Correction (FEC) is complemented with a retransmission protocol (Automatic Repeat reQuest (ARQ)) [6]. FEC consists in adding a fixed amount of redundancy to the data packet allowing the decoder at the receiver side to correct a certain number of transmission errors. ARQ consists in requesting a retransmission, when the receiver detects a corrupted packet. The gain of using ARQ, beyond the benefit of eventually obtaining error free packets is to decrease the required operating error rate for physical layer FEC algorithms, thus effectively lowering the Signal to Noise Ratio (SNR) requirement at the terminal and access points. However, this gain comes at the price of an added delay due to retransmissions [6, 7]. A recent trend is the joint optimization between the physical layer and the MAC layer. An example of such cross-layer optimization can be seen in the joint design of the FEC and the ARQ. This gives rise to hybrid ARQ (HARQ) schemes where the decoding function of the physical layer is handled jointly with the combining of retransmitted packets (see [6, 7] and references therein). In type I HARQ, the basic idea is that multiple disjoint coded versions of the same original packets are transmitted upon each
retransmission. The code design is such that the message is decodable upon reception of just a single coded packet. The different copies can be combined at the decoder in order to better exploit the diversity of the channel and to increase the probability of successful decoding. Packet combining can be based on hard decision [8, 9, 10] or on soft channel output [11, 12]. Throughout the thesis we refer to the type-I HARQ as the Selective Repeat (SR) protocol.

Type-II HARQ (also called Incremental Redundancy, (IR)), [13, 14] can be interpreted as a variable coding scheme where flexibility is realized by increasing or decreasing the coding rate depending on the channel conditions. The code rate of the first transmission is very high and whenever the system is asked for a retransmission it sends additional redundancy lowering the received rate. Furthermore the received packets are combined in order to exploit the time diversity of the channel since several coded blocks may experience independent fading coefficients. This principle can be implemented by using Rate Compatible Punctured Codes (RCPC) [13] where the transmitter progressively punctures the same “mother” low-rate code. Moreover, since the first transmission is always made using a very high rate code, in bad channel conditions, a retransmission always occurs and the delay is penalized [15, 16, 17].

An information-theoretic approach to study simple HARQ protocols over a slotted multiple-access Gaussian channel with fading is given in [18]. There, the authors analyze the throughput and average delay as well as the asymptotic behavior with respect to various system parameters. In [13, 14, 19, 20] rate compatible punctured convolutional codes are used in the IR scheme. The transmission starts with the highest code rate and additional redundancy is sent whenever requested. In [21] the authors suggested the use of Turbo codes [1] for type-II HARQ protocols where the incremental redundancy can be obtained by puncturing the parity bits.

### 1.2.2 Hybrid ARQ with LDPC

Recently, we have seen increasing interest in the class of Low Density Parity Check (LDPC) codes [2, 22, 23, 24, 25]. Together with the particular tradeoff offered by Hybrid ARQ techniques, this motivates us to analyze the throughput of incremental redundancy schemes with this class of codes.

LDPC codes were first studied by Gallager in his thesis [2], where he introduced an iterative message passing decoding technique that approximates Maximum Likelihood (ML) decoding. In fact, ML decoding becomes too complex for LDPC codes as the block length grows, while the message passing algorithm, also called *Sum-Product Algorithm* (SPA) [25, 26], has a complexity per iteration that is linear in the block length.
The term “low density” refers to the fact that the number of 1’s in each row of the parity matrix is small, in particular linear in the block length\(^1\). These codes exhibit a threshold phenomenon: as the block length tends to infinity, an arbitrarily small Bit Error Rate (BER) can be achieved if the SNR is larger than a certain threshold [22]. Otherwise, the BER is bounded away from zero for any number of decoder iterations.

The idea in SPA is to calculate approximate marginal a posteriori probabilities by applying Bayes’ rule locally and iteratively. In the case when the graph representing the code has no cycle, the SPA computes exact marginal a posteriori probabilities. The asymptotic performance of the message-passing decoder and in particular of the SPA, are evaluated by using a method called Density Evolution (DE) [27, 25, 22, 24], that allows to compute the value of the threshold\(^2\). The concentration theorem [22] guarantees that the threshold computed via density evolution coincides with the exact asymptotic threshold in the limit of large block-length.

DE gives information about the performances in terms of BER. However, the computation of the throughput is based on the frame error rate (FER) more than the BER. It is also known that these codes exhibit very good waterfall performance in terms of BER, but bad results in terms of FER [28, 29] unless countermeasures are adopted such as concatenation or special graph constructions. Therefore the following issues arise regarding a practical design of LDPC-based HARQ protocols:

- Analysis of the behavior of ideal LDPC codes (infinite block length) and generalization of DE under HARQ protocols and block fading channels.

- Analysis of the behavior of practical (finite length) LDPC compared with infinite length counterparts.

- Definition of good countermeasures in order to have such codes nicely adapted to the HARQ framework, thus obtaining close to ideal performance.

- Finally, should more sophisticated constructions based on special graph design [30, 31, 32, 33] be considered for practical implementation?

Some of these problems are addressed in chapter 2.

---

\(^1\)For random linear codes the expected number of 1’s is proportional to \(n^2\), [22].

\(^2\)The threshold is defined as the worst channel parameter such that the message distribution evolves in a way that the associated probability of error converges to zeros as the number of iterations goes to infinity.
1.2 Coding for Data Transmission

1.2.3 Coding and Retransmission for the Multicast Channel

In the downlink of wireless networks, the transmitter mostly deals with multiuser situations, where multiple terminals need to be served at once in an efficient and reliable way. This situation is in general referred to as “broadcast” channel, [34, 35, 36, 37]. Here, however, we limit the analysis for the multicast scenario where only common information is sent to all the users. In this case, existing retransmission protocols are in general not efficient, [38, 39, 40, 41]. Because the HARQ has to adapt to the conditions of all the users in the cell including the worst one, the retransmission protocol can possibly be solicited many times and the effective coding rate of the system will be very low. This means that strictly speaking these kinds of protocols are not scalable with the number of users.

Very recently and independently from us, Gopala et al. [42] have studied retransmission protocols in the same multicast setting as here. The authors analyze the scaling low of the throughput and delay with respect to the number of users, when SR and IR HARQ schemes are considered. However, when they analyze the SR protocol, they assume perfect channel state information both at the transmitter and at the receiver, while the IR scheme does not require channel state information. They compare these two schemes with a method based on cooperation among users. They show that the three policies have progressively increasing complexity but also better throughput/delay scaling lows. They show that the SR scheme achieves optimal throughput scaling low when the transmitter targets the user with the “average” conditions in the cell.

In our case, for both IR and SR, the transmitter is not informed about the channel coefficient of each user, since the feedback is very easy and gives only information about the correctness of the received packets.

In this scenario, multiple open issues arise again, which we address in chapter 3:

- How can these protocols be made “fully scalable? By “fully scalable we means that the delay does not increase with the number of users.
- How do these protocols scale with the number of users? What is the limiting behavior of these protocols with respect to system or design parameters?
- An open issue is whether these retransmission protocols are viable solutions for the multicast setting.

These problems are tackled in chapter 3.
Chapter 1. Introduction

1.3 Coding for Multimedia Sources

Modern telecommunications very often involve the transmission of analog sources over digital channels. Paramount examples are digital TV, audio broadcasting (DTV, DAB) and transmission of still and moving pictures over wireless radio channels in 3G (and beyond) mobile devices.

In contrast to the error-sensitive data applications mentioned before, such applications can, by nature, be much more delay-sensitive (especially streaming applications), but at the same time more loss-tolerant (within the requirements in terms of quality of reconstruction). Other multimedia applications can have more relaxed constraints on delay, such as for instance the transmission of images over mobile devices.

In such setting, bit-error probability at the output of the channel decoder is no longer a good measure of performance. On the contrary, the end-to-end distortion is more representative of the quality of transmission.

In some lucky sporadic cases, such as a Gaussian source over a Gaussian channel, both with the same bandwidth, it is well-known that “analog transmission” is optimal [3, 45]. By analog transmission we mean that the source is scaled in order to meet the transmit power constraint and then it is sent over the channel. This can be seen as regular analog AM. Such conditions require mainly a particular match between channel and source. For example it requires equal source and channel bandwidth. The source bandwidth is in general given by nature while the channel bandwidth has to respect certain requirements. Therefore, it can be interesting to try to maximize the spectral efficiency, given as the ratio between source and channel bandwidth, or equivalently try to optimize to system to meet a particular spectral efficiency. In order to achieve high spectral efficiency (> 1), in general the source must be compressed, and at the same time protected against errors introduced by the channel [3, 46].

1.3.1 Lossy Transmission over Compound Channel

Consider a Block-Fading Additive White Gaussian Noise channel (BF-AWGN) where the channel gain is random but constant over the duration of a codeword. Under the assumption that the transmitter is not informed about the channel fading of the user but only of its statistic, the BF-AWGN channel can model a broadcast channel with infinite users each of one experiencing a different fading coefficient. Hence, given a certain statistic of the SNRs (or of the users), it is desirable to design a single transmitter that performs “well” for a wide range of SNR.

While analog schemes show a gradual change (graceful degradation) in the received signal
quality with changes in SNR, digital schemes suffer from the “threshold effect”. The system can be designed to achieve asymptotically optimal performance at a given target SNR, but they perform poorly for SNR below this target and they do not take advantage of better channel conditions when the actual SNR is above the target SNR.

In general digital schemes are designed based on Shannon’s separation principle that states that no loss in performance is incurred when designing source and error coding schemes separately [47, 46]. However, this does not take into consideration complexity and delay and it does not hold for non-ergodic scenario or multiuser setting as considered here. Consequently, much research has been done based on the Joint Source and Channel Coding (JSCC) principle that links and jointly optimizes the source and the channel strategy. In [48, 49] and references therein, the authors have shown that joint source-channel codes can solve the problem above for fixed complexity and delay and they are more robust to change in channel noise.

Consider the case when the transmitter sends the same analog source to all the users each of one having a different channel condition. Possibly, the user, by exploiting the “goodness” of its channel, can reconstruct the source at different quality levels. The key issue is to define one transmission scheme that works as close as possible to the theoretically achievable limit for a wide range of SNR, i.e for a large number of users.

In this setting, different well known transmission strategies can be analyzed. The easiest scheme is based on time sharing, also called “progressive transmission” of information. The source is splitted into independent layers of information each mapped onto a different channel codeword possibly with different channel coding rate. The codewords are sent trough the channel by using a time sharing strategy. The splitting of the source into independent layers can be implemented by using an ideal successive refinement [50, 51, 46, 52] source encoder. The concept of successive refinement consists of first approximating the data by using a few bits of information and then iteratively improving the approximation as more and more information is supplied. Under particular condition on the source [51], the successive refinement source code achieves optimal performance (the rate-distortion function) at each level. Here we consider such an ideal successive refinement source code.

In [34] it is shown that a superposition-based transmission strategy lies on an achievable rate region of the broadcast channel, greater than the region achieved by time-sharing. Such a scheme consists in superimposing a low-rate information for the ‘bad’ user into a higher-rate information that can be decoded only by the users with better channel conditions. The same ideal successive refinement source encoder can be coupled with the superposition strategy where each layer of information is mapped into a different channel codeword. The codewords are then superimposed and transmitter over the channel.
The third strategy considers an hybrid system that couples the benefits of a digital system, with graceful degradation in reconstruction quality offered by an “analog” (uncoded) scheme. These kind of schemes, called Hybrid Digital-Analog (HDA), have been analyzed from a theoretical point of view in [53, 54, 55, 56]. In [56], for example, the authors design HDA schemes that achieve for one target SNR asymptotically optimal performance. However in a multiuser environment, it seems more interesting to optimize the system in view of having a performance level (average distortion) as smooth as possible over the range of possible SNR values.

Given this background, some issues exist that should be addressed:

- The definition of an optimization problem for the theoretical analysis of the three transmission strategies described before (time sharing, superposition, HDA) is a key issue. The optimization problem is based on the minimization of the average distortion, where the average is done over the distribution of the SNRs. This becomes a power and rate allocation problem that allows for comparisons in terms of distortion versus instantaneous signal to noise ratio.

- The definition of algorithms that find the optimal allocation power and rate policies subject to total power and spectral efficiency constraints give guidelines for the practical construction of these systems.

- A big issue is, of course, the construction of codes (source code/channel code) that can approach the theoretical limit.

These problems are addressed in chapter 4.

1.3.2 Separated vs Joint Source-Channel Coding: Code Construction

Among the strategies briefly described in the previous section, the HDA scheme gives the best results, in the sense that it achieves smooth reconstruction quality for a wide range of SNRs. These schemes are made of a digital part (source-channel encoder) superimposed with the analog (uncoded) signal. We refer to the digital part as to “tandem encoder”. The result of the optimization problem is the SNR threshold at which the digital code should be design to work. The analytical development considers an ideal source and channel code when the rate-distortion and the capacity-cost function are achieved. However, a key open problem is the construction of codes that work as close as possible to the theoretical limit. The tandem encoder can be designed separately or jointly.
Let us consider, first, the standard separated approach. In order to allow source compression, practical source encoders involve some linear transformation (e.g., Fourier or Wavelet subband decomposition), followed by some segmentation and decimation [3, 57]. Then the analog data may be quantized and the sequence of quantization indexes is losslessly compressed by an “entropy coding” stage, usually implemented by some form of adaptive arithmetic coding [58]. The best results known so far, in terms of quantization of memoryless sources are found in the family of Entropy Constrained Trellis Coded Quantizers (ECTCQ) [59]. These schemes uses the expanded signal set [60] and set partitioning ideas from coded modulation. The probability with which the points in the code alphabet are selected is not uniform. Hence, rate improvements can be achieved by concatenating this scheme with an arithmetic encoder and eventually a channel code to protect against the effects of the channel. Because of the variable-length coding stage, the source decoder is not robust to residual channel errors and a few wrong bits at its input may cause intolerable degradation of the reproduced source. This is the main weakness of Shannon’s source-channel separation theorem. Moreover, the separation theorem does not generally hold in a non-ergodic environment such as the slowly fading AWGN channel. This leads to the analysis of the joint approach (JSCC), that links and jointly optimizes the source and the channel strategy. In [48, 49] and references therein, the authors have shown that JSCC can solve the problem above for fixed complexity and delay and they are more robust to change in channel noise. Different approaches for JSCC has been proposed so far, but we can summarize them mainly into two groups. The first tries to optimize the quantization step by deleting all the redundancy of the source. These schemes can be coupled with standard channel codes. The main issue here is to construct quantizer schemes such that the reconstruction quality relies on BER more than FER, i.e few bits in error at the output of the channel decoder do not have a catastrophic effect on the reconstruction quality. Examples of this group are Channel Optimized Scalar/Vector Quantizer [61, 62, 63].

The other group of JSCC schemes considers very easy quantizer scheme and the data compression and channel coding stage is performed jointly. This last stage achieves compression ratio by exploiting the residual redundancy at the output of the quantizer. However, the decoder needs the a priori information about the statistic of the indexes at the output of the quantizer. The joint data compression-channel coding stage can be efficiently implemented via linear codes, as shown in [64, 65].

The following open problems are addressed in chapter 5.

- Existing practical tandem encoder are not very close to the theoretical performance. However, source codes (ECTCQ) and channel codes (Turbo codes, LDPC) that perform very close to the ideal rate-distortion or capacity-cost functions exists. Their potential is still to be explored when jointly optimized.
• The design of non-catastrophic quantizer, i.e. robust to channel errors is a key issue. A challenging feature is the independence of performance from the source statistic. In practice, in fact the statistic of the source is not precisely known.

• Data compression/channel coding schemes based on linear codes have, as well, a big potential. An open problem is the design and optimization of codes for this compression/protection method.

• An open issue is whether soft reconstruction can be helpful when the compression method based on linear codes is considered.

• Parallel Concatenated Turbo codes are particularly suited for JSCC because by nature they are systematic and different coding rates can be achieved by puncturing the same mother code. However, analytical optimization is not straightforward. It could be interesting to optimize families of codes like LDPCs or Irregular Repeat and Accumulate (IRA) codes [66], where DE reveals all its advantages. In this case, modification of DE to take into account the compression scheme should be carried out.

• The analysis and study of the performance achieved by the best ECTCQ coupled with compression scheme based on optimized IRA codes is of great interest.

• An interesting point is to adapt this compression scheme in such a way that it can provide a graceful degradation of performance and thus can be adapted to the multiuser setting, also without the use of the analog signal.

1.4 Contributions

We summarize our results around the two following axes of research: HARQ-based transmission over wireless channels and efficient transmission of multimedia content. The contributions in terms of publications are specified.

Throughout the chapters less intuitive acronyms are repeated, for the sake of clarity.

1.4.1 HARQ-based Transmission over Wireless Channels

(i) Chapter 2.

The work is mainly inspired by [18]. By using Renewal Reward [67] theory, the throughput of LDPC codes ensembles with incremental redundancy protocol over slow fading channel
is studied, and the density evolution method is extended to the case of block fading channel and general retransmission protocols. The analysis shows that assuming infinite block length, LDPC codes yield almost the same performance as random binary codes.

As expected, the throughput performance of practical finite-length LDPC codes show a considerable loss with respect to the ideal behavior of the ensemble. Two original methods are presented and are shown to recover most of the gap between ideal performance and practical results. The first method is based on a simple special graph arrangement and the second is based on an outer selective-repeat protocol acting on smaller packets of information bits.

Finally we analyze the complexity of the IR protocol with LDPC codes. When a packet hits a deep fade, the iterative decoder may perform many iterations without converging to small error probability. This is a waste of computation time and battery energy. Ideally, it would be useful to trigger the iterative decoder only if the probability of successful decoding is high. A method based on the asymptotic analysis (density evolution) is shown to provide an asymptotic region of convergence of the IR scheme and provide some saving in complexity compared to standard stopping criteria.

This work led to the publications [68, 69, 70, 71] and two patents.

(ii) Chapter 3

In this chapter the scalability of the HARQ protocol is addressed. A multicast scenario is considered, where each user spans a fixed number of fading blocks. The results are given in terms of throughput per user vs number of users, when the IR and SR protocols are considered. These protocols, strictly speaking, are not scalable, i.e the average delay grows to infinity as the number of users augment. HARQ (SR or IR) can be made fully scalable if we allow for a fraction $x > 0$ of users that do not decode successfully. One of our results is that the IR scheme achieves asymptotically, for large number of users, performance greater or equal than the ergodic capacity of the system for fixed positive $x$. For the SR protocol, the optimal performance is always achieved with finite average delay, but at the expense of a penalty in throughput compared to the IR scheme. Moreover we show that the performance of IR and of FEC coding are identical in terms of delay, throughput and error probability, in the limit of a large number of users. Finally we target a streaming application and we give a simple practical example on the requirement in terms of buffer size at the receiver, based on the Birth-Death queue process. A part of this work gave rise to [72].
1.4.2 Efficient Transmission of Multimedia Content

(iii) Chapter 4

In this chapter, we define the optimization problem for three systems. The first is obtained by coupling an ideal successive refinement source coder with strategy based on time sharing and the second by coupling the same source encoder with a transmission scheme based on superposition. These two fully digital schemes are compared with the optimized HDA scheme based on superposition of the digital and the analog part. The function to be minimized is the average distortion under the transmit power constraint and total spectral efficiency. The algorithms gives the optimal power and rate allocation based on these constraints, as well as the optimal number of layers. We suppose, ideally, that the successive refinement scheme is able to provide independent levels of information and that it achieves the rate-distortion function at each level. For the sake of theoretical tractability ideal channel codes are considered. However, the algorithms can be generalized to practical schemes where the source and channel encoder are not ideal.

This work is presented in [73, 74].

(iv) Chapter 5

This chapter deals with the construction of practical coding schemes that approach the limits found in the previous chapter. We analyzed and compare two different schemes. The first belongs to the class of robust quantizer schemes that performs also data compression. Belonging to this class, we analyze a Multistage Trellis Quantizer (MTQ) based on a spherical dithering and on the scaled version of a “mother” convolutional (de)coder. The idea is to approximate the behavior of spherical codes with the convolutional code. In fact Lapidoth in [75] has shown that scaled spherical codes with minimum distance encoding are robust in the sense that they achieve the Gaussian rate distortion bound under very mild conditions on the source. This scheme, in the noiseless case, achieve performance close to the Gaussian rate distortion bound, independently from the statistic of the source. It is robust to channel errors because it inherits the property of the convolutional encoder to be non catastrophic. Moreover, its output is almost non redundant and thus, it is suited for concatenation with powerful standard Turbo codes or LDPC.

The second scheme that we analyze is based on the joint implementation of data compression and channel coding. In particular this can be achieved via linear codes as Turbo codes. In the following we refer to it as Multilevel Turbo COMpression (M-TCOM). The M-TCOM exploits the residual redundancy of the index at the output of the quantizer. Here, we consider a simple Entropy Constrained Scalar Quantizer (ECSQ) whose output indexes are redundant. The redundancy of these indexes is used as a-priori information to achieve
compression rate and drive the turbo decoder, this is called “source aided channel decoding” [64]. The indexes belonging to a $Q$-ary are mapped through a multilevel decomposition (bit planes) onto turbo codes that act on a per-level basis. The systematic bits of each turbo codes are punctured, together with a certain amount of parity bits in order to achieve the desired rate. A time-sharing approach is used for transmission over the channel.

This scheme outperforms standard concatenations that consider quantizer, entropy encoder and standard channel code. Results are given in terms of code optimization (polynomial generator of component convolutional codes and puncturing pattern). However, the analysis of ECTCQ concatenated with turbo compression and IRA codes, as well as the analytical optimization of such codes, is an on-going work.

This approach, by nature, can handle progressive transmission of information. Thus, by choosing the $Q$-ary to binary mapping such that it is embedded, the source can be reconstructed with different levels of distortion.

This scheme and the design of the coding rate are extended to the case of practical transmission of images over the wireless link. This is shown to give remarkable results when coupled with a modified Differential Pulse Code Modulation quantizer defined by Kim et al [57]. This work has partly led to [76, 77]. A comprehensive analysis and summary of the results as well as the on-going work contributes to [78]. The extensions to embedded quantization and the application to DPCM-based quantizer scheme contributes to [79].
CHAPTER 2

Throughput of Hybrid ARQ protocols with LDPC Codes

2.1 INTRODUCTION

This chapter is focused on the concept of reliability in the context of packet data transmission. Typically, data transmission is not strictly delay-sensitive but requires a virtually error-free link. In order to provide such level of reliability over wireless channels, affected by propagation impairments such as fading, ARQ schemes can be combined with channel coding (HARQ). In brief, when fading varies slowly over the duration of a codeword, coding takes care of the channel noise while retransmissions take care of bad channel conditions (deep fades).

This work is mainly inspired by [18] where the authors analyze, from an information theoretic point of view, throughput and average delay performance of some HARQ protocols over a slotted multiple access Gaussian channel with fading. The analysis is carried out by considering Gaussian codes for the sake of mathematical tractability. Here we consider a point-to-point downlink scenario and we analyze the performance of HARQ schemes with the powerful class of LDPC codes, over block fading channel. Although very idealized, the simple block-fading model captures several aspects of wireless communications over fading channels (see the thorough discussion in [80], [81]). For example, this model applies to narrow-band transmission over a multipath fading channel with
slow frequency hopping (e.g., a GSM/GPRS system [82]). As illustrated in [80, 81], when fading is slowly-varying with respect to the duration of a codeword, each codeword experiences a fixed number of fading states (say \( M \) values). Under the realistic assumption of large number of dimension per block \( L \), and small \( M \),\(^1\) the channel is not information stable and outage capacity\(^2\), rather than standard ergodic capacity, describes the limits of reliable communications.

The analysis of the Incremental Redundancy (IR) scheme with LDPC code ensembles with iterative belief-propagation decoding shows that, assuming infinite block length, LDPC codes yield almost optimal performance.

Unfortunately, practical finite-length LDPC codes incur a considerable performance loss with respect to their infinite-length counterpart. In order to reduce this performance loss, two effective methods are proposed: 1) using special LDPC ensembles designed to provide good frame-error rate (rather than just good iterative decoding threshold); 2) using an outer selective-repeat protocol acting on smaller packets of information bits. Surprisingly, these two apparently very different methods yield almost the same performance gain and recover a considerable fraction of the optimal throughput, thus making practical finite-length LDPC codes very attractive for data wireless communications based on incremental redundancy HARQ schemes.

In the last part of the chapter, the analysis of the complexity of HARQ scheme coupled with Belief Propagation decoding is carried out. When a packet hits a deep fade, the iterative decoder may perform many iterations without converging to small error probability. Eventually, a decoding failure is declared and a retransmission is requested. Therefore, when such event occurs, the iterations represent wasted computation time. Ideally, it would be useful to detect quickly whether the packet is likely to be correctly decoded or not, and trigger the iterative decoder only if the probability of successful decoding is high. While this is very easily obtained in simple ARQ protocols, where each packet is independently encoded and decoded and each retransmission is treated as a newly received packet, it is not so obvious in more sophisticated HARQ schemes that make use of packet combining [11] or incremental redundancy. In fact, when a data packet is LDPC-encoded and the resulting codeword is sent across the channel on a single fading block, it is sufficient to check if the instantaneous signal-to-noise ratio (SNR) at the receiver is larger than the LDPC iterative decoding threshold [22, 23], to know if the packet can be decoded successfully with high probability. On the contrary, if a codeword is transmitted over, say, \( m \) fading realizations,

\(^1\)For example, in GSM \( M = 8 \) and \( L \approx 100 \), and in 64kbps downlink reference data channel for UMTS data-transmission modes, codewords are interleaved over \( M = 2 \) frames, and each frame may contain up to \( \approx 1000 \) dimensions [83].

\(^2\)Outage capacity is defined as the maximum information rate that can be achieved in any fading condition during non-outage.
we would need an \( m \)-dimensional region of convergence such that if the SNR vector is in this region, then the iterative decoder is successful with high probability. Characterizing such multidimensional region of convergence for a given LDPC code and iterative decoder is not an easy task in general. A simple method to compute implicitly an \( \text{approximated} \) region of convergence of the belief-propagation decoder for a given LDPC code is presented. This method is based on the use of Density Evolution (DE). It is possible then, to check very efficiently if the vector of received SNRs is such that successful decoding is expected with high probability. Then, the iterative decoder is triggered only if the vector of received SNRs is in the region. This reduces the expected complexity of the decoder, with very important savings in both computation time and battery energy.

2.1.1 **Summary of the Contributions**

- Analysis of the throughput of IR schemes with infinite length LDPC codes and extension of density evolution method to the case of block fading channel and IR scheme.

- Countermeasures to recover the gap between the performance of infinite length LDPC ensemble and that achieved by finite length practical codes.

- Analysis of the complexity of IR scheme with Belief Propagation decoding.

- Definition of an approximate convergence region to lower the complexity of the decoder

2.1.2 **Organization of the work**

The rest of the chapter is organized as follows: in section 2.2 the system model and the retransmission protocol is introduced. Section 2.3 recalls the throughput analysis based on Renewal-Reward theory, while in section 2.4.2 and 2.5 the computation is particularized for random binary and LDPC codes. Section 5-22 give results in terms of throughput achievable by LDPC when ideal conditions are considered (infinite block length) and in section 2.7 two methods to fill in the gap between finite length and infinite length LDPC codes are given. The results are shown in section 2.8. Finally the complexity of LDPC decoding under IR retransmission protocol is analyzed in section 2.9 and section 2.10 concludes the chapter.
2.2 Protocol and Model used

The system is composed by one transmitter and one receiver. Time is divided into slots each of duration $T$. In each slot the transmitter sends $L \simeq WT$ dimensions, where $W$ is the two-sided signal bandwidth and we assume $WT \gg 1$. The fading is considered slowly time varying, in particular constant block fading on each slot. Moreover the channel gains over different slots are assumed statistically independent (figure 2-1). Denote $x_s$ the transmitted signal, $y_s$ the received signal and $\nu_s$ the background noise, during slot $s$,

\[
\begin{align*}
  x_s &= (x_{s,1}, x_{s,2}, \ldots, x_{s,L}) \\
  y_s &= (y_{s,1}, y_{s,2}, \ldots, y_{s,L}) \\
  \nu_s &= (\nu_{s,1}, \nu_{s,2}, \ldots, \nu_{s,L}) \quad \text{(2-1)}
\end{align*}
\]

The noise is assumed circularly symmetric Gaussian with i.i.d components with variance 1. The energy per symbol is constant and given by $\mathbb{E}[\|x_{s,l}\|^2] = 1$. The fading coefficient is normalized so that $\mathbb{E}[|c_s|^2] = 1$. The average received SNR is given by $\Gamma \triangleq \frac{E_s}{N_0}$. For later use, we define also the fading power gain $\alpha_s \triangleq |c_s|^2$ and the instantaneous received SNR over slot $s$, $\beta_s \triangleq \alpha_s \Gamma$. The received signal over one slot is given by:

\[
y_s = \sqrt{\Gamma} c_s x_s + \nu_s \quad \text{(2-2)}
\]

In the following we suppose that the decoder has a perfect knowledge of the channel gain $c_s$ and of the SNR $\beta_s$.

The HARQ scheme under analysis is shown in figure 2-2. Roughly speaking, the transmitter keeps sending additional coded symbols (redundancy) until successful decoding is achieved.
2.3 Throughput Analysis

For this reason, it is referred to as incremental redundancy protocol. The transmitter encodes information messages of \( b \) bits by using a channel code with codebook \( C \in \mathbb{C}^n \) of length \( n = LM \) and coding rate \( R = b/n \) bit/symbol. The codewords are divided in \( M \) blocks of length \( L \) symbols. Each block is sent over one slot. Let \( C_m \) denote the punctured code of length \( Lm \) obtained from \( C \) by “deleting” the last \( M - m \) blocks. Without loss of generality, we enumerate the slots as \( s = 1, 2, \ldots, M \). In order to transmit the current codeword, the transmitter sends the first block of \( L \) symbols on slot \( s = 1 \). The receiver decodes the code \( C_1 \), by processing the corresponding received signal \( y_1 \). If decoding is successful, a positive ACKnowledgment (ACK) is sent on a delay-free error-free feedback channel, the transmission of the current codeword is stopped and the transmission of the next codeword will start in the next slot (say, \( s = 2 \)). On the contrary, if a decoding error is detected, a Negative ACK (NACK) is sent back and the next block of the current codeword is transmitted on slot \( s = 2 \). In this case, the receiver decodes \( C_2 \) by processing the received signal \( \{y_1, y_2\} \) and the same ACK/NACK procedure is repeated, until either successful decoding occurs, or all \( M \) blocks of the current codeword are transmitted without successful decoding (see figure 2-2).

If successful decoding occurs after \( m \leq M \) blocks, the effective coding rate for the current codeword is \( \frac{R}{m} \) bit/symbol, where we define the rate of the first block as \( R = \frac{b}{L} \). Therefore, the IR protocol implements easily an adaptive rate scheme that takes advantage of good instantaneous channel conditions. The throughput of the IR protocol is defined as the average number of bit/s/Hertz successfully received. As far as the throughput is concerned, it is irrelevant whether codewords not successfully decoded after \( M \) blocks are retransmitted in some successive slots or if they are just discarded [18]. On the contrary, the packet loss rate and the average delay of the system are affected by the policy for handling decoding-failures. In general, for some information packet arrival model and some delay constraint we might seek a policy minimizing the delay subject to a packet loss probability constraint. This topic is out of the scope of this work and, for simplicity, we shall assume that the transmitter has an infinite number of information packets available (no packet arrival process) and applies the IR procedure to the current packet until decoding is successful or until a rate constraint violation happens.

2.3 Throughput Analysis

In order to study the throughput the following optimistic assumptions are taken into account:

- The transmitter has an infinite number of messages to be sent.
- The ACK/NACK channel is delay and error free.
Fig. 2-2. Protocol HARQ
• The channel power gains $\alpha_s$ are i.i.d random variables for all the slots.

The throughput, expressed in bits per second per hertz is given by:

$$\eta = \lim_{t \to \infty} \frac{r(t)}{t} =$$

where $r(t) = \frac{b(t)}{L}$, $t$ counts the number of slots and $b(t)$ the number of information bits successfully decoded up to slot $t$. As in [18] the throughput can be expressed using the Renewal-Reward Theorem, [67]. The event $\mathcal{E} = \{\text{The user stops transmitting the current codeword}\}$ is recognized to be a recurrent event.

A random reward $R$ is associated to the occurrence of the recurrent event: $R = r$ b/s/Hz if transmission stops because successful decoding and $R = 0$ b/s/Hz if it stops because at step $M$ it is not possible to successfully decode (violation of the rate constraint). Applying the Renewal Theorem we obtain

$$\eta = \mathbb{E}[R]$$

where $\tau$ is the random time, expressed in number of bursts, between two consecutive occurrences of the recurrent event. It is referred to as inter-renewal time. Define the event $\mathcal{A}_m = \{\text{successful decoding with } m \text{ transmitted bursts}\}$, and $q(m)$ as the probability of having the first successful decoding at step $m$. The probability $q(m)$ can be expressed as:

$$q(m) = \Pr(\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_{m-1}, \mathcal{A}_m)$$

$$= \Pr(\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_{m-1}) - \Pr(\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_m)$$

$$= p(m-1) - p(m)$$

(2-4)

with $p(m) = \Pr(\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_m) = 1 - \sum_{i=1}^{m} q(m)$. A reward $R = b$ is obtained when successful decoding occurs. This happens at step $m$-th with a probability $q(m)$. It follows that

$$\mathbb{E}[R] = \sum_{m=1}^{M} r q(m) = r \sum_{m=1}^{M} q(m) = r [1 - p(M)]$$

(2-5)

The inter-renewal time is a random variable that takes the values $m$ with probability $q(m)$ for $m = 0, \ldots, M$. In the case $m = M$ the transmission can stop not only because of successful decoding (it occurs with probability $q(M)$) but also because of the rate constraint (the decoding is not successful but the process stops because the complete codeword has already been sent). This occurs with probability $p(M)$. Finally the probability mass function is given by

$$f_{\tau}(m) = \Pr(\tau = m) = \begin{cases} q(m) & \text{if } m < M, \\ q(M) + p(M) & \text{if } m = M. \end{cases}$$

(2-6)
It follows that

\[
E[\tau] = \sum_{m=1}^{M} m q(m) + M p(M)
\]

\[
= \left( \sum_{m=1}^{M} m p(m-1) - \sum_{m=1}^{M} m p(m) + M p(M) \right)
\]

\[
= \sum_{m=0}^{M-1} p(m) = 1 + \sum_{m=1}^{M-1} p(m)
\]

(2-7)

where the last step follows after some algebra and by setting \( p(0) = 1 \). Finally the throughput has the following expression

\[
\eta = \frac{r (1 - p(M))}{\sum_{m=0}^{M-1} p(m)} = R \frac{1 - p(M)}{1 + \sum_{m=1}^{M-1} p(m)}
\]

(2-8)

The average delay (in slots) can be obtained either by simple direct calculation, or by noticing that the IR scheme where, in the presence of a decoding failure after \( M \) slot, the protocol is reset and the current codeword is transmitted again, corresponds to a newly defined renewal-reward process with deterministic reward \( RM \). Therefore, from (2-8) it follows that the average inter-renewal time (i.e., the average delay) of this new process is clearly given by

\[
\mu = \frac{1 + \sum_{m=1}^{M-1} p(m)}{1 - p(M)}
\]

(2-9)

The variance of delay can be obtained by direct calculation and it yields:

\[
\sigma^2_H = \frac{1 + \sum_{m=1}^{M-1} p(m) + 2 \sum_{m=1}^{M-1} mp(m) - \left[ 1 + \sum_{m=1}^{M-1} p(m) \right]^2}{1 - p(M)} + \left( 1 + \sum_{m=1}^{M-1} p(m) \right)^2 \frac{p(M)}{(1 - p(M))^2}
\]

(2-10)

### 2.4 Throughput Bounds: Infinite Length Codes

#### 2.4.1 Conventional Coded ARQ

We take a short detour to compute the throughput of conventional ARQ schemes; this will be used in section 5-22 to motivate the effectiveness of IR with respect to these conventional
protocols. We shall consider two variants of conventional coded ARQ. In the first case, codewords of length \( L \) and rate \( R = \frac{b}{L} \), spanning a single fading block, are used for transmission. In the presence of a decoding error (detected with arbitrarily large probability in the limit of large \( L \), [18]), the codeword is retransmitted in some successive slot. Using the same arguments as before we can compute the throughput, the average delay (in slots) and the variance of the delay of this scheme; they are clearly given by

\[
\begin{align*}
\eta_{SR-1} &= R(1 - p(1)) \\
\tau_{SR-1} &= \frac{1}{1 - p(1)} \\
\sigma_{SR-1}^2 &= \frac{p(1)}{(1 - p(1))^2}
\end{align*}
\tag{2-11}
\]

where the subscript “SR-1” indicates selective repeat with coding over one block.

In the second case, codewords of length \( n = LM \) and rate \( R \) are transmitted over \( M \) fading blocks and decoding is performed only after all \( M \) blocks are received. In the presence of a decoding error, the codeword is retransmitted in some successive group of \( M \) slots. The resulting throughput, average delay and variance of the delay are given by

\[
\begin{align*}
\eta_{SR-M} &= R(1 - p(M)) \\
\tau_{SR-M} &= \frac{M}{1 - p(M)} \\
\sigma_{SR-M}^2 &= \frac{M^2 p(M)}{(1 - p(M))^2}
\end{align*}
\tag{2-12}
\]

The subscript “SR-M” indicates selective repeat with coding over \( M \) blocks. It is immediate to see that \( \eta_{SR-M} \leq \eta \) and \( \mu_{SR-M} \geq \mu \) where \( \eta \) and \( \mu \) are the throughput and average delay of the IR scheme given in (2-45) and (2-9).

In Section 5-22, we show by some examples that the IR scheme performs much better than the above SR schemes in terms of maximum throughput. The average delay and the variance of the delay are comparable for small values of throughput.

### 2.4.2 Random Binary (RB) Codes

Recall that we assume perfect channel knowledge at the receiver, i.e., the receiver knows perfectly the fading coefficients \( \{c_s : s = 1, \ldots, M\} \). Let the instantaneous mutual information per input symbol on slot \( s \) be given by

\[
J(\beta_s) \triangleq I(x_s; y_s|c_s) = \frac{1}{L} \mathbb{E} \left[ \log_2 \frac{p(y_s|x_s, c_s)}{p(y_s|c_s)} \right]
\tag{2-13}
\]
where $x_s$ is distributed according to some input distribution $Q(x)$ and where

$$p(y|x, c) = \frac{1}{\pi N_0} e^{-\frac{1}{N_0}|y-\alpha x|^2}$$

is the channel transition pdf for given fading gain $c$. Given the sequence of fading gains $\mathcal{F}_m = \{c_s : s = 1, \ldots, m\}$, we define the conditional probability of decoding error after $m$ received slots $\Pr(\text{error}|\mathcal{F}_m, C_m)$ given the code $C$ and the fading sequence $\mathcal{F}_m$. In [18] it is shown that there exist families of codes $C$ with increasing block length $L$ such that

$$\lim_{L \to \infty} \Pr(\text{error}|\mathcal{F}_m, C_m) = 0 \quad (2-14)$$

if $I_m = \sum_{s=1}^{m} J(\beta_s) > r$. Moreover, for any $L$ the error probability of any code is bounded away from zero if $I_m < r$. Finally, assuming typical-set decoding [46] the conditional probability of an undetected decoding error vanishes as $L \to \infty$ for any code $C$ and any fading sequence $\mathcal{F}$.

Eventually, we can say that for large number of dimensions per slot $L$ (i.e., large product $WT$) the error probability of the best possible code at each IR step $m$, for given fading sequence $\mathcal{F}_m$, is given by $\Pr(\text{error}|\mathcal{F}_m, C_m) = 1\{I_m \leq r\}$ where $1\{.\}$ is the indicator function. Hence, the average error probability (where average is with respect to the fading statistics), is given by

$$\Pr(\text{error}|C_m) = \Pr(I_m \leq r) \quad (2-15)$$

We define the probability $q(m)$ of successful decoding with $m$ transmitted slots as

$$q(m) \triangleq \Pr(I_1 \leq r, I_2 \leq r, \ldots, I_{m-1} \leq r, I_m > r) = p(m-1) - p(m) \quad (2-16)$$

where $p(m)$ is defined as

$$p(m) \triangleq \Pr(I_1 \leq r, I_2 \leq r, \ldots, I_m \leq r) = 1 - \sum_{i=1}^{m} q(m) \quad (2-17)$$

In the random binary codes case the input distribution $Q(x)$ puts uniform probability on the binary antipodal alphabet $\{-\sqrt{E}, \sqrt{E}\}$. Because of non-negativity of mutual information, the sequence $(I_1, I_2, \ldots, I_m)$ is a non-decreasing sequence for all fading sequence realization. This yields

$$p(m) = \Pr(I_1 \leq r, \ldots, I_m \leq r) = \Pr(I_m \leq r) = \Pr\left(\sum_{s=1}^{m} J(\beta_s) \leq r\right) \quad (2-18)$$
For binary inputs the instantaneous mutual information $J(\beta_s)$ is given by

$$J(\beta_s) = 1 - \int_{-\infty}^{\infty} \log_2 \left( 1 + e^{4\sqrt{\beta_s(z-\sqrt{\beta_s})}} \right) \frac{e^{-z^2}}{\sqrt{\pi}} dz \quad (2-19)$$

Since the $\beta_s$’s are i.i.d. random variables, the cumulative distribution function (cdf) (2-18) is obtained from the $m$-fold convolution of the probability density function (pdf) of $J(\beta_s)$, given by

$$f(x) = \frac{1}{\gamma} f_{\alpha} \left( J^{-1}(x)/\gamma \right) \left( \frac{dJ^{-1}(x)}{dx} \right) \quad (2-20)$$

where $f_{\alpha}(x)$ is the pdf of the fading power gain $\alpha$. The probability $p(m)$ is then:

$$p(m) = \int_0^r f_m(x) dx \quad (2-21)$$

where $f_m(x) = \mathcal{F}^{-1}\{ (\mathcal{F}\{f(x)\})^m \}$ and $\mathcal{F}\{\cdot\}$ indicates the Fourier Transform.

In order to reduce the computation complexity of 2-21, for large $m$ we can resort the Gaussian approximation or the Chernoff bound.

(v) **Gaussian Approximation** Using the Central Limit Theorem [84], for large $m$ we have that

$$\frac{1}{\sqrt{m\sigma_G^2}} \sum_{i=1}^{m} I(\beta_i) - \sqrt{m \mu_G \sigma_G} \xrightarrow{\text{distrib}} \mathcal{N}(0,1) \quad (2-22)$$

where

$$E[I(\beta_i)] = \mu_G, \quad E\left[ (I(\beta_i) - \mu_G)^2 \right] = \sigma_G^2$$

are the mean and the variance of the single letter mutual information $I(\beta_i)$. The value of $p(m)$ is then found using the integration of the cdf of the Gaussian RV with mean $m\mu_G$ and variance $m\sigma_G^2$:

$$p(m) \approx 1 - Q\left( \frac{r - m\mu_G}{\sqrt{m\sigma_G}} \right) \quad (2-23)$$

for large $m$. 

(vi) **Chernoff Bound** The Chernoff bound gives an upper bound on the probability $p(m)$:

$$p(m) = \Pr \left( \sum_{i=1}^{m} I(\beta_i) \leq r \right)$$

$$= \Pr \left( \sum_{i=1}^{m} I(\beta_i) - r \leq 0 \right)$$

$$= E \left[ I\left\{ \sum_{i=1}^{m} I(\beta_i) - r \leq 0 \right\} \right]$$

(2-24)

where $I\{X\}$ is the indicator function that is equal to 1 when the event $X$ is verified and 0 otherwise.

This is upper-bounded by a negative exponential:

$$p(m) \leq E \left[ e^{-\lambda \left( \sum_{i=1}^{m} I(\beta_i) - r \right)} \right]$$

$$= e^{\lambda r} E \left[ e^{-\lambda \sum_{i=1}^{m} I(\beta_i)} \right]$$

$$= e^{\lambda r} \prod_{i=1}^{m} \Phi_{I_i}(\lambda)$$

(2-25)

where we have defined $\Phi_{I_i}(\lambda) = E \left[ e^{-\lambda I(\beta_i)} \right]$. The last step is due to the fact that the $I(\beta_i)$ are i.i.d RVs. Finally the upper bound is given by

$$p(m) \leq e^{\lambda r} [\Phi_{I_i}(\lambda)]^m$$

(2-26)

The minimization of $\lambda$ gives tighter upper bound,

$$p(m) \leq \min_{\lambda} e^{\lambda r} [\Phi_{I_i}(\lambda)]^m$$

(2-27)

In this case the function $\Phi_{I_i}(\lambda)$ does not have a closed form solution, so we got the results through numerical simulations.

### 2.5 Low Density Parity Check Codes

In chapter 1 (LDPC) codes have been introduced together with the key properties and the concepts of iterative decoding algorithm based on message passing used to approximate maximum likelihood decoding, as well as the DE method used to evaluate bit error rate
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performance in the limit of large blocklength. The message-passing decoder is called Sum Product Algorithm (SPA) or Belief Propagation algorithm (BP). In the following we refer to it as BP.

The parity-check matrix of a randomly selected instance $C$ in a given LDPC ensemble is conveniently represented by a bipartite graph with the nodes on the left (bitnodes) corresponding to the coded symbols and the nodes on the right (checknodes) corresponding to parity-check equations. A bitnode $v$ is connected to a checknode $c$ if the corresponding $v$-th symbol participates in the $c$-th parity equation. The LDPC ensemble is defined by its left and right degree distributions $\lambda_i = \sum_{i=2}^{d} \lambda_i x^{i-1}$ and $\rho_i = \sum_{i=2}^{d} \rho_i x^{i-1}$, where $\lambda_i$ (resp., $\rho_i$) is the fraction of edges in the graph connected to bitnodes (resp., checknodes) of degree $i$. The rate of the ensemble is given by $R = 1 - \int_0^1 \frac{\rho(x)}{\lambda(x)} dx$.

Under the sum-product algorithm the variable and check nodes exchange messages iteratively. A check node gets messages from its $d_c$ neighbors, processes the messages and sends it back to its neighbors. The same thing applies for the variable nodes. The essential constraint, necessary to have the correct marginal a posteriori probabilities, is that the output message of the variable (check nodes) is a function of all incoming messages to the node with the exception of the message coming from the node which the message will be sent to. After $l$ iterations the variable node decodes the associated bit based on all the informations that it could get from the $l$-depth subgraph of its neighbors. In the limit of very long codes, it can be shown that the decoding neighborhood of a given variable node is tree-like, it does not contain any cycle; in this case all the random variable (the incoming messages to every node) are independent. The Concentration Theorem in [22], assures that, almost all randomly constructed codes behave alike. It follows that it is only necessary to determine the averages behavior of the ensemble. The average behavior is shown to be the cycle-free case. In the limit of infinite blocklength DE computes the correct marginal a posteriori probability.

The messages are indicated using a Log-Likelihood Ratio (LLR): $v = \log \frac{p(y|x=1)}{p(y|x=-1)}$ is the output message of the variable node and $u = \log \frac{p(y'|x'=1)}{p(y'|x'=-1)}$ is the output message of the check node, where $x$ is the bit associated to the node, $y$ is all the information available to the variable node, $x'$ is the bit value of the node that gets the message and $y'$ is all the information available to the check node. The idea, [22], is then to track the evolution of the messages distribution, (DE), instead than the messages itself.

Calculating thresholds using density evolution is computationally expensive because the iterative process involves a $n-$dimensional system. Some approximations methods are possible, for example the Erasure-Channel approximation [25] and the Gaussian approximation, [25], [24]. For the first case the threshold for the erasure channel is computed\(^3\) and the

\(^3\)The density evolution for the erasure channel becomes a one-dimensional evolution [85]
value is mapped into the threshold of the correct channel using the equal capacity curve. In the second case the threshold is estimated approximating message densities as Gaussian. In this case, by using the symmetry condition [25], it is shown that the mean of the Gaussian is the only information necessary to characterize the message density\(^4\). This allows to follow the evolution through the graph of one parameter instead than the complete characterization of the message density. Under the Gaussian approximations, others one-dimensional quantities, instead of the mean, have been considered to approximates the message density, as SNR [25] and Mutual Information [27]. In the following, because of numerical stability, the development is done in terms of mutual information.

In our analysis, we make the optimistic assumption that decoding is successful (the frame is error-free) with high probability if, after \(m\) received slots, the BER under BP decoding vanishes with the number of decoder iterations. Notice that vanishing BER does not necessarily imply vanishing FER in the limit of infinite block-length. However, arguments based on concatenation of LDPCs with outer expander codes [30] with very large rate show that, in principle, vanishing BER implies vanishing FER at least for such concatenated constructions. Furthermore, we assume that the convergence of the decoder to vanishing BER can be detected by the decoder, so that decoding failure is always revealed. Under these optimistic assumptions, we can use the same throughput formula (2-45) by redefining \(p(m)\) as

\[
p(m) = \Pr \left( \lim_{l \to \infty} \text{BER}^{(l)}(1) > 0, \ldots, \lim_{l \to \infty} \text{BER}^{(l)}(m) > 0 \right)
\]

where \(\text{BER}^{(l)}(m)\) is the BER at BP decoder iteration \(l\) with \(m\) received slots.

We assume that the coded symbols are randomly assigned to the \(M\) blocks so that the fraction of bitnodes of degree \(i\) on each \(m\)-th block is the same as for the total code. In other words, the fraction of edges connected to bitnodes of degree \(i\) on block \(m\) is equal to \(\lambda_i/M\), for all \(m = 1, \ldots, M\). Numerical examples supported our choice of distributing “uniformly” the left degrees on the blocks.

In order to compute \(\lim_{l \to \infty} \text{BER}^{(l)}(m)\) for given fading coefficients \((\alpha_1, \ldots, \alpha_m)\), we resort to a Gaussian Approximation (GA) of DE. Let \(M_k\) denote the channel observation message, in the form of the log-likelihood ratio for the symbol associated to the given bitnode, \(k\), given the channel output. Assuming, without loss of generality, that the all-zero codeword is transmitted, if the symbol corresponding to the bitnode is transmitted on the \(s\)-th slot, it is easy to see that the initial message is equal to

\[
M_k = \log \frac{\Pr(y_k|x_k = 1, c_s)}{\Pr(y_k|x_k = -1, c_s)} = 4 \sqrt{\text{Re}\{yc_s^*\}}
\]

\(^4\)Considering the symmetry condition, the variance of the Gaussian variable \(\sigma^2\) is a function of to the mean.
where $y_k$ is the corresponding channel output and $c_s$ is the fading coefficient. It follows that the distribution of the initial message is $M_k \sim \mathcal{N}(4\beta_s, 8\beta_s)^5$.

We define a random variable $P$ that governs the distribution of the variable node belonging to the $s$-th block, so that $P$ is uniformly distributed over $s = 1, \ldots, M$. Let $X$ denote the bitnode variable and $Y$ denote all the information available at the bitnode at a given iteration. Then, the mutual information between the output of the bitnode and the symbol $X$ is given by

$$I(X, Y \mid P) = \frac{1}{M} \sum_{s=1}^{M} I(X, Y \mid P = s) \quad (2-29)$$

From the Gaussian Approximation, it follows that

$$I(X; Y \mid P = s) = J((d - 1)\theta + \beta_s)$$

for a bitnode of degree $d$ transmitted on slot $s$, where $\theta = \frac{1}{4}E[m_{c\rightarrow v}]$ is the the mean divided by 4 of the messages $m$ that goes from the checknodes to the variable node. Call $I_{\text{out,c}}^{\ell-1}$ the mutual information of a message passed along a random edge from a check node to a variable node at iteration $\ell - 1$, than the average message $E[m_{c\rightarrow v}]$ can be obtained as $E[m_{c\rightarrow v}] = J^{-1}(I_{\text{out,c}}^{\ell-1})$. Hence we can write

$$I_{\text{out,v}}^{\ell} = \frac{1}{M} \sum_{s=1}^{M} J\left( (i - 1)J^{-1}(I_{\text{out,c}}^{\ell-1}) + \beta_s \right) \quad (2-30)$$

In order to find the mutual information transfer function for the checknodes, we use the so-called “approximate duality” (reciprocal channel mapping) relation [25]. With this approximation, a checknode can be replaced by a bitnode provided that its input mutual information $I_{\text{in}}$ is transformed into $1 - I_{\text{in}}$ and its output mutual information $I_{\text{out}}$ is transformed into $1 - I_{\text{out}}$ (see [66, 86] for a more rigorous motivation of this approximation). The function $\psi_x(.) : \mathbf{X} \rightarrow \mathbf{X}$ is defined as:

$$\psi_x(x) = C_x^{-1}(1 - C_x(x))$$

where $C_x(.)$ is the capacity function and $x \in \mathbf{X}$ is the channel parameter [25]. Hence, the mutual information transfer of a checknode of degree $d$ is approximated by

$$I_{\text{out,c}}^{\ell-1} = 1 - J\left( (d - 1)J^{-1}(1 - I_{\text{out,v}}^{\ell-1}) \right) \quad (2-31)$$

$^5$Recall that $\beta_s \triangleq \alpha_s \Gamma$
By combining equations (2-30) and (2-31), we obtain the one-dimensional recursion

\[ I_{out,v}^l = \frac{1}{M} \sum_{s=1}^{M} J \left( (d-1) J^{-1} \left( 1 - J \left( (d-1) J^{-1} \left( 1 - I_{out,v}^{l-1} \right) \right) \right) \right) + \beta_s \]  

(2-32)

with initial condition \( I_{out,v}^0 = 0 \). Figure 2-3 and 2-4 visualize the message passing. The generalization to the irregular case is straightforward and follows by defining the fraction of edges emanating from a variable node with degree \( i \) that belongs to \( m \)-th slot as \( \Pr(Z = i, P = m) = \frac{\lambda_i}{M} \), where \( Z \) is the random variable that governs the degree distribution of the variable nodes. The one-dimensional recursion that approximate the DE in the irregular case for IR scheme is given by

\[ F_{\lambda} \left( 1 - F_{\rho}(1 - I_{out,v}^{l-1}, 0), \beta_s \right) \]  

(2-33)

where, for a general distribution \( g(x) = \sum_{i \geq 2} g_i x^{i-1}, g(x) \in \{ \lambda(x), \rho(x) \} \) and \( b \geq 0 \) we define the function

\[ F_g(z, b) \triangleq \sum_{i \geq 2} g_i J\left((i-1)J^{-1}(z) + b\right) \]  

(2-34)

By defining the mapping function \( \Psi(.) \) as

[Diagram of message flow through a variable node]

Fig. 2-3. Message flow through a variable node.

\[ \Psi(z, \beta_1, \ldots, \beta_M) \triangleq \frac{1}{M} \sum_{s=1}^{M} F_{\lambda}(1 - F_{\rho}(1 - z, 0), \beta_s) \]  

(2-35)

we have that the condition of vanishing BER limit for given instantaneous SNRs \( (\beta_1, \ldots, \beta_M) \) can be approximated by the condition that the one-dimensional dynamical system

\[ z^l = \Psi \left( z^{l-1}, \beta_1, \ldots, \beta_M \right), \quad l = 1, 2, \ldots \]  

(2-36)
2.6 Achievable Throughput

In this section the results in terms of throughput average delay and variance of the delay of RB codes and infinite length LDPC are shown.

In all our numerical examples we assume Rayleigh fading, i.e., $f_\alpha(x) = e^{-x}$, and $M = 10$ fading blocks.
Figure 2-5 represents the behavior of the probability $p(m)$ for different values of $m$ as a function of the coding rate $R$ in the case when $\Gamma = 10$dB for RB codes. The $p(m)$ here has been computed by using equation (2-21), (by integrating of the pdf $f_m$ obtained through the $m$-fold convolution of the pdf defined in equation (2-20)). Note that $p(m)$ is always equal to 1 for value of the rate $R$ greater then $m/M$. In this case in fact the number of information bits is greater than the number of bits that has been sent. On the contrary, for $R \ll \frac{m}{\Gamma}, (b \ll Lm)$ we have a very small probability of unsuccessful decoding. The outage probability shows a “step” behavior as long as the SNR increases.

Fig. 2-5. $p(m)$ for $M = 10, \Gamma = 10dB$. The probabilities are generated using the convolution of the probability density function in (2-20)

Figures 2-6 and 2-7 show the throughput results in the case when the $p(m)$ is computed using equation (2-21) (“Convolutions”), using the Gaussian approximation defined in (2-22) (“Gaussian Approximation”), and finally when we use the Chernoff bound defined in (2-27) (“Chernoff Bound”), for $\Gamma = 3, 10$dB. The Chernoff bound gives a looser lower bound of the throughput while the Gaussian approximation becomes more precise in the region of high rate and for lower values of the SNR. Note that the throughput obtained using the “Convolutions” shows some picks: this is due to the particular “step” behavior of the probabilities $p(m)$. Consider for example a rate $R$ between 0.1 and 0.2b/s/Hz. The throughput is given by $\eta = \frac{RM}{1+\sum_{m=1}^{M} p(m)} \lesssim \frac{RM}{1+p(1)+p(2)}$, since from figure 2-5 $p(m)$ is negligible when $m > 2$. In particular at the extremes of this interval, since $p(1) = 1$ and $p(2) = 0$ for $R = 0.1$ and $p(1) = p(2) = 1$ for $R = 0.2$, the throughput is $1/2$ and $2/3$. 
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respectively. In between we can see that \( p(2) \) will not increase as much as the rate \( R \), so that we can approximate the throughput as \( \hat{\eta} \leq RM/(2 + \epsilon_R) \) with \( \epsilon_R \ll 0 \) negligible. If higher values of rate are considered, for example \( R = (0.7 - 0.8) \), this approximation does not hold anymore since the throughput can be approximated by \( \hat{\eta} = RM/(7 + \epsilon_R) \), with \( \epsilon_R > 0 \) (figure 2-5).

Figure 2-6 and 2-7 show also the throughput obtained when conventional coded ARQ systems are used. The comparison between IR and SR protocols is more evident by plotting the average delay vs. the throughput (see figure 2-9 in the case \( \Gamma = 10 \)dB). From equations (2-8) and (2-9), we have expressions of \( \eta \) and \( \mu \) parameterized in the code rate \( R \in [0, 1] \) (for given number of fading blocks \( M \), fading gain statistics and SNR \( \Gamma \)). Hence, the curve \( \mu = \mu(\eta) \) can be obtained in parametric form, by letting \( R \) vary in the interval \([0, 1]\). Since \( \eta \) is a non-monotone function of \( R \), each value of \( \eta \) corresponds to possibly multiple values of \( \mu \). Clearly, in the presence of multiple values only the minimum is relevant. Figure 2-9 clearly shows that SR-M is not convenient. On the contrary, for a certain range of throughput SR-1 (which is also the simplest ARQ scheme) achieves almost the same average delay of IR. We have to notice that here SR-1 is coded over only one slot, meaning that the rate in that case \( R_{SR-1} = b/L \). Consider figure 2-6 and 2-9: the highest throughput of SR-1 is \( \eta_{SR-1} = 0.7 \) is achieved when \( R_{SR-1} \approx 0.9 \) with an average delay \( \mu_{SR-1} \approx 1 \)slots; the same throughput can be obtained with the IR scheme with the same delay and with mother code rate \( R \approx 0.09 \). The IR in the average will send only the first coded burst with an effective coding rate \( b_Lm \rightarrow b/L \). However, there is a range of high throughput that is not achievable by SR-1 while it can be achieved by the IR protocol at the cost of a very small average delay (from 2 to 6 or 7 slots). Figure 2-10 shows the average delay vs rate in the case of RB codes for \( \Gamma = 3, 10 \)dB. Consider for example the curve for \( \Gamma = 10 \)dB. The region of high throughput \( R \approx 0.7 \) bit/symbol is achieved with an high average delay (8 or 9 slots). For some practical delay constraints we can be interested in considering regions where the average delay is small and the throughput is still good (region of \( R \approx 0.35 \)bit/symbol). As we expect, as the value of \( \Gamma \) augments the average delay is decreasing: in the limit of \( \Gamma \rightarrow \infty \) the delay will be equal the minimum number of bursts necessary to contain all the information bits \( RM \). The variance of the delay, figure 2-11 increases when the value of \( \Gamma \) is decreasing. This is due to the fact that for high values of \( \Gamma \) the number of bursts between two transmissions of a codeword does not vary too much. In the limit of high signal to noise ratio, the number of iterations becomes a constant so that the variance goes toward zero. Figures 2-6, 2-7 show also the comparison between the throughput obtained using the Random Binary codes and the LDPC codes. In the case of LDPC, DE algorithm is used to obtain a evaluation of the performance. Each mark \( (\ast) \) in figures 2-6 and 2-7 is obtained by using an irregular LDPC ensemble with degree distributions \( \lambda, \rho \) optimized for the corresponding rate \( R \) and for the standard unfaded AWGN channel [87, 22]. No attempt was made to optimize the degree distributions to take into account the block-fading
Fig. 2-6. Comparison between the throughput when we consider the convolution of the pdf, the Gaussian approximation and the Chernoff bound, when $\Gamma = 10\, dB$.

Fig. 2-7. Comparison between the throughput when we consider the convolution of the pdf, the Gaussian approximation and the Chernoff bound, when $\Gamma = 3\, dB$. 
Fig. 2-8. Comparison between the throughput obtained using LDPC codes and RB codes, considering the convolution of the pdf, $\Gamma = 10dB$, zoom in the interval $R = (0.1, 0.3)$ b/s/Hz.

channel. Nevertheless, these results show that AWGN-optimized ensembles perform close to optimal and not much can be gained by further ensemble optimization.

## 2.7 Finite Length LDPC for HARQ

At this point, it is natural to ask how practical finite-length LDPC code perform on the block-fading channel under the IR protocol, by removing the optimistic assumptions (limit for large $L$, vanishing BER $\Rightarrow$ vanishing FER) that led to the outstanding results of the previous section. The first subsection shows the performance results of finite length LDPC without any countermeasure and finally two methods to overcome the performance loss due to finite length LDPC will be explained.

### 2.7.1 Finite Length LDPC from Complete Random Ensemble

Figures 2-12 and 2-13 show the throughput obtained by simulation of the IR protocol by using actual finite-length LDPC codes of length $n = 5000$ and $n = 10000$. For the sake of comparison we plot also the average throughput obtained using RB codes and infinite
Fig. 2-9. Average delay $\mu$ vs. throughput $\eta$ for IR, SR-1 and SR-M protocols with random binary codes for $\Gamma = 3, 10$ dB.

Fig. 2-10. Comparison between the average delay vs rate in the case of LDPC codes and RB codes for $\Gamma = 3, 10$ dB.
Fig. 2-11. Comparison between the variance of the delay vs rate in the case of LDPC codes and RB codes for $\Gamma = 3, 10$dB.

length LDPC discussed before. The finite-length results are obtained by averaging over the channel fading, the noise and the ensemble of codes, i.e., a new parity-check matrix is randomly generated according to the given left and right degree distributions $\lambda, \rho$ defining the ensemble for each transmitted information packet. The throughput formula for finite-length codes is still given by (2-45) where $p(m)$, for a given LDPC ensemble with degree distributions $\lambda, \rho$, is expressed by

$$p(m) = \frac{E_{c(n,\lambda,\rho),\alpha}}{Pr(\overline{A}_1, \overline{A}_2, \ldots, \overline{A}_m | \alpha, (\lambda, \rho))}$$  \hspace{1cm} (2-39)$$

where, $\alpha$ is the sequence of fading gains, $A_s$ is the event of successful decoding at step $s$ and where the code parity-check matrix is randomly generated with uniform probability over all bipartite graphs with degree distributions $\lambda, \rho$ (a method for generating such random graphs is given in [22]). Successful decoding is defined by the event that, after a given maximum number of BP decoder iterations, all information bits are correct.

The throughput performance loss of finite-length ensembles with respect to their infinite-length counterpart can be explained by observing that, typically, irregular finite-length LDPC codes with bitnodes of degree 2 have very poor FER performance, despite the fact that they perform well in terms of BER. This is because typical decoding errors involve a very small number of bit-errors per frame error [29].
In principles, throughput higher than the ensemble average performance can be achieved by careful selection of a particularly good realization of the code parity-check matrix. However, selecting such matrix is not a simple task in general. A standard technique is to generate the matrix into some restricted (or “expurgated”) ensemble where codes with good FER performance can be found with high probability. An example of this approach will be detailed later, in Section 2.7.2.

Another remarkable fact evidenced by figures 2-12 and 2-13 is that codes with block length $n = 5000$ slightly outperform codes with $n = 10000$. This is surprising since in standard AWGN settings (without ARQ) BER is known to improve with the code block length [22]. Indeed, irregular LDPC codes are commonly believed to provide good performance only for extremely large block length. The above results show that in the presence of time-varying channels and retransmission schemes this is not the case, as FER and not BER determines the throughput performance. Next, we propose two approaches to improve the performance of IR with finite-length practical LDPC codes. The first approach acts directly on the code design and leaves the IR protocol unchanged. As anticipated above, it consists of selecting the code parity-check matrix in some appropriate ensemble with good FER properties. The second approach acts on the IR protocol and leaves the code design unchanged. It consists of dividing the information packet into subpackets, performing error detection on each of the subpackets and using an outer selective-repeat protocol only for the subpackets in error. Interestingly, although these approaches are quite different, they yield almost the same performance improvement and recover a considerable fraction (up to 80% at SNR = 10 dB) of the loss due to finite with respect to infinite length.

### 2.7.2 Special graph construction

Solutions to improve the FER performance of LDPCs consist of finding special constructions based on expander graphs [88, 30, 31, 89, 32, 33, 90], or a deterministic arrangement of the edges adjacent to degree-2 bitnodes [87].

Due to its simplicity, we follow this second method. Good FER codes can be obtained constructing the graph such that the edges emanating from a bitnode of degree 2 are placed semi-deterministically. Let $R$ denote the rate of the code and $\tilde{\lambda}_2 = \frac{\lambda_2}{\sum_j \lambda_j}$ be the fraction of bitnodes of degree 2. For $\tilde{\lambda}_2 < \frac{(1-R)}{2}$ we connect each edge emanating from one of these bitnodes to a different checknode so that there are no checknodes adjacent to more than one bitnode of degree 2. For $\frac{(1-R)}{2} < \tilde{\lambda}_2 < 1 - R$ we arrange the $\tilde{\lambda}_2n$ deg-2 bitnodes and $\tilde{\lambda}_2n$ checknodes into a cycle of girth $2\tilde{\lambda}_2n$, as shown in the example of figure 2-14.

As an example of this construction, consider a standard unfaded AWGN channel and the en-
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Fig. 2-12. Throughput vs. code rate $R$ for $\Gamma = 3$ dB. IR protocol with RB codes, infinite length LDPC codes with degree distributions taken from [87], finite length LDPC with $n = 5000, 10000$. 
Fig. 2-13. Throughput vs. code rate $R$ for $\Gamma = 10$dB. IR protocol with RB codes, infinite length LDPC codes with degree distributions taken from [87], finite length LDPC with $n = 5000, 10000$. 

\begin{figure}
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\includegraphics[width=\textwidth]{figure2-13}
\caption{Throughput vs. code rate $R$ for $\Gamma = 10$dB. IR protocol with RB codes, infinite length LDPC codes with degree distributions taken from [87], finite length LDPC with $n = 5000, 10000$.}
\end{figure}
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semble of codes with variable and check node degree sequences defined defined in [87], for a rate $R = 0.3$ bit/symbol, maximum left degree $d_v = 100$, average right degree $a_r = 6.9$ and block length $n = 10000$. Figure 2-15 shows the BER and the FER obtained by averaging over all graphs with given degree distributions (Total ensemble) and by averaging over all graphs with special cyclic arrangement of the edges connected with degree-2 bitnodes (Modified ensemble). It is clear that the modified ensemble yield much better FER and BER performance.

![Figure 2-14. Cyclic arrangement of the edges adjacent to bitnodes of degree 2.](image)

2.7.3 Outer Selective Repeat System (OSR)

Our second approach to close the gap between infinite and finite length LDPCs stems from the following observation: for standard irregular LDPC codes, most frame errors involve a very small number of bit errors. Therefore, by dividing the information packet into smaller subpackets, only a few of them will contain errors after decoding. Hence, an Outer Selective-Repeat (OSR) protocol acting on these smaller subpacket units can recover subpacket errors without having to retransmit the whole codeword, only the erroneous packets are retransmitted together with new information packets. The optimistic assumption underlying this approach is that subpackets in error can be perfectly detected. The concept of the concatenated selective-repeat scheme is represented in figure 2-16. Let us focus on step $m$ of the IR protocol. If the iterative BP decoder, processing the received signal \{\(y_1, \ldots, y_m\)\} with instantaneous SNRs $\Gamma_\alpha_1, \ldots, \Gamma_\alpha_m$, works below the iterative decoding threshold, the decoded codeword after a given (large) number of iterations might be either error-free or contain a small number of residual errors. These few residual errors are the main cause of performance loss of finite-length LDPC codes, since even a single bit-error would generate a NACK and the IR protocol would proceed to block $m + 1$ of the current codeword instead.
Fig. 2-15. BER and FER of the LDPC ensemble with degree distributions given in [87] for a rate $R = 0.3$ bit/symbol, maximum left degree $d_v = 100$, average right degree $a_r = 6.9$ and length $n = 10000$, over the AWGN channel. The curves labeled as “total ensemble” are obtained by averaging over all code graphs with the given degree distributions. The curves labeled by “modified ensemble” are obtained by averaging over the graphs with degree-2 edges arranged in a cycle, as shown in figure 2-14.

Let $P$ denote the subpacket length in bits, and $n_p = b/P$ be the number of subpackets per LDPC codeword. At step $m$ of the IR protocol, after a given number of decoder iterations, let $e_m$ denote the number of subpackets in error. We shall consider “successful” decoding (i.e., the IR protocol stops the transmission of the current codeword at step $m$) if $e_m \leq \delta$. Otherwise, if $e_m > \delta$, a NACK is sent and the block $m + 1$ of the current codeword is sent on the next slot. The system throughput can be optimized with respect to the threshold $\delta \in [0, n_p]$. Notice that setting $\delta = 0$ is equivalent to the IR alone, without the OSR. Therefore, this system is expected to provide a throughput gain with respect to the basic IR protocol with finite-length LDPCs.

We shall compute the throughput of the concatenated OSR-IR protocol by using again the Renewal-Reward theorem, by appropriately defining the random reward $\mathcal{R}$ and the inter-renewal time $\tau$. Let $\mathcal{E} = \{\text{The user stops transmitting the current codeword}\}$ be again the
Fig. 2-16. Outer Selective Repeat scheme.
recurrent event, and \( \tilde{q}(m) \) be the probability that the BP algorithm ends with a number of erroneous subpackets \( e_m \leq \delta \). Defining \( B_s = \{ e_s < \delta \} \) for \( s = 1, \ldots, M \), we have

\[
\tilde{q}(m) = \Pr(B_1, \ldots, B_{m-1}, B_m)
\] (2-40)

The recurrent event probability is given by

\[
\begin{align*}
\Pr(E_m) &= \tilde{q}(m) & \text{if } m \leq M - 1, \\
\Pr(E_M) &= 1 - \sum_{m=1}^{M-1} \tilde{q}(m) & \text{if } m = M.
\end{align*}
\] (2-41)

Defining \( \hat{p}(m) = \Pr(B_1, \ldots, B_{m-1}, B_m) \), we have \( \tilde{q}(m) = \hat{p}(m - 1) - \hat{p}(m) \) and substituting this in (3-7) we get \( \Pr(E_M) = \hat{p}(M - 1) \).

The average inter-renewal time (in slots) is given by:

\[
E[\tau] = \sum_{m=1}^{M} m \cdot \Pr(E_m) = \sum_{m=1}^{M-1} m\tilde{q}(m) + M\hat{p}(M - 1) = 1 + \sum_{m=1}^{M-1} \hat{p}(m)
\] (2-42)

The reward \( R \) is a random variable that takes values in the range \( \{0, S/L, \ldots, n_p S/L\} \). Recalling the definition of \( e_m \) as the number of erroneous packets after decoding at IR step \( m \), we can write

\[
E[R] = \frac{P}{L} \sum_{m=1}^{M} \sum_{e=0}^{n_p} (n_p - e) \Pr(e_m = e | E_m) \Pr(E_m)
\]

\[
= \frac{Pn_p}{L} \left(1 - \sum_{m=1}^{M-1} r_m \tilde{q}(m) - r_M \hat{p}(M - 1)\right)
\] (2-43)

where we define

\[
r_m = \frac{1}{n_p} \sum_{e=0}^{n_p} e \Pr(e_m = e | E_m)
\]

to be the average fraction of subpackets in error after decoding at step \( m \), given the recurrent event. Recalling that \( Pn_p/L = RM \), we obtain the desired throughput expression as

\[
\eta = RM \frac{1 - \sum_{m=1}^{M-1} r_m \tilde{q}(m) - r_M \hat{p}(M - 1)}{1 + \sum_{m=1}^{M-1} \hat{p}(m)}
\] (2-44)

The above formula can be evaluated after computing by Monte Carlo simulation the probabilities \( \hat{p}(m) \) and the fractions \( r_m \).
2.8 Finite Length LDPC: Achieved Performance and Countermeasures

In this section we show the throughput resulting from the modified LDPC ensemble, from the use of an OSR protocol, or from a combination of both techniques. In all the following examples, we fixed the subpacket length of the OSR protocol equal to \( P = 48 \) bits (6 bytes).

Clearly, the throughput achieved by OSR depends on the threshold \( \delta \). Analytical optimization of \( \delta \) is difficult if not impossible. Hence, we exhaustively searched for the best threshold value. Figure 2-18 shows the throughput as a function of \( \delta \in [0, 1] \) for the same setting as in figure 2-15 and \( \Gamma = 10 \)dB. We notice that the performance of the OSR is quite insensitive to the value of \( \delta \) (unless \( \delta \) is either very close to 0 or very close to 1). We plotted also the throughput achieved by the same ensemble with infinite length, with finite length without any countermeasure and with finite length by averaging over the modified ensemble. These results are shown as horizontal lines as they do not depend on \( \delta \).

Both the OSR and the modified ensemble are able to recover a large fraction of the loss incurred by finite length LDPCs (until 80\%). It is natural to wonder about the benefit of using jointly the OSR protocol and a modified LDPC ensemble. Unfortunately, the answer to this question is negative. In figure 2-18, the curve labeled by “OSR-Modified Ensemble” refers to this case and we notice that the obtained throughput is slightly inferior to that obtained by using OSR with the total ensemble. This fact can be explained by noticing that for a typical code in the modified ensemble a frame-error corresponds to a large number of bit errors (i.e., a large number of subpackets to retransmit). Hence, using an outer SR protocol does not improve the throughput.

The almost constant behavior of throughput of OSR over a wide range of values of the threshold \( \delta \) is explained by observing the statistics of the number of subpackets in error \( e_m \) after decoding. For example, figure 2-19 shows the probability mass function of \( e_m \) conditioned on the event that the decoder works above its iterative threshold decoding (i.e., subject to the event that DE with \( m \) received blocks converges to vanishing BER), with \( m = 4 \) received blocks. We notice that the number of packets in error is mostly concentrated below 10\% and above 90\%. This behavior can be observed for all \( m \). Therefore, the throughput is almost constant for \( \delta \in (0.1, 0.9) \).
2.9 Reducing the Average Complexity of LDPC Decoding

This section is focused on the analysis of the complexity of the decoder when IR scheme is coupled with LDPC codes. We show that a method based on DE lowers the complexity of the decoder and can ideally achieve all the trade-offs between complexity and performance.

For standard time-invariant channels (e.g., the binary-input AWGN channel) and for a given ensemble \((\lambda, \rho)\) it can be shown that there exists a value \(\text{SNR}^*\), the *iterative decoding threshold*, such that if the signal to noise ratio is below \(\text{SNR}^*\) then the DE error probability limit is bounded away from zero (even after an infinite number of iterations) while if it is above \(\text{SNR}^*\) the DE error probability limit is zero. For LDPC codes of practical length (say, between \(n = 5000\) to \(n = 10000\)), in order to predict if iterative decoding is successful with high probability, we can just compare the instantaneous channel SNR with the iterative decoding threshold \(\text{SNR}^*\).

This idea does not carry over straightforwardly for a time-varying channel such as in the case of the IR-HARQ protocol considered here. The BP decoder at slot \(m\) “sees” a time-varying channel defined by the instantaneous SNRs \(\{\beta_1, \ldots, \beta_m\}\) and by the fact that the symbols in slots \(m+1, \ldots, M\) are erased (i.e., the corresponding channel outputs are zero). Clearly, no simple threshold criterion for convergence of BP can be applied here. Indeed, we might define a region of convergence for the decoder in slot \(m\) as an \(m\)-dimensional region \(\mathcal{R}_m \subset \mathbb{R}_+^m\), such that if \((\beta_1, \ldots, \beta_m) \in \mathcal{R}_m\), then DE converges to vanishing BER and the BP decoder applied to the actual finite-length code with channel observations \(\{y_1, \ldots, y_m\}\) yields successful decoding with high probability. For a given ensemble \((\lambda, \rho)\) and a given average SNR \(\Gamma\), in principles one could determine the region of convergence \(\mathcal{R}_m\) by running the DE algorithm for all values of \((\beta_1, \ldots, \beta_m) \in \mathbb{R}_+^m\). This is clearly not an easy task, since the SNR vector takes on values in a continuous and unbounded \(m\) dimensional real set. In order to overcome this problem, it is possible to use a on-line low-complexity approximation of DE and run it in real-time at each newly received slot before activating the BP decoder. Hopefully, the approximate DE is able to approximate accurately the convergence region \(\mathcal{R}_m\) for all \(m = 1, \ldots, M\). Therefore, if the approximate DE converges to zero error probability, the BP decoder is triggered and actual decoding is performed, otherwise a NACK is sent without actually performing decoding. This results into a tremendous saving in decoder average complexity without affecting the average throughput.

2.9.1 Average Throughput and Complexity

It is important to note that this method may, in general, decrease the average throughput since it declares a decoding failure whenever DE does not converge, while there is a chance
that the actual BP decoder is successful even if DE does not converge. Recall that the throughput can be written as

$$\eta = RM \frac{1 - p(M)}{1 + \sum_{m=1}^{M-1} p(m)}$$

We define $p^{BP}(m)$ and $p^T(m)$ as the outage probability obtained when running always the BP algorithm and when using the DE-test, and $q^{BP}(m)$, $q^T(m)$ as the probability of successful decoding at step $m$ for the two methods; thus, redefining $A_m$ as the event {The BP algorithm converges at step $m$}, and $B_m$ the event {The DE test converges at step $m$} it follows that

$$q^{BP}(m) = \Pr(\overline{A}_1, \ldots, \overline{A}_{m-1}, A_m) = p^{BP}(m-1) - p^{BP}(m)$$

and

$$q^T(m) = \sum_{i=1}^{m} \Pr(\overline{B}_1, \ldots, \overline{B}_{i-1}, B_i, A_i, \ldots, \overline{A}_{m-1}, A_m)$$

$$= \sum_{i=1}^{m} q^*_T(m|i) \cdot q^\infty(i) = p^T(m-1) - p^T(m)$$

where we have defined

$$q^\infty(i) \triangleq \Pr(\overline{B}_1, \ldots, \overline{B}_{i-1}, B_i)$$

and

$$q^*_T(m|i) \triangleq \Pr(\overline{A}_i, \ldots, \overline{A}_{m-1}, A_m | \overline{B}_1, \ldots, \overline{B}_{i-1}, B_i)$$

We call $\eta^{BP}$ the average throughput obtained when using always BP algorithm and $\eta^T$ when using the DE-test based decoder; they can be obtained substituting $p^{BP}(m)$ and $p^T(m)$ in (2-45) respectively. Let us consider the simple case when we let the BP decoder run for a maximum number of iterations without stopping criterion, and for DE, we evaluate the mapping curve $\Psi$ over a fine grid of points over the interval $[0,1]$ and we detect if these points are all above the diagonal or if there is intersection [27]. Under these simplifying hypothesis, figure 2.10 shows the comparison between $q^{BP}(m)$ and $q^T(m)$ vs rate as a function of the number of transmitted slots $m$ for $\Gamma = 3dB$. As we expect, the DE-test method does not decrease the performance of the iterative decoder since the probability of successful decoding for the two method are very close (see figure 2-22).

### 2.9.2 Average Complexity: Independent Case

In the following we demonstrate that using this method the average complexity is greatly reduced with respect to the case when we perform always the BP decoder. First we consider the simple case described before when the complexity of both BP and DE are independent on the fading realization and on the index $m$. We compute the average complexity under
the following hypothesis: 1) Look-up table cost zero (i.e., evaluating $J(x)$ costs zero), 2) Additions, multiplications and comparisons cost the same (one binary operation), 3) We consider $I_d$ points equally spaced on $[0, 1]$ to evaluate the mapping function equals, 4) We call $I_b$ the maximum number of iterations of the BP algorithm.

In this simple case, let $C_{DE}$ and $C_{BP}$ the complexity of the DE test and the complexity of BP algorithm. Calling $c$ and $d$ the different degrees in the check node and variable node degree distribution, $L$ the number of binary operations to compute a logarithm and exponential, $n_e$ the number of edges in the graph, and $n$ the length of the code, it follows that

$$C_{DE} = C_{DE; I_d} = [4c + d(2 + 3M) + 3] I_d \quad (2-47)$$
$$C_{BP} = C_{BP; I_b} = [(2L + 6) 2n_e + 2n] I_b \quad (2-48)$$

given in number of binary operations. Let $\tau$ be the RV denoting the number of slots needed for stopping the transmission of the current codeword, $h = 1, \ldots, M$ the number of slots needed to have DE convergent, $\phi = 0, \ldots, M - h + 1$ the number of slots after DE have converged (including the slot for which DE converges) until BP converges, thus $\tau = h + \phi - 1$. We call $C_{std}$ and $C_{test}$ the average complexity when using BP always and when using the proposed method. We can always write the expected complexity conditioning on the value of $\tau$, thus $E[C] = E[E[C|\tau]]$, yielding

$$C_{std} = E[C_{std}] = E[E[C_{std}|\tau]] = E[C_{BP} \tau]$$
$$= C_{BP}E[\tau] \overset{(a)}{=} C_{BP} \left[ 1 + \sum_{m=1}^{M-1} p^{BP}(m) \right] \quad (2-49)$$

where $(a)$ follows from equation (2-45) noticing that $\eta \propto 1/E[\tau]$, with $p^{BP}(m)$ defined above.

The average complexity of the DE-test method can be obtained averaging over the value of $h$ and $\phi$, yielding

$$C_{test} = E[C_{test}] = E[E[E[C_{test}|h, \phi]]]$$
$$= C_{DE}E[h] + C_{BP}E[\phi] \quad (2-50)$$

where $E[h]$ is the average number of slots after which DE converges $E[h] = 1 + \sum_{m=1}^{M-1} p^{\infty}(m)$

---

6In the following whenever there is no confusion, we skip the index that denotes the RV with respect to whom we are averaging.
By definition, $E[\phi] = \sum_{i=0}^{M} \phi \Pr(\phi = i)$ and

$$Pr(\phi = i) = \sum_{k=1}^{M} Pr(\phi = i| h = k) Pr(h = k) = \sum_{k=1}^{M} q_T^T(k + i - 1|k) \cdot q^\infty(k)$$

(2-51)

All this quantity $q^{BP}(m)$, $q_T^T(h|i)$ and $q^\infty(m)$ are computed by Monte Carlo simulations.

Figure 2-22 gives the average complexity $\bar{C}_{test}$ and $\bar{C}_{std}$ as a function of the rate when we consider $I_d = 100$ and $I_b = 200$. The curve referred to as $\bar{C}_{mod}$ represents an amelioration of the proposed method. The rationale is the following: we can precompute a threshold for $\beta_1$ by running DE offline, so that for the step $m = 1$ there is no need for performing the DE test. In this case, the complexity $\bar{C}_{test}$ can be further reduced to

$$\bar{C}_{mod} = E[C_{test}] = E[E[E[C_{test}|h, \phi] | h]]$$

$$= C_{DE} \sum_{i=2}^{M} h \Pr(h) + C_{BP} E[\phi]$$

$$= C_{DE} E[h] - C_{DE} q^\infty(1) + C_{BP} E[\phi]$$

(2-52)

As we can see the average complexity is drastically decreased when using DE-test based method while this further amelioration $\bar{C}_{mod}$ does not introduce important gain with respect to $\bar{C}_{test}$.

### 2.9.3 Average Complexity: BP Stopping Criteria

Consider now the case when $C_{BP}$ and $C_{DE}$ are not constant but depend on the fading realization and index $m$: this includes cases when we consider stopping criteria for BP algorithm and when we run DE as a dynamical system. Consider at first BP algorithm: in [91, 92, 93, 94] the authors analyzed criteria to stop the iteration process in turbo decoding, in particular in [91] this is studied in the context of type I HARQ; these criteria are based essentially on Cross Entropy (CE) computation of the estimates at the outputs of the decoder after each iteration. The decoder declares a packet acceptable if the cross entropy at the $i$th iteration falls below a particular threshold. It is important to notice that in [91, 92, 93, 94] the authors find a criterion to stop the iterations of BP algorithm while here we propose a method to trigger the iterative decoding only if the instantaneous SNR is inside the convergence region; obviously the stopping criteria studied in [91, 92, 93, 94] can be jointly applied with the DE-test method, yielding further savings. They have also
introduced a method based on the Cyclic Redundancy Check, (CRC). After each iteration of the turbo decoder the CRC bits are used to detect any error that remains. The packet is accepted when the CRC decoder declares the packet to be error free. These criteria reduce the number of iterations of the iterative decoding technique but they accept performance degradations that can be important in the case of CRC based method. We have also to notice that the CE based stopping criteria requires evaluating average Kullbach-Leibler distance over the whole block: this costs roughly as an additional iteration, per iteration (additional cost per iteration proportional to $n$). Here we do consider an other stopping criterion based on syndrome computation at each iteration: it costs very little since it is an operation in the binary field. When we consider the DE-test based method, we can run DE as a dynamical system stopping the iterations when a fixed point is reached. This includes also the possibility to modify the initialization at each new iteration for the DE test: in the standard algorithm the initialization is $I_0^{out,v} = 0$; let us consider the case when at step $m$ there is a fixed point different from 1, $I_d^{out,v}(m)$, when $I_d$ is as before the maximum number of iterations. The decoder needs more redundancy to be able to decode. At step $m+1$ we change the initialization setting $I_0^{out,v}(m+1) = I_d^{out,v}(m)$. This speed up the algorithm without loosing in performance since it can be shown that the mutual information sequence is monotonically increasing in $\Gamma_{\alpha m}$. We call $\bar{C}_{stdm}$ and $\bar{C}_{testm}$ the average complexity using the classical method and the DE-test method with CE or syndrome computation as stopping criteria (in the figure ‘$m$’ will be substituted with CE or SY respectively). In the case when we consider the BP algorithm, call $I^B_P$ the sum of all the iterations done after receiving $1,..\tau$ slots, given the fact that BP converges at step $\tau$,

$$ C_{stdm} = \mathbb{E}[C_{stdm}] = \mathbb{E}[\mathbb{E}[C_{stdm}|\tau]] \overset{(a)}{=} C_{BP} \mathbb{E}[\mathbb{E}[I^B_P]] $$

$$ \overset{(b)}{=} C_{BP} \mathbb{E}\left[\sum_{k=1}^{\tau} i^B_k\right] = C_{BP} \mathbb{E}\left[\sum_{k=1}^{\tau} i^B_k\right] $$

(2-53)

where (a) is due to the fact that the average complexity given $\tau$ is equal to the complexity of one iteration times the total number of iterations done over all the $\tau$ slots $I^B_P$; (b) is due to the fact that $\mathbb{E}[I^B_P] = \mathbb{E}\left[\sum_{k=1}^{\tau} i^B_k\right] = \sum_{k=1}^{\tau} \mathbb{E}[i^B_k] = \sum_{k=1}^{\tau} i^B_k$. With analogy we say that the average complexity when using the DE test is given by:

$$ C_{testm} = \mathbb{E}[C_{testm}] = \mathbb{E}\left[\mathbb{E}\left[C_{test}\left|h,\phi\right]\right]\right] $$

$$ = C_{DE} \mathbb{E}\left[\sum_{k=1}^{h} i^DE_k\right] + C_{BP} \mathbb{E}\left[\sum_{l=1}^{\phi} i^BP_{h+l-1}\right] $$

(2-54)

where $i^{DE}_k (i^{BP}_{h+l-1})$ is the average number of iteration necessary to know if DE (BP) converges when transmitting $k (h+l-1)$ slots. Figure 2.10 shows results in terms of throughput
for all the methods considered here, BP without any countermeasure $\eta_{\text{std}}$, BP with stopping criteria based on Cross Entropy and Syndrome computation ($\eta_{\text{stdCE}}, \eta_{\text{stdSY}}$), the DE-test based method for the three cases above ($\eta_{\text{test}}, \eta_{\text{testCE}}, \eta_{\text{testSY}}$); for the sake of comparison we plot also the throughput obtained when using DE, $\eta_{\text{DE}}$. As we can see all this methods does not significantly modify the throughput, as shown also in figure 2.10 that shows the probability of successful decoding for the cases above mentioned. However the average complexity shown in figure 2-22 for all the cases considered shows that DE-test based system decreases considerably the average complexity. It is interesting to notice that even if CE based stopping criterion introduces more complexity per iteration, on the other hand it reduces a lot the average number of iterations when choosing the correct threshold value. We can see that DE-test method with stopping criterion based on syndrome computation achieves the best average complexity, thus it is a good candidate for practical implementation.

2.9.4 Modified DE-Test

As we have seen above the DE-test method proposed does not penalize the throughput while reducing a lot the complexity.

In this section we modify the DE-test in order to find a trade off between throughput and complexity. Clearly if we use a test with a very high rejection rate the average complexity can be made as small as we want but the throughput will also go to zero. Therefore by penalizing the DE-test we can reduce the complexity at the price of accepting some throughput degradation. In order to control the trade off $\eta$ vs $C$ we introduce the penalized SNR $\Gamma_{\Delta|dB} = \Gamma|dB - \Delta|dB$ where the parameter $\Delta$ can be interpreted as an SNR margin of the actual BP decoder over the ideal BP decoder applied to an infinite length LDPC code. In order to find the fixed points of DE, we now iterate the recursion (2-33) substituting $\Gamma_{\Delta}$ to $\Gamma$, thus for each received slot we run the following modified one-dimensional recursion

$$I_{\text{out,v}}^l = \frac{1}{M} \sum_{m=1}^{M} F_X\left(1 - F_p\left(1 - I_{\text{out,v}}^{l-1}, 0\right), \alpha_s \Gamma_{\Delta}\right) \quad (2-55)$$

The introduction of the parameter $\Delta \geq 0$, reduces the probability of having DE convergent for a certain vector $(\alpha_1, \ldots, \alpha_m)$ at step $m$, thus reducing the average number of bursts processed with BP algorithm. Figure 2-23 and 2.10 show the average throughput and complexity as a function of $\Delta$ when $R = 0.3$bit/symbol and $\Gamma = 3$dB. It is interesting to notice that using this simple method there are values of $\Delta \approx 2$dB for which the throughput loss is negligible ($\sim 0.55$bit/sec/Hz vs $\sim 0.53$bit/sec/Hz) while reducing the complexity of a factor of about 50%.
2.10 CONCLUSIONS

This work extends the previous analysis in [18], where the authors study the performance of HARQ-IR protocol based on infinite length Gaussian code. Here the analysis is extended to ideal infinite length binary codes (random binary and LDPC) and to practical finite block length LDPC codes. We have shown that irregular LDPC ensembles with degree distribution optimized for the standard AWGN channel [22] provide performance very close to the information-theoretic limit given by random binary codes.

Although infinite-length LDPC codes provide near-optimal throughput, practical finite-length LDPC codes incur a considerable performance loss if used in the IR scheme without any countermeasure. We proposed two methods to overcome this problem and to make practical LDPC codes effective for the IR protocol: the first method consists of constructing the LDPC code with a special arrangement of the edges of left-degree 2, in order to improve the FER performance. The second method is based on the concatenation of an outer selective-repeat loop acting on smaller information packet units. We have shown that both methods are able to recover a significant fraction of the loss and provide approximately equivalent performance. Hence, they can be regarded as two valuable alternatives for the system designer.

Finally we have shown an easy to implement method that lowers the complexity of the decoder in the context of HARQ protocols. The method consists on introducing a test based on DE prior to decode that prevent using the iterative decoder if it is likely to be non convergent. The proposed algorithm reduces considerably the average complexity without degrading the performance, and modification of the same algorithm allows to achieve all range of trade-offs between throughput and complexity.
Fig. 2.17. Throughput vs. $\delta$ of OSR for $\Gamma = 3$ dB and $R = 0.3$ bit/symbol for the LDPC codes with $n = 10000$. The throughput without OSR (labeled “no-OSR”) for finite and infinite length are shown for comparison as horizontal lines.
Fig. 2-18. Throughput vs. $\delta$ of OSR for $\Gamma = 3$dB and $R = 0.3$bit/symbol for the LDPC codes with $n = 10000$. The throughput without OSR (labeled “no-OSR”) for finite and infinite length are shown for comparison as horizontal lines.
Fig. 2-19. Probability mass function $Pr(e_m = e | DE_m \text{ converges})$ for $m = 4$, $R = 0.3 \text{bit/symbol}$, $\Gamma = 10 \text{dB}$ and $n = 10000$. 

Fig. 2-20. Comparison between $q^{BP}(m)$, $q^\infty(m)$, $q^T(m)$; $q^{TCE}(m)$ and $q^{TSY}(m)$ represent the DE-test based method when using stopping criteria based on CE and syndrome computation respectively.
Fig. 2-21. Comparison of average throughput between $\eta_{std}$, $\eta_{DE}$, $\eta_{stdCE}$, $\eta_{stdSY}$, $\eta_{test}$, $\eta_{testCE}$ and $\eta_{testSY}$.

Fig. 2-22. Comparison of average complexity between $C_{std}$, $C_{test}$, $C_{mod}$, $C_{stdCE}$, $C_{stdSY}$, $C_{testCE}$ and $C_{testSY}$.
Fig. 2.23. Throughput of the modified DE-test method vs $\Delta$ (dB) for $R = 0.3$ bit/symbol and $\Gamma = 3$ dB.

Fig. 2.24. Complexity of the modified DE-test method vs $\Delta$ (dB) for $R = 0.3$ bit/symbol and $\Gamma = 3$ dB.
Feedback Systems for Multicasting Common Information

3.1 Introduction

Consider a multicast wireless downlink scenario with $N$ users, where the transmission is slotted and the channel is slowly block-fading. Recall that “multicast” means that the base station sends the same information to all the users.

Traditionally the transmitter opens a new connection for each user with an extremely high waste in terms of bandwidth. In this case the transmitter optimizes the transmission parameters for the particular users but it does not exploit the multicast setting.

This chapter deals with the computation of throughput, delay and limiting behavior for large $N$, when simple HARQ (IR and SR) protocols are considered in a multicast environment.

Several HARQ schemes have been proposed for a point-to-point environment [6]. Recently these point-to-point HARQ techniques have been extended to the case of multicast links, [38, 40, 41, 39, 95], where the authors find ameliorations of standard HARQ schemes to achieve good performance for a particular point to multi-point link. But the study of the achievable performance in terms of throughput for simple HARQ protocols has not been carried out. HARQ protocols better exploit the characteristics of the wireless link such as
independence of the channel seen by different users and the peculiarity of the multicast setting that is to send only common information. In chapter 2, IR and SR protocols have been introduced. For the sake of completeness we recall here that under SR the transmitter sends disjoint copies of the same packets possibly combined at the receiver, while under IR the transmitter sends additional redundancy at each new retransmission.

Since the users are completely symmetric and information is the same for all, the optimal delay-unconstrained coding transmission strategy is trivially given by coding at rate as close as desired to the ergodic capacity of the channel (the same for all users). However if we assume that, because of delay constraints, codewords span a finite number of fading blocks, than reliable communication based on pure FEC coding is impossible. With a FEC based system, in order to achieve vanishing error probability, every codeword must span an arbitrarily large number of fading blocks. This is true even if we back-off in rate and we accept a non vanishing gap from the ergodic capacity. Hybrid ARQ schemes, on the contrary, ensure reliable communications but require explicit ACK/NACK feedback. In the single user case [18] shows that zero error probability can be achieved for finite average delay\(^1\) for any spectral efficiency with fixed gap to capacity by using a HARQ protocol based on IR [18].

However, in the multicast setting, the delay of an HARQ scheme that keeps on sending the same information message until all users have successfully decoded, goes to infinity as the number of users increases. Gopala et al. [42] very recently have analyzed the scaling low, with respect to the number of users, of throughput and delay for three protocols. The first is a “static” SR where they assume that both the transmitter and the receiver have perfect channel state information. At each retransmission, the coding rate is designed in order to target a fixed fraction of users. The protocol reset when all the users are satisfied. They compare this scheme with the IR protocol, assuming, as here, that the transmitter is not aware of the fading coefficients of the users. They show that the average delay of the IR scheme grows to infinity slower than the average delay of the SR protocol. Here, for both SR and IR protocol, we consider that the transmitter has no channel state information. Strictly speaking, these HARQ protocols are not scalable with the number of users, in the sense that the average delay grows to infinity as long as the number of users increases. We show that if we optimize the system in order to achieve a target throughput equal to a given fraction of the ergodic capacity, the delay increases very slowly with the number of users if the gap from capacity is not too small. Hence, if we are not too ambitious in spectral efficiency, the system becomes practically scalable up to typical values of the number of users in a cell of a wireless cellular system. In order to make the IR and SR scheme scalable in a strict sense (meaning that the delay tends to a finite limit as \(N \to \infty\), for target throughput \(\eta < C(\Gamma)\)), we have to accept that a fixed fraction of users \(x \in (0, 1)\) will not be able to correctly decode the information. We refer to these users as unfulfilled. A receiver moves from the

\(^1\)Delay is measured in slots, i.e., in multiples of \(T\).
unfulfilled to the fulfilled state when its channel coefficients are such that it can decode the information, (see Figure 3.3). The transmitter stops sending the current codeword and move to the next codeword if the number of unfulfilled users is not larger than \(xN\). Note that \(x = 0\) means to wait until all the users are satisfied.

The main difference between the SR protocol analyzed here and the one in [42] relies on the fact that they consider perfect channel state information while here we do not. This means that the coding rate is adjusted at each retransmission depending on the scheduling algorithm, while here the coding rate is a fixed parameter that does not change from one retransmission to the other.

The IR scheme they consider is the same as here, but they focus on the analysis of the scaling low for \(x = 0\).

In this chapter the general expression of the throughput as a function of \(x\), the number of users and the parameter \(R = b/L\) is given. Recall that \(b\) is the number of information bits per codeword and \(L\) is the number of dimensions per slot. We study the behavior of the average delay versus \(N\) for given target throughput, when we let \(R\) be a design parameter to be optimized. Then, we study the limit \(\lim_{N \to \infty} \eta\) for given \(x > 0\) and we show that this limit coincides with the spectral efficiency of FEC coding over a number of slots equal to the delay of the IR system (that becomes a deterministic quantity for large number of users) and with error probability precisely equal to \(x\). Hence, for \(x > 0\) and \(N \to \infty\) the IR scheme has the same performance (in terms of throughput, delay and error probability) of a FEC coding system. We notice also that in this limit, due to the large-system hardening, no explicit feedback channel is needed unless the transmitter needs to know, for some reason such as billing, the identity of the unfulfilled users. Hence, under IR protocol considered here, the optimal policy is to accept a fraction of unfulfilled users \(x\) that equals the outage probability that minimize the average throughput when the FEC scheme is used.

### 3.1.1 Summary of the Contributions

- General expression of the throughput as a function of the fraction of unfulfilled users, \(N\) and \(R\).
- Analysis of the limiting behavior of the throughput of IR and SR under various system parameters, \(x\), \(N\) and \(R\).
- It is shown that for certain values of \(x\) when \(N \to \infty\), the achievable throughput of IR equals the ergodic capacity at the expense of an average delay that grows to infinity. However if we accept a gap from the ergodic capacity the average delay becomes a
constant. For the other values of $x$ the maximum throughput is always achieved for finite average delay.

- The SR protocol is shown to achieve the maximum throughput always for finite average delay. This maximum is obviously less than the maximum achieved by IR.

- The comparison of IR protocol with FEC based scheme is carried out in the limit of large number of users. It is found that, in this limit, the two schemes are identical, for equal error probability.

- A simple example, based on Birth-Death process [96], gives an idea of buffer size requirement at the receiver side for a streaming application.

### 3.1.2 Organization of the Work

This chapter is organized as follows: section 3.2 describes the multicast model, section 3.3 compute the throughput of SR scheme with a Markovian model. Then the general expression of the throughput for SR and IR is given by using the Renewal-Reward theory and the limiting behavior for large number of users is analyzed. In section 3.6.1 the comparison between IR and FEC is carried out, and finally we conclude the chapter with an example of buffer requirements calculation at the receiver, when a streaming application is considered.

### 3.2 System Model

We consider a wireless multicast system where a sender (base station) wishes to transmit reliably the same information to $N$ users. The channel is block-fading Gaussian. Transmission is slotted, every slot spans $L \approx WT \gg 1$ complex dimensions (where $W$ is the two-sided bandwidth and $T$ is the duration of a slot) and the channel fading coefficients for all users are i.i.d., constant on each slot. The signal received by user $u$ on slot $s$ is given by

$$y_{s,u} = c_{s,u} \sqrt{\Gamma} x_s + \nu_{s,u}$$  \hspace{1cm} (3-1)

where $c_{s,u}$ is the fading coefficient, $x_s \in \mathbb{C}^L$ is the transmitted signal belonging to Gaussian codebook, and $\nu_{s,k} \sim \mathcal{N}_c(0, \mathbf{I})$ is a complex circularly-symmetric white Gaussian noise. With the normalization $\mathbb{E}[|c_{s,k}|^2] = \frac{1}{2}\mathbb{E}[|x_s|^2] = 1$, $\Gamma$ takes on the meaning of average received SNR. The transmitter is not aware of the fading channel coefficients, while the receivers have perfect channel state information.

For later use we define here the ergodic capacity,

$$C(\Gamma) = \mathbb{E} \left[ \log(1 + \Gamma \alpha) \right]$$  \hspace{1cm} (3-2)
where $\alpha \sim f_\alpha(z)$ is a random variable distributed as the channel power gain $|c_{s,u}|^2$. To simplify the presentation we assume that $f_\alpha(z) = e^{-z}1\{z \geq 0\}$, i.e., Rayleigh fading, where $1\{\cdot\}$ is the indicator function. The results of this work hold under mild conditions on the fading distribution and apply to other fading distributions. In the $N$ users case, due to the fact that information is the same for all users and that the users are completely symmetric, we will measure spectral efficiency (or “throughput”) from the base station viewpoint. Letting $b(s)$ be the number of transmitted information bits up to slot $s$, the throughput is given by

$$\eta = \lim_{s \to \infty} \frac{b(s)}{sL} \text{ bit/dim.} \quad (3-3)$$

We expect that the average delay necessary to achieve any desired throughput $\eta$ tends to infinity as $N$ increases. Intuitively, the probability that at least one user out of $N$ is not able to decode successfully after $m$ slots tends to 1 for any finite $m$ and $N \to \infty$. Hence, the transmitter will eventually send “for ever” additional redundancy of the same codeword. In the next section we provide an exact throughput analysis of the SR and IR scheme with $N$ users and show that indeed this intuition is correct. However, it is interesting to notice that the delay necessary to achieve throughput $\eta = (1 - \delta)C(\Gamma)$, increases quite slowly if $\delta$ is not too small. Hence, we argue that for typical values of $N$ in a cellular system, and for target throughputs not too close to the ergodic capacity, the IR scheme is a viable solution for reliable multicast.

### 3.3 Markov Model

In the following we consider the SR scheme and we compute the throughput at the base station using a Markovian model. Note that under the SR scheme the transmitter encodes...
information bits by using a channel code with codebook $C \in \mathbb{C}^L$, length $L$ and rate $R = b/L$ bit/symbol. The codeword is sent over one slot. We associate to each user an error probability, $a$ given by the probability that the mutual information per input symbol on slot $s$, $\Delta I_s$, is less or equal than the coding rate $R$, i.e.

$$a = \Pr(\Delta I_s < R) = \Pr(\log_2(1 + \gamma \alpha_s) < R) = F_{\alpha}(\frac{2R - 1}{\gamma})$$  \hspace{1cm} (3-4)$$

where $\alpha_s = |c_s|^2$ is the fading power gain and $F_{\alpha}(\cdot)$ is the cdf of $\alpha$; equation (3-4) is justified by assuming $C$ a Gaussian random code and $L$ sufficiently high.

Define $U$ a random variable that counts the number of unfulfilled users. The system keeps sending packets until the number of unfulfilled users is less or equal to a fraction of the total number of users, i.e. it is less or equal than $n$. The system can be modeled as a Markov chain with $N - n + 1$ states where each state $v_i$ for $i = 0, \ldots, N - n - 1$ represents $U$, i.e $s_i = N - i$; the last state $s_{N-n+1}$ represents the successful event, the number of unfulfilled users is $U \leq n$. We call $s_{N-n+1} = S$. Whenever the “successful” state is reached the system is reset and the transmitter begins sending a new codeword. Figure 3.3 shows the Markov chain for $N = 2$ and $n = 0$ users.

$$\Phi = \begin{bmatrix} a^2 & 2a(1-a) & (1-a)^2 \\ 0 & a & 1-a \\ 1 & 0 & 0 \end{bmatrix} \hspace{1cm} (3-5)$$

and solving $\pi = \pi \Phi$ using the normalization property of the stationary probability vector, we obtain $\pi_S = \frac{1-a^2}{(2+2a-a^2)}$, and consequently the throughput is given by $\eta_{2,0} = R \frac{1+2a}{1-a^2}$.

The generalization for an arbitrary value of $N$ and $n$ is cumbersome. Moreover for the IR the Markovian description is much more complicated because the state is a $N$-dimensional vector $\in \mathbb{R}^N_+$ where each element is the mutual information accumulated up to a certain step. This becomes a $N$-dimensional discrete time Markov process. Fortunately the throughput of SR and IR can be computed by resorting the Renewal theory [97, 18].

### 3.4 Throughput Analysis Based on Renewal Theory

The SR scheme can be seen as a particular case of IR scheme, so in the following we apply the Renewal theory to the IR scheme and we particularize it for the SR case.

We define the event $E_m = \{\text{The transmitter stops transmitting the current codeword after } m \text{ slots}\}$. This is seen to be a recurrent event, since the system resets. Let $U_m$ denote the
number of unfulfilled users after \( m \) transmitted blocks of the current codeword, and define the event \( D_m = \{ U_m \leq xN \} \). Then,

\[
E_m = \bar{D}_1 \cap \cdots \cap \bar{D}_{m-1} \cap D_m \tag{3-6}
\]

(the bar indicates complement event). The probability of the recurrent event is given by

\[
\Pr(E_m) = \tilde{p}(m - 1) - \tilde{p}(m) \tag{3-7}
\]

where we define \( \tilde{p}(m) \overset{\Delta}{=} \Pr(\bar{D}_1, \ldots, \bar{D}_{m-1}, \bar{D}_m) \).

From the renewal theorem [97], the throughput seen at the transmitter is given by the ratio between the number of information bits/dimension \( R \) (it is the reward associated to the occurrence of \( E_m \)) and the average inter-renewal time \( \bar{\tau} = \mathbb{E}[\tau] \), defined as the number of slots between two occurrence of the recurrent event. We have

\[
\eta(N, x, R, \Gamma) = \frac{R}{\bar{\tau}} = \frac{R}{\sum_{m=1}^{\infty} m \Pr(E_m)} = \frac{R}{1 + \sum_{m=1}^{\infty} \tilde{p}(m)} \tag{3-8}
\]

Notice that \( \bar{\tau} \) is also the average delay measured in slots.

By observing that \( D_1 \supseteq \ldots \supseteq D_{m-1} \supseteq D_m \), we obtain

\[
\tilde{p}(m) = \Pr(D_m) = \Pr(U_m > xN) \tag{3-9}
\]
Let $\Delta I_{s,u}$ denote the average mutual information (in bits per dimension) in slot $s$ for user $u$. Assuming a Gaussian codebook, we have

$$\Delta I_{s,u} = \frac{1}{L} I(x_{s,u}; y_{s,u}|c_{s,u}) = \log_2 (1 + \Gamma_{s,u})$$

The mutual information accumulated up to slot $s$ by user $u$ is given by

$$\frac{1}{m} \sum_{s=1}^{m} \Delta I_{s,u}. \quad (3-10)$$

Following [18], for sufficiently large $L$, user $u$ decodes successfully at step $m$ if the mutual information (3-10) is larger than the effective coding rate, given by $R/m$, while it cannot decode successfully if the mutual information is below $R/m$. Define the event $\mathcal{A}_{u,m} = \{ \text{The user $u$ decodes at step $m$} \}$, it follows that

$$\Pr(\mathcal{A}_{u,m}) = \Pr\left( \frac{1}{m} \sum_{s=1}^{m} \Delta I_{s,u} \geq \frac{b}{Lm} \right) = 1 - p(m) \quad (3-11)$$

where $p(m)$ is defined, as in chapter 2, as

$$p(m) \equiv \Pr(\mathcal{A}_{u,1}, \mathcal{A}_{u,2}, \ldots, \mathcal{A}_{u,m}) \overset{(a.)}{=} \Pr(\mathcal{A}_{u,m}) = \Pr\left( \sum_{i=1}^{m} \Delta I_{i,u} \leq R \right) \quad (3-12)$$

and where $(a.)$ is because $\mathcal{A}_{u,1} \supseteq \mathcal{A}_{u,2} \supseteq \cdots \supseteq \mathcal{A}_{u,m}$.

The probability $\tilde{p}(m)$ has the following expression

$$\tilde{p}(m) = \Pr(U_m > xN) = \Pr\left( \sum_{u=1}^{N} \left( \sum_{s=1}^{m} \Delta I_{s,u} \leq R \right) > xN \right) \overset{(a.)}{=} \sum_{k=0}^{N-xN} \binom{N}{k} (1-p(m))^k p(m)^{N-k} \quad (3-13)$$

where $(a.)$ follows by noticing that the random variables $1\{\sum_{s=1}^{m} \Delta I_{s,u} \leq R\}$ for $u = 1, \ldots, N$ are independent Bernoulli random variables with parameter $p(m)$ defined in (3-12). By using (3-7) and (3-13) in (3-8), the throughput is given by

$$\eta(N, x, R, \Gamma) = \frac{R}{1 + \sum_{m=1}^{\infty} \sum_{k=0}^{N-xN} \binom{N}{k} (1-p(m))^k p(m)^{N-k}}. \quad (3-14)$$
3.5 Throughput for finite number of users $N$

Notice that the probabilities $p(m)$ depends on both $R$ and $\Gamma$.

When the total codeword of length $L$ is retransmitted instead of additional redundancy, we obtain the SR scheme. The SR scheme can be seen as a special case of the general IR scheme where the codewords are obtained by the concatenation of a code of length $L$ with an arbitrarily long repetition code. Hence, the throughput of SR lower-bounds the throughput of IR. For SR, user $u$ is unfulfilled after $m$ slots if the event $\bigcap_{s=1}^{m} \{ \Delta I_{s,u} \leq R \}$ occurs. Since the $\Delta I_{s,u}$ are i.i.d. random variables, we obtain an explicit expression for the probability $p(m)$ as

$$p(m) = \left( 1 - e^{-\frac{2^{R-1}}{\gamma}} \right)^{m}$$

(3-15)

where we have used the fact that $\alpha_{s,u}$ is exponentially distributed.

It is easy to verify that for $N = 2$, $n = 0$ we obtain again $\eta(2, 0, R, \gamma) = R \frac{1 + 2a}{1 - a^2}$ in accordance with the previous Markov chain analysis.

3.5 Throughput for finite number of users $N$

When $x = 0$, the throughput in (3-14) is given by

$$\eta(N, 0, R, \Gamma) = \frac{R}{\sum_{m=0}^{\infty} \left[ 1 - (1 - p(m))^N \right]}.$$  

(3-16)

It is easy to see that, for any $R < \infty$,

$$\lim_{N \to \infty} \eta(N, 0, R, \Gamma) = 0.$$  

(3-17)

In [42] the authors show that for IR scheme $\eta = \Theta(\frac{\log \log N}{\log N})$.

The limit (3-17) is valid for all $R < \infty$. Hence, by letting first $N \to \infty$ and then $R \to \infty$ it still holds. On the contrary, by following in the footsteps of the analysis in [18], it is not difficult to see that for any fixed $N < \infty$ we obtain

$$\lim_{R \to \infty} \eta(N, 0, R, \Gamma) = C(\Gamma).$$  

(3-18)

where also the average delay tends to infinity $\bar{\tau} = \Theta(R)$. Hence, by reversing the order of the limits and letting first $R \to \infty$ and then $N \to \infty$ we find that the throughput is not vanishing, although the average delay still tends to infinity.
At this point it is natural to ask about the behavior of average delay with respect to $N$ when we let the throughput equal to a given fraction of the ergodic capacity, i.e., when we set $R$ as the solution of the equation

$$\eta(N, 0, R, \Gamma) = (1 - \delta)C(\Gamma)$$

Figure 3-3 shows $R$ and the resulting $\tau$ needed to achieve the above equality for $\delta \sim 3\%, 7\%, 15\%$. As expected, the average delay grows very fast if the target throughput is close to the ergodic capacity. On the contrary, it increases very slowly (except for an initial transient where it increases roughly linearly) when we allow for a certain non-negligible gap from capacity. This gap from capacity is the price to pay to achieve reliable communications (vanishing error probability) in the block-fading channel under a delay constraint, with this simple protocol.
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Fig. 3-3. $R$ and $\tau$ s.t $\eta(N, 0, R, 3dB) = (1 - \delta)C(\Gamma)$ vs $N$ for $\Gamma = 3$dB for different values of $\delta$.

### 3.6 Limiting Throughput for Large Number of Users

This section analyzes the behavior of \((3-14)\) in the limit of large number of users ($N \to \infty$) with $n/N = x$ where $x \geq 0$ when we schedule the transmission to a fraction of users
that experiences favorable channel conditions. The reset of the renewal reword process is adjusted such that each transmission by the base station can be decoded only by a fraction $x$ of users.

The results of this section are manifold. First the best achievable throughput is analyzed and it is shown that for particular values of $x$ the ergodic capacity is achievable but at the expense of large delays. On the other end if the delay is fixed then all possible throughput $\eta \in (0, \infty)$ can be achieved depending on $x$. However, we can define the average throughput, computed from the user point of view, as $\bar{\eta} = (1 - x)\eta$. It is easy to show that there is a particular $x$ that yields the best $\bar{\eta}$.

Define

$$V(p, N, x) = \sum_{k=0}^{N-[Nx]} \binom{N}{k} (1-p)^k (p)^{N-k}$$

We have

$$\eta_{\infty}(x, R, \gamma) = \lim_{N \to \infty} \eta(N, x, R, \gamma) = \lim_{N \to \infty} \frac{R}{1 + \sum_{m=1}^{\infty} V(p(m), N, x)} = \lim_{N \to \infty} \frac{R}{1 + \lim_{N \to \infty} \sum_{m=1}^{\infty} V(p(m), N, x)}. \quad (3-19)$$

It is straightforward to see that it is possible to exchange the limit in (3-19) with the infinite summation w.r.t $m$. Note that $V(p(m), N, x)$ can be seen as the cdf of a Binomial random variable $X_m$ computed in $N - \lceil xN \rceil$, i.e $X_m \sim \text{Bin}(N, 1 - p(m))$. Hence

$$\lim_{N \to \infty} V(p(m), N, x) = \lim_{N \to \infty} \Pr(X_m \leq N - \lceil xN \rceil)$$

The mean and the variance of $X_m$ are given by $\mu_X = \mathbb{E}[X] = N(1 - p(m))$ and $\sigma_X^2 = N(1 - p(m))p(m)$. Appendix 7.1 shows the following Lemma

**Lemma 1:** The limit for large number of users of the function $V(p(m), N, x)$ is given by

$$\lim_{N \to \infty} V(p(m), N, x) = 1\{x \leq p(m)\} - \frac{1}{2}\delta(x - p(m)) \quad (3-20)$$

Eventually, the limiting throughput is given by

$$\eta_{\infty}(x, R, \Gamma) = \frac{R}{1 + \sum_{m=1}^{\infty} 1\{x \leq p(m)\} - \frac{1}{2}\delta(x - p(m))} \quad (3-21)$$
For the SR scheme, using (3-15), we obtain the explicit formula
\[
\eta_\infty(x, R, \Gamma) = \frac{R}{1 + \left\lfloor \frac{\log x}{\log a} \right\rfloor - \frac{1}{2} \delta \left( \left\lfloor \frac{\log x}{\log a} \right\rfloor - \frac{\log x}{\log a} \right)},
\]
where \(\left\lfloor . \right\rfloor\) means the integer part and \(a \triangleq \left(1 - e^{-\frac{2R - 1}{\Gamma}}\right)\).

For each \(m\), \(p(m)\) is an increasing function of \(R\). For \(k = 0, 1, 2, \ldots\), we define
\[
R(k) \triangleq \sup \left\{ R : \sum_{m=1}^{\infty} 1\{x \leq p(m)\} - \frac{1}{2} \delta (x - p(m)) \leq k \right\}
\]
(3-23)

The following result holds:

**Theorem 2:** The supremum over \(R \geq 0\) of \(\eta_\infty(x, R, \Gamma)\) is given by \(R(k)/(1 + k)\) for some \(k = 0, 1, \ldots\), that in general depends on \(x\) and \(\Gamma\). □

The proof is given in Appendix 7.2.

For \(N = 1\), [18] shows that the IR throughput is an increasing function of \(R\) and that
\[
\sup_{R \geq 0} \eta(1, 0, R, \Gamma) = \lim_{R \to \infty} \eta(1, 0, R, \Gamma) = C(\Gamma)
\]
(3-24)

Appendix 7.3 shows that the limiting throughput for large number of users of IR protocol, for a positive fraction of unfulfilled users is a constant that for same particular values of \(x\) equals the ergodic capacity.

**Theorem 3:** For independent Rayleigh fading SNR \(\Gamma\) and IR protocol, define \(G_m(z)\) the cdf of the random variable \(\frac{1}{m} \sum_{i=1}^{m} \Delta I_{i,u}\). Define \(x_d \triangleq \min(G_m(C(\Gamma)))\). Then for all \(x \in (0, x_d)\), \(\eta_\infty(x, R, \Gamma)\) is increasing with \(R\). Therefore, \(\sup_{R \geq 0} \eta_\infty(x, R, \Gamma)\) is achieved for \(R \to \infty\) and \(\bar{\tau} \to \infty\), and it is equal to \(C(\Gamma)\). Also, for all \(x \in (x_d, 1)\) \(\sup_{R \geq 0} \eta_\infty(x, R, \Gamma)\) is achieved for finite delay. □

The derivation of a closed form expression for \(x_d\) as a function of \(\Gamma\) is not straightforward. Nevertheless, it can be observed that for a wide range of SNR \(\Gamma\) \(x_d\) is very close to 0.5. Note that Theorem 2 guarantees the existence of \(\eta_{\sup,x}\) while Theorem 3 gives the value of \(\eta_{\sup,x}\) and the rate and average delay necessary to achieve it.

For the SR protocol, Appendix 7.4 shows the following theorem.
Theorem 4: For the SR protocol, \( \sup_{R \geq 0} \eta_\infty(x, R, \Gamma) \) is always achieved for finite \( R \) and delay. In particular the optimal \( R \) is given by \( R(k) = F(k + 1) - \epsilon \) where \( k \) is found as the index that maximizes the following sequence

\[
b[i] = \frac{1}{i + 1} [F(i + 1) - \epsilon]
\]

and

\[
F(i) = \left\lceil \log_2 \left( 1 - \Gamma \log \left( 1 - x^\Gamma \right) \right) \right\rceil
\]

for arbitrarily small \( \epsilon \).

Figure 3-4 shows the behavior of the sequence \( b[i] \) vs \( i \) for \( \Gamma = 0 \) dB parametrized in \( x \), when \( \epsilon = 10^{-3} \). We can clearly see that for all \( x \) the maximum is a small value of \( i \). It becomes 0 when \( x \to 1 \).

![Graph showing sequence b[i] vs i for Gamma = 0 dB parametrized in x, epsilon = 10^{-3}](image)

**Fig. 3-4.** Sequence \( b[i] \) vs \( i + 1 \) for \( \Gamma = 0 \) dB parametrized in \( x \), \( \epsilon = 10^{-3} \).

### 3.6.1 Comparison with the “FEC only” System

In this section the comparison between IR scheme and a system that broadcasts the same information to all the users using only channel code without ARQ is carried out. This scheme
is referred to as “FEC only” system. The information bits are coded using a code of length $BL$ symbols transmitted over $B$ different slots. The throughput seen by the transmitter is simply given by the code rate $\eta = R_{FEC,x}$ for which the average error probability is $x$. Note that the “FEC only” system has a fixed delay equal to the number of slots used to send the codeword, $B$, while SR and IR have a variable delay $\tau$.

In order to make a fair comparison we consider the average delay of the IR (or SR) equal to the fixed delay of the “FEC only” scheme, we set $B = \lceil \bar{\tau} \rceil$ where $\bar{\tau}$ is the average delay (in slots) of the IR system, and such that users have error probability $x$. This is a fair comparisons for large $N$, since both the delay and the fraction of unfulfilled users become deterministic and equal for the two systems (if $\bar{\tau}$ is an integer). The following theorem holds.

**Theorem 5:** Let $\bar{\tau}$ be the integer delay of IR protocol such that the error probability is $x$. Consider a “FEC only” system with $B = k + 1$ and let the error probability be equal to $x$. Then the spectral efficiency of “FEC only” system equals the throughput of the IR scheme in the limit for large number of users, i.e.

$$\eta^{FEC} = \eta_{\infty}(x, R(k), \Gamma)$$  \hspace{1cm} (3-26)

The proof follows from the fact that the spectral efficiency of FEC coding satisfies the equation

$$\Pr \left( \sum_{s=1}^{B} \Delta I_{s,u} \leq B\eta^{FEC} \right) = x$$  \hspace{1cm} (3-27)

We notice that $R(k)$ defined in (3-23) must satisfy the equation

$$\Pr \left( \sum_{s=1}^{k+1} \Delta I_{s,u} \leq R(k) \right) = x$$  \hspace{1cm} (3-28)

By comparing (3-27) and (3-28) we conclude that for all integer delays $\tau = 1 + k$, $R(k) = (1 + k)\eta^{FEC}$ and, from Theorem 1, $\eta_{\infty}(x, R(k), \Gamma) = \eta^{FEC}$. In particular, since the throughput is maximized for some $k$, we find that the maximum throughput (with respect to delay, for $x$ and $\Gamma$ given) of the IR and of the FEC coding systems is identical in the limit of a large number of users.

### 3.7 Results

It is interesting to note that, with a very simple binary feedback scheme from each user, whenever a positive fraction $x$ of users to be unfulfilled is accepted, the throughput seen by
the transmitter is positive even for an infinite number of users.

Consider, without loss of generality, the SR case: the throughput approaches \( R \) (the coding rate) whenever the parameter \( a \) goes to zero (lossless channel), or \( x \) goes to 1 (we accept 100\% of unfulfilled users), and it goes to 0 whenever we want all the users to be fulfilled \((x \to 0)\). Note also that \( \eta_{\infty, x} = R \) when \( \frac{\log(x)}{\log(a)} < 1 \), that means when \( a < x \).

Figure 3-5 and 3-6 show the comparison of the throughput maximized over \( R \) versus \( x \), in the limit for \( N \to \infty \), for \( \Gamma = 3, 10 \) dB for the two protocols SR and IR.

In the case of \( \Gamma = 3 \) dB \( x_d = 0.5 \). Moreover for \( x \in (0.552, 1) \) \( \sup_R \eta_{\infty}(x, R, \Gamma) = \log_2(1 - \Gamma \log(1 - x)) \) achieved with average delay \( \bar{\tau} = 1 \). For \( x \in (x_d, x_u) \) it is only possible to conclude that \( \bar{\tau} \) is a decreasing function of \( x \).

When \( \Gamma = 10 \) dB, instead \( x_d = G_1(C(\Gamma)) = 0.48 \), and moreover \( G_1^{-1}(x) > G_m^{-1}(x) \) for all \( x > x_d \). This tells that for \( x > x_d \) \( \sup_R \eta_{\infty}(x, R, \Gamma) = \log_2(1 - \Gamma \log(1 - x)) \) achieved with average delay \( \bar{\tau} = 1 \).

Since for high \( x \) the optimal throughput is obtained for \( \bar{\tau} = 1 \), and the throughput of the SR protocol lower-bounds the performance of IR, then SR and IR achieve the same results.

Figure 3-7 shows \( \eta_{\infty}(x, R, \Gamma) \) as a function of \( R \) for fixed \( x \) and \( \Gamma = 3 \) dB. The throughput is a non decreasing function of the rate for small \( x \). On the contrary, for large \( x \) there exist a finite value of \( R \) which maximizes the throughput, and this maximum is larger than the ergodic capacity, as stated in theorem 4.

Figure 3-8 represents the optimal throughput \( \sup_k \eta_{\infty}(x, R(k), \Gamma) \) for SR and the optimal constrained throughput for the IR, when we set \( \bar{\tau}_{IR} = \bar{\tau}_{SR} \). Also in that suboptimal case the IR still gains with respect to SR in region \( 0 < x < 0.24 \). The figure also shows the rate \( R(k) \) for IR and SR and the average delay for SR \( \bar{\tau}_{SR} \).

Figure 3-9 shows the convergence of \( \sup_k \eta(N, x, R(k), \Gamma) \) vs \( N \) for SR when \( x = 0.2 \). The rate of convergence slows down as long as we select \( R \) equal to the optimal value, \( R(k) \). Further analysis on the number of users necessary to achieve a certain error between \( \sup_k \eta_{\infty}(x, R(k), \Gamma) \) and \( \sup_k \eta(N, x, R(k), \Gamma) \) shows that it depends on \( \frac{1}{p(k+1)-x} \) that is in general very small \((p(k+1) \text{ also depends on } R(k))\). Therefore, as long as we accept a small rate loss \( R^* = R(k) - \epsilon \) the rate of convergence increases.

Figures 3-10 and 3-11 show the throughput \( \eta(N, x, R, \Gamma) \) for \( x = 10^{-2}, \Gamma = 3 \) dB and \( \bar{\tau} = 10, 50 \) respectively. \( R \) is set equal to \( R(\bar{\tau} - 1) \) defined in (3-23). We can notice that FEC and IR coincides only in the limit of large number of users even though they are always quite close for small \( N \). Surprisingly the throughput of IR is not a decreasing function of \( N \). This is due to the fact that we allow \( x > 0 \) and that the delay becomes a deterministic
Fig. 3-5. $\sup_k \eta_\infty(x, R, \Gamma) \ vs \ x, \ for \ \Gamma = 3\text{dB}$.

Fig. 3-6. $\sup_k \eta_\infty(x, R, \Gamma) \ vs \ x, \ for \ \Gamma = 10\text{dB}$. 
3.7 Results

Fig. 3.7. $\eta_{\infty}(x, R, \Gamma)$ vs $R = b/L$ for different value of $x$ for $\Gamma = 3$dB.

Fig. 3.8. $\sup_k \eta_{\infty}(x, R(k), \Gamma)$ for SR and IR vs $x$ when we fix $\bar{\tau}_{IR} = \bar{\tau}_{SR}$. We plot also the rate $R(k)$ and $\bar{\tau}_{SR}$. 
variable only for large number of users while for small $N$ this is a random variable that depends on $N$.

Finally consider a fixed delay $B$ and the IR protocol. $\eta(\infty, x, R(B), \Gamma)$ is an increasing function of $x$. However we can compute the total average throughput as

$$\eta_{tot} = (1 - x) \eta(\infty, x, R(B), \Gamma)$$

It is possible to show that the $\lim_{x \to 1} \eta_{tot} = 0$ implying the existence of $x^*$ that yields optimal total throughput. This turns out to be a known problem, i.e find the optimal outage probability that minimize the total throughput when a FEC system is considered.

### 3.8 Dimensioning the Pre-fetching Buffer for Streaming Application

Consider an application like video streaming where different users request the same information. Traditionally the system opens a connection for each user and it adapts the transmission parameters to the channel condition of that user. This is very expensive in
terms of bandwidth and can cause problems when a new user tries to access to the same service. Eventually the system refuses to open the connection for the new user. In this case the system is not exploiting the multicast setting and in particular the fact that all the users needs the same information. A better solution, in terms of bandwidth efficiency would be to share the bandwidth among the users at the expense of a penalty in throughput of each user. Hence, we can consider the use of IR or “FEC only” protocol with a fixed fraction of users targeted at each transmission or equivalently fixed error probability \( x \).

Suppose that each user is equipped with a buffer with \( E \) elements where \( E \) packets can be stored. Moreover, suppose that the application use one packet per time instant. The queue is filled in with probability \( (1 - x) \), i.e the probability that the user can decode the information or equivalently that the user is the “fulfilled” set. Suppose also that at time instant 0 the queue is completely filled up. We want to find the probability that the buffer is empty before a certain time instant \( \theta \). This gives rise to a Birth-Death process [96] shown in figure 3.8. The last state \( E \) is an absorbing state. When this state is reached an outage occurs and a resynchronization is necessary. Define \( T \) the time necessary to reach the state ‘\( E \)”, and consider that at time instant 0 the system is in the state 0, i.e the buffer is full. It is

![Fig. 3-10. \( \eta_\infty(x, R, \Gamma) \) and \( \eta(N, x, R, \Gamma) \) vs \( N \) for \( x = 10^{-2}, \Gamma = 3dB \bar{\tau} = 10 \) and \( R = R(\bar{\tau} - 1) \).](image)
Fig. 3-11. $\eta_{\infty}(x, R, \Gamma)$ and $\eta(N, x, R, \Gamma)$ vs $N$ for $x = 10^{-2}$, $\Gamma = 3$ dB $\tau = 50$ and $R = R(\bar{\tau} - 1)$.

Fig. 3-12. Birth Death process.
easy to see that the probability mass function of $T$ is given by

$$ \Pr(T = t) = \begin{cases} 0 & \text{if } t < E \\ \left( \frac{t - 1}{E - 1} \right) x^E (1 - x)^{t-E} & \text{else} \end{cases} \quad (3-29) $$

and finally the cumulative density function $\Pr(T < \theta)$ is

$$ \Pr(T \leq \theta) = \begin{cases} 0 & \text{if } \theta < E \\ \sum_{t=E}^{\theta} \left( \frac{t - 1}{E - 1} \right) x^E (1 - x)^{t-E} & \text{else} \end{cases} \quad (3-30) $$

Moreover $\Pr(T \leq \theta) = 1$ for $E = 0$ and $\forall \theta > 0$.

Define $S_{k,p}$ a binomial random variable with parameter $p$, i.e $S_{k,p} \sim \text{Bin}(k,p)$. It is straightforward to see that (3-30) can be written as

$$ \Pr(T \leq \theta) = \begin{cases} 0 & \text{if } \theta < E \\ \sum_{t=E}^{\theta} \Pr(S_{t-1,x} = E - 1) & \text{else} \end{cases} \quad (3-31) $$

Suppose to fix the time threshold $\theta$ and define the outage probability as the probability of an empty buffer before time instant $\theta$, i.e $\Pr(T \leq \theta)$. It is possible to find the the minimum buffer size, as a function of $x$, such that the outage probability is less that a certain threshold value $p_0$, $\Pr(T \leq \theta) \leq p_0$. The optimal buffer size is then found as

$$ E_{\text{opt}} = \inf_E \left\{ E : \sum_{t=E}^{\theta} \Pr(S_{t-1,x} = E - 1) 1 \{ E \leq \theta \} \leq p_0 \right\} $$

Figure 3-13 shows an example of buffer size requirement as a function of the constraint time $\theta$ when $p_0 = 10^{-8}$. The time here is measured in packets. It is interesting to notice that the buffer size increases slowly with the constraint $\theta$ if the value of $x$ is sufficiently small. Note that when $\theta = E$ than $\Pr(T \leq \theta) = \Pr(T = \theta) = x$. If $x < p_0$ than the optimal buffer size is $E_{\text{opt}} = \theta + 1$.

### 3.9 Conclusions

The results of this analysis are mixed. On one hand, since reliable packet transmission in delay-limited wireless communications is currently obtained by using HARQ protocols, one would like to keep the same protocol for reliable multicast. On the other hand, it is clear from this analysis and from [42], that the scalability of such protocol in a multicast...
environment is questionable. If the underlying application can afford a non-vanishing probability of error (expressed by the fraction $x$ of unfulfilled users), then IR and SR schemes are fully scalable and guidelines for the choice of optimal parameters are given. However, the conclusion is that FEC coding targeted to achieve error probability $x$, without any explicit ACK/NACK feedback channel, is to be preferred since it achieves the same performance when the number of users gets large, with less complexity.

If full reliable transmission is required, the HARQ scheme is \textit{practically} scalable for typical number of users per cell in a cellular environment, if one accepts a certain non-vanishing gap from ergodic capacity.

These conclusions might be radically different in a rate-distortion setting, where the same source can be multicasted to several users at different distortions.
4.1 Introduction

This chapter is focused on the analysis and the optimization of some strategies for the transmission of an analog source over the Gaussian multicast channel. In this case, bit-error probability at the output of the channel decoder is no longer a good measure of performance. On the contrary, the end-to-end distortion is more representative of the quality of transmission.

If we restrict to the case of band-limited Gaussian sources to be transmitted on an additive band-limited Gaussian channel, it is well known that when the source and the channel are particularly matched to each other (the channel bandwidth $W_c$ equals the source bandwidth $W_s$ and when a Gaussian source has to be sent over a Gaussian channel), the uncoded transmission achieves optimal performances. In [45] it is shown that, allowing for a single letter mapping, sufficient and necessary condition for the optimality of uncoded transmission can be found. The main result is a criterion to check whether the single letter code performs optimally for a given source-channel pair. It is also shown that when a single Gaussian source is sent to two different users through Gaussian channels, uncoded transmission gives
a distortion that is Pareto optimal\(^1\) and that lies strictly outside the distortion region for the separation based approach when superposition coding is assumed. Superposition coding consists on embedding high-rate information on low-rate information [46, 36]. However, it is easy to find some practical and not negligible examples when Gastpar’s conditions do not hold, for example when the source bandwidth \(W_s\) is different from channel bandwidth \(W_c\). As an example, compare the bandwidth of an analog TV signal with the bandwidth of the FM TV signal, clearly \(W_c > W_s\) (where we have called \(W_c\) the band of the channel and \(W_s\) that of the source). When \(W_c > W_s\) coding of the source becomes necessary to exploit the additional channel bandwidth.

One of the advantages of using analog schemes is that they achieve gradual changes in the reconstruction quality when changing the SNR while digital schemes show the “threshold effect” described in section 1.3.1.

Shannon’s separation theorem states that separating the coding into two steps, source coding and channel coding is optimal. This does not take into account delay and complexity issues and in general it does not hold for multiuser communication or non-ergodic scenario [98]. In [48, 49] and reference therein, the authors have shown that Joint Source-Channel Codes (JSCC) outperform codes designed based on the separation theorem, for fixed complexity and delay, and they are more robust to change in channel noise.

In this chapter we consider the simplest possible scenario of this kind, which is, nevertheless, not yet fully solved. We consider a Gaussian i.i.d. source with bandwidth \(W_s\) that has to be transmitted over a band-limited channel with bandwidth \(W_c\) under the end-to-end quadratic distortion criterion. As motivated before, we assume spectral efficiency \(\eta \triangleq W_s/W_c > 1\).

Again, the BF-AWGN channel is considered, for which the channel gain is random but constant over the duration of a codeword. The coding block length is assumed large enough such that any rate below the instantaneous channel capacity for the given fading realization can be decoded with negligible probability of error, while any rate above the instantaneous channel capacity yields probability of error close to 1. The BF-AWGN channel is a useful mathematical abstraction that models very slowly-varying fading channels, as for example, stationary terminals such as TV receivers, or the path loss determined by the distance to the base station in a mobile cellular communications. In these cases, the fading changes much more slowly than the coding delay and the channel behaves non-ergodically (see [80] for a thorough discussion). The BF-AWGN channel, under the assumption, made here,

\(^1\)Optimality criterion for optimization problem with multi-criteria objectives. A state A is said to be Pareto optimal if there is no other state B dominating the state A w.r.t. the state of objectives functions. A state A dominates the state B if A is better than B in at least one objective function and not worse w.r.t all other objective functions.
that the transmitter is not informed of the channel fading (but it knows its statistics), may also model a Gaussian broadcast/multicast channel [46] with $K \to \infty$ users, such that the empirical distribution of the users SNRs converges almost everywhere to the fading cumulative density function. For this scenario, we optimize and compare three strategies: time-sharing-based transmission, superposition coding and a Hybrid Digital/Analog scheme (HDA). We optimize these schemes by minimizing the average end-to-end distortion for given transmit power $\Gamma$ and fading statistics (assuming a continuous pdf $f_A(z)$ and cdf $F_A(z)$).

A transmission strategy widely used in the broadcast setting consists of the so-called “progressive transmission”. The source is split into $L$ parallel streams mapped onto channel codewords with different coding rate and possibly different energy per channel symbol. This achieves unequal error protection for each level of information. The codewords are sent through the channel by a time-sharing strategy. In [99] the optimization analysis is carried out for Binary Symmetric Channel (BSC) and Binary Erasure Channel (BEC). Using this principle, [100] characterizes an achievable average distortion region for the broadcasting of a common source. The splitting of the source is represented by an ideal successive refinement source encoder that provides independent levels of information each of one conveying the same amount of information bits per source symbols.

A broadcast approach to the BF-AWGN channel was proposed and analyzed in [101] (and references therein) in order to maximize the average transmission rate. It consists again of splitting the information message into $L \to \infty$ parallel streams and mapping each stream onto a layer of a superposition coding scheme. Each layer is modulated with a power level $\gamma(a)$, and optimized under the overall power constraint $\mathbb{E}[\gamma(A)] \leq \Gamma$ such that the average successfully received rate is maximized. Following the approach of [101] yields unmanageable expressions due to the fact that the distortion is a non-linear function of the rate and the elegant solution of [101] based on Euler integral does not apply.

The last strategy that we analyze is a Hybrid Digital-Analog (HDA) JSIC. These hybrid systems have been proposed in [53, 54, 55, 56]. These schemes couple the graceful degradation in reconstruction quality with changes in SNR offered by the analog part with the error correcting capability of the digital part.

Shamai et al., in [53], show that systematic joint source channel coding (a type of bandwidth splitting HDA) is optimal for a wide class of source and channels. They analyze the capacity of the channel consisting of the digital channel in parallel with the analog channel. They call systematic those source/channel codes which transmit the raw uncoded source in addition to the encoded version (see figure 4.1). When a Gaussian source and channel are considered and when $W_c > W_a$, they show that the conditions for optimality of systematic coding techniques are respected. In [55] the authors show that when Gaussian mixture source are
transmitted over a Gaussian broadcast channel, the HDA scheme is asymptotically optimal.

Other types of HDA systems have been studied by Mittal et al. in [56], where the authors analyze in terms of average distortion, several coding systems based on dimension (bandwidth) splitting and/or power splitting of the source. Also in this case Gaussian source and AWGN channel is considered. They provide examples of "nearly" robust systems\(^2\). They show that the HDA scheme proposed outperforms in terms of distortion region a time-sharing system and the purely digital system and in certain cases they outperform the systematic code introduced above.

In the following we compute analytically the average distortion of the systems in the ideal case when the source code achieves rate-distortion and the channel code achieve the capacity-cost functions\(^3\). The system is optimized for block fading AWGN channel. We give an algorithm that can be generalized to take into account more practical scenario where the source and the channel codes are not ideal. Moreover we compare the progressive and superposition scheme with an distortion-based optimized version of the nearly robust HDA scheme proposed in [56].

### 4.1.1 Summary of the Contribution

- Definition of the optimization problem based on the minimization of the average distortion for progressive, superposition and HDA based scheme, for BF-AWGN channel.

\(^2\)"Nearly robust" means that the system asymptotically operates at the rate-distortion limit for a particular SNR value

\(^3\)This notion is meaningless since a single code cannot achieve capacity. However, what we mean here is that \(C\) is a member of a sequence of codes that work arbitrarily close to the capacity limit for increasing block length.
4.2 Progressive-based Transmission Strategy

- Algorithms for superposition and progressive approach that give the optimal transmission power and/or coding rate.

4.1.2 Organization of the work

The chapter is organized as follows: In section 4.2 the general definition of the optimization problem is given and the computation of the optimal power allocation and coding rate policy that achieves minimum average distortion is carried out for time-sharing based scheme. Section 4.3 finds the optimal power allocation policy in the case of the superposition approach. In section 4.3.1 the optimization of the HDA scheme is carried out. Section 4.5 gives the results and compare the different strategies in terms of average distortion versus average and instantaneous SNR when Rayleigh fading is considered.

4.2 Progressive-based Transmission Strategy

We consider a discretized system with \( L \) layers, where the number of source code layers coincides with the number of channel codewords. Each level has a source coding rate \( r_s \) bits/source sample and it is mapped onto a codeword belonging to a channel code \( C'_i \), modulated at different power levels. In general \( C'_i \) is identified by the rate SNR-threshold pair \((r_i, \tau_i)\) such that for SNR larger than \( \tau_i \) the code yields acceptable performance (roughly speaking, low-enough bit-error rate).

The successively refinability property of the source allows to achieve the distortion-rate function at each level \( D_\ell = 2^{2r_s\ell} \) and \( D_0 = 1 \), where \( \ell \) is the number of layer successfully decoded.

Codeword \( i \) has coding rate \( r_i = \frac{k}{n_i} \), where \( k \) is the number of bits output by the \( i \)-th layer of the multiresolution source coder and \( n_i \) is the blocklength. Figure 4-2 illustrates this scheme. The spectral efficiency is given by

\[
\eta = \frac{1}{r_s \sum_{i=1}^{L} \frac{1}{r_i}} \Rightarrow \sum_{i=1}^{L} \frac{1}{r_i} = \frac{1}{\eta r_s}
\]

Define \( \gamma_\ell \) as the energy per channel symbol used to transmit the \( \ell \)-th codeword. The total power \( \Gamma \) can be computed as

\[
\Gamma = \frac{L}{\ell=1} \frac{n_\ell}{\sum_{i=1}^{L} n_i} \gamma_\ell = \eta r_s \frac{L}{\ell=1} \frac{\gamma_\ell}{r_\ell}
\]
Successive Refinement Source Code
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Fig. 4-2. Progressive transmission scheme.
Define a set of fading thresholds $0 < a_1 < \cdots < a_L$ (where $a_{L+1} = \infty$) such that layers up to $\ell$ can be decoded if $A \in [a_{\ell}, a_{\ell+1}]$. Assuming ideal Gaussian channel codes, the $\ell$-th code rate is given by $r_{\ell} = \log_2 (1 + a_{\ell} \gamma_{\ell})$. Call now $z_{\ell} = \frac{1}{r_{\ell}}$ and $y_{\ell} = \frac{2}{y_{\ell}}$. It follows that

$$a_{\ell} = \frac{(2^{1/z_{\ell}} - 1) e}{y_{\ell}} \quad (4-1)$$

We wish to minimize the resulting average distortion $D_{av}(r_s, z, y)$ with respect to $z$ and $y$ subject to the constraints

$$\sum_{i=1}^{L} z_{\ell} = \frac{1}{\eta r_s}; \quad \sum_{i=1}^{L} y_{\ell} = \frac{\Gamma}{\eta r_s} \quad (4-2)$$

where $D_{av}(r_s, z, y)$ has the following expression

$$D_{av}(r_s, z, y) = F_A(a_1) + \sum_{\ell=1}^{L} D_{\ell}(F_A(a_{\ell} + 1) - F_A(a_\ell)) \quad (4-3)$$

with $a_{\ell}$ defined in (4-1).

The associated Lagrangian functional $\Phi$ is given by

$$\Phi = D_{av}(r_s, z, y) + \lambda \sum_{i=1}^{L} z_{i} + \rho \sum_{i=1}^{L} y_{i}$$

For the Kuhn Tucker’s conditions it follows that the partial derivative with respect to $z_{\ell}$ and $y_{\ell}$ has to be greater or equal to 0,

$$\frac{\partial \Phi}{\partial z_{\ell}} = \Delta D_{\ell} f_{A}(a_\ell) \left( \frac{(2^{1/z_{\ell}} - 1) z_{\ell} - 2^{1/z_{\ell}} \ln 2}{z_{\ell} y_{\ell}} \right) + \lambda \geq 0$$

$$\frac{\partial \Phi}{\partial y_{\ell}} = \Delta D_{\ell} f_{A}(a_\ell) \left( - z_{\ell} (2^{1/z_{\ell}} - 1) \frac{y_{\ell}^2}{y_{\ell}^2} \right) + \rho \geq 0 \quad (4-4)$$

$y_{\ell}$ can be found as a function of $\rho$, $\lambda$ and $z_{\ell}$

$$y_{\ell} = \frac{1}{\mu} \frac{(2^{1/z_{\ell}} - 1) z_{\ell}^2}{2^{1/z_{\ell}} \ln 2 - (2^{1/z_{\ell}} - 1) z_{\ell}} \quad (4-5)$$

where $\mu$ is defined as $\mu = \frac{\Delta}{\lambda}$. $z_{\ell}$ is then obtained as

$$-\Delta D_{\ell} g (z_{\ell}, \mu) + \lambda = 0 \quad (4-6)$$
where \( g(z_\ell, \mu) \) is defined as

\[
g(z_\ell, \mu) = f_A \left( \mu \frac{2^{1/z_\ell} \ln 2 - (2^{1/z_\ell} - 1) z_\ell}{z_\ell^2} \right) \cdot \left( \mu^2 \frac{(2^{1/z_\ell} \ln 2 - (2^{1/z_\ell} - 1) z_\ell)^2}{z_\ell^3 (2^{1/z_\ell} - 1)} \right)
\]

(4-8)

### 4.3 Superposition-based Transmission Strategies

Consider now a superposition-based approach where each level is mapped onto an independently selected codeword of “a basic channel code” \( C' \) modulated at different power levels. Each layer has source coding rate \( r_s \) bits/source sample and channel coding rate \( r_c \) bit/channel uses, so that \( \eta = r_c/r_s \). Figure 4-3 shows the block diagram of the superposition scheme. The mother code \( C' \) is identified by the rate SNR-threshold pair \( (r_c, \tau) \).

The transmitted superposition codeword is given by \( x = \sum_{\ell=1}^L \sqrt{\gamma_\ell} c'_\ell \) where \( \gamma_\ell \) and \( c'_\ell \) are the power level and the codeword of \( C' \) associated to level \( \ell \), respectively.
Define again the set of fading thresholds $0 < a_1 < \cdots < a_L$ (where $a_{L+1} = \infty$) such that layers up to $\ell$ can be decoded if $A \in [a_\ell, a_{\ell+1}]$. The resulting average distortion is given by

$$D_{\text{av}}(r_s, \gamma) = F_A(a_1) + \sum_{\ell=1}^{L} D_\ell (F_A(a_{\ell+1}) - F_A(a_\ell))$$  \hspace{1cm} \text{(4-9)}$$

where $\gamma = (\gamma_1, \ldots, \gamma_L)$. We want now to solve the following minimization problem

$$\min_{r_s} \min_{\gamma} D_{\text{av}}(r_s, \gamma) \text{ s.t } \sum_{i=1}^{L} \gamma_i = \Gamma$$  \hspace{1cm} \text{(4-10)}$$

The condition for successive decodability of the superposition code up to layer $\ell$ is given by

$$\frac{a_\ell \gamma_\ell}{1 + a_\ell \sum_{j=\ell+1}^{L} \gamma_j} \geq \tau$$  \hspace{1cm} \text{(4-11)}$$

The levels $a_\ell$ are uniquely defined by the power levels $\gamma_\ell$ by imposing the constraint (4-11) with equality,

$$a_\ell = \frac{\tau}{\gamma_\ell - \tau \sum_{j=\ell+1}^{L} \gamma_j}$$  \hspace{1cm} \text{(4-12)}$$

Conversely, the $\gamma_\ell$’s can be expressed in terms of the $a_\ell$’s by solving the triangular linear system

$$a_\ell \gamma_\ell - \tau a_\ell \sum_{j=\ell+1}^{L} \gamma_j = \tau \text{ for all } \ell = 1, \ldots, L$$

which yields

$$\gamma_\ell = \tau x_\ell + \tau^2 x_{\ell+1} + \sum_{j=\ell+2}^{L} \tau^2 x_j (1 + \tau)^{j-\ell-1}$$  \hspace{1cm} \text{(4-13)}$$

where $x_\ell \Delta \frac{1}{a_\ell}$. We wish to minimize the average distortion (4-9) with respect to $\{\gamma_1, \ldots, \gamma_L\}$ subject to the constraint $\sum_{\ell} \gamma_\ell = \Gamma$.

The associated Lagrangian functional is

$$\Phi = D_{\text{av}}(r_s, \gamma_1, \ldots, \gamma_L) + \lambda \sum_{\ell=1}^{L} \gamma_\ell$$  \hspace{1cm} \text{(4-14)}$$

The $\ell$-th partial derivative is given by

$$\frac{\partial \Phi}{\partial \gamma_\ell} = \sum_{j=1}^{\ell-1} \Delta D_j \frac{1}{x_j^2} f_A \left( \frac{1}{x_j} \right) - \Delta D_\ell \frac{1}{x_\ell^2} f_A \left( \frac{1}{x_\ell} \right) + \lambda$$  \hspace{1cm} \text{(4-15)}$$

where $\Delta D_\ell = D_{\ell-1} - D_\ell$. From the Kuhn-Tucker conditions, we look for the values of $x_\ell$ such that the derivative is non-negative.
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With the substitution \( w_\ell = \frac{1}{x_\ell^f} f_A \left( \frac{1}{x_\ell^f} \right) \), the system given by \( \frac{\partial \Phi}{\partial \gamma_\ell} = 0 \) is linear and lower triangular, and the solution is given by

\[
w_\ell = \frac{\lambda \tau (1 + \tau)^{\ell-1}}{D_{\ell-1} - D_\ell} = \lambda G_\ell
\]

(4-16)

where we have defined \( G_\ell \triangleq \frac{\tau (1 + \tau)^{\ell-1}}{D_{\ell-1} - D_\ell} \).

Finally, the derivative is greater or equal to zero if

\[-\frac{1}{x_\ell^f} f_A \left( \frac{1}{x_\ell^f} \right) \frac{1}{G_\ell} + \lambda \geq 0
\]

(4-17)

### 4.3.1 Hybrid Analog/Digital Scheme

The scheme of the encoder is shown in figure 4-4 while the decoder is shown in figure 4-5. The source bandwidth is splitted so that \( W_{s,A} \) dimensions are sent through an analog (uncoded) branch while \( W_{s,D} = W_s - W_{s,A} \) is sent through the digital encoder, called tandem encoder. The two outputs are modulated by power levels \( \gamma_A \) and \( \gamma_1 \) respectively, superimposed and sent to the channel. \( \gamma_A, \gamma_1 \) are such that \( \gamma_A + \gamma_1 = \Gamma \). The total transmitted signal is given by

\[
y = \sqrt{\gamma_1} s_1 + \sqrt{\gamma_A} s_A + \nu
\]

where \( s = [s_1, s_A] \) is the total analog source with bandwidth \( W_s \), \( \nu \) is the complex circularly symmetric AWGN with components \( \nu_i \sim \mathcal{N}(0,1) \). At the received side the digital decoder decodes the information by considering the analog signal as noise. The estimated information is re-encoded and removed from the received signal. This constitutes the signal from which the analog decoder estimates the analog information.

\[
y_A = \sqrt{\gamma_A} s_A + \sqrt{\gamma_1}(s_1 - \hat{s}_1) + \nu
\]

(4-18)

When the digital decoder can not decode the information with vanishing error probability, than the analog decoder will estimate \( s_A \) by considering the second term in 4-18 as additive noise.

In [56] the system is designed such that to satisfy the “nearly robust” constraint, i.e to give asymptotically optimal performances for a particular value of \( \text{SNR} = \text{SNR}^* \). This yields a particular power splitting between the digital and the analog part. In this work, instead of constraining the system to be nearly robust, we find the power allocation policy that minimize the average distortion subject to a total power constraint. The “analog code” is
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a linear coder/decoder with coefficients that minimize the mean squared error. In [56] the authors consider a matched tandem encoder as digital system. The encoder is said to be matched if the channel input is a scaled version of the first \( n \) components of the quantizer output, where \( n \) is the blocklength. When the SNR is such that the tandem decoder can not decode the information (the SNR is lower than the threshold of the code), then the decoder becomes a linear decoder that estimates the first \( n \) symbols.

Here we limit the analysis and the results for the non matched case. However note that the construction of such codes is not straightforward and that they lead to small improvement in the performances only for \( \text{SNR} < \text{SNR}^* \), i.e very small values of fading coefficients.

This scheme has only one digital layer so we will define only one fading threshold \( a_1 \) s.t. \( 0 < a_1 < +\infty \). The threshold \( a_1 \) is such that if the actual fading value is above that threshold, then the digital decoder can recover the information with vanishing error probability, while on the contrary the digital decoder acts as noise for the analog decoder. The channel code is defined by the pair \((r_c, \tau)\), where in the ideal case \( \tau = 2^{r_c} - 1 = 2^{(\eta-1)r_s} - 1 \) and the condition for successful decodability is given by

\[
\frac{a_1 \gamma_1}{1 + a_1 \gamma_A} \geq \tau = \text{SNR}^*
\]  

where the analog layer is treated as additional noise by the digital decoder. By imposing the equality in (4-19) and substituting the total power constraint, we obtain \( \gamma_A = \frac{\Gamma}{(1+\gamma)} - \frac{\tau}{a_1(1+\gamma)} \). Note that for a given fading value \( a \), if \( a < a_1 \) the digital signal cannot be decoded correctly, i.e the output of the channel encoder acts as noise for the linear estimator of the analog layer. The distortion due to the analog layer is given by

\[
D_A(r_s, a_1) = \begin{cases} 
\frac{1}{1 + a \gamma_A} & \text{if } a \geq a_1 \\
1 - \frac{a \gamma_A}{1 + a \Gamma} & \text{else} 
\end{cases}
\]  

The average distortion can be written as

\[
D_{\text{ave}}(r_s, a_1) = \frac{\eta - 1}{\eta} (F_A(a_1) + D_1(1 - F_A(a_1))) + \frac{1}{\eta} \left[ F_A(a_1) - \int_0^{a_1} \frac{a \gamma A f_A(a) da}{1 + a \Gamma} + \int_{a_1}^{\infty} \frac{f_A(a) da}{1 + a \gamma_A} \right]
\]  

The result of the unconstrained minimization of (4-21) is obtained by finding \( a_1 \) solution of
the following equation

\[ f_A(a_1) - D_1 f_A(a_1) \frac{\eta - 1}{\eta} - \frac{\gamma_A a_1 f_A(a_1)}{\eta(1 + a_1 \Gamma)} - \frac{f_A(a_1)}{\eta(1 + a_1 \Gamma)} - \frac{F_A(a_1) \tau}{\eta(1 + \tau) a_1^2 \Gamma} + \tau \eta(1 + \tau) a_1^2 \int_0^{a_1} \frac{f_A(a) da}{1 + a \Gamma} - F_A(a_1) \int_{a_1}^{\infty} \frac{f_A(a) da}{(1 + a \Gamma)^2} = 0 \] (4-22)

4.4 Shannon’s Separation Theorem

For comparison, a system based on the separation theorem that transmits a single layer is considered. This can be regarded as the baseline system representative of today’s technology, such as terrestrial and satellite DTV, or DAB. We consider the minimization of average distortion with respect to the source coding rate \( r_s \). The average distortion of the one-layer digital system is given by

\[ D_{sep} = F_A \left( \frac{2^{\eta r_s} - 1}{\Gamma} \right) + 2^{-2r_s} \left[ 1 - F_A \left( \frac{2^{\eta r_s} - 1}{\Gamma} \right) \right] \] (4-23)

In the general case, the optimal value \( r_s^* \) is given by the solution of

\[ f_A \left( \frac{x^{\eta} - 1}{\Gamma} \right) \frac{x^{\eta} \eta}{\Gamma} \log 2 - 2 \log(2) \frac{1}{x^2} \left( 1 - F_A \left( \frac{x^{\eta} - 1}{\Gamma} \right) \right) - \frac{1}{x^2} f_A \left( \frac{x^{\eta} - 1}{\Gamma} \right) \frac{x^{\eta} \eta}{\Gamma} \log 2 = 0 \]

with \( x = 2^{r_s^*} \).

4.5 On Achievable RSNR: Rayleigh Fading

In this section we show the results of the optimization problems defined above. We consider Rayleigh fading so that the pdf of the fading power gain is given by \( f_A(a) = e^{-a} \). The spectral efficiency \( \eta \) is fixed to 3 complex source symbol per channel use. Note that in all the above systems \( r_s \) is left as a design parameter and numerical optimization w.r.t \( r_s \) is further carried out. For the superposition strategy by letting \( L \) arbitrarily large with \( r_s \) arbitrarily small our numerical computable solution will approach arbitrarily closely the optimal solution of [101] when the average distortion is minimized instead of maximizing the average rate. For the progressive transmission approach, the optimal performance is, as well, obtained for \( r_s \to 0 \). For the HDA scheme however the optimal \( r_s \) is a fixed non vanishing value \( r_s^* \).

Figure 4-6 shows a graphical representation of (4-17) for the superposition scheme, for Rayleigh fading. The set of solutions \( x_\ell \) is to be found in the region defined as ‘valid
solutions’ in the figure 4-6, i.e the region where the property \( x_1 \geq x_2 \ldots \geq x_L \) holds. We would like to stress the fact that \( \lambda G_{\ell} \) is an increasing sequence with respect to \( \ell \), for fixed \( \lambda \). Hence, the number of levels that yield optimal performance, is given by \( L = \sup \{ \ell : w_{\ell} \leq \lambda G_{\ell} \} \), for the choice of \( \lambda \) that satisfy the power constraint \( \Gamma \).

For the progressive transmission approach \( g(z_{\ell}, \mu) \) in (4-8) has the same behavior as (4-17). Moreover, analogous analysis on set of solutions and the optimal number of levels, fixed \( \mu \), holds. Figure 4-7 shows the results in terms of RSNR defined as \( 10 \log_{10} \frac{1}{D} \) where \( D \) is the average distortion vs the average channel signal to noise ratio \( \Gamma \). In the figure the average performances of superposition, progressive and the HDA (‘HDA\(_D\)’ in the figure) scheme are compared. Also plotted are the scheme based on the separation theorem and the nearly robust HDA (‘HDA\(_{NR}\)’ in the figure). For the superposition and progressive schemes, when vanishing \( r_s \) is optimal we plot the average performances for a \( r_s \) “small enough”, \( r_s = 1/20 \). For practically small rate the gap from the optimal performances becomes negligible.

Reducing \( r_s \) increases the optimal number layer and since a small enough value of \( r_s \) allows to achieve optimal performance, practically there is no need to make too many layers. For the separated approach and for the HDA the value of \( r_s \) is fixed to \( r_s^* \). Finally, notice that the HDA\(_D\) outperforms all the other schemes and that there is practically no difference between the separation theorem based approach and the progressive transmission in terms of average distortion.

Figure 4-8 shows the performances in terms of RSNR vs instantaneous SNR, for average SNR \( \Gamma = 20 \)dB. For comparison the performance of the nearly robust non matched HDA scheme is plotted. The theoretical limit, in terms of distortion, is given by Shannon as \( D_{Sh} = \frac{1}{(1+a\Gamma)^{2/\eta}} \). As announced before, the enhancement of the performances due to the matched encoder is small and concentrated in a range \( SNR < SNR^* \) because in that range the tandem decoder becomes a linear decoder that estimates the symbols. The HDA\(_D\) schemes and the superposition scheme gives smooth performances for a wide range of SNR providing more graceful degradation under mismatched channel condition compared to the separation theorem based scheme and the progressive approach. Finally most of the gain in RSNR of the HDA\(_D\) is due to the presence of the linear encoder.

Note that even if the separated approach yields the same performance as the progressive scheme in terms of average distortion vs average SNR, the situation is different when the average distortion is plotted as a function of the instantaneous SNR. The progressive based scheme shows advantages in terms of graceful degradation of performances over a wide range of SNRs and therefore it is more suited to multiuser applications.

Further computation with different fading statistic have shown that, when considering a uniform distribution of users over a circular cell and attenuation due to path loss, the super-
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Position scheme yields closed form solution for the optimal power allocation policy.

4.6 Conclusions

In this chapter a general optimization method for three transmission schemes for compound channel is given: the first scheme is based on ideal multilevel quantizer and time-sharing transmission scheme, the second couples the multilevel quantizer with a superposition scheme. Finally, the third is an hybrid digital-analog scheme. These schemes are optimized in order to minimize the average overall distortion under total transmitted power constraint and spectral efficiency. The algorithms give the optimal power/rate allocation policy that minimize the average distortion, as well as the optimal number of layers. The algorithms are derived for ideal source/channel code behavior but can be generalized to take into account more practical setting where the source and the channel codes are not ideal.

Under the assumption, considered here, that the transmitter is not informed about the instantaneous fading condition, the compound channel can model a broadcast (multicast) scenario where each users has a particular fading coefficient. The algorithms found in this chapter can be used for the design of good joint source channel codes that approach theoretical limits in a multicast setting.
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Fig. 4-4. Hybrid digital-analog scheme.

Fig. 4-5. Hybrid digital-analog scheme.
Fig. 4-6. Function to find the minima for superposition scheme.
Fig. 4-7. RSNR vs channel average SNR (Γ) for the superposition, progressive and HDA approach. Also the scheme based on the separation theorem and the optimized nearly robust HDA is plotted for comparison.
Fig. 4-8. RSNR vs channel instantaneous SNR for $\Gamma = 20$ dB for the superposition, progressive and HDA approach. Also the scheme based on the separation theorem and the optimized nearly robust (matched and unmatched) HDA is plotted for comparison.
Practical Code Constructions

5.1 Introduction

Chapter 4 shows that HDA schemes outperform fully digital strategies based on time-sharing and superposition. Hence, here, we focus on the practical construction of HDA schemes. Figure 5-1 recall the encoding structure of the HDA scheme. Recall that the HDA is based on the splitting of the source bandwidth such that one part is uncoded and the second part is encoded by a tandem encoder. The two signals are modulated by different power levels, superimposed and passed through the channel. A tandem encoder is a general term to indicate both the source and the channel encoder. The optimization of the HDA scheme in chapter 4 yields the value of a threshold SNR* for which the tandem encoder should be designed. Therefore, a key issue is the design of a tandem encoder robust to channel errors, such that it works as close as possible to the theoretical limit.

We consider here two different strategies. The first is based on sophisticated quantizer schemes as vector quantization-based constructions, that output almost non-redundant bits. These can be protected against channel errors by using standard channel codes, like Turbo codes or LDPC. The issue, here, is to design quantizer schemes that are non-catastrophic, in the sense that few bits in error at the output of the channel decoder should not lead to catastrophic effects on the reconstruction quality. Examples of such schemes can be found in [102, 103, 104]. Note that best quantizer schemes known in literature, are found among...
the family of Entropy Constrained Trellis Coded Quantizer (ECTCQ) [113]. However, since the indexes at the output of the quantizer have residual redundancy, traditionally they are coupled with a variable rate source code. This makes the scheme very sensible to channel errors, since it is well known that arithmetic encoders have catastrophic inverse.

Here we propose a scheme, based on convolutional codes and unitary transformations, efficiently implemented by FFT/IFFT and interleaving. This scheme offers performance comparable to the best known Trellis Coded Quantizer (TCQ) [59] and very fine granularity of rates. This scheme inherits from convolutional codes the property of being non-catastrophic, thus it is robust to residual errors of the channel decoder. It can be coupled with standard Turbo codes or LDPC. Note also that this quantizer is embedded by construction, i.e it implements a successive refinable source code. Consequently it can work also with time-sharing/superposition transmission strategy.

The second class of tandem encoder that we consider exploits the residual redundancy of the indexes at the output of the quantizer. For this, scalar or vector quantizers whose output is redundant, can be considered. Data compression and channel protection are jointly performed. A key issue is the design and the optimization of such codes so that they are robust to channel errors. The idea of exploiting the redundancy of the source coder output to increase performance is well known. Sayood et al. [105] suggested to use this redundancy for error protection. Hagenauer et al. in [106] proposed to use it to modify the soft information processed by the decoder. Another increasingly popular scheme involves dual-functional channel codes. It was shown in [107] that fixed-to-fixed length data compression of a discrete source using linear codes is strongly related to transmission via linear codes on a discrete additive noise channel where the noise has the same statistic of the source. This analogy can be exploited by using linear error correction channel codes such as LDPC codes [107] or Turbo codes, for data compression. In [108, 65] Garcia-Frias et al. proposed a scheme for data compression for both single memoryless source and correlated sources where the desired compression ratio can be achieved by properly puncturing turbo codes, in particular by puncturing the information bits and the parity bits. A priori probability of the source is used to modify the extrinsic information in the iterative decoding process.

Here we consider a data-compression/channel protection scheme based on Turbo codes, and we refer to it as Multilevel Turbo COMpression (M-TCOM). This is realized by coupling a scalar/vector quantizer, whose indexes still contain redundancy, with a compression/protection multilevel scheme based on Turbo Codes. For simplicity we consider here Entropy Constrained Scalar Quantizer (ECSQ), but the same scheme can be generalized to work with Entropy Constrained Vector Quantizer (ECVQ) like ECTCQ.

A $Q$-ary to binary mapping transforms the output of the ECSQ into $L$ bit-streams. Each bit level is, then, mapped on different Turbo codes where the systematic bits are punctured,
together with a certain amount of parity bits in order to achieve the desired rate. The code-words are multiplexed and transmitted over the channel. We assume that the decoder is aware of the “conditional statistic” of each bit-plane. By “conditional statistic” we mean the conditional probability of the bits at level \( \ell \) given the previous levels.

Optimization of turbo codes is necessary in terms of polynomial generator of the component convolutional code and puncturing pattern. This can be carried out by using EXIT Chart-based method [27].

The M-TCOM approach, by nature, can be generalized to yield progressive transmission of information. By choosing the \( Q \)-ary to binary mapping and the quantizer scheme such that it is embedded, the source can be reconstructed with different levels of distortion. The scheme and the design of the code are extended to the case of practical transmission of images over the wireless link. This is shown to give remarkable results when coupled with a modified Differential Pulse Code Modulation-based (DPCM) quantizer defined by Kim et al [57].

Finally, MTQ concatenated with Turbo codes and M-TCOM scheme are compared. MTQ based scheme yields performance closer to the theoretical limit (Shannon limit). The poorer performance of M-TCOM compared to MTQ are mainly due to two factors. First, in the noiseless case the M-TCOM scheme can achieve only the performance of ECSQ (poor performance in low rate region). Second, the optimization of Turbo codes is not straightforward. An open issue is the analytical optimization of codes belonging to the Irregular Repeat and Accumulate family, through Density Evolution, and the use of ECTCQ, instead of ECSQ. This, potentially, will approach, in a better way, the Shannon’s limit.

5.1.1 Summary of the Contribution

- Definition of the Multistage Trellis Quantizer (MTQ) based on unitary transformation and convolutional code.
- Analysis of the behavior of the MTQ in the noiseless and noisy case.
- Construction and analysis of a compression scheme based on Turbo codes.
- Guidelines for optimization of Turbo codes.

5.1.2 Organization of the Work

This chapter is organized as follows: Section 5.2 describes the construction of the MTQ. In section 5.2.1 the necessary background is given while section 5.2.2 explains the code
design. Section 5.3 deals with lossy transmission over noisy channel when considering the MTQ scheme.

Section 5.4 introduces the compression scheme based on linear codes and give the results of the optimization of the component codes. An example is given in section 5.5 when this scheme is coupled with more practical quantizer (Differential Pulse Coded Modulation, DPCM) for lossy transmission of image over noisy channel. Finally 5.6 concludes the chapter and discuss some open points and extensions.

5.2 MULTISTAGE TRELLIS QUANTIZER

5.2.1 Background

Consider a source $S \in \mathbb{R}$ with rate-distortion function $R(D)$ with respect to a certain distortion measure $d : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}_+$, inducing the distortion measure on $\mathbb{R}^k \times \mathbb{R}^k$ according to

$$d(s, \hat{s}) = \frac{1}{k} \sum_{i=1}^{k} d(s_i, \hat{s}_i) \quad (5-1)$$

An $L$-level successive refinement source code of block length $k$ is defined by the encoding functions $g_\ell : \mathbb{R}^k \rightarrow \{1, \ldots, M_\ell\}$ and by the reconstruction functions

$\phi_\ell : \{1, \ldots, M_1\} \times \cdots \times \{1, \ldots, M_\ell\} \rightarrow \mathbb{R}^k$

The rate $L$-tuple of the successive refinement code is given by

$$R_\ell = \sum_{j=1}^{\ell} \log_2 M_j : \ell = 1, \ldots, L$$

and the achieved distortion $L$-tuple is given by

$$\{D_\ell = \mathbb{E}[d(s, \phi_\ell(g_1(s), \ldots, g_\ell(s)))] : \ell = 1, \ldots, L\}$$

The successive refinement structure of the code manifests itself in the fact that distortion level $D_\ell$ is obtained by refining the coarser description at level $\ell - 1$ by incorporating additional information at rate increment $R_\ell - R_{\ell-1}$ bits/source symbol.

The source $S$ is said successively refinable [51, 50] if, for any desired integer $L$, distortion $L$-tuple $D_1 < D_2 < \cdots < D_L$, $\epsilon > 0$ and sufficiently large $k$, there exists an $L$-level
successive refinement source code of block length \( k \) with rate \( L \)-tuple \((R_1, \ldots, R_L)\) such that
\[
R_\ell \leq R(D_\ell) + \epsilon \quad \forall \; \ell = 1, \ldots, L
\] (5-2)
and
\[
\mathbb{E}[d(s, \phi_\ell(g_1(s), \ldots, g_\ell(s)))] \leq D_\ell + \epsilon \quad \forall \; \ell = 1, \ldots, L
\] (5-3)
In other words, the \( L \)-tuple of optimal rate-distortion pairs \( \{(R(D_\ell), D_\ell) : \ell = 1, \ldots, L\} \) is achievable by successive refinement.

In the rest of this work we restrict to the quadratic distortion measure \( d(s, \tilde{s}) = |s - \tilde{s}|^2 \) and to sources with mean zero and variance 1 (different variances can be handled by normalization).

It is well-known that a Gaussian i.i.d. source \( S \sim \mathcal{N}(0, 1) \) is successively refinable [51, 50]. It is also well-known that, in the Gaussian case, optimal successive refinement codes have an additive structure [109], i.e., the \( \ell \)-th level representation vector \( \tilde{s}_\ell \) for the source vector \( s \) is given by
\[
\tilde{s}_\ell = \sum_{j=1}^{\ell} \psi_j(g_j(s))
\] (5-4)
where \( \psi_j : \{1, \ldots, 2^{k(R_\ell - R_{\ell-1})}\} \to \mathbb{R}^k \) denotes the reconstruction increment function at level \( \ell \).

Now, consider a spherical codebook
\[
\mathcal{C} = \{c_q \in \mathbb{R}^k : q = 1, \ldots, 2^{kr_s}\}
\] (5-5)
where \( r_s \) is a design parameter. The codewords of \( \mathcal{C} \) lie on a \( k \) dimensional sphere of squared radius \( k \). Consider \( \Delta \in (0, 1] \) and let \( Q_\alpha : \mathbb{R}^k \to \{1, \ldots, 2^{kr_s}\} \) denote the minimum Euclidean distance decoder for the scaled code \( \alpha \mathcal{C} \), i.e.,
\[
Q_\alpha(s) = \arg \min \limits_q d(s, \alpha c_q)
\] (5-6)
Lapidoth [75] showed that for \( r_s > \frac{1}{2} \log_2 \frac{1}{1 - \Delta} \), \( \alpha = \sqrt{1 - \Delta} \), \( \epsilon > 0 \) and for sufficiently large \( k \) there exist spherical codes \( \mathcal{C} \) such that
\[
\mathbb{E}[d(s, \alpha c_{Q_\alpha(s)})] \leq \Delta + \epsilon
\] (5-7)
This result holds for any source \( S \), not necessarily Gaussian, i.i.d., or even ergodic, under the condition that \( \frac{1}{k} |s|^2 \to 1 \) in probability [75]. In some sense, scaled spherical codes

\footnote{We define \( R_0 = 0 \) and \( D_0 = 1 \).}
with minimum distance encoding are robust in the sense that they achieve the Gaussian rate distortion bound under very mild conditions on the source. On the other hand, for these codes all sources appear as hard to compress as the Gaussian i.i.d. source.

We shall construct \( L \)-levels successive refinement codes from a single spherical code \( C \), denoted as the “basic code”. Fig. 5-2 provides a pictorial representation of the geometry of the proposed construction. The encoding function at level \( \ell \) is based on the minimum distance decoder of the basic code. It computes the \( \ell \)-level index

\[
g_\ell(s) = Q_{\alpha \sqrt{\Delta_{\ell-1}}} (s - \tilde{s}_{\ell-1})
\]

where

\[
\tilde{s}_\ell = \sum_{j=1}^{\ell} \alpha \sqrt{\Delta_j} c_{g_j(s)}
\]

is the representation vector at level \( \ell \). Such multistage structure can achieve the rate \( L \)-tuple \( \{ R_\ell = \ell r_s : \ell = 1, \ldots, L \} \) with distortion \( L \)-tuple \( \{ D_\ell = \Delta_\ell : \ell = 1, \ldots, L \} \).

Lastras and Berger [52] showed that any well-behaved source can be encoded by successive refinement incurring a bounded rate penalty at each level. In particular, let \( S \) be an arbitrary i.i.d. source with mean zero, variance 1, finite differential entropy \( h(S) \) and rate-distortion function \( R(D) \). The distortion \( L \)-tuple \( \{ D_1, \ldots, D_L \} \) can be achieved by successive refinement at rates \( \{ R_1, \ldots, R_L \} \) such that

\[
R_\ell \leq R(D_\ell) + \frac{1}{2} \log_2 \frac{1}{\mathcal{P}_S}
\]

where \( \mathcal{P}_S = \frac{e^{2h(S)}}{2\pi e} \) is the entropy power of \( S \), i.e., it is the variance of a Gaussian source with the same differential entropy of \( S \).

The multistage spherical code can achieve \( D_\ell = \Delta_\ell \) at rate \( R_\ell = \frac{\ell}{2} \log_2 \frac{1}{\Delta} \). By using the Shannon lower bound on the rate distortion function [46], we find that the rate penalty is bounded by

\[
R_\ell - R(D_\ell) = \frac{\ell}{2} \log_2 \frac{1}{\Delta} - R(D_\ell) \leq \frac{\ell}{2} \log_2 \frac{1}{\Delta} - \frac{1}{2} \log_2 \frac{\mathcal{P}_S}{\Delta_\ell} = \frac{1}{2} \log_2 \frac{1}{\mathcal{P}_S}
\]

which coincides with the bound in (5-10). In other words, the behavior of the proposed scheme is good in the sense that it meets Lastras and Berger bound for any source for which Lapidoth result [75] holds. In practice, a successive refinement code that approaches the Gaussian rate-distortion bound for any target distortion \( L \)-tuple and any well-behaved source is highly desirable. This is pretty much all what we can hope for in practical applications, when the statistics of the source is not known a priori and might not be ergodic.
A typical example is provided by image coding, where the statistics of the output of the “analog” part of the encoder, essentially given by a linear transformation followed by segmentation and decimation, gives origin to blocks of signal \( s \) to be quantized, that are nearly uncorrelated and whose statistics may change from image to image and it is usually estimated adaptively \[110\].

### 5.2.2 Code Design

Suppose that we are given a “capacity achieving” spherical code \( C \), for the real AWGN channel with SNR \( \tau \). Then, we choose \( r_s = \frac{1}{2} \log_2(1 + \tau) \), \( \Delta = 1/(1 + \tau) \) and \( \alpha = \sqrt{\tau}/(1 + \tau) \). We can write the source vector as

\[
s = \sum_{\ell=1}^{L} \alpha \sqrt{\Delta^{\ell-1}} c_{g_\ell(s)} + e_L
\]

where \( e_L \) is the representation error vector at level \( L \). By interpreting (5-12) as the output of a multiple-access channel with background noise \( e_L \), we notice that the levels are successively decodable by stripping in the order \( 1, \ldots, L \). In fact, the interference plus noise ratio (SINR) seen by stage \( \ell \) of the stripping decoder is given by

\[
\frac{\alpha^2 \Delta^{\ell-1}}{\Delta^L + \alpha^2 \sum_{j=\ell+1}^{L} \Delta^{j-1}} = \tau
\]

Unfortunately, spherical codes that work very close to the AWGN capacity and admit minimum distance decoders with practical complexity (say, polynomial in the block length) have not been found so far. If they were available, both the problems of channel coding and of source coding would have been already solved. Hence, driven by complexity considerations, we propose to use as basic code a trellis-terminated binary convolutional code with binary antipodal modulation (i.e., mapping the alphabet \( \{0, 1\} \) onto \( \{+1, -1\} \)). In this case, the minimum distance decoder \( Q_\alpha(\cdot) \) is efficiently implemented by the Viterbi algorithm.

Since trellis-terminated convolutional codes with fixed (not increasing with the block length) trellis complexity do not approach the AWGN capacity, the choice of \( \alpha \) and \( \Delta \) according to a threshold SNR \( \tau \) outlined at the beginning of this section is not optimal any longer. On the contrary, for a given basic code we find the optimal scaling factor \( \alpha \) and the resulting optimal distortion \( \Delta \) numerically. Let \( s \) be Gaussian i.i.d. \( \sim \mathcal{N}(0, 1) \). By Monte Carlo simulation, we find

\[
\alpha = \arg \min_{\beta \geq 0} \mathbb{E} \left[ d(s, \beta c_{Q_\beta(s)}) \right]
\]
and the resulting distortion is given by \( \Delta = \mathbb{E} \left[ d(s, \alpha c_{Q, \alpha}(s)) \right] \). Fig. 5-3 shows \( \mathbb{E} \left[ d(s, \beta c_{Q, \beta}(s)) \right] \) versus \( \beta \), where the optimal pair \( (\alpha, \Delta) \) is clearly evidenced.

It is interesting to observe that for the optimal value of \( \alpha \) and \( \Delta \), the convolutional code works “above capacity”. More precisely, suppose that we can write the source \( s \) as

\[
s = \alpha c_{Q, \alpha}(s) + e_1
\]

where \( e_1 \) is the representation error signal, such that \( \mathbb{E} \left[ |e_1|^2 \right] = \Delta \) (by definition). If we interpret (5-15) as a binary-input AWGN channel, its SNR is given by \( \alpha^2 / \Delta \). The corresponding capacity, \( C_{biawgn}(\alpha^2 / \Delta) \), is found to be less than the rate \( r_s \) of the basic code \( C \). For example, for the code of rate \( r_s = 1/4 \) and 128 states of Fig. 5-3 we find \( \alpha = 0.52 \) and \( \Delta = 0.729 \), yielding capacity \( C_{biawgn}(\alpha^2 / \Delta) = 0.2268 \), which is less than 1/4.

In some sense, this explains why using LDPC [26] or Turbo Codes [1] as quantizers is hopeless. These codes have a very sharp behavior around their SNR threshold. For SNRs larger than the threshold they achieve very small bit-error probability, while for SNRs smaller than the threshold their error probability is very large. The iterative Belief-Propagation decoder is clearly unable to find a codeword if the channel SNR is below the code threshold. Since the code threshold is strictly larger than the capacity SNR threshold, and since for quantization we have to work with a “test channel” whose SNR is less than the SNR capacity threshold, it is clear that codes under Belief-Propagation iterative decoding cannot work as quantizers.

Another countermeasure we take to partially compensate for the gap of binary convolutional codes from the AWGN capacity consists of introducing unitary transformations at each level such that the signals input to the Viterbi decoders look like Gaussian. In particular, let \( U_\ell \) denote a unitary transformation of \( \mathbb{R}^k \). Each Viterbi decoder at level \( \ell \) computes

\[
g_\ell(s) = Q_{\alpha \sqrt{\Delta_{\ell-1}}} \left( U_\ell(s - \hat{s}_{\ell-1}) \right) \tag{5-16}
\]

Then, the representation vector at level \( \ell \) is given by

\[
\hat{s}_\ell = \hat{s}_{\ell-1} + \alpha \sqrt{\Delta_{\ell-1}} U_\ell^{-1} c_{g_\ell(s)} \tag{5-17}
\]

Ideally, we should select the unitary transformations independently at each level, according to the Haar measure, i.e., uniformly distributed on the manifold of unitary \( k \times k \) matrices. This approach requires common randomness between encoder and decoder, and might be seen as a spherical version of the dithering approach commonly used in lattice quantizers [111]. In fact, since lattices are additive groups, randomization with lattice quantizers is obtained by translating the source vector by a dither vector \( u \) uniformly distributed over the
lattice Voronoi cell. In our case, since spherical codes obtained from binary convolutional codes are multiplicative groups, we obtain randomization by rotating the source vector by a unitary matrix \( U \) uniformly distributed over the unit sphere (Haar measure), and hence also over the code Voronoi cell because of the geometric uniformity property.

Notice that both translations and rotations are isometries of \( \mathbb{R}^k \), therefore, they preserve Euclidean distance (distortion). This means that the only effect of randomization via the unitary transformation is to present to each level Viterbi decoder a signal whose statistics is more adapted to the basic code.

We notice also that this approach might be extended to other families of spherical geometrically uniform codes, such as linear trellis codes over \( \mathbb{Z}_M \) mapped to the \( M \)-PSK constellation [112].

In practice, sampling elements from the Haar measure is quite computationally intensive for large dimension \( k \). Moreover, matrix-vector multiplications have complexity \( O(k^2) \) and matrix inverse \( O(k^3) \). Also, precomputing and storing \( k \times k \) real matrices with no special structure is highly impractical for large \( k \). Hence, for the sake of complexity and practical implementation, we propose the use of structured unitary transformations given by

\[
U_\ell = \Pi_\ell \begin{bmatrix} C & -S \\ S & C \end{bmatrix}
\]  

(5-18)

where \( \Pi_\ell \) is a random permutation of size \( k \) (interleaving), \( C + jS = \sqrt{\frac{2}{k}} F \) and where \( F \) is the Fourier matrix of dimension \( k/2 \), with \( (n, m) \) elements \( e^{-j\frac{4\pi}{k}mn} \), for \( m, n \in \{0, \ldots, k/2 - 1\} \). In this way, the product \( U_\ell x \) can be efficiently computed by FFT and interleaving. Fig. 5-4 shows the block diagram of the proposed Multistage Trellis Quantizer (MTQ). In standard TCQ [59], a trellis code defined over a multilevel alphabet is used. The resulting code is similar to Ungerboeck TCM [60]. It turns out that the probability with which the points in the code alphabet are selected is not uniform. Hence, rate improvement can be obtained by binary labeling the points with variable-length labels. A modified Max-Lloyd algorithm that exploits Viterbi decoding and training vectors is used in order to optimize the code alphabet and the binary representation of the points. This approach is generally known as ECTCQ, entropy-constrained TCQ. The best known trellis quantizers for standard i.i.d. sources such as Gaussian, uniform and Laplacian, are found in the family of ECTCQ [113]. It is natural to ask if some rate improvement can be achieved in our scheme by applying entropy coding on the quantization indexes \( g_\ell(s) \). Notice that \( g_\ell(s) \) is the sequence of information bits (input to the convolutional encoder) that corresponds to the codeword found by the Viterbi algorithm in (5-16). We run some experiments by applying the Burros Wheeler Transform-Minimum Description Length (BWT-MDL) source modeler of [114]. This modeler identifies the tree source model that best explains the bi-
nary sequence \( g_\ell(s) \) by using the Burrows-Wheeler transform and the Minimum Description Length principle, i.e., the tree source model for which the overall description length (including coding and model redundancy) of \( g_\ell(s) \) is minimized. We simulated 2000 independent source sequence of length \( k = 1000 \) and we computed the empirical entropy of \( g_\ell(s) \) according to the BWT-MDL model. For all simulated frames this was always equal to 1 bit per symbol. This shows that the output of our multistage quantizer is close to an i.i.d. sequence of fair bits and that, in practice, post-processing entropy coding cannot improve performance.

Figures 5-5, 5-6 and 5-7 show the performance of the multistage trellis quantizer for Gaussian, Laplacian and uniform sources, in terms of RSNR defined as \(-10 \log_{10} \Delta^\ell \) vs \( R_s = \ell r_s \), with \( r_s = 1/4 \) and 128 states. The performance is compared with the optimal RSNR achieved by the distortion rate function. In the case of Laplacian and uniform sources we plot also the Shannon’s lower bound (SLB) [46] and the RSNR obtained with the Gaussian distortion rate function. We can see that uniform and Laplacian sources achieve exactly the Gaussian performance, respecting Lapidoth’s result [75]. Note that the deviation of the MTQ with respect to the limit in high rate region is not due to simulations but to the method itself. In fact, recall that the MTQ can theoretically achieve distortion \( D_\ell = \Delta^\ell \) at rate \( R_\ell = \ell r_s \), while the distortion-rate function is given by \( D_G = 2^{-2 r_s} \). If we consider the RSNR it follows that \(- \log D_\ell = \ell \log 1/\Delta \) and \(- \log(D_G) = 2^{\ell r_s} \log(2)\), where \( \Delta > 2^{-2 r_s} \). The different slope of the two curves is due to the fact the scaled convolutional code is only an approximation of the ideal spherical code.

### 5.2.3 Soft Reconstruction? Systematic Recursive Convolutional Codes or not?

As far as the reconstruction is concerned, several recent works focused on soft reconstruction, where the channel decoder provides soft-output symbol-by-symbol information and this is used by the source decoder to mitigate the effect of residual post-decoding channel errors. In the same spirit of ubiquitous “EXIT charts” [27], we may model the channel decoder soft output as provided by a BI-AWGN extrinsic channel. Let \( q_{j,\ell} \in \{0, 1\} \) denote the \( j \)-th binary symbol of the source encoder index \( g_\ell(s) \), for \( j = 1, \ldots, r_s k \). We model the posterior log-likelihood ratio provided by the channel decoder for the \((\ell, j)\)-th symbol as

\[
L_{j,\ell} = \mu(1 - 2q_{j,\ell}) + \sqrt{2\mu} \mathcal{N}(0, 1)
\]

where \( \mu > 0 \) is a parameter. Let \( J(\mu) = I(q_{j,\ell}; L_{j,\ell}) \) denote the mutual information (as a function of \( \mu \)) of \( q_{j,\ell} \) and \( L_{j,\ell} \). Optimal soft reconstruction of the \( \ell \)-th level codeword in the Minimum Means Squared Error (MMSE) sense, given the sequence of (independent) LLRs defined above, is obtained by computing the non-linear MMSE estimator of each \( i \)-th
5.3 Lossy adaptive transmission over noisy channels

We consider the transmission of a source $S$ over a channel $P_{Y|X}$. The decoder must provide a reproduction of the source such that end-to-end distortion is minimized.

Practical source encoder and decoder are too sensitive to channel errors, this implies very strong requirements in terms of residual BER at the output of the channel decoder. This is mainly due to the catastrophic behavior of the source encoding inverse function. The non-catastrophic behavior of convolutional encoders has been widely studied. We know that convolutional codes admits non-catastrophic encoders such that small Hamming distance between encoder input sequences cause small distance in encoded sequences, and vice versa. In particular, this is the case of feedback-free non-catastrophic convolutional encoders [116]. Our multistage source encoder inherits the property of having well-conditioned inverse function from its basic code component.

Driven by this consideration, we shall consider the concatenation of the multistage source code with a channel code.

In general, the best possible performance is achieved by separation. Namely, let $\eta$ denote codeword symbol as

$$\hat{c}_i = \sum_{c \in C} c_i P(c_i | \{L_{j,\ell} : j = 1, \ldots, r_s k\})$$  \hfill (5-20)

We notice that (5-20) involves only the symbol-by-symbol posterior probabilities $P(c_i | \{L_{j,\ell} : j = 1, \ldots, r_s k\})$, that can be readily and efficiently computed by the BCJR algorithm [115] acting on the trellis of the basic code $C$ with input $\{L_{j,\ell} : j = 1, \ldots, r_s k\}$ for the information bits (convolutional encoder input) and input zero for the coded bits (convolutional encoder output).

In Fig.5-8 we show the reconstruction SNR versus the extrinsic channel mutual information $J(\mu)$, for hard reconstruction (corresponding to making hard decisions $\hat{q}_{j,\ell} = 1 \{L_{l,\ell} < 0\}$ and feeding these into the convolutional encoder) and for soft reconstruction based on the BCJR algorithm, when the basic code of the multistage scheme has non-recursive non-systematic (NN) and recursive systematic (RS) encoders. We notice that there is almost no difference between hard and soft reconstruction in both cases. Hence, the more complex BCJR reconstruction is not needed. However, there is a noticeable difference between NN and RS realizations of the encoders (notice that the code is the same for both realizations, so its distortion in the absence of the noisy channel is identical in both cases). Not surprisingly, Fig. 5-8 shows that the NN encoder has better conditioned inverse than the RS encoder.
spectral efficiency measured by the number of source symbols per channel use (equivalently, by the ratio of the (discrete-time) source bandwidth over the (discrete-time) channel bandwidth). Let $R(D)$ denote the source rate-distortion function and $C(\Gamma)$ denote the channel capacity-cost function. Hence, spectral efficiency $\eta$ can be achieved with distortion $D$ and input cost $\Gamma$ if and only if

$$\eta \leq \frac{C(\Gamma)}{R(D)} \quad (5-21)$$

For fixed spectral efficiency, the best achievable distortion as a function of the channel input cost is given by $D_{\text{opt}} = R^{-1}(C(\Gamma)/\eta)$. In our example, for simplicity, we fix the channel to be a binary-input AWGN (BI-AWGN) channel, defined by

$$y = \sqrt{\Gamma} x + \nu \quad (5-22)$$

where $x \in \{-1, +1\}$ with energy per symbol $E_s$, $\nu \sim \mathcal{N}(0, 1/2)$, $\Gamma$ is the signal to noise ratio $\Gamma = E_s/N_0$, and the source to be Gaussian i.i.d. with quadratic distortion. Notice that in this case the conditions of [45] do not hold, hence we have to code the source and the channel in smart ways. The multistage source encoder produces the indexes $(g_1(s), \ldots, g_L(s))$ in the form of binary sequences. Namely, $g_\ell(s)$ is the sequence of information bits corresponding to the codeword $c_{g_\ell(s)}$ selected by the Viterbi decoder at level $\ell$. As channel codes we may consider any family of good binary codes for the BI-AWGN channel. In particular, in our example we considered convolutional codes with 64 states and rates $1/4, 1/3, 1/2, 2/3, 3/4, 5/6$, and the turbo code with component generators (37,21) (octal notation) taken from [1] with interleaving size 65536 and puncturing in order to have rates $1/3, 1/2, 2/3, 3/4, 5/6, 11/12$. We run experiments by using LDPC codes with optimized right and left degree distributions [87]. In this case we can scan the rates with higher granularity and we consider all the possible channel rates such that $\eta = \frac{R_c}{L_r}$, in particular $R_c = L/12$ and $L = 1, \ldots, 12$.

The source code is based on the convolutional code of rate $1/4$ and 128 states already used in Fig. 5-3.

Figures 5-9 and 5-10 show the resulting distortion for $\eta = 1/3$ versus the channel SNR, defined as $\Gamma = E_s/N_0$. The separation limit is shown for comparison. Remarkably, the performance of the turbo-coded and LDPC system is quite close to the theoretical optimum. Note also the LDPC codes achieve slightly better performances than Turbo codes. This difference is due to the fact that LDPC codes do not need puncturing to obtain different rate but they are optimized for the given coding rate. Degradation comes from two effects: a horizontal displacement due to the SNR gap of the punctured turbo codes with respect to their capacity limit, and a vertical displacement due to the gap of the multilevel source code with respect to its rate-distortion limit.
In practice, coupling our multilevel source code with channel coding of different rates can easily implement a variable-quality scheme that operates at fixed target spectral efficiency and adapts itself to the user SNR condition.
5.4 Joint Source Channel code based on Turbo Codes: M-TCOM

This section deals with the practical construction of JSCC based on Turbo codes. The scheme is realized by coupling the best scalar quantizer known so far, the Entropy Constrained Scalar Quantizer and a compression/protection multilevel scheme based on Turbo Codes. The performance is given for AWGN channel.

With properly chosen rate and puncturing, the system is able to outperform the conventional Separated Source Channel Coding (SSCC) setup that consists on the concatenation of the same source encoder, an arithmetic encoder and the best Turbo code. EXIT Chart [27] analysis gives us insight on the choices of particular puncturing pattern and component codes for Turbo codes. The concatenation of this scheme with practical source encoder, like modified DPCM, validates its advantages over conventional schemes.

Shannon’s source coding theorem states that a binary memoryless source $U = u_1, u_2, \ldots, u_n$ can be lossy compressed up to its entropy $H(U)$ [46]. When the compression rate is lower than the entropy of the source, then the compression introduces a distortion. Obviously when the source is not discrete the quantization introduces always a distortion. It was shown in [107] that there is strong correlation between almost noiseless fixed-length data compression and almost noiseless coding of a discrete signal-additive noise whose noise has the same statistics as the source. This analogy can be exploited by using linear error correction channel codes such as LDPC codes for data compression [107]. Turbo codes which is able to give near Shannon limit performance with the low complexity iterative decoding is another well suited candidate. Garcia-Frias showed that desired compression ratio can be achieved by properly punctured Turbo codes [108], in particular by puncturing the information bits and the parity bits. A priori probability of the source is used to modified the extrinsic information in the iterative decoding process. When channel error is present, the rate of the Turbo codes has to be selected such that it complies with Shannon’s channel coding theorem, in which case less puncturing is needed for better error protection.

5.4.1 M-TCOM System Structure

The proposed system is illustrated in Figure 5-11. In the following the development and the rationale is carried out for ECSQ, but it can be easily extended to ECTCQ. Conventional separated approaches (figure 5-12) achieve rate reduction by using arithmetic coding at the output of the quantizer. When the block length is sufficiently high, the rate of the arithmetic codes approaches the entropy of the sources [117]. However, they are very sensible to channel error. A single bit in error at the output of channel decoder can eventually propagate forever. That is the reason why these schemes need very strong BER conditions at the
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output of channel decoder. Instead of arithmetically encoding the quantization indexes, the
JSCC scheme provides compression and error protection via turbo codes as explained in the
following.

Call $q \in \mathbb{N}^{N'}$ the quantization indexes vector, $q \in (0, \ldots Q - 1)$. Suppose further that $Q = 2^L$. The sequence $q$ is an independently identically distributed sequence with a probability
mass function (pmf) $P_Q(q)$. The indexes are mapped into binary bitstream by using a
one-to-one mapping $\mu : \mathbb{Z}_Q \rightarrow \mathbb{F}_2^L$ such that $\mu(q) = (\mu_1(q), \ldots, \mu_L(q))$. Call $B_\ell$ the $\ell$-th bitplane obtained by applying the mapping $\mu_\ell$ to the sequence $q$ componentwise, i.e $B_\ell = \mu_\ell(q)$, for $\ell = 1, \ldots, L$. After interleaving, each bitplane is mapped onto a distinct
channel codeword $x_\ell$, such that the composition of all the codewords $x = (x_1, \ldots, x_L)$
represents the transmitted codeword. The total codeword is then passed through the AWGN
channel and the observation is given by $y = (y_1, \ldots, y_L)$,

$$y = \sqrt{\Gamma}x + \nu$$

where $\nu$ is the circularly symmetric AWGN with per component variance $1/2$, $\Gamma$ is the
signal to noise ratio.

Define $b_{1:\ell} \triangleq (\mu_1(q), \ldots, \mu_\ell(q)) = \mu_\ell(q)$. For each bit plane we define the conditional
marginal probability at level $\ell = 1, \ldots, L$ as

$$P_\ell(0|b_{1:\ell-1}) \triangleq P(\mu_\ell(q) = 0|\mu_{\ell-1}(q) = b_{\ell-1}, \ldots, \mu_1(q) = b_1) =\frac{\sum_{q \in \mathbb{Z}_Q: \mu_\ell(q) = 0, \mu_{\ell-1}(q) = b_{\ell-1}} P_Q(q)}{\sum_{q \in \mathbb{Z}_Q: \mu_{\ell-1}(q) = b_{\ell-1}} P_Q(q)}$$

(5-23)

By applying the chain rule, we can express the entropy of the samples as:

$$H(q) = \sum_{\ell=1}^{L} H(\mu_\ell(q)|\mu_{\ell-1}(q), \ldots, \mu_1(q))$$

$$= \sum_{\ell=1}^{L} \sum_{\mu_{\ell-1}} P(b_{1:\ell-1}) H(\mu_\ell(q)|\mu_{\ell-1}(q) = b_{1:\ell-1})$$

$$= \sum_{\ell=1}^{L} \sum_{b_{1:\ell-1}} \sum_{q \in \mathbb{Z}_Q: \mu_{\ell-1}(q) = b_{1:\ell-1}} P_Q(q) h(P_\ell(1|b_{1:\ell-1}))$$

$$= \sum_{\ell=1}^{L} H_\ell$$

(5-24)
where the second summation is done over all the possible vector realizations of the vector \( b_{1:ℓ-1} \). \( P(b_{1:ℓ-1}) \) is the probability that \( \mu_1^{ℓ-1} = b_{1:ℓ-1} \) and \( h(p) = -p \log(p) - (1 - p) \log(1 - p) \) is the binary entropy function and where \( H_ℓ \) is defined as

\[
H_ℓ \triangleq \sum_{b_{1:ℓ-1}} \sum_{q \in \mathbb{Z}_Q : \mu_1^{ℓ-1}(q) = b_{1:ℓ-1}} P_Q(q) h(P_ℓ(0|b_{1:ℓ-1}))
\]

Consider a binary linear systematic code of rate \( R = k/n \) defined by a generator matrix \( G \), and let \( c \in \mathbb{F}_2^k \) denote the information vector. The corresponding codeword is obtained as \( x = cG \) that splits into the systematic part and the parity vector, called here \( u \). Examples of powerful systematic binary linear codes are turbo parallel concatenated codes [1], and irregular repeat-accumulate codes [66, 118]. In [65, 107, 64], linear codes and iterative Belief Propagation decoding are shown to be able to provide data compression. The idea is as follows. Consider for a moment a BSC channel. With slight modification, the rationale can be extended to AWGN channel. Let \( c \) denote a sequence of i.i.d. symbols such that \( \Pr(c_i = 1) = p \). Then, we can produce the codeword \( x \) and retain only the parity part \( u \). This is our compressed sequence, of length \( n - k \). The compression rate is given by \( R_c = 1 - k/n = 1 - R \). Now, if the code is very powerful and is able to approach the capacity \( C = 1 - h(p) \) of a BSC with parameter \( p \), then the compression rate is as close as desired to \( 1 - R = 1 - 1 + h(p) = h(p) \), i.e., to the source entropy. Of course, we have to ensure that the source sequence \( c \) can be reconstructed from the parity sequence \( u \). Let us suppose that the parity part of the code is transmitted via another BSC with crossover probability \( ρ \), then it can be shown (see [64]) that the decoder is fully equivalent to a channel decoder that observes \( u \) via the BSC channel with parameter \( ρ \) and \( c \) via a BSC with crossover probability \( p \). In other words, the statistics of the source yields an “equivalent” noise statistics. The achievable transmission rate, in terms of source symbols per channel use, is given by \( (1 - h(ρ))/h(p) \).

We can get back now to our case. Suppose that we have a collection of linear binary channel codes with systematic encoders, with information length \( N' \) and rate \( R_1, \ldots, R_L \). Let \( u_ℓ \) denote the parity part of code at level \( ℓ \) of length \( m_ℓ = N'\left(\frac{1}{R_ℓ} - 1\right) \). Suppose that level-\( ℓ \) code can recover with high probability the bitplane \( B_ℓ \) from the output \( y_ℓ \) and using the a priori probability \( P_{ℓ,m}(0|b_{1:ℓ-1}) \) defined in (5-23) and the knowledge of the previous bitplanes \( b_1, \ldots, b_{ℓ-1} \), that have already been recovered at the previous decoding stages. This yields a necessary condition on the coding rate \( R_ℓ \) for successful decoding with high probability, i.e

\[
N'/m_ℓ \leq (C(Γ))/H_ℓ \quad ⇒ \quad R_ℓ \leq \frac{C(Γ)}{H_ℓ + 1 - h(ρ)} \quad (5-25)
\]

where \( C(Γ) \) is the capacity of the BI-AWGN channel. The overall coding rate of the scheme.
is upper-bounded by

\[ \eta = \frac{N'}{\sum_{\ell=1}^{L} m_\ell} \leq \frac{N' C(\Gamma)}{N' \sum_{\ell=1}^{L} H_\ell} = \frac{C(\Gamma)}{H(q)} \]  

(5-26)

Note that for a perfect channel and an ideal entropy compressor applied to the sequence of quantization indexes \( q \), we obtain a rate of \( 1/(H(q)) \) source symbols per coded bit, which is exactly the best achievable by the lossy source encoder (ECSQ) alone, without the channel.

Each turbo decoder will output the soft information, a posteriori probability, on the information bits for a particular bit-plane. Decoding the \( L \)-th bitplanes will provide the a posteriori probabilities of the quantization indexes, \( APP_i(q) \). These soft values are used for the MMSE estimate of the quantizer reconstruction values. The ‘soft’ reconstruction sequence is given by

\[ \hat{s}_i = \sum_{q \in Z_Q} \phi(q) APP_i(q) \]  

(5-27)

is determined for \( i = 1, \ldots, N' \), where \( \phi(q) \) is the dequantizer operation.

### 5.4.2 Simulation’s Results

In this section we discuss some results in terms of optimization of the Turbo codes and Reconstructed SNR (RSNR) of the M-TCOM approach. We compare the results with the separate scheme SSCC and the MTQ coupled with turbo codes. In the following, the source is Gaussian memoryless. As stated in the previous section in the noiseless case the M-TCOM scheme can achieve the same performance of ECSQ. Call \( R(D) \) the Shannon rate-distortion function and \( \bar{H}(D) \) the rate-distortion curve achieved by ECSQ, then, in the limit of large rate, it is possible to show that \( \bar{H}(D) - R(D) \sim 0.25 \) bits [117]. Figure 5-13 shows the comparison between the reconstructed signal to noise ratio achieved by ECSQ and MTQ vs rate, Shannon rate-distortion function and the TCQ scheme with 128 state and \( R + 1 \) Lloyd-Max output points [59]. Note that MTQ outperforms ECSQ for small rate while as long as the rate increases the MTQ diverges from the rate distortion function while the ECSQ has a fixed asymptotic gap from \( R(D) \). This shows that in low rate region the M-TCOM scheme coupled with ECSQ will be penalized with respect to MTQ based system. Moreover, note that the performance of MTQ and TCQ is comparable.

We compare, now the M-TCOM scheme and the MTQ, coupled with Turbo codes, when the channel is AWGN. For this matter, we fix a target spectral efficiency \( \eta = 1/3 \) and a target
TABLE 5-1. Threshold values and probability mass function of the indexes at the output of the ECSQ.

<table>
<thead>
<tr>
<th>Thresholds</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.66</td>
<td>3.9 \times 10^{-3}</td>
</tr>
<tr>
<td>-1.61</td>
<td>4.9 \times 10^{-2}</td>
</tr>
<tr>
<td>-0.66</td>
<td>2.10^{-1}</td>
</tr>
<tr>
<td>0.28</td>
<td>3.57 \times 10^{-1}</td>
</tr>
<tr>
<td>1.22</td>
<td>2.78 \times 10^{-1}</td>
</tr>
<tr>
<td>2.21</td>
<td>9.7 \times 10^{-2}</td>
</tr>
<tr>
<td>3.26</td>
<td>1.28 \times 10^{-2}</td>
</tr>
<tr>
<td>5.5 \times 10^{-4}</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 5-2. Conditional probability per bit-level.

<table>
<thead>
<tr>
<th>P_0(0) : 0.611</th>
</tr>
</thead>
<tbody>
<tr>
<td>P_1(0</td>
</tr>
<tr>
<td>P_1(0</td>
</tr>
<tr>
<td>P_2(0</td>
</tr>
<tr>
<td>P_2(0</td>
</tr>
<tr>
<td>P_2(0</td>
</tr>
<tr>
<td>P_2(0</td>
</tr>
</tbody>
</table>

RSNR, for example RSNR^* = 11.5 dB. ECSQ achieves this RSNR for \( H(Q) \sim 2.16 \) bits. However, since from (5-26) \( \eta \leq \frac{C(\Gamma)}{H(Q)} \), the target signal to noise ratio is given by \( \Gamma^* \sim 0 \) dB.

The ECSQ algorithm optimizes the codebook and the value of the quantization thresholds with the constraint that the rate equals the desired entropy [117, 3]. Table 5-1 shows the thresholds and the probability mass function of the indexes at the output of the ECSQ with target entropy \( H(Q) = 2.16 \) bits.

The \( Q \)-ary to binary mapping is defined simply as the natural binary mapping that transform an index into a binary stream. The definition of the mapping allows to compute the a-priori conditional probability per bit-plane. These are shown in table 5-2. Finally table 5-3 gives the value of the average entropy per bit-plane (first column) and the bound on the rate of the Turbo code per level given by (5-25) (second column).

Note that the matrix of a-priori probability is a side information that needs to be sent error-free to the decoder. However, a slight modification of the blind decoder defined in [65] can estimate, at each iteration, the value of the a-priori probabilities.

However it is not easy to find the exact rate, shown in the second column of table 5-3, by puncturing rate \( 1/3 \) Turbo codes. The results are given by conservatively choosing the rate of the codes. These are shown in the third column of table 5-3. Finally the last column show the polynomial generator used for the simulations.

In [119, 120], the authors show that a priori probability-based polynomial generator selection gives better thresholds behavior. The optimization of Turbo codes is not straightforward and, due to the lack of analytical tools, exhaustive search is needed in order to find good polynomial generator and/or puncturing pattern. The EXIT Chart [27] provides with an approximate and asymptotic threshold and reduces the complexity of this exhaustive search. Figures 5-14 and 5-15 show results in terms of threshold obtained through EXIT Chart when different polynomial generator are considered for level 0 and level 1. It is clear that for the
first level polynomial generator \((5, 7)\) yields better performance than the others while for the second level, polynomial generator \((31, 23)\) outperforms all the others. The threshold found by EXIT Chart is \(\Gamma_{th,s} \sim 1.2\) dB for the three layers. Further ameliorations of performance can be obtained by asymmetrically puncturing the turbo codes. The number of parity bits punctured at the output of the first convolutional encoder is different with respect to the number of parity bits punctured at the output of the second encoder. The puncturing pattern are randomly generated at each simulated frame. Hence, the results are obtained by averaging over different puncturing pattern. However, it can happen that a particularly “bad” realization of the puncturing pattern occurs, which dominates the performance. Figures 5-16 and 5-17 show the performance in terms of threshold of asymmetric punctured Turbo codes for layer 0 and layer 1 when the best polynomial generator is considered. The performance achieved by symmetric puncturing are also shown for comparison. The EXIT Chart are computed for \(\Gamma = \Gamma_{th,s}\). From figure 5-16 we can see that for low rate and polynomial generator \((5, 7)\) asymmetric puncturing allows for a better threshold, \(\Gamma_{th,a} \sim 0.9\) dB (first level), while figure 5-17 shows clearly that no improvement in the performance is achieved by asymmetrically puncturing the component codes in the second level. The system, however, is limited by the threshold of the worst layer. If the Turbo code at layer \(\ell\) works above its threshold, the propagation of errors decreases the probability of correct decoding at levels \(\ell + 1, \ldots, L\). However the use of asymmetric puncturing on layer 0 prevents from propagation of errors from layer 0 to 1.

Figure 5-18 show the comparison between MTQ coupled with Turbo codes and M-TCOM. Also shown are the Shannon’s bound, the performance achieved by ECSQ in the noiseless case and the threshold obtained via EXIT Chart. The performance suffers from an horizontal and vertical loss mainly due to two factors. First because of the sub-optimality of ECSQ and second because analytical optimization of Turbo codes is not possible and too many parameters influence the behavior of these codes. An open issue is the analytical optimization of different families of codes, as IRA or LDPC, where DE can be written in closed form.

Finally, 5-19 shows the comparison between M-TCOM and SSCC scheme in terms of RSNR versus channel SNR. The Turbo code, in the SSCC, is designed such that the two schemes achieve the same spectral efficiency. In particular the rate of the Turbo code is 0.7

<table>
<thead>
<tr>
<th>(\ell)</th>
<th>(H_\ell)</th>
<th>(R_\ell)</th>
<th>(R_{\ell}^*)</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.964</td>
<td>0.428</td>
<td>0.42</td>
<td>( (5, 7) )</td>
</tr>
<tr>
<td>2</td>
<td>0.345</td>
<td>0.67</td>
<td>0.66</td>
<td>( (31, 23) )</td>
</tr>
<tr>
<td>3</td>
<td>0.859</td>
<td>0.456</td>
<td>0.44</td>
<td>( (5, 7) )</td>
</tr>
</tbody>
</table>

**TABLE 5-3.** AVERAGE ENTROPY PER BIT-LEVEL, NOMINAL CHANNEL CODE RATE \(\frac{N'}{N' + m_\ell}\), QUANTIZED VALUES AND POLYNOMIAL GENERATOR FOR \(H(Q) = 2.16\)BITS.
information bits per channel use, and the polynomial generator is \((37, 21)\). We can clearly see the difference between the separated scheme and the joint approach. The separated scheme needs a much higher input mutual information in order to achieve high RSNR performances. This is due to the fact that the performances of the arithmetic code are strongly dependent on the FER performances of Turbo codes and not on BER. The entropy decoder can recover the indexes when the output of the turbo codes is error free, so it needs very low FER performances in order to achieve close to optimal RSNR.

\section{DPCM and Turbo Compression}

In this section we briefly generalize the analysis before in order to take into account the particularities of a more practical Differential Pulse Code Modulation scheme for robust transmission of images over the wireless link.

In [57] Kim et al. introduced a low bit-rate predictive image coder, which consists of a modified DPCM coder using multi-rate processing and the Wiener filter. Further rate reduction is achieved through allocating different entropy coders to different areas of the image. The joint decoder exploits the residual redundancy of the channel encoder input bits and produces soft-bits for the reconstruction to be used in the predictive source decoder. This scheme is again to be compared with SSCC setup where the source coder output (the output of the entropy coder) is protected from channel noise by conventional turbo codes. Figure 5.6 illustrates the proposed system. In the predictive encoder, the source image \(s \in \mathbb{R}^n\) is first low-pass filtered and down-sampled two dimensionally. It is then fed through the DPCM encoder, which outputs the difference between the down-sampled image and its prediction. The prediction error image \(U\) is quantized using a uniform quantizer and fed back through the prediction loop. The prediction error image still contains residual redundancy and this can be exploited through a classification process based on its varying local statistics. The prediction error image is first divided into blocks of fixed size, typically 4x4 pixels. The block variance \(\sigma^2\) is used as classification criterion. The image can then be classified into \(M\) sub-sources based on the probability distribution of the block variances. A Lloyd-Max like algorithm is used to find the optimal variance representation values of each class such that the over-all average description length is minimized at a given distortion. More details can be found in [58].

For the SSCC approach it is possible to exploit the non-stationarity of the source and to achieve rate reduction by using the Adaptive Entropy Coding (AEC) method [58], i.e by designing \(M\) different entropy codes, one for each class. The average code word length
using $M$ sub-sources, $C_M$, can be expressed as:

$$C_M = \sum_{m=1}^{M} C_{EC_m} = \sum_{m=1}^{M} \int_{\sigma_{d,m-1}^2}^{\sigma_{d,m}^2} C_m(\sigma^2)p_{\Sigma^2}(\sigma^2)d\sigma^2 \tag{5-28}$$

where $C_{EC_m}$ is the average code word length from entropy coder $m$, $C_m(\sigma^2)$ is the code word length function for coding class $m$ and $p_{\Sigma^2}(\sigma^2)$ is the probability density function (pdf) of the block variances. The output of the $M$ entropy encoders are concatenated and fed into punctured Turbo codes to obtain rate $R_T$ such that the spectral efficiency is $\eta$. Instead of applying arithmetic code as entropy code to the quantization indexes of each class followed by channel coding, the JSCC scheme described above is concatenated to obtain joint compression and protection against channel errors. The analytical formulation defined in section 5.4.1 still holds with slight modification that take into account that now the sequence of indexes is piecewise independently distributed where each segment has a probability mass function (pmf) $P_{Q_m}(q)$. Figure 5-21 show an example when $M = 3$.

Without loss of generality, the indexes that belongs to the same class are grouped together, i.e. $q = (q_1, \ldots, q_M)$ and $q \in \{0, \ldots, Q_m - 1\}$ for $m = 1, \ldots, M$, where $Q_m = 2^{L_m}$. The total number of levels is $L = \max_m(L_m)$. The total entropy of the source is computed averaging over all the classes

$$H(q) = \sum_{\ell=1}^{\mathcal{L}} \sum_{m=1}^{M} H_m(\mu_\ell(q)|\mu_{\ell-1}(q), \ldots, \mu_1(q))\Pi_m$$

$$= \sum_{\ell=1}^{\mathcal{L}} \bar{H}_\ell \tag{5-29}$$

where we have defined the average entropy per class as

$$H_m(\mu_\ell(q)|\mu_{\ell-1}(q), \ldots, \mu_1(q))$$

$$= \sum_{\ell=1}^{L_m} \sum_{b_{1:\ell-1}} \sum_{q \in \mathbb{Z}_{Q_m}} P_{Q_m}(q)h(P_{\ell,m}(0|b_{1:\ell-1})) \tag{5-30}$$

and the average entropy per level as

$$\bar{H}_\ell \Delta= \sum_{m=1}^{M} H_m(\mu_\ell(q)|\mu_{\ell-1}(q), \ldots, \mu_1(q))\Pi_m \tag{5-31}$$

and where $\Pi_m$ is the probability of the $m$-th class and $P_{\ell,m}(0|b_{1:\ell-1})$ is the conditional probability at level $\ell$ and for the class $m$, defined in 5-23.
5.5.1 DPCM’s Results

In this section we discuss some results in terms of entropy and bound on the rate and in terms of the Peak Signal to Noise Ratio (PSNR) for 8 bit gray scale source image, defined as $10 \log_{10} \frac{255^2}{D}$ where $D$ is the mean squared distortion per pixel, vs channel capacity. The simulations are run for BSC channel.

The test image is the monochrome 512 × 512, “Lena” image and the JSCC system has been design to work at a nominal channel parameter $\rho = 0.05$. For the SSCC setup we use arithmetic codes as entropy coders and the coder outputs are coded by same Turbo codes. Figure 5-22 shows the comparison between the JSCC with the rates shown in table 5-4 and the SSCC scheme with rate $R_T = 0.72$ and generator polynomial $(37, 21)$ and $(5, 7)$. The true spectral efficiency (by considering the second column of table 5-4) is $\eta = 1.25$ source sample per channel use, while the actual spectral efficiency (due to quantization of the rate) is equal to $\eta \sim 1.1$ source sample per channel use.

The predictive coding scheme generally has the problem of error propagation. Our bitplane setup ease the problem by relying on low BER performance of turbo codes at the same time avoid spending much synchronization bits as arithmetic codes need. Hence, we can achieve a PSNR equal to the noiseless case for lower input mutual information. Here the results are given for hard reconstruction of the source, further improvements can be obtained through using so-called ‘soft-bits’ for reconstruction. The investigation of “soft-reconstruction” is an interesting open issue.

5.6 Conclusions and Future Work

This chapter has dealt with the construction of joint source and channel code that achieve close to optimal performance when AWGN channel is considered. These schemes are practical implementations of the tandem encoder used in the HDA scheme introduced in the previous chapter.

The first part has been focused on the construction of multistage source code that guarantee successive refinement of information and almost non-redundant layers. This scheme is shown to be very resistant to channel errors, due to the fact that convolutional codes have non-catastrophic encoders. This makes the scheme suited for concatenation with good channel code as Turbo codes or LDPC to implement adaptive transmission over noisy channel.

The second part has dealt with the construction of joint source and channel codes where a simple quantizer is concatenated with a data compression/channel protection scheme. It is based on Turbo codes. This scheme exploits the redundancy at the source encoder output.
and it is less sensitive to channel errors than variable length-based source encoder schemes. Hence, it yields much better results compared to SSCC.

However, the comparison between the multistage trellis quantizer and the Turbo compression based scheme, when the channel is AWGN, reveals that MTQ achieves better performance. We think that analytical optimization of other families of codes different from Turbo codes and the use of ECTCQ could achieve better performance. Hence, the potential of this scheme is not fully explored. Further results on the application of these schemes in the HDA system are working progress.

An interesting generalization is to extend this scheme to achieve progressive image transmission through embedded quantization. The proposed scheme encodes bit-plane by bit-plane and decodes them in sequence, such that bit-plane $\ell$ can be recovered after having received the corresponding channel output $y_\ell$ and after having decoded the previous bit-planes at levels $1, \ldots, \ell - 1$. Hence, the scheme is suitable for progressive transmission. By choosing the $Q$-ary to binary mapping $\mu$ such that it is embedded, the source can be reconstructed at different levels of distortion from $1, 2, \ldots, \ell$ bit-planes. If the reconstruction operation (from $\hat{q}$ to $\hat{s}$) is linear, then the reconstruction of the bit-planes can be simply added after interpolation for finer resolution. Several open issues are still to be explored in this area, of which some are subject to the author’s on-going research, and are discussed in the next chapter.
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TANDEM ENCODER DESIGN

Fig. 5-1. Hybrid digital-analog scheme.

Fig. 5-2. Geometry of a successive refinement source code based on spherical code.
Fig. 5-3. Distortion vs $\beta$ for $r_s = 1/4$ and 128 states for Gaussian sources.
Fig. 5-4. Block diagram of MTQ with FFT/IFFT and interleaving (a) and reconstruction (b).
Fig. 5-5. RSNR vs $R$ of MTQ scheme for rate $1/4$ and 128 states for Gaussian sources.
Fig. 5-6. RSNR vs $R$ of MTQ scheme for rate $1/4$ and 128 states for Laplacian sources.
Fig. 5-7. RSNR vs $R$ of MTQ scheme for rate 1/4 and 128 states for uniform sources.
Fig. 5-8. RSNR vs mutual information for hard and soft reconstruction and NN and RS encoders, $r_s = 1/4$ and 128 states.
Fig. 5-9. RSNR vs SNR for $r_s = 1/4$ with 128 states. The channel codes are 64 states convolutional codes and $(37, 21)$ turbo codes [1], punctured to obtain different rates. The bound based on separation theorem and the performances of uncoded BPSK transmission are also plotted.
Fig. 5-10. RSNR vs SNR for $r_s = 1/4$ with 128 states. The channel codes are LDPC codes with rate $\eta r_s L$ and $L = 1, \ldots, 12$. The results obtained with turbo codes are also plotted for comparison. The bound based on separation theorem and the performances of uncoded BPSK transmission are also plotted.

Fig. 5-11. JSCC Using Turbo Compression and Error Protection.
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Fig. 5-12. Conventional SSCC scheme.

Fig. 5-13. Comparison between $R(D)$, $\tilde{H}(D)$ and the reconstructed signal to noise ratio achieved by MTQ vs rate.
Fig. 5-14. EXIT Chart optimization of polynomial generator for level 0 (see table 5-2).
Fig. 5-15. EXIT Chart optimization of polynomial generator for level 1 (see table 5-2).
Fig. 5-16. EXIT Chart optimization of polynomial generator for level 0 (see table 5-2).
Fig. 5-17. EXIT Chart optimization of polynomial generator for level 1 (see table 5-2).
Fig. 5-18. Comparison between MTQ ans M-TCOM.
Fig. 5-19. Comparison of the M-TCOM and SSCC based on arithmetic source code.

<table>
<thead>
<tr>
<th>$\ell$</th>
<th>$H_\ell$</th>
<th>$R_\ell$</th>
<th>$R_{\ell\ell}$</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.071</td>
<td>0.9</td>
<td>0.88</td>
<td>(37, 21)</td>
</tr>
<tr>
<td>2</td>
<td>0.374</td>
<td>0.65</td>
<td>0.64</td>
<td>(37, 21)</td>
</tr>
<tr>
<td>3</td>
<td>0.734</td>
<td>0.49</td>
<td>0.46</td>
<td>(5, 7)</td>
</tr>
<tr>
<td>4</td>
<td>0.805</td>
<td>0.46</td>
<td>0.44</td>
<td>(5, 7)</td>
</tr>
<tr>
<td>5</td>
<td>0.174</td>
<td>0.8</td>
<td>0.78</td>
<td>(37, 21)</td>
</tr>
<tr>
<td>6</td>
<td>0.079</td>
<td>0.9</td>
<td>0.88</td>
<td>(37, 21)</td>
</tr>
</tbody>
</table>

TABLE 5-4. AVERAGE ENTROPY PER BIT-LEVEL, NOMINAL CHANNEL CODING RATE $\left(\frac{N'}{N+m_\ell}\right)$ AND QUANTIZED VALUES FOR DPCM AND POLYNOMIAL GENERATOR.
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Fig. 5-20. JSCC Using Turbo Compression and Error Protection

Fig. 5-21. JSCC Using Turbo Compression and Error Protection applied to DPCM output.
Fig. 5-22. Comparison between JSCC and SSCC. Here the JSCC is with natural binary code as binary mapping. The SSCC are arithmetic codes with turbo codes using the corresponding generator polynomials.
Conclusions

In this thesis we have tackled some of the open problems first discussed in chapter 1, related to the concept of efficient transmission of loss- and delay-sensitive data over wireless channels. We address in particular a multicast setting, where the transmitter sends the same common information to all the users in the cell. Depending on the application, certain measures of signal delivery performance (distortion, BER, delay, ..) will be more critical than others. For example in packet oriented transmission the data are not always delay-sensitive but they typically require a quasi error-free link, while analog sources can be delay sensitive but error-tolerant or they can have more relaxed constraints on the delay.

In point to point scenarios, a good trade-off between reliability and efficiency is obtained by coupling ARQ protocols and FEC. This gives rise to hybrid schemes (HARQ) than can easily adapt to channel conditions. FEC handles most frequently occurring errors while ARQ solves remaining FEC decoder failures with a retransmission request. Motivated by the increasing interest in iterative decodable codes we have analyzed the performance of HARQ schemes coupled with LDPC in a single user setting and slowly variant fading. We have shown that ideally these codes approach optimal performances. In this case the analysis is done by means of powerful tools like DE, generalized to take into account block fading conditions and HARQ protocols. However we have shown that practical finite length codes exhibits a considerable loss in performance due to the bad FER behavior. Two effective methods to recover this gap are given and interestingly they achieve almost equal performance, making LDPC codes attractive for implementation with HARQ schemes. The
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analysis of the complexity shows however that some saving can be obtained by triggering the decoder only when the probability to decode is high. A method based on asymptotic analysis is considered prior to decode. It prevents using the iterative decoder if it is likely to be non convergent, and it can be coupled with standard methods to stop the iterations to further reduce the complexity. Additionally, some simple modification of the same algorithm allows to achieve all range of trade offs between throughput and complexity. Open issues and extensions could be to explore more sophisticated graph construction in order to improve the FER performance.

However a critical issue is to achieve good trade-offs between reliability, delay, performance in a multicast setting. Hence we have analyzed the throughput performance of HARQ protocols in such a framework. Strictly speaking these protocols are not scalable with the number of users. However, if we are not too ambitious and put a reasonable limit on the performance requirements, these protocols can be made practically scalable. In order to make HARQ protocols fully scalable an expurgated ensemble of users needs to be considered, by selecting only a fraction of users to which the transmission is intended. We show that under particular conditions the throughput of incremental redundancy schemes equals the ergodic capacity of the system but with delay that grows to infinity. For selective repeat based protocols, one achieves optimal performance with finite average delay but at the expense of a penalty in throughput compared to incremental redundancy based scheme. We show that the performance of IR and of FEC coding are identical in terms of delay, throughput and error probability, in the limit of a large number of users.

In many cases, the sources that are transmitted over the network are analog, for example transmission of images, video, voice over the wireless link. The schemes that are practically implemented nowadays are based on the separation principle that states that no loss in performances is incurred by separating source and channel code design. However it does not take into consideration complexity and delay and it does not hold in a non ergodic scenario or in a multiple user scenario. Consequently joint source channel coding technique are attracting a lot of interest in our field of research. These schemes achieve better performance by linking together the source and channel code design. Here we model the multicast scenario with a compound channel. In fact, the compound channel, under the assumption that the encoder is aware of the channel coefficient of the user but it knows the statistic of the fading, can model a Gaussian broadcast/multicast channel with an infinity of users each of one experiencing a different channel coefficient. Further we assumed that the decoder has perfect channel state information.

In this setting we study three different strategies; the first is based on a successive refinement source encoder coupled with a time-sharing transmission scheme, the second couples the same source encoder with a superposition transmission technique. Finally, the third is an Hybrid Digital Analog (HDA) scheme based on bandwidth and power splitting that super-
imposes the output of a digital tandem encoder with an analog encoder. These three schemes are optimized in order to yield minimal end-to-end average distortion and are compared in terms of average distortion vs. average and instantaneous signal to noise ratio. The key conclusions are that superposition schemes and progressive schemes give graceful degradation of performance. Furthermore, superposition schemes achieve better average distortion results. However the hybrid scheme is very close to the OPTA (optimal performance theoretical attainable) curve for a wide range of instantaneous signal to noise ratios, showing very clearly that most of the gain is due to the analog branch. The algorithms that give the optimal transmission parameters in the three cases are also provided and analyzed.

However, for the analytical analysis ideal source/channel codes are considered. Hence, a big issue is the construction of practical codes that can achieve performance close to the limits mentioned above. In particular, we have analyzed the construction of tandem encoder that can be used in the HDA scheme.

A Multistage Trellis Quantizer (MTQ) based on the scaled version of a unique convolutional encoder is shown to give results very close to the distortion rate function. Moreover the results are independent from the statistic of the source, yielding always the same performance as in the Gaussian distributed source case, which is a very useful robustness property in practice. Notably this can be interesting in implementations where the probability density function (pdf) of the source is a mixture of different pdf modeled, in general, as Gaussian.

The results obtained with this scheme in an ideal noiseless channel are comparable to the best results found in literature, that have to be found in the family of Trellis Coded Quantizer (TCQ). The latter schemes are known to be very sensitive to channel-related errors, while on the contrary, the multistage scheme proposed here is very robust to errors. This advantage is due to the fact that the convolutional encoder can be non-catastrophic.

Another joint source channel coding scheme based on Multilevel Turbo COMpression (M-TCOM) is analyzed. In this scheme a linear code (Turbo code) is used to compress a redundant digital source. This scheme exploits the fact that the input bits are not fair coins. This a-priori probability is considered to be known at the decoder. This technique can be coupled with entropy constrained scalar/vector quantizers, or the best Entropy Constrained TCQ by mapping the output into binary streams. Practical results on the transmission of images over a BSC channel are also given by coupling our algorithm with a Differential Pulse Code Modulation based quantizer. It then shows remarkable results, especially when compared to the standard approach that consists on concatenating the quantizer with an arithmetic code and a powerful channel code. This scheme is also well suited to progressive transmission of information when we consider an embedded quantizer instead than ECSQ.

However, several issues are the subject of on-going work. First of all more extensive results on the use of the MTQ and M-TCOM scheme in a HDA system, will give more insights
into the behavior of such methods, and it will lead to more accurate conclusions on the construction of these codes.

So far we have shown that the MTQ and the M-TCOM have big potential, but the comparison between the two has been carried out in a special case, i.e. when the output of the ECSQ is compressed with a scheme based on Turbo codes. The results are in favor of the MTQ scheme. However, we think that better results, that could lead to opposite conclusions, can be achieved by considering other families of codes as LDPC or Irregular Repeat and Accumulate (IRA). The degree distribution of these codes, in fact, can be analytically optimized via DE, taking into account the particular structure of the compression method. This is shown to provide advantages compared to the use of Turbo codes.

Moreover, the outstanding results of ECTCQ motivate us to analyze the concatenation of the compression scheme based on optimized IRA with these kind of quantizers, for the transmission of images over the wireless link. This concatenation will surely give remarkable gains, compared to the results given here, and have the potential to approach closely the Shannon’s bound.

Overall, our conclusions tend to indicate that Multilevel Turbo/IRA compression and Multistage Trellis Quantizer can be considered as a viable solution for the problem of transmission of images over a wireless link in a multicast setting, where the property of graceful degradation of performance with respect to different signal to noise ratios, is fundamental.
CHAPTER 7

Feedback Systems for Multicasting Common Information

7.1 COMPUTATION OF THE LIMIT FOR $N \to \infty$ OF $\mathcal{V}(p(m), N, x)$

In this section we want to show that

$$\lim_{N \to \infty} \mathcal{V}(p(m), N, x) = \lim_{N \to \infty} \Pr(X_m \leq N - \lceil Nx \rceil) = \ell_m$$  \hspace{1cm} (7-1)

where $\ell_m = 1$ if $x < p(m)$, $\ell_m = 1/2$ if $x = p(m)$ and 0 otherwise. The case when $x = p(m)$ is straightforward since we are computing the probability that a Binomial random variable is less than its mean. Let us restrict to the case when $x < p(m)$ meaning that $N - \lceil Nx \rceil > E[X_m]$. In order to compute the limit in (7-1) standard bounds on the tails of binomial distribution can be used: here we applied the exponential Hoeffding’s bound [121] to the Binomial RV $X_m \sim \text{Bin}(N, 1 - p(m))$

$$\Pr(X_m > \mathbb{E}[X_m] + \rho) \leq e^{-\frac{\rho^2}{4 \mathbb{V}(X_m)}}$$  \hspace{1cm} (7-2)

In order to show the limits we need to show that $\forall \epsilon > 0$ arbitrarily small $\exists N_0$ such that if $N > N_0$ than $|\ell_m - \Pr(X_m \leq N - \lceil Nx \rceil)| < \epsilon$. The limit holds by using (7-2) and
setting \( \rho = N(p(m) - x) - 1 \). In fact,

\[
|\ell_m - \Pr(X_m \leq N - \lceil Nx \rceil)| = \Pr(X_m \geq N - \lceil Nx \rceil)) \\
\leq \Pr(X_m \geq N - Nx - 1)) \\
\leq e^{-\frac{(N(p(m) - x) - 1)^2}{4N(1-p(m))p(m)}} = \epsilon
\]

(7-3)

The result is shown by setting \( N_0 \) solution of

\[
e^{-\frac{(N_0(p(m) - x) - 1)^2}{4N_0(1-p(m))p(m)}} = \epsilon.
\]

Analogously for the condition \( x > p(m) \) by noticing that \( \Pr(X_m \leq N - \lceil Nx \rceil) < \Pr(X_m \leq N - Nx) \).

### 7.2 Proof of Theorem 2

**Theorem**

The supremum over \( R \geq 0 \) of \( \eta_\infty(x, R, \Gamma) \) is given by \( R(k)/(1 + k) \) for some \( k = 0, 1, \ldots \), that in general depends on \( x \) and \( \Gamma \). \( \square \)

**Proof:** Suppose that the maximum throughput is achieved by selecting \( R = R(k) - \delta \) where \( \delta \) is such that the average delay is still given by \( \tau = k + 1 \), then

\[
\frac{R(k) - \delta}{k + 1} < \frac{R(k) - \delta/2}{k + 1}
\]

contradicts the fact that \( R = R(k) - \delta \) is the rate for which the throughput is maximum. Suppose now that the maximum throughput is achieved with \( R = R(k) + \delta \). By definition \( \tau = k + 2 \) and then

\[
\frac{R(k) + \delta}{k + 2} < \frac{R(k)}{k + 1}
\]

for \( \delta \) sufficiently small. This shows that \( R(k) \) is a stationary point of \( \eta_\infty(x) \) and the rate that maximize the throughput is one of the \( R(k) \).

### 7.3 Proof of Theorem 3

**Theorem**

For independent Rayleigh fading SNR \( \Gamma \) and IR protocol, define \( G_m(z) \) the cdf of the random variable \( \frac{1}{m} \sum_{i=1}^{m} \Delta I_{i,u} \). Define \( x_d \triangleq \min(G_m(C(\Gamma))) \). Then for all \( x \in (0, x_d) \), \( \eta_\infty(x, R, \Gamma) \) is increasing with \( R \). Therefore, \( \sup_{R \geq 0} \eta_\infty(x, R, \Gamma) \) is achieved for \( R \rightarrow \infty \) and \( \bar{\tau} \rightarrow \infty \), and it is equal to \( C(\Gamma) \). Also, for all \( x \in (x_d, 1) \) \( \sup_{R \geq 0} \eta_\infty(x, R, \Gamma) \) is achieved
for finite delay.

Proof: Recall that \( \eta_\infty(x, R, \Gamma) \) is given by

\[
\eta_\infty(x, R, \Gamma) = \frac{R}{1 + \sum_{m=1}^{\infty} \{ x \leq p(m) \} - \frac{1}{2} \delta(x - p(m))}
\]

In the following we skip the dependency of the parameters and we call it simply \( \eta_\infty \). By definition \( p(m) = G_m\left(\frac{R}{m}\right) \), it follows that

\[
\eta_\infty = \frac{R}{1 + \frac{G_m(x)}{G_m(x)} - \frac{1}{2} \delta(m - \frac{R}{G_m(x)})} \geq \frac{R}{G_m(x)} \geq G_m^{-1}(x) \tag{7-4}
\]

We need to show that \( \forall \ x \in (0, 1) \)

\[
\lim_{m \to \infty} G_m^{-1}(x) = C(\Gamma) \tag{7-5}
\]

Call \( Z_m \) the RV defined as \( Z_m \triangleq \frac{1}{m} \sum_{i=1}^{m} \Delta I_{i, u} \), with mean \( \mathbb{E}[Z_m] = C(\Gamma) = \mu \). For the definition of limit we need to show that \( \forall \epsilon \exists m_0 \), such that if \( m > m_0 \) than \( |G_m^{-1}(x) - C(\Gamma)| < \epsilon \). It follows that

\[
|G_m^{-1}(x) - C(\Gamma)| < \epsilon \Rightarrow \mu - \epsilon < G_m^{-1}(x) < \mu + \epsilon \tag{7-6}
\]

The function \( G_m(.) \) is continuous and monotonically increasing and thus it follows that \( G_m(\mu - \epsilon) < x < G_m(\mu + \epsilon) \). For the central limit theorem \( Z_m \) converge in probability to a Gaussian random variable with the same mean and variance. This means that \( \forall \epsilon_1 > 0 \) it is possible to find \( m > m_1 \) such that \( G_m(\mu + \epsilon) \geq 1 - \epsilon_1 \); \( \forall \epsilon_2 > 0 \) it is possible to find \( m > m_2 \) such that \( G_m(\mu - \epsilon) \leq \epsilon_2 \). This implies \( \epsilon_2 \leq x \leq 1 - \epsilon_1 \). Thus it is sufficient to take \( m > \max(m_1, m_2) \) s.t \( x \in (\epsilon_2, \leq 1 - \epsilon_1) \) for the limit to hold.

For definition of \( x_d \), it follows that \( \forall \ x \in (0, x_d) \) \( G_m^{-1}(x) \leq C(\Gamma) \). In particular \( \sup_m G_m^{-1}(x) = C(\Gamma) \) and \( \arg\sup_m G_m^{-1}(x) = \infty \) for (7-5).

Also note that \( G_m(x) = R(m) \). If the limit for \( m \to \infty \) is a constant different from zero and infinity, than also \( R = \Theta(m) \). This means that

\[
\sup_R \eta_\infty = \sup_m \eta_\infty = C(\Gamma) \forall \ x \in (0, x_d)
\]

For \( x \in (x_d, 1) \), for definition it exists a value \( m < \infty \) such that \( G_m^{-1}(x) > C(\Gamma) \), this already show that \( \sup_R \eta_\infty > C(\Gamma) \) and \( \arg\sup_R \eta_\infty < m \).
7.4 Proof of Theorem 4

Theorem:
For the SR protocol, \( \sup_{R \geq 0} \eta_{\infty}(x, R, \Gamma) \) is always achieved for finite \( R \) and delay. In particular the optimal \( R \) can be found as \( R(k) = F(k + 1) - \epsilon \) where \( k \) is the index that maximize the following sequence

\[
\text{For } i = 1, \ldots, k,
\]

\[
b[i] = \frac{1}{i + 1} \left[F(i + 1) - \epsilon\right] \quad (7.7)
\]

and

\[
F(i) = \left[\log_2 \left(1 - \Gamma \log \left(1 - x^i\right)\right)\right]
\]

for arbitrarily small epsilon. \( \square \)

The throughput is defined as

\[
\eta_{\infty} = \eta_{\infty}(x, R, \Gamma) = \frac{R}{\log a - \log_2 \left(1 - \Gamma \log \left(1 - x^{k}\right)\right)}
\]

and recall that \( a = \left(1 - e^{-\frac{2R-1}{1+R}}\right) \). Consider the values of \( R \) such that

\[
k < \frac{\log x}{\log a} < k + 1
\]

After some algebra we find that \( R \) must satisfy the following inequality

\[
F(k) < R < F(k + 1)
\]

where

\[
F(k) = \left[\log_2 \left(1 - \Gamma \log \left(1 - x^{k}\right)\right)\right]
\]

When \( F(k) < R < F(k + 1) \) the average delay is a constant equal to \( k \) and \( \eta_{\infty} = \frac{R}{1+P} \).

Moreover,

\[
R(k) = \sup_{R \in (F(k), F(k+1))} \eta_{\infty} = F(k + 1) - \epsilon
\]

with \( \epsilon \) arbitrarily small. Define now \( b[i] = \frac{R[i]}{1+P} \), it follows directly form computation that

\[
\lim_{k \to \infty} b[k] = 0 \quad \text{and} \quad \lim_{k \to 0} b[k] = \log_2 \left(1 - \Gamma \log (1 - x)\right) - \epsilon
\]

This implies that the \( \arg\sup_k b[k] < \infty \).\[\]
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