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Introduction

The major concern of this thesis is the study of strongly-correlated ultracold atoms in optical lattices. In our study we adopt both a macroscopic and phenomenological point of view, asking questions on how to measure and observe physical quantities, and a more microscopic perspective by studying the phase diagram of specific models in different regimes of correlations.

The remarkable advances in handling ultracold atomic gases have given birth to the new field of “condensed matter physics with light and atoms”. On the atomic physics side, the impressive progress in controlling such systems, particularly using Feshbach resonances, allows for the realization of interesting physical systems ranging from the weak interaction regime to strongly correlated systems, such as gases in the unitary limit. Another milestone progress is the possibility to introduce an external periodic potential to create the optical lattice with controllable parameters such as dimensionality, geometry or tunneling properties. The combination of these two aspects allows to realize and explore many interesting systems connected to condensed matter physics. Key issues in the physics of strongly correlated quantum systems can be addressed from a new perspective in this context.

There are many promising lines of research associated with ultra-cold atoms in optical lattices, of which we would like to emphasize two in particular. One attractive perspective is to use these systems as quantum simulators for outstanding problems in condensed matter physics such as the problem of high-temperature superconductivity. By allowing for a study of relevant models in a simplified and controllable setting, ultra-cold atoms may contribute to a better understanding of these complicated materials and in particular help in identifying the key physical mechanisms and in building an appropriate theoretical framework. A second direction is to study the novel physics (exotic ground-states, collective excitations...) in regimes which are not easily accessible in conventional solid-state physics. For example, one can perhaps dream of observing and manipulating the full many-body wave function of a large quantum systems, hence converting a rather abstract notion into an experimentally accessible quantity.

Motivated by these perspectives, this thesis is devoted to a study of ultra-cold fermionic atoms in optical lattices. It is organized in two parts, corresponding to two different aspects:

I- In the first part, consisting of two chapters, we adopt a macroscopic and phenomenological point of view. We first give a brief overview on the physics of ultracold atoms in optical lattices in Chapter 1, then we propose a novel measurement procedure of single-particle excitations of these systems in Chapter 2.

In Chapter 1, we start by establishing the theoretical framework for the description of ultracold atoms in optical lattices. We then describe some pioneering experiments in this field. We finally discuss the available experimental methods for probing and measuring physical observables of these systems.

In Chapter 2, motivated by the direct observation of single-particle excitations in condensed matter by angular resolved photoemission spectroscopy (ARPES), we propose a spectroscopic method which aims at observing the Fermi surface and the spectrum of one-particle
excitations in ultracold atomic systems. Our method is based on stimulated Raman spectroscopy. We show that, using this method, both the Fermi surface and the key physical properties of quasiparticle excitations can be accessed in a momentum and energy-resolved manner, under realistic experimental conditions in the presence of a confining potential. The end of the chapter is devoted to a discussion of the very recent experimental realization of a closely related measurement using RF spectroscopy in D. S. Jin’s group at Boulder.

The second part, consisting of Chapters 3, 4, 5, is devoted to the study of the fermionic Hubbard model under different conditions and in different regions of parameters. The Hubbard model can be considered as the simplest model to describe quantum many-body systems. In some sense, we can compare it to the Ising model in magnetism. Its set of parameters is rather restricted. For a two-component system \( \sigma = \uparrow, \downarrow \), the model is fully defined by the hoppings \( t_\sigma \), the interaction strength \( U \), the temperature \( T \), the total number of particles \( n = n_\uparrow + n_\downarrow \) and the polarization \( p = n_\uparrow - n_\downarrow \). Nevertheless, it is still an unsolved model in two and three dimensions. Since the discovery of the high-temperature cuprate superconductors, it is believed that the Hubbard model in two dimensions is the simplest model that is able to explain the novel physics of these materials. Therefore the understanding of the ground state and phase diagram of the Hubbard model is an essential issue.

In condensed matter physics, scientists meet two major difficulties. The first one is that in order to reduce to the Hubbard model, one needs to focus on a restricted set of low-energy degrees of freedom and perform a calculation of the electronic structure in order to estimate the values of the hopping amplitude and interaction strength. Therefore, we do not really have a Hubbard model with well controllable parameters. The second one is that the interpretation of experimental measurements is further complicated by extrinsic effects such as impurities, sample quality, etc... The new field of ultracold atoms in optical lattices offers in principle the possibility to realize a pure Hubbard model whose set of parameters is very well controllable.

The second part of this thesis is devoted to theoretical studies of the Hubbard model with either mass (hopping) or population imbalance, and is organized as follows.

In Chapter 3, we introduce some theoretical tools for the study of lattice quantum many-body systems. As a many-body system contains a large number of degree of freedom, in the strongly correlated regime, no exact analytical method is available. On the other hand, despite the development of algorithms and computer power, a full numerical solution is still far from our reach. A method which combines both analytical and numerical approaches is currently the best choice for this study. In increasing order of numerical complexity, we introduce and briefly describe in Chapter 3: the usual Hartree-Fock mean field theory (HF-MFT), the slave boson mean field theory (SB-MFT) and the dynamical mean field theory (DMFT). In the following chapters, we apply these different methods to study the Hubbard model in different regimes.

In Chapter 4, we study the effect of mass imbalance on the phase diagram of a two-component fermionic mixture with attractive interactions in optical lattices. Using static and dynamical mean-field theories, we show that the pure superfluid phase is stable for all couplings when the mass imbalance is smaller than a limiting value. For larger imbalance, phase separation between a superfluid and a charge-density wave takes place when the coupling exceeds a critical strength. The harmonic trap induces a spatial segregation of the two phases, with a rapid variation of the density at the boundary.

Finally, in Chapter 5, we discuss the problem of a fermionic mixture with equal masses but population imbalance. For the continuum system in the trap, the superfluidity of this mixture has been already observed experimentally. The ground state of this kind of system has been the subject of controversial discussions. Different suggestions for the novel phase are the gapless superfluid (Sarma, or breached-pair) phase or the Fulde-Ferrell-Larkin-Ovchinnikov
state (FFLO). We discuss in this chapter the possibility to stabilize a gapless superfluid phase in the regime of strong correlations. We use for this purpose general energetic arguments, as well as analytical and numerical calculations based on static mean field theory and dynamical mean field theory.
Chapter 1

Ultracold atoms in optical lattices: a brief overview

In this chapter, we first review the basic description of ultracold atoms in optical lattices by a many-body Hamiltonian. We briefly describe key experiments: the observation of the phase transition between the superfluid phase and a Mott insulator of ultracold bosonic atoms [46], as well as the possible recent observation of an incompressible Mott state of ultracold fermions [63]. In the second part of the chapter, we describe available experimental techniques for the measurement of correlation functions of physical observables.
1.1 Ultracold atoms in optical lattices

In this section, we review the theoretical framework for the model of ultracold atoms in optical lattices. In the appropriate experimental conditions discussed below, we show that ultracold atoms in optical lattices can be described by the Hubbard model including the confining potential.

1.1.1 Many-body Hamiltonian

Here, we give a brief introduction to the Hamiltonian describing ultracold atoms in optical lattices (for more detailed references, see [42, 58, 121, 123]). For definiteness, we consider a two-component fermionic system (with hyperfine states labeled by $\sigma = \uparrow, \downarrow$), but the discussion applies in a similar way to a bosonic two-component system. The optical periodic potential

![Figure 1.1: Controllable optical lattices: two-dimensional (top) and three-dimensional (bottom). Reprinted from [12]](image)

is generated by the induced dipole interaction between the laser and the atoms: $V_{\text{dip}}(r) = -\langle \mathbf{D}. \mathbf{E}(r) \rangle$. Here $\mathbf{E}(r)$ is the electromagnetic field and $\mathbf{D}$ is dipole operator of the atom. The atom exhibits an atomic transition from the ground state $|g\rangle$ to excited state $|e\rangle$ with a resonance frequency $\omega_{\text{res}}$. The dipole interaction can be expressed as $V_{\text{dip}} = \Omega(r)|e\rangle\langle g|/2 + \text{h.c.}$ Here $\Omega(r) = -2E(r)d$ is the Rabi frequency with $d = \langle e|\mathbf{D}|g\rangle$ the element of dipole matrix. Let $\delta$ be the detuning of the light field frequency from the atomic transition (i.e. $\delta = \omega - \omega_{\text{res}}$). For large detuning $\delta \gg \Omega(r)$, adiabatically eliminating the excited state $|e\rangle$ yields the interaction potential $V_{\text{dip}} = |\Omega(r)|^2/4\delta \propto E^2(r)$. The population of atoms transferred to the excited state is $|\Omega(r)|^2/4\delta^2$ thus the condition $\delta \gg \Omega(r)$ is required for the validity of the adiabatic elimination. Therefore counter-propagating laser beams can be used to generate a periodic potential (Fig. 1.1 left panels). Due to the interference between these two laser beams, a standing wave with the spatial period of $\lambda/2$ (with $\lambda$ the wavelength of the laser) is formed. By using different pairs of laser beams, different optical lattices with one, two or three dimensions can be obtained (Fig. 1.1 right panels). The periodic potential for each
1.1 Ultracold atoms in optical lattices

species of the fermionic mixture reads

\[ V_{L_\sigma}(r) = V_{0\sigma} \sum_\mu \sin^2(k_{L_\mu}r_\mu), \]  

(1.1)

where \( \mu = 1, 2, 3 \) corresponds to 1D, 2D or 3D cases and \( k_{L_\mu} = 2\pi/\lambda \) is the wave-vector of the lasers. The detuning of the laser frequency from the atomic resonance is different for the two species of atoms, therefore the induced periodic potentials for each species are different: \( V_{0\sigma} = 4E_0^2d_\sigma^2/\delta_\sigma \). We note that the geometry of the optical lattice can be modified easily by changing the angle between different couple of laser beams. In addition, one can also play with the polarizations of the laser to create more interesting lattices [87]. For example, the optical lattice with geometrical frustration (triangular lattice or kagome lattice) has been proposed in Ref. [99].

An ultracold atom gas is trapped by an approximate harmonic potential. This comes from the trapping potential by a magnetic or optical trap. In addition, the gaussian profile of the laser beams used to create the optical lattice induces also a potential. More detailed discussion on the trapped potential is left for the Section 1.1.2. At this stage we neglect the harmonic potential. The non-interacting part of the Hamiltonian describing the atoms in the optical lattice reads

\[ H_0 = \sum_\sigma \int dr \left[ -\frac{\hbar^2}{2m_\sigma} \| \nabla \psi_\sigma(r) \|^2 + V_{L_\sigma}(r) |\psi_\sigma(r)|^2 \right]. \]  

(1.2)

Here, \( \psi_\sigma(r) \) is the many body wave function for atoms of the species \( \sigma \) with mass \( m_\sigma \). \( V_{L_\sigma}(r) \) is the lattice potential described above. The eigenstates of free fermions in a periodical potential are well-known in solid state physics. One obtains Bloch’s wave function \( |\phi_{k\nu}\rangle \) corresponding to single-particle energies \( \varepsilon_{k\nu} \) (with \( k \) the quasi-momentum in the Brillouin zone of the lattice, and \( \nu \) a band index)

\[ H_0 |\phi_{k\nu}\rangle = \varepsilon_{k\nu} |\phi_{k\nu}\rangle, \]  

(1.3)

with \( \phi_{k\nu}(r) = e^{ik\cdot r} u_{k\nu}(r) \) and \( u_{k\nu}(r) \) a function having the periodicity of the lattice. It is actually convenient to Fourier transform the Bloch wave functions in order to obtain Wannier

\[ \text{Figure 1.2:} \quad \text{Contour plot of Wannier function of ultracold atom gas in two dimensional optical lattice for the first band} \]
functions [88] which are localized around a specified lattice site \( \mathbf{R} \) (at least for the lowest band). They are defined by
\[
w_{R\nu\sigma}(\mathbf{r}) = w_{\nu\sigma}(\mathbf{r} - \mathbf{R}) = \sum_k e^{-i\mathbf{k}\cdot\mathbf{R}} \phi_{k\nu\sigma}(\mathbf{r}) = \sum_k e^{i\mathbf{k}\cdot(\mathbf{r} - \mathbf{R})} u_{k\nu\sigma}(\mathbf{r}). \tag{1.4}
\]

Fig. 1.2 displays the contour plot of the Wannier function associated with the lowest band, for a two-dimensional potential. The Fermion field operator can be decomposed on either the localized Wannier basis-set or the Bloch basis-set
\[
\psi^\dagger_{\nu}(\mathbf{r}) = \sum_{R\nu} w^\dagger_{\nu\sigma}(\mathbf{r} - \mathbf{R}) c^\dagger_{R\nu\sigma} = \sum_{k\nu} \phi^*_{k\nu\sigma}(\mathbf{r}) c^\dagger_{k\nu\sigma}, \tag{1.5}
\]
in which \( c^\dagger_{R\nu\sigma} \) is the creation operator of an atom in the single-particle Wannier state \( w_{R\nu\sigma} \) on site \( \mathbf{R} \) and analogously \( c^\dagger_{k\nu\sigma} \) the creation operator in the \( \nu \)-th Bloch state with quasi-momentum \( \mathbf{k} \). The non-interacting Hamiltonian thus reads
\[
H_0 = \sum_{k\nu\sigma} \varepsilon_{k\nu\sigma} c^\dagger_{k\nu\sigma} c_{k\nu\sigma} = -\sum_{\nu\sigma} \sum_{\mathbf{R}\mathbf{R}'} t^\nu_{\mathbf{R}\mathbf{R}'} c^\dagger_{\mathbf{R}\nu\sigma} c_{\mathbf{R}'\nu\sigma}. \tag{1.6}
\]

In this expression, the tunneling amplitudes \( t^\nu_{\mathbf{R}\mathbf{R}'} \) can be computed from the overlap of two Wannier functions on different sites
\[
t^\nu_{\mathbf{R}\mathbf{R}'} = -\int d\mathbf{r} w^\dagger_{R\nu\sigma}(\mathbf{r}) \left[ -\frac{\hbar^2 \nabla^2}{2m_\sigma} + V_{L\sigma}(\mathbf{r}) \right] w_{R'\nu\sigma}(\mathbf{r}) = \int_{BZ} d\mathbf{k} \varepsilon_{k\nu\sigma} e^{i\mathbf{k}\cdot(\mathbf{R}-\mathbf{R}')}. \tag{1.7}
\]

Let us now turn to the interaction between atoms. Under appropriate conditions [121](e.g. when the scattering length is small as compared to the spatial extension of the Wannier functions), the interactions can be described by a contact (pseudo-\() potential
\[
H_{\text{int}} = g \int d\mathbf{r} \psi^\dagger_{\nu}(\mathbf{r}) \psi_{\sigma}(\mathbf{r}) \psi^\dagger_{\gamma}(\mathbf{r}) \psi_{\lambda}(\mathbf{r}). \tag{1.8}
\]

In this expression the coupling constant \( g \) is related to the scattering length \( a_s \) of the atomic potential by \( m/4\pi a_s = 1/g + \sum_{\mathbf{k}} 1/2\epsilon_\mathbf{k} \) which is the kinetic energy of non-interacting gas \( \epsilon_\mathbf{k} = \hbar^2 \mathbf{k}^2/2m \). Using the decomposition of the creation operators onto the Wannier basis-set, one obtains the following expression for the interaction Hamiltonian, in second-quantized notations
\[
H_{\text{int}} = \sum_{R_1 R_2 R_3 R_4} \sum_{\nu_1 \nu_2 \nu_3 \nu_4} U^{\nu_1 \nu_2 \nu_3 \nu_4}_{R_1 R_2 R_3 R_4} \psi^\dagger_{\nu_1}(\mathbf{r}) c_{R_2 \nu_2}^\dagger c_{R_3 \nu_3}^\dagger c_{R_4 \nu_4} \psi_{\nu_4}(\mathbf{r}), \tag{1.9}
\]
in which the coupling constants are the following matrix elements
\[
U^{\nu_1 \nu_2 \nu_3 \nu_4}_{R_1 R_2 R_3 R_4} = g \int d\mathbf{r} w^\dagger_{R_1 \nu_1}(\mathbf{r}) w_{R_2 \nu_2}(\mathbf{r}) w^\dagger_{R_3 \nu_3}(\mathbf{r}) w_{R_4 \nu_4}(\mathbf{r}). \tag{1.10}
\]

The full Hamiltonian \( H_0 + H_{\text{int}} \) is quite complicated and involves all the Bloch bands in the optical lattice. However, for a small enough number of particles and a deep enough lattice potential, we have well separated bands and only the first band will be populated. Hence, under appropriate conditions discussed in [121] (summarized on Fig. 1.3 left panel), we can reduce the full Hamiltonian to a one-band description
\[
H = -\sum_{\langle \mathbf{R}\mathbf{R}' \rangle} \sum_{\sigma} (t_{\sigma} c^\dagger_{\sigma\mathbf{R}} c_{\sigma\mathbf{R}'} + H.c) + U \sum_{\mathbf{R}} n_{\mathbf{R} \downarrow} n_{\mathbf{R} \uparrow}. \tag{1.11}
\]
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Figure 1.3: Left: Validity of the Hubbard model for the equal mass mixture of fermionic atoms in optical lattice. The unit of energy is chosen as the recoil energy $E_R = \hbar^2 k^2 / 2m$. Reprinted from [121]. Right: Example of the hoping and interspecies interaction strength for the mixture with mass imbalance ($^6$Li and $^{40}$K). The sketch is done with $k_F a_s = 60$.

For the first band, the estimation of the hopping and the on-site interaction are given by [123]

$$t_\sigma/E_{R\sigma} = 4\pi^{-1/2}(V_{0\sigma}/E_{R\sigma})^{3/4}e^{-2(V_{0\sigma}/E_{R\sigma})^{1/2}} \quad U/E_R = \sqrt{8/(\pi a_s \omega_h) V_{0\sigma}/E_R}^{3/4}.$$  \hspace{1cm} (1.12)

Both the interaction strength and the hopping amplitudes can be controlled by changing the intensity of the lasers beams, as displayed on Fig. 1.3 right panel. Furthermore, the interaction strength $U$ can be controlled independently using Feshbach resonances, as described below (Sec.1.1.3).

1.1.2 Trapping potential

In the ultracold atom experiments, we always need to trap the atoms. First, atoms are usually trapped before being cooled until low enough temperature. Until now, by mean of the usual trap such as the TOP trap or the magneto-optical trap [19], the trapping potential is approximately harmonic close to its minimum. Moreover, if we want to realize the experiment with an optical lattice, there is always an additional harmonic potential coming from the gaussian profile of the counter-propagating laser beams. In fact, the standing wave will create not only a periodical potential but also a harmonic profile. Therefore in a full description of an ultracold atom systems, we need to include the trapping potential to the Hubbard model obtained for a homogeneous case.

$$H = -\sum_{(RR')} \sum_{\sigma}(t_{\sigma} c_{R\sigma}^\dagger c_{R'\sigma} + H.c) + U \sum_n n_{R\uparrow} n_{R\downarrow} + \sum_{R,\sigma} V_{\text{trap}}(R)n_{\sigma \sigma} - \sum_{R,\sigma} \mu_\sigma n_{\sigma R}.$$ \hspace{1cm} (1.13)

Here, the trapping potential has the following form: $V_{\text{trap}}(R) = m_\sigma \omega_{ho}^2 R^2 / 2$ in which $m_\sigma$ is the mass of atoms and $\omega_{ho}$ is the trapping frequency.

In practice, the presence of this potential helps experimentalists to handle their experiments on ultracold atom gas. In the experiments described in Sec 1.2, we will see that this potential were used to perform interesting observations. By contrast, the presence of this potential raises an essential question for theorists and turns the many-body problem more complicated. Two usual approaches are a local density approximation (LDA) or numerical simulation for a finite-size system. Here, we will briefly introduce the LDA approach which will be mainly used in the next chapters of this thesis. In the LDA approach,
Figure 1.4: Density profile of 3D fermionic Hubbard model in presence of the harmonic potential obtained by DMFT with LDA [80]. (i) For small interaction ($U = 1$) or small density, the whole system is in a (Fermi-) liquid phase. The density profile displays strong variations with the trapping potential. (ii) For stronger interaction ($U = 3$), a Fermi liquid phase with a density gradually decreasing towards the boundaries, surrounds a plateau formed in the center of the trap. (iii) When the particle number is further increased the pressure exerted by the trapping potential overwhelms the incompressibility of the Mott state.

we solve the theoretical model for a homogeneous system without confining potential then extend to the non-homogeneous system by defining a spatial-dependent chemical potential $\mu_\sigma(r) = \mu_\sigma - V_{\text{trap}}(r)$. Local physical quantities $\langle O(r) \rangle$ are computed via their values in the homogeneous system at this chemical potential:

$$\langle O(r) \rangle \approx \langle O_{\text{hom}}[\mu_\sigma(r)] \rangle.$$  \hspace{1cm} (1.14)

If the trapping potential is smooth enough with respect to all the variation length scales of physical quantities, we can expect that this approximation can provide a reasonable comparison with experiment. One of most obvious example is the calculation of the density profiles of the ultracold atoms (Fig. 1.4) [80, 98].

1.1.3 Controlling the interaction strength with Feshbach resonances

Feshbach resonances, scattering resonances, were first investigated in the context of nuclear physics [35]. The application of a Feshbach resonance for ultracold atom systems was first discussed in [115]. This resonance now becomes an indispensable tool for experimentalists to investigate the physics of cold atoms in many different contexts. Thank to this resonance, we can easily tune the interaction strength from weak interaction regime to the strongly correlated regime just by adjusting an external parameter such as the magnetic field. Detailed discussion on the Feshbach resonance can be found in [13, 19, 68].

The mechanism of the Feshbach resonance can be explained by a model with two channels (Fig. 1.5). The open channel represents scattering atoms with a continuum of states while
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**Figure 1.5:** The two channel model for a Feshbach resonance. Atoms prepared in the open channel which corresponds to the interaction potential $V_{op}(r)$ (in red). They undergo a collision at low incident energy. The open channel is coupled to the closed channel $V(r)$ (in blue). When a bound state of the closed channel has an energy close the incident energy, a scattering resonance occurs. The position of the closed channel with respect to the open can be tuned by an external magnetic field B. Reprinted from Ref. [13]

the closed channel represents the bound state of atoms. Feshbach resonances appear when the total energy in an open channel matches the energy of a bound state in a closed channel, as illustrated in Fig. 1.5. Let $|O\rangle$ be the states of atoms in the open channel and $|C\rangle$ be the bound state of atoms in the closed channel. Atoms in the open channel interact with each other via the Hamiltonian $H_{OO}$. The two channels are coupled by the $H_{OC} = \Omega |C\rangle\langle O|$ with $\Omega = \langle O|H_{OC}|C\rangle$. Via the second-order process, two atoms in the open channel scatter into the closed channel to form a bound-state and subsequently decay to two separate atoms in the open channel. This process induces an effective interaction $H'_{OO}$ with interaction strength $\Omega^2/(E_O - E_{res})$ in the open channel. Here, $E_O$ is the energy of atoms in the open channel and $E_{res}$ is the energy of the bound state in the close channel. Therefore the scattering length in the open channel is modified to

$$\frac{4\pi\hbar^2}{m}a_s = \frac{4\pi\hbar^2}{m}a_O + \frac{\Omega^2}{E_O - E_{res}}, \quad (1.15)$$

in which $a_O$ is scattering length in the open channel without presence of closed channel. The detuning between the energy levels of open channel and closed channel $\delta = E_O - E_{res}$ can be adjusted by an external magnetic field $B$. We can rewrite the scattering length as

$$a_s = a_O(1 + \Delta B \frac{B}{B_0}), \quad (1.16)$$

in which $\Delta B$ and $B_0$ describe the width and the location of the Feshbach resonance respectively. Fig. 1.6 shows an example of the Feshbach resonance of $^6$Li.

In practice, the Feshbach resonance works better for fermionic atoms because the life-time due to the three body recombination becomes very large at the resonance. In contrast, for the bosonic atoms this life-time becomes very small in this limit [19].
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Figure 1.6: Magnetic field dependence of the scattering length between the two lowest hyperfine states of $^6$Li with a Feshbach resonance located at $B_0 = 834\,G$ and a zero crossing at $B_0 + \Delta B = 534\,G$. The background scattering length $a_{bg} = -1405a_B$ is exceptionally large in this case ($a_B$ being the Bohr radius). Reprinted from Ref. [13]

1.2 Observation of strongly correlated phases of ultracold atoms in an optical lattice

In this section, we would like to emphasize the motivations on the study of ultracold atoms in optical lattices through two of milestone experiments: the phase transition from the superfluid to Mott insulator in bosonic system and the recent evidence of the fermionic Mott insulator at high temperature.

1.2.1 Superfluid to Mott insulator transition of bosonic atoms

In 2002, Greiner and co-authors achieved the first experimental observation of the transition from the superfluid state to the Mott insulating state of interacting bosons, as predicted by theory [57]. In their experimental set-up, they cooled the atom $^8$Rb into the spin-polarized state ($F = 2, m_F = 2$) in order to create a Bose-Einstein condensate. Then, a three dimensional optical lattice was created by three optical standing waves whose crossing point was centered in the condensate. This optical lattice creates a periodic potential $V(x, y, z) = V_0(\sin^2(kx) + \sin^2(ky) + \sin^2(kz))$ where $k = 2\pi/\lambda$. The gaussian profile of the laser beams at the position of the condensate creates an additional weak isotropic harmonic confinement over the lattice.

After creating the optical lattice, the atoms are distributed over approximately 150000 lattice sites (about 65 lattice sites in each direction). In order to test whether there is still phase coherence between different lattice sites, they switched off suddenly the confining potential and let the atomic wave function expand freely. In the superfluid regime where all atoms are delocalized and coherent in phase, they observed a very high contrast three dimensional interference pattern as shown in the time of flight image (Fig. 1.7). Otherwise, in the Mott phase all atoms are well localized and there is no phase coherence. In contrast to the superfluid case, a broad background is observed. This phase transition is observed simply by tuning the intensity of the optical lattice. This observation is a fascinating example of the feasibility of the cold atoms systems for the study of the quantum phase transition.

As described above, there exists always a confining potential that in this case helps to stabilize a central region of incompressible Mott state in the trap. In the harmonic trap,
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Figure 1.7: Superfluid to Mott insulator transition of bosons in optical lattices [46]. Absorption image of matter wave interference pattern. These were obtained after suddenly releasing atoms from optical lattice with different potential depths \( V_0 \) after a time of flight of 15 ms. The values of \( V_0 \) were: a) \( 0E_r \); b) \( 3E_r \); c) \( 7E_r \); d) \( 10E_r \); e) \( 13E_r \); f) \( 14E_r \); g) \( 16E_r \) and h) \( 20E_r \).

The incompressibility of the Mott phase induces the "wedding-cake" structure of the density profile. The Mott insulator has a gap \( \Delta_M \) to density excitations. This is therefore an incompressible state which means that adding an extra particle will costs a finite amount of energy. It is clear from the mean-field calculation shown in [42] that if we want to vary the average density from infinitesimally below an integer value \( n \) to infinitesimally above, we have to change the chemical potential across the Mott gap.

Figure 1.8: Left panel: phase diagram of the Bose Hubbard model as a function of chemical potential \( \mu/U \) and coupling \( t/U \) obtained in [36, 42, 105]. An incompressible Mott insulator is found within each lobe of integer density. Right: density profiles in a harmonic trap. The "wedding cake" structure is due to the incompressibility of the Mott insulator. Reprinted from Ref. [42].

The Mott gap is proportional to the interaction strength \( U \) in the atomic limit (large \( U \)) and vanishes at the critical coupling as \( \Delta_M \propto \sqrt{U-U_c} \) (within mean-field theory). The existence of a gap means that the chemical potential can be changed within the gap without changing the density. As a result, when the system is placed in a trap, it displays density plateaus corresponding to the Mott state, leading to a wedding cake structure of the density profile (Fig. 1.8). This is easily understood in the local density approximation, in which the
local chemical potential is given by \( \mu(r) = \mu - m\omega^2_{ho}r^2 \), yielding a maximum extension of the plateau \( \sqrt{2\Delta_M/m\omega^2_{ho}} \). Several authors have studied these density plateaus beyond the LDA by numerical simulation [10] and they have been recently observed experimentally [38].

### 1.2.2 Incompressible Mott state of ultracold fermions

Another important experiment is the observation of quantum phase transition from Mott insulator to Fermi liquid phase in a mixture of fermionic atoms in optical lattice [63]. We describe briefly here how they observe the Mott state. In the experiment, the equal fermionic mixture is prepared in strongly correlated regime with two hyperfine states \( |9/2, -9/2 \rangle \) and \( |9/2, -5/2 \rangle \) of \( ^{40}\text{K} \). The degenerate gas is loaded into an optical lattice. The s-wave scattering length between two species of atoms is tuned from \( a_s = 240 \pm 4a_0 \) to \( a_s = 810 \pm 40a_0 \) by the Feshbach resonance located at \( B = 224.21 \) Gauss. The idea of the experiment is to observe the Mott phase via the double occupation number. For a fermionic system, the Mott phase is characteristic by the regular filling of one particle per site with small particle fluctuation. Therefore, this state is interpreted by a low double occupation \( \langle D \rangle = \langle n_\uparrow n_\downarrow \rangle \).

![Figure 1.9: Appearance of double occupancy in the strongly interacting regime.](image)

In order to measure this quantity in experiment, they first increased the lattice depth. The state of atoms which is frozen and the filling number at each site is exactly determined (no particle fluctuation). For a general configuration, we can have lattice sites with zero particle, one particle or two particles. By tuning the interaction to the BEC-side of Feshbach resonance , they formed molecules in the sites with double occupation. The number of molecules were then measured by the RF spectroscopy technique (discussed in Section 1.3.2). The experiment is repeated for different total number of atoms. In the Fig. 1.9, we see how the double occupation varies when the total number of atoms increased. The symbols are the experimental values while the continue curves are theoretical prediction at atomic limit. We see that for a small number of atom, there is a plateau of small double occupation (less than 1%). As far as the particle number greater than a critical value \( n_c \) (\( \approx 8 \times 10^4 \) for \( U/6J = 19 \) and \( \approx 14 \times 10^4 \) for \( U/6J = 25 \)), the double occupation increases. The presence of this plateau has been interpreted as evidence for a Mott insulator region. We note that in this experiment the temperature is undetermined.
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In this section, we summarize some of the measurement techniques that have been implemented experimentally in order to probe these systems. It is convenient to distinguish two kinds of measurements: those probing the single-particle response functions, and those probing the two-particle response. Among the latter are the measurement of the density-density correlation function $\langle \rho(r,t)\rho(r',t') \rangle$ or the spin-spin correlation function $\langle S(r,t)S'(r',t') \rangle$. In solid-state physics, these can be probed by X-ray or neutron scattering. In contrast, the correlation function associated with a single-particle operator (such as the operator creating or destroying a single atom in the system) involves transitions between the ground-state and an excited state of the many-body system with one atom added to it or one atom removed from it. In solid-state physics, this can be probed by photoemission (or inverse photoemission) experiments. Since one of the main work in this thesis has been to propose a new measurement method for the one-particle response function, I will mainly summarize in this chapter the probes of two-particle correlation functions. One-particle correlation functions will be addressed in detail in the next chapter.

1.3.1 General consideration on response functions

In general terms, measurements which involve a weak perturbation of the system coupling to a physical observable $\hat{O}$ (such as, e.g. the density or the spin-density) will probe the correlation function associated with this observable, namely

$$
C_O(r,r';t,t') = -i \langle T_t \hat{O}(r,t)\hat{O}^+(r',t') \rangle.
$$

(1.17)

Here, $T_t$ is the time order product. This is true when linear response theory applies, which assumes that the system is not disturbed too far out of equilibrium. In this expression, the operators evolve in the Heisenberg representation, and the brackets denote either an average in the ground-state (many-body) wave function (for a measurement at $T = 0$) or, at finite temperature, a thermally weighted average with the equilibrium Boltzmann weight.

The behavior of this correlation function is controlled (at $T = 0$) by the excited states which are coupled to the ground-state upon application of $\hat{O}$. In order to see this, we insert a complete set of states in the above expression and obtain the following spectral representation for $t > t'$ (given here at $T = 0$ for simplicity)

$$
C_O(r,r';t-t') = \sum_n e^{-i(E_n-E_0)(t-t')/\hbar} \langle \Phi_0|\hat{O}(r)|\Phi_n \rangle \langle \Phi_n|\hat{O}^+(r')|\Phi_0 \rangle.
$$

(1.18)

In this expression, $|\Phi_0 \rangle$ is the ground-state (many-body) wave function, and the summation is over all admissible many-body excited states (i.e. having non-zero matrix elements). We can introduce a spectral function, which measures how many such excited states contribute to this correlation function in a given energy interval. It is defined for $\omega > 0$

$$
A_O(r,r';\omega) = \sum_n \langle \Phi_0|\hat{O}(r)|\Phi_n \rangle \langle \Phi_n|\hat{O}^+(r')|\Phi_0 \rangle \delta [\omega - (E_n - E_0)/\hbar].
$$

(1.19)

This spectral function obeys the sum-rule

$$
\int_{-\infty}^{+\infty} d\omega A_O(r,r';\omega) = \langle \Phi_0| [\hat{O}(r),\hat{O}(r')] \pm \Phi_0 \rangle.
$$

(1.20)
where the commutator (resp. anticommutator) applies to bosonic (resp. fermionic) observables $\hat{O}$. In a translationally invariant system (which is not the case if a trapping potential is present), the spatial Fourier components of the spectral function can be considered instead. For $\omega > 0$ the spectral function reads

$$A_0(k, \omega) = \sum_n |\langle \Phi_0 | \hat{O}_k | \Phi_n \rangle|^2 \delta \left[ \omega - (E_n - E_0)/\hbar \right].$$

In the following, we discuss how to measure such correlation functions and spectral functions, focusing mainly on two-particle observables. In the next chapter we will consider in more details the measurement of the single-particle spectral function in an energy- and momentum-resolved way.

### 1.3.2 Partial information on one-particle correlations from time-of-flight and RF spectroscopy

Single-particle correlation functions probe excited states of the many-body system with one atom added to it, or one atom removed, i.e. coupled to the ground-state via a single particle process. This is described by the creation or annihilation operator of a single atom. Specializing the above formulas to $\hat{O} = \psi(r, t)$, we have to consider the correlation function

$$\langle T_t \psi(r, t) \psi(r', t') \rangle = iG_1(r, r'; t, t'),$$

which is usually called the single-particle Green’s function $G_1$ ($T_t$ denotes time ordering). The corresponding spectral decomposition involves the one-particle spectral function (written here, for simplicity, for a homogeneous system so that crystal momentum is a good quantum number and at $T = 0$)

$$A(k, \omega) = \sum_n |\langle \Phi_0^{N+1} | c_k^+ | \Phi_0^N \rangle|^2 \delta(\omega + \mu + E_{N+1} - E_0)(\omega > 0).$$

The spectral function is normalized to unity for each momentum, due to the anti-commutation of fermionic operators

$$\int_{-\infty}^{+\infty} d\omega A(k, \omega) = 1.$$  

The momentum and frequency dependence of this quantity contains key information about the important low-energy excitations of fermionic systems (hole-like, i.e. corresponding to the removal of one atom, for $\omega < 0$, and particle-like for $\omega > 0$). Let us note that information on one-particle correlators of a Bose system can be obtained from two-particle ones, when the system is made to interfere with either another identical system [94] or with a reference condensate [89]. By contrast, in Fermi systems the distinction between one- and two-particle correlators is essential.

#### Time of flight measurement

As we now explain, time of flight measurements probe the single-particle Green’s function at equal times $\langle \psi(r, t) \psi(r', t) \rangle$, i.e. the one-body density matrix. Its Fourier transform is the momentum distribution at finite temperature

$$N(k) = \langle c_k^+ c_k \rangle = \int_{-\infty}^{0} n_F(\omega) A(k, \omega) d\omega,$$
in which \( n_F(\omega) \) is the Fermi-Dirac distribution. In an experiment of time-of-flight imaging, the cloud of ultracold atoms is first released from the harmonic trap. The interaction between atoms is tuned to weak interacting regime in order to make a ballistic expansion. After a time of flight \( \Delta t \), the position of the atoms is proportional to the momentum of the atoms in the initial cloud \( r \sim \hbar k \Delta t/m \). Finally, an absorption image of the expanding cloud of atoms is taken by a probing laser (Fig. 1.10 left panel). The resulting image provides directly the distribution of the momentum space \( N(k) \) (Fig. 1.10 right panel).

The time of flight imaging is a very powerful technique to probe the quantum gases. From the beginning of the ultracold atom field, it permitted to observe the Bose Einstein condensation [4]. The right panel of Fig. 1.10 shows how one can observe the BEC by time of flight technique. At high temperature \( T = 400\,\text{nK} \), the thermal gas is characterized by the broad particle distribution in momentum space. When the temperature is smaller than a critical temperature \( T_c \), a sharp peak of density emerging at zero momentum is an evidence of BEC. Otherwise, it can be combined with other techniques such as RF spectroscopy, Raman spectroscopy etc (discussed later in Chapter 2) in order to perform more sophisticated measurement.

Measurement of Fermi surfaces by time-of-flight for weakly interacting cold fermions in an optical lattice

Another interesting observation by this technique is the imaging of the Fermi surface in a fermionic system. This experiment was realized in the Zürich group [67]. It is one of the milestones which fills the gap between ultracold atoms physics and condensed matter physics.

In this experiment, the mixture of bosonic \(^{87}\text{Rb} \) and fermionic \(^{40}\text{K} \) atoms was in a magneto-optical trap. For the magnetic trapping, they used the optical pumping to obtain the potassium in the \( |F = 9/2, m_F = 9/2\rangle \) state and the rubidium in the \( |F = 2, m_F = 2\rangle \) state. Applying the sympathetic cooling for the mixture, they obtained the potassium at a temperature of \( T/T_F = 0.32 \) (\( T_F = 260\,\text{nK} \) is the Fermi temperature of non-interacting gas). After removing the rubidium atoms, they prepared a spin mixture with \( 50\% \pm 4 \) in each of the \( |F = 9/2, m_F = -9/2\rangle \) and \( |F = 9/2, m_F = -7/2\rangle \) spin states by using two radio-frequency pulses. In order to reach a lower temperature, they performed an evaporative cooling. Finally, the mixture is brought to the temperature \( T/T_F = 0.2 \).

The lattice was switched off in a adiabatic way such that atoms still stay in the lowest band and the quasi-momenta are conserved. Then they took the time of flight absorption image. This image reflects the quasi-momentum distribution of atoms in the \( k \)-space divided in different Brillouin zones. As the density profile of atoms in the lattice depends on the harmonic
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Figure 1.11: Imaging of non-interacting Fermi surfaces. Figures from left to right show the Fermi surface of the system with low filling (a), mediate filling (b) and high filling (c). The density of atom is simply controlled by the confining potential. Reprinted from Ref. [67]

The confinement potential, the atom distribution is characterized by a the length \( \zeta_\alpha = \sqrt{2t/m\omega_\alpha^2} \). Here, \( \omega_\alpha \) is the harmonic confinement frequency in the direction \( \alpha = x, y, z \). If the confinement is weak, the atoms are distributed in a broad region with low filling (Fig. 1.11a). In contrast, while the confinement is strong, the atoms are entirely filled the centered sites of the lattice with high density (Fig. 1.11 b and c). Therefore, the confinement potential helps to change the a normal state configuration to a band insulator configuration as shown in the Fig. 1.11.

RF spectroscopy

The RF method was first introduced in 2003 by the JILA group for \( ^{40}K \) [97, 112] and by the MIT group for \( ^{6}Li \) [49]. The idea of the RF spectroscopy is illustrated in the Fig. 1.12 for the Lithium 6. Initially, the mixture is prepared in two hyperfine states \( |1\rangle \) and \( |2\rangle \) and the third state \( |3\rangle \) is empty. The RF pulse induces the transfer of atoms from state \( |2\rangle \) to state \( |3\rangle \). The transfer rate can be measured in experiment by the number of atoms appearing in the state \( |3\rangle \) or the loss of atoms in the state \( |2\rangle \). Remark that the third state has a short life-time because of the rapid decay due to the three body collision with state \( |1\rangle \) and \( |2\rangle \) [48]. Therefore, in the experiment of the Innsbruck group they measured the loss of atoms in the state \( |2\rangle \) instead of atoms appearing in state \( |3\rangle \).

![Figure 1.12: Illustration of RF spectroscopy for \( ^{6}Li \). Atoms are prepared initially in the two hyperfine states \( |1\rangle \) and \( |2\rangle \). The RF pulse couples the two hyperfine states \( |2\rangle \) and \( |3\rangle \), therefore it probes only the atoms in the state \( |2\rangle \). Fig is Reprinted from Ref. 48](image-url)
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Figure 1.13: RF spectroscopy for weakly bound molecules in the fermionic mixture of $^6$Li atoms. Left panel: Schema of the RF spectroscopy. Right panel: Experimental data of the RF spectrum for BCS phase. Reprinted from Ref. [48]

As an example, we present the experiment of RF spectroscopy on weakly bound molecules (Fig. 1.13) which is performed in the Innsbruck group [23]. In this experiment, in order to dissociate the pairing state the RF photon needs to provide an extra energy from the bare atomic transition frequency. As mentioned in [125], the RF spectroscopy makes a vertical transition in the momentum-space (with zero transfer momentum) of atoms in the state $|2\rangle$ to the state $|3\rangle$. If one supposes that the interaction between the third state $|3\rangle$ and the two initial states is negligible, the shift in the RF spectrum can be explained in basing on the a BCS description: $\omega - \omega_0 = \Delta^2/2\mu$ corresponding to the displacement of the lowest point in the energy dispersion. Hence, this RF shift does not directly measure the superfluid order [52, 66]. For the real experimental condition, the this interaction is not negligible. It was demonstrated that even taking in account the interaction effect, the RF shift is still proportional to the square of the gap $\omega - \omega_0 \propto \Delta^2$ [13].

Here, we have presented the usual form of the RF spectroscopy which conversely to the TOF technique gives some access to the frequency dependence of the one-particle spectral function, but not to its momentum dependence. We note that a novel RF spectroscopy recently realized in Jin’s group with momentum-resolution. We postpone the detail discussion on this method in Chapter 2.

1.3.3 Two-particle correlation measurement

Bragg spectroscopy in BEC

The Bragg spectroscopic techniques are quite similar in spirit to what is done in condensed matter physics to probe the correlation function of local observables such as the local density or the local spin-density. The Bragg spectroscopy method was first realized by the MIT group [110, 111] in order to measure the density-density dynamical correlation function $\langle \rho(r,t)\rho(r',t') \rangle$ of a bosonic system. Later, theoretical studies in Ref. [16, 21] have shown that polarized light can also allow us to probe the spin-spin response $\langle S(r,t)S'(r',t') \rangle$ for fermionic systems. In condensed matter physics, analogous measurements can be done by light or neutron scattering.

In order to show the main idea of this spectroscopy method, we propose to analyze the experiment realized by the MIT group [111]. The scheme of the experiment is presented in
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Figure 1.14: Bragg scattering scheme for measuring the density-density correlation function (experiment in MIT group [110]). The figure (a) shows the schema of the experiment. By using two laser beams with a transfer momentum \( q = k_1 - k_2 \), they were able to excite a part of the condensate to the excited phonon modes. The figure (b) and (c) show the the absorption image and the column density of the initial condensate respectively. The figure (d) and (e) show the situation after the Bragg spectroscopy. In the absorption image (d), we find a picture with two parts in which the excited part is shifted to the right by the transfer momentum during the time-of-flight.

Fig. 1.14. Two laser beams of a transfer momentum \( q = k_1 - k_2 \) and of a frequency difference \( \omega = \omega_1 - \omega_2 \) were used to focus on a Bose Einstein condensate. This frequency difference was chosen such that \( \omega \ll \Delta \) with \( \Delta \) the detuning from the atomic resonance. These two laser beams create a modulated potential \( V_{mod} \propto \cos(q\cdot r - \omega t) \) coupling to the atoms via the dipole interaction. In the second-quantized notation, this interaction is expressed by the Hamiltonian:

\[
\hat{V}_{mod} = \frac{V}{2} [\hat{\rho}^\dagger(q)e^{-i\omega t} + \hat{\rho}^\dagger(-q)e^{i\omega t}].
\] (1.27)

Here, \( \hat{\rho}^\dagger(q) = \sum_k \hat{a}^\dagger_{k+q} \hat{a}_k \) is the Fourier transform of the atomic density operator at wave vector \( q \) and \( V \) depends on the experimental parameters. The linear response of the many-body system can be estimated by the Fermi golden rule. For the ground-state \( |g\rangle \) with energy \( E_g \) the excitation rate is given by:

\[
\frac{2\pi}{N\hbar} \sum_f \langle f | \hat{\rho}^\dagger(q) | g\rangle^2 \delta(\hbar\omega - E_f - E_g) = 2\pi\omega_R^2 S(q, \omega),
\] (1.28)

where the excited states \( |f\rangle \) have energy \( E_f \) and \( \omega_R = V/2\hbar \). The integration over all the frequency gives directly the static structure factor (Fourier transform of the density-density correlation function).

\[
S(q) = \langle g | \hat{\rho}(q) \hat{\rho}^\dagger(q) | g\rangle.
\] (1.29)

The right panel of Fig. 1.14 shows the time of flight image of a condensate undergone a Bragg scattering. After a long enough time of flight \( \approx 70ms \), we see a part of condensate is transferred by a momentum given by Bragg scattering. This transfer momentum splits this excited part from the initial condensate. By integrating over the intensity of TOF image of the excited cloud, we obtain the total number of the transfer rate corresponding to the transfer momentum \( q \). This value is in fact proportional to the imaginary part of the two-particle response function or particularly the structure factor at zero temperature.
1.3 Measuring physical observables in ultracold atomic systems: available methods

Shot noise correlations

Shot noise correlation measurement for ultracold atoms has been proposed by Altman et al. [3] in inspiring the idea of the experiment of Hanbury Brown-Twiss [15]. Later different groups have realized measurements for various systems such as the Mott insulator state [37], the superfluid state [47] or tested the quantum properties like the bunching or anti-bunching for Bose gases and Fermion gases [60].

![Figure 1.15](image1.png)

**Figure 1.15:** Single shot absorption image and the associated spatial correlation function. (a) Two-dimensional column density distribution of a Mott insulating phase. (b) Horizontal section (black line) through the center of the image in (a) and gaussian fit (red line) to the average over a set of 43 independent images. (c) Spatial noise correlation function obtained by analyzing the same set of images, which shows a regular pattern revealing the lattice order of the particles in the trap. (d) Horizontal profile through the center of the pattern, containing the peaks separated by integer multiples of lattice spacing. Reprinted from [37].

In a time of flight absorption image, one measures only the spatial distribution after a certain expansion time \( t \). This distribution reflects the momentum distribution of the initial cloud of atoms \( \langle n(r) \rangle \approx (2\pi m/\hbar t) \langle \hat{n}_k(r) \rangle \) where the momentum \( k \) is related to the position \( r \) after time of flight by \( k(r) = m r / \hbar t \). However, in the absorption image (Fig. 1.15 a), we found that the density always fluctuates around some average value. To see that, we compare the density distribution of a single shot absorption image to the average density taken on a set of many picture (Fig. 1.15 b). These density fluctuations relate to a higher order correlation function which characterized by

\[
G(r, r') = \langle \hat{n}(r) \hat{n}(r') \rangle_t - \langle \hat{n}(r) \rangle_t \langle \hat{n}(r') \rangle_t,
\]

(1.30)

We can relate this correlation to the correlation function of the ground state before ballistic expansion in momentum space: \( G(r, r') \propto \langle \hat{n}_k(r) \hat{n}_k(r') \rangle - \langle \hat{n}_k(r) \rangle \langle \hat{n}_k(r') \rangle \).

To analyze the fluctuation in experiments, the spatially averaged normalized density-density correlation function is defined as following

\[
C(d) = \frac{\int dR \langle \hat{n}(R + d/2) \hat{n}(R - d/2) \rangle_t}{\int dR \langle \hat{n}(R + d/2) \rangle_t \langle \hat{n}(R - d/2) \rangle_t},
\]

(1.31)

in which \( \hat{n}(r) \) is the column density obtained from a single absorption image. In fact, this two particles correlation measures the conditional probability of finding two particles at two positions separated by the vector \( d = r - r' \) over all the positions \( R = (r + r')/2 \). To
compute the average value $\langle . \rangle$, a statistic average has been taken in a set of independently acquired images. For the Mott phase where the repulsive interaction sets the atomic density to exactly an integer number of atoms per lattice site, the direct absorption image gives no interference pattern because of lack of coherence (Fig. 1.15 a,b). However, an analysis of the noise correlation gives a very well contrast regular pattern revealing the lattice order of particles in the trap (Fig. 1.15 c,d).
Chapter 2

Spectroscopy of one-particle excitations

In this chapter, we address one of the aspects discussed in Chapter 1, namely the probes and the measurements of physical quantities in ultracold atom systems. We propose and demonstrate the possibility to use a Raman spectroscopy in order to probe the one particle Green’s function. Different features of quasiparticles can be revealed from this method. Via some practical examples, we show also that the imaging of the Fermi surface can be obtained simply by measuring the Raman spectroscopy rate. The following Fig. 2.1 is an example of the simulated Fermi surface image for both non-interacting and strongly correlated systems. In the first part of the chapter, we discuss the general formalism of the Raman spectroscopy in ultracold atom system. Next, we exploit different possibilities to measure the Fermi surface and the properties of one-particle excitations. We further analyze experimental aspects for commonly used atoms such as Lithium (\(^6\)Li) and Potassium (\(^{40}\)K). At the end, we summarize the first experimental realization of this spectroscopy by D. S. Jin’s group and compared experimental results with numerical simulations taking account the trap potential.

![Figure 2.1: Imaging the Fermi surface of ultracold atoms by Raman spectroscopy. The left panels are images of the Fermi surface for a homogeneous systems without interaction (up) or with strongly correlated (down). The right panels are images of the Fermi surface in the presence of confined trap.](image)
2.1 Single particle excitations

We will briefly recall in this section some fundamental conceptions of many-body physics. The concept of a quasiparticle excitation and the spectral function are essential for a description of the physics at low energy scale [1, 6, 83]. An indispensable experimental method, angular resolved photoemission spectroscopy (ARPES), for probing these quantities will be also discussed.

2.1.1 Low energies: Quasiparticle excitations

Most interacting fermion systems have low-energy excitations which are well-described by "Fermi liquid theory". In this description, the low-energy excitations are built out of quasiparticles, long-lived (coherent) entities carrying the same quantum numbers than the original particles. There are three key quantities characterizing the quasiparticle excitations:

- Their dispersion relation, i.e. the energy $\xi_k$ (measured from the ground-state energy) necessary to create such an excitation with (quasi-) momentum $k$. The interacting system possesses a Fermi surface (FS) defined by the location in momentum space on which the excitation energy vanishes: $\xi_{k_F} = 0$. Close to a given point on the FS, the quasiparticle energy vanishes linearly as: $\xi_k \sim v_F(k_F) \cdot (k - k_F) + \ldots$. Here $v_F$ is the local Fermi velocity at that given point of the Fermi surface.

- The spectral weight $Z_k \leq 1$ carried by these quasiparticle excitations, in comparison to the total spectral weight (= 1, see above) of all one-particle excited states of arbitrary energy and fixed momentum.

- Their lifetime $\Gamma_k^{-1}$. It is finite away from the Fermi surface, as well as at finite temperature. The quasiparticle lifetime diverges however at $T = 0$ as $k$ gets close to the Fermi surface. Within Fermi liquid theory, this happens in a specific manner (for phase-space reasons), as $\Gamma_k^{-1} \sim \xi_k^2$. This insures the overall coherence of the description in terms of quasiparticles, since their inverse lifetime vanishes faster than their energy.

For a non-interacting system, the notion of quasiparticle excitations coincides exactly with the particle excitation. In this case, the spectral weight of the quasiparticle is 1 and the lifetime is infinite. By contrast, in the presence of strong correlations, some of these key quantities can be very different from the non-interacting system. Typical signatures of strong correlations are the following effects (not necessarily occurring simultaneously in a given system): i) strongly renormalized Fermi velocities, as compared to the non interacting (band) value, corresponding e.g. to a large interaction induced enhancement of the effective mass of the quasiparticles, ii) a strongly suppressed quasiparticle spectral weight $Z_k \ll 1$, possibly non-uniform along the Fermi surface, iii) short quasiparticle lifetimes. These strong deviations from the non-interacting system can sometimes be considerable: the "heavy fermion" materials for example (rare-earth compounds) have quasiparticle effective masses which are several hundred times bigger than the mass from band theory, and in spite of this are mostly well described by Fermi liquid theory.

2.1.2 Green’s function and spectral function

The Green’s function is defined as the response function to the one-particle excitation while the spectral function is a function characterizing the decomposition of one single-particle excitation into the spectrum of all excited states. The coherent part in this decomposition characterizes the nature of quasiparticle excitations discussed above. For simplification, we
define these quantities at zero temperature. Assuming that at \( T = 0 \), the many-body system is in the ground state \( |\phi_0^N\rangle \) of N particles, the Green’s function is defined as

\[ G(r,t;r',t') \equiv -i \langle \phi_0^N | Tc(r,t)c^\dagger(r',t') |\phi_0^N \rangle, \tag{2.1} \]

in which the \( T \)-product is the time order product\(^1\). For a time-independent Hamiltonian, the Green’s function depends on the time difference \( t - t' \) only. Remark that when \( t - t' = 0 \) the Green’s function is simply the single particle density matrix. Assuming the translation invariance, the Green’s function depends only on the relative distance \( r - r' \). Therefore the Green function can be reduced to simple form \( G(r,t;0,0) = G(r,t) \).

The physical interpretation of the Green’s function is related directly to the concept of quasiparticles. Let us consider an initial system of N particles in the ground state \( |\phi_0^N\rangle \) with energy \( E_0^N \). The number of particles is controlled by the chemical potential \( \mu \). At the instant \( t = 0 \), we extract a particle with momentum \( k \) from the initial system. The new wave function describing the N-1 particles system is \( |\phi(t = 0)\rangle = c_k|\phi_0^N\rangle \). In general, this wave function is not an eigenstate of the Hamiltonian. At time \( t \), this state evolves to \( |\phi(t)\rangle = e^{-iHt}c_k|\phi_0^N\rangle \) which is a linear combination of the whole excitation spectrum of N-1 particles. In order to observe the correlation of the single excitation with the initial N particles, we compare this wave function to the one describing N-1 particles in the ground state after having removed one particle at time \( t \): \( |\phi_\alpha\rangle = c_k e^{-iHt}|\phi_0^N\rangle = e^{-i(E_{\alpha}^N - \mu)\mu}c_k|\phi_0^N\rangle \). A natural way to compare these two wave functions is to compute their scalar product (the overlap of these wave functions). The overlap is nothing else than the Green’s function defined above at time \( t > 0 \)

\[ \langle \phi_\alpha | \phi(t) \rangle = \langle \phi_0^N | e^{iHt}c_k e^{-iHt}c_k |\phi_0^N \rangle = iG(k,-t). \tag{2.2} \]

For a non-interacting system, the state with a less particle is also an eigenstate of the total Hamiltonian with energy \( E_{N-1}^\alpha \). The corresponding wave function evolves coherently into the same state and only changes its phase with time \( |\phi(t)\rangle = e^{-i(E_{N-1}^\alpha - \mu)\mu}c_k|\phi_0^N\rangle \) and does not decay to any other excited states. The Green’s function is thus a simple phase \( e^{-i(E_{N-1}^\alpha - E_0^N + \mu)t} \).

For a system with interaction, the wave function of the \( N - 1 \) particles after a time \( t \) is a decomposition on all the eigenstates \( |\phi_{\alpha}^{N-1}\rangle \) of the N-1 particles. In order to evaluate the expression for the Green’s function, we take a decomposition of the initial state \( c_k|\phi_0^N\rangle \) onto the basis of system (N-1)-particles with all the eigenstate \( |\phi_{\alpha}^{N-1}\rangle \). The probability to find the system at the excited state \( |\phi_{\alpha}^{N-1}\rangle \) of energy \( E_{N-1}^\alpha - (N-1)\mu \) is \( |\langle 0|c_k^\dagger|\phi_{\alpha}^{N-1}\rangle|^2 \). We define then the spectral function as a measurement of this weight over the whole range of energy

\[ A(k,\omega) = \sum_{\alpha} |\langle 0|c_k^\dagger|\phi_{\alpha}^{N-1}\rangle|^2 \delta(\omega + \mu + E_{N-1}^\alpha - E_0^N). \tag{2.3} \]

The frequency contributions are given by \( \omega = E_{N}^{0} - E_{N-1}^{0} - \mu \) which is negative. Remark that in the opposite case where we inject one particle, the new state has a decomposition on the basis \( \{|\phi_{\beta}^{N+1}\rangle\} \) of system with N+1 particles leading to the frequency \( \omega = E_{N+1}^{0} - E_{N}^{0} - \mu > 0 \) (the energy of the excitation measured from the ground state of N particle). Our state \( |\phi(t)\rangle \) can be now written in this spectral decomposition

\[ |\phi(t)\rangle = \sum_{\alpha} \langle \phi_{\alpha}^{N-1}|c_k|\phi_0^N \rangle \times e^{-i(E_{N-1}^\alpha - \mu(N-1))t}|\phi_{\alpha}^{N-1}\rangle. \tag{2.4} \]

Therefore, the overlap of two wave functions now is \( \sum_{\alpha} e^{-i(E_{N-1}^\alpha - E_0^N + \mu)t} |\langle 0|c_k^\dagger|\phi_{\alpha}^{N-1}\rangle|^2 \). This quantity is no longer a simple phase and decreases in time. At \( t = 0 \), there is no phase

\(^1\)The time order product is defined as \( Tc(r,t)c^\dagger(r',t') \equiv \theta(t - t')c(r,t)c^\dagger(r',t') - \theta(t' - t)c^\dagger(r',t)c(r,t) \).
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Figure 2.2: Spectral function of an interacting system that measures the weight in a decomposition on a basis of "N-1" particles. Here, the peak centered at energy $\xi_k$ represents the quasiparticle coherent excitation with the lifetime $\Gamma_k^{-1}$ while the broad part represents the incoherent excitation part. The Fermi energy $E_F$ is the last level up to what the fermions are filled.

difference between the contributed terms in the sum, then the overlap is 1. When $t$ is small, the difference of phase between the terms is small and the amplitude of the overlap decreases. At long time, all the phases can become incoherent and the sum can tend to zero. The rate at which phase coherence is lost depends on the distribution of the spectral weight $A(k, \omega)$. If the spectral weight is very localized around one excitation level with a width $\Gamma_k$, so the typical time after which we lose the coherence (or the particle character) is $\tau = \Gamma_k^{-1}$. This characteristic time scale is called the time of life of the excitation. Below this time scale, this excitation is well-defined as a quasiparticle excitation.

The quasiparticle description applies only at low energy, below some characteristic energy (and temperature) scale $T_F^*$, the quasiparticle coherence scale. Close to the Fermi surface, the one-particle spectral function displays a clear separation of energy scales, with a sharp coherent peak carrying spectral weight $Z_k$ corresponding to quasiparticles (a peak well-resolved in energy means long-lived excitations), and an "incoherent" background carrying spectral weight $1 - Z_k$. A convenient form to have in mind (Fig. 2.2) is

$$A(k, \omega) \simeq Z_k \frac{\Gamma_k}{\pi[(\omega - \xi_k)^2 + \Gamma_k^2]} + A_{\text{inc}}(k, \omega). \quad (2.5)$$

Hence, measuring the spectral function, and most notably the evolution of the quasiparticle peak as the momentum is swept through the Fermi surface, allows one to probe the key properties of the quasiparticle excitations: their dispersion (position of the peak), lifetime (width of the peak) and spectral weight (normalized to the incoherent background, when possible), as well of course as the location of the Fermi surface of the interacting system in the Brillouin zone.

### 2.1.3 Measuring spectral function by photoemission in solid state physics

In condensed matter physics, angle-resolved photoemission spectroscopy (ARPES) provides a direct probe of the one-particle spectral function (for a pedagogical introduction, see [27]). This technique has played a key role in revealing the highly unconventional nature of single-particle excitations in cuprate superconductors [28]. It consists in measuring the energy and

\footnote{The spectral function is a $\delta$-function, so $\Gamma_k = 0$ and the time of life of particle is infinite. At long time, there is no lost of coherence and the Green’s function has no decay.}
momentum of electrons emitted from the solid exposing to an incident photon beam (Fig. 2.3). In the simplest approximation, the emitted intensity is directly proportional to the single-electron spectral function (multiplied by the Fermi function and by some matrix elements). We can describe the system at the initial state and the final state as follows:

![Figure 2.3](image.png)

**Figure 2.3:** Scheme of the photoemission process in which a photon $h\nu$ is sent to the sample. The photon excites the system and extract an electron out off the system. The out-going electron is detected with angle resolved $(\varphi, \theta)$ by the electron analyzer. Reprinted from Ref. [27].

- Initial state made of photon with energy $h\omega_p$, momentum $p$ and the solid system with energy $E_i^N$, total momentum $\vec{0}$
- Final state made of photoelectron with energy $E_{\text{kin}}$, momentum $K$ and the solid system with energy $E_f^{N-1}$ and total momentum $-k$. In order to kick the electron out of the system, the incident photon needs to provide an energy to overcome the work of the surface $\phi$.

The conservation of energy is equivalent to the resonance condition of the photoemission process

$$E_i^N + h\omega_p = E_{\text{kin}} + \phi + E_f^{N-1}, \quad (2.6)$$

which means that in the spectral function we measure the energy defined by

$$h\omega = E_i^N - E_f^{N-1} = E_{\text{kin}} + \phi - h\omega_p. \quad (2.7)$$

For the conservation law in momentum, only the momentum in the direction parallel to the surface of the sample is conserved: $K_{\parallel} = k_{\parallel} = h^{-1}\sqrt{2mE_{\text{kin}}\sin\theta}$. The perpendicular component is derived by the energy conservation: $k_{\perp} = h^{-1}\sqrt{2m(E_{\text{kin}}\cos^2\theta + V_0)}$

### Non-interacting electron gases

The ARPES spectrum measures all the excitations of negative energy because the out-going electron was initially lying below the Fermi level. For the simple case of a non-interacting gas, Fig. 2.4 (left side) shows the region in the plan $(k, E)$ with non-zero signal. All the single particle excitations are eigenstate of the free Hamiltonian. Therefore the spectral function $A(k, E)$ is a $\delta$-peak (Fig. 2.4 right side).
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Figure 2.4: Example of a non-interacting gas. Left panel (down) shows the intensity of emitted ARPES signal in the plane of \((E, k)\) near the Fermi surface while in the upper panel, we see a sharp jump with amplitude \(Z = 1\) in the density distribution. Right panel represents the spectral functions of quasiparticle excitations of different energies. They consist of a well-defined delta-peak with infinite lifetime. Reprinted from Ref. [27].

Figure 2.5: Same as Fig. 2.4 for a Fermi liquid. The left panel shows the spectral function in which the coherent part is the quasiparticle excitation with the renormalization of spectral weight \(Z_k < 1\). The jump present in the momentum distribution is no longer 1 (upper panel on the right). The lower panel on the right shows the experimental data of the photoemission. The intensity of out-going atoms measured by the electron analyzer is plotted versus the their kinetic energy in the selected direction \(0 - 0\). Reprinted from Ref. [27].

Interacting gases: Fermi liquid quasiparticles

The Fig. 2.5 shows another system which is described by the Fermi liquid theory. As discussed in the last section, in the spectral function we find a coherent part at low energy which looks like an one-particle excitation in the non-interacting gas but with a smaller weight. The remaining part of the spectral weight is transferred to the incoherent part at high energy. The closer we approach the Fermi level (Fermi surface) the better the quasiparticle is defined.

2.2 Measurement of one particle excitation by Raman spectroscopy in ultracold atoms

Similarly to the ARPES measurement described above, we propose here to use stimulated Raman spectroscopy [30] as a probe of one-particle excitations in a two-component mixture of ultracold fermionic atoms. By this measurement, the frequency and momentum dependence of the spectral function can be observed.
2.2 Raman spectroscopy

Stimulated Raman spectroscopy has been considered previously in the context of cold atomic gases, both as an out-coupling technique to produce an atom laser [51] and as a measurement technique for bosons [59, 81, 84] and fermions [31, 118]. In the Raman process of Fig. 2.6, atoms are transferred from $\alpha$ into another internal state $\beta \neq \alpha, \alpha'$, through an intermediate excited state, using two laser beams of wave-vectors $k_1, k_2$ and frequencies $\omega_1, \omega_2$. If $\omega_1, \omega_2$ is sufficiently far from single photon resonance to the excited state (i.e. $\omega_1, \omega_2$ not close to $\varepsilon_\beta - \varepsilon_\alpha$), we can neglect spontaneous emission. The atom-laser interaction is described by

![Figure 2.6: Raman process: transfer from an internal state $\alpha$ to another internal state $\beta$ through an excited state $\gamma$. The momentum-resolved spectral function is schematized, consisting of a quasiparticle peak and an incoherent background.](image)

the interaction between the dipole moment of atoms and the electromagnetic field of laser beams: $V_{\text{dip}} = -\mathbf{D} \cdot \mathbf{E}(r)$. The dipole moment matrix and the laser field are defined as

$$\mathbf{D} = d_{\alpha\gamma}|\gamma\rangle\langle\alpha| + d_{\beta\gamma}|\gamma\rangle\langle\beta| + \text{h.c.}, \quad \mathbf{E}(r) = i \sum_\lambda \sqrt{\hbar \omega_\lambda / 2 \epsilon_0 L^3} \left( a_\lambda e^{ik_\lambda r} - a_\lambda^\dagger e^{-ik_\lambda r} \right).$$

Here, the laser field couple these two hyperfine states $|\alpha\rangle, |\beta\rangle$ of the mixture to the continuum of state $|\gamma\rangle$ by the matrix element $d_{\alpha\gamma}, d_{\beta\gamma}$. $a_\lambda^\dagger$ is the creation operator of the photon mode $\lambda (\lambda = 1, 2)$ with momentum $\mathbf{k}$. In this description, $L^3$ is just a mathematical object chosen as the volume of the quantized box in the real space. The continuum limit is obtained by taking the limit $L \to \infty$. Later, we'll show that the only important quantity is the density of photon $n_\lambda = N_\lambda / L^3$. $\epsilon_0$ is the dielectric constant of the vacuum. Using the rotating field approximation and eliminating the intermediate state $|\gamma\rangle$, thus we obtain a simple form of the interaction potential

$$V = \frac{C}{L^3} |\alpha\rangle\langle\beta| a_1^\dagger a_2 e^{i(k_1 - k_2) \cdot r} + \text{h.c.} \quad (2.8)$$

Here, $C$ is a constant depending on the dipole matrix elements $d_{\alpha\gamma}^\star, d_{\beta\gamma}$ and the mode $\omega_\lambda$. In the second quantization, this potential can be expressed as a summation over the real space of the field operator of creation and annihilation of an atom $\psi_\alpha, \psi_\beta$. Therefore, the coupling between these two modes $\omega_1, \omega_2$ with the atoms fields $\psi_\alpha, \psi_\beta$ is described by the potential

$$\hat{V} = \frac{C}{L^3} \int d^3r \psi_\alpha^\dagger(r) \psi_\beta(r) e^{i(k_2 - k_1) \cdot r} a_1^\dagger a_2 + \text{h.c.} \quad (2.9)$$
Let us now consider a system of interacting cold atoms initially prepared in the internal state $|\alpha\rangle, |\alpha'\rangle$. The interaction strength is controlled by the two-body s-wave scattering length via the Feshbach resonance. The Raman scattering transfers a fraction of the initial atoms into the third internal state $|\beta\rangle$ conserving the momentum and energy of the whole system "atom+light". The total transfer rate to state $\beta$ can be calculated \cite{11, 59, 81} using the Fermi golden rule

$$R = \frac{2\pi}{\hbar} \sum_f \left| \langle f | \hat{V} | i \rangle \right|^2 \delta(E_f - E_i) = \frac{1}{\hbar} \int_{-\infty}^{\infty} \langle i | \hat{V}(t) \hat{V}(0) | i \rangle dt,$$

where $\hat{V}(t) = e^{i \hat{H}t/\hbar} \hat{V} e^{-i \hat{H}t/\hbar}$ is the time-dependent Heisenberg representation of the interaction. $\hat{H}$ is the total Hamiltonian. In order to decouple the correlation between the two states $\alpha$ and $\beta$, we assume that no atoms are initially present in $\beta$ and that the scattered atoms in $\beta$ do not interact with the atoms in the initial $\alpha, \alpha'$ states. We discuss later on the appropriate experimental conditions. Under this assumption the general Hamiltonian reads

$$\hat{H} = \hat{H}_\alpha + \hat{H}_\beta \quad (2.10)$$

Here $\hat{H}_\alpha$ is the one which describes the interacting system of two component fermionic mixture in the initial states $|\alpha\rangle, |\alpha'\rangle$. The time-evolution operator can be decoupled as $e^{i \hat{H}t/\hbar} = e^{i \hat{H}_\alpha t/\hbar} \times e^{i \hat{H}_\beta t/\hbar}$. The Hamiltonian $\hat{H}_\beta$ describes the atoms in the internal state $|\beta\rangle$ which undergo an external potential reads

$$\hat{H}_\beta = \int d^3r \varepsilon_\beta \hat{n}_\beta(r) + \frac{\hbar^2}{2M} \int d^3r |\nabla \psi_\beta|^2 + \int d^3r V_\beta(r) \hat{n}_\beta(r). \quad (2.11)$$

Here, $\varepsilon_\beta$ is the internal energy of the internal $\beta$-state. The potential $V_\beta(r)$ consist of two part: i) $V_{\text{trap}}(\text{ confined trap potential (magnetic or optic trap)})$, ii) $V_{\text{lat}}$ the potential of optical lattice. By convention, the energy of the hyperfine state $|\alpha\rangle$ is fixed to zero ($\varepsilon_\alpha = 0$).

Let us calculate the term $\langle i | \hat{V}(t) \hat{V}(0) | i \rangle$ which appears in the transferred rate as given by Fermi’s golden rule. Under the initial conditions, we start with a "atom+light" state with $N_\alpha$ atom in the internal state $\alpha$, no atom in the state $\beta$ and the laser lights populated in two mode $\omega_1, \omega_2$ with the populations $N_1, N_2$: $|i\rangle = |N_\alpha, 0_\beta, N_1, N_2\rangle$. This quantity can be calculated by applying the different operators for atoms and light to respected parts of the initial state $|i\rangle = |N_\alpha, 0_\beta, N_1, N_2\rangle$

$$\langle i | \hat{V}(t) \hat{V}(0) | i \rangle = \frac{|C|^2}{L^6} N_1(N_2 + 1) \int d^3r d^3r' e^{i(\Omega t - q \cdot \Delta r)} g(r, r'; t) \langle N_\alpha | \psi_\alpha^\dagger(r, t) \psi_\alpha(r', 0) | N_\alpha \rangle. \quad (2.12)$$

Here, we set $\Delta r = r - r'$, $q = k_1 - k_2$ the momentum difference of the two laser modes. The free propagator for $\beta$-state atoms in vacuum is to be taken: $g_\beta(r, r'; t) \equiv \langle 0_\beta | \psi_\beta(r, t) \psi_\beta^\dagger(r', 0) | 0_\beta \rangle$. We define the frequency $\Omega$ as

$$\Omega = \omega_1 - \omega_2 + \mu, \quad (2.13)$$

with $\mu$ is the chemical potential used to fix initial total number of the mixture in $\alpha$ and $\alpha'$ states. In this notation, we absorb $\mu$ into the definition of frequency in Raman rate. Defining the density of photons in two modes $n_i = N_i/L^3$ and taking the continue limit, the expression of the Raman transfer rate finally reads

$$R(q, \Omega) = \frac{|C|^2 n_1 n_2}{\hbar} \int_{-\infty}^{\infty} dt \int d^3rd^3r' e^{i(\Omega t - q \cdot \Delta r)} g(r, r'; t) \langle N_\alpha | \psi_\alpha^\dagger(r, t) \psi_\alpha(r', 0) | N_\alpha \rangle. \quad (2.14)$$
The correlation function entering (Eq. 2.14) is proportional to the one-particle Green’s function \( \langle N_\alpha | \psi_\alpha^\dagger (\mathbf{r}, t) \psi_\alpha (\mathbf{r}', 0) | N_\alpha \rangle = -i C^\beta_{\alpha} (\mathbf{r}', \mathbf{r}, -t) \) of the strongly interacting Fermi system. The superscript \(<\) indicates that \( \psi^\dagger \) is always to the left of \( \psi \). Operators are evolved in the grand-canonical ensemble [1, 83]. The formalism obtained for Raman spectroscopy until now is general and applicable for any system. The Raman transfer rate contains information about the one-particle Green’s function of the interacting atoms in \( \alpha \)-states. However, it is a complicate expression which concerns a convolution of the free propagator \( g(\mathbf{r}, \mathbf{r}', t) \) of atoms in the \( \beta \)-state with the Green’s function. From Eq. 2.14, it is clear that a full determination of the one-particle Green’s function requires measuring the rate \( R(\mathbf{q}, \Omega) \) for a large enough set of wavevectors \( \mathbf{q} \) and frequency shifts \( \Omega \) such that an inverse Fourier transform can be performed. Division by the known expression of \( g_\beta \) would then yield the Green’s function. This seems an ambitious task however. We rather examine whether useful information can be extracted directly from the measured Raman intensity \( R(\mathbf{q}, \Omega) \). In the next sections, we discuss two possibilities to probe directly the properties of one-particle excitations from Raman rate.

Ultracold atomic systems are always obtained within a confined potential (magnetic or optical trap). Moreover, if we have an optical lattice, the gaussian profile of the laser beams will induce also an additional harmonic potential. We propose to study first the two possibilities of measurement in the context of the homogeneous system then address the case with presence of the confined potential by the local density approximation (LDA).

### 2.2.2 Measurement principles for homogeneous system

In a homogeneous system, we can exploit the translation invariance in order to simplify the expression of Raman transfer rate. In this homogeneous case, the translation invariance is conserved thus we can effectuate Fourier transform into the momentum space. The expression 2.14 can be written as

\[
R(\mathbf{q}, \Omega) = i \frac{|C|^2 n_1 n_2}{\hbar} \int dt \int d^3 \mathbf{r} d^3 \mathbf{r}' \ e^{i \Omega t - \mathbf{q} (\mathbf{r} - \mathbf{r}')} g(\mathbf{r} - \mathbf{r}', t) G^{<}_\alpha (\mathbf{r}', \mathbf{r}, -t)
\]

\[
= \frac{|C|^2 n_1 n_2}{(2\pi)^3 \hbar} \int d^3 \mathbf{k} n_F (\varepsilon_{\beta \mathbf{k}} - \Omega) A (\varepsilon_{\beta \mathbf{k}} - \Omega, \mathbf{k} - \mathbf{q}).
\]

For the atoms in the \( \alpha \)-state, the Green’s function has been expressed in terms of the spectral function and the Fermi factor \( n_F \) as [1, 83]: \( G^{<}_\alpha (\mathbf{k}, \omega) = i n_F (\omega) A (\mathbf{k}, \omega) \). As usual in the solid state literature, single-particle energies \( \varepsilon^{\beta}_{\mathbf{k}} = \varepsilon_{\mathbf{k}} - \mu \) for the \( \alpha \) state (as well as the frequency \( \omega \)) are here measured from the chemical potential, i.e. the Fermi energy, at \( T = 0 \). As atoms in the \( \beta \)-state do not interact with the rest of the system, their non-interaction Green’s function reads: \( G^{\beta}_\beta (\mathbf{k}, t) = -i [\theta (\varepsilon_{\beta \mathbf{k}} - \varepsilon_{\beta \mathbf{k}} t) e^{-i \varepsilon_{\beta \mathbf{k}} t} - \theta (-\varepsilon_{\beta \mathbf{k}} - \varepsilon_{\beta \mathbf{k}} t) e^{i \varepsilon_{\beta \mathbf{k}} t}] \) thus the propagator \( g(\mathbf{r}, t) \) in (Eq. 2.14) reads

\[
g(\mathbf{r}, t) = \int \frac{d^3 \mathbf{k}}{(2\pi)^3} e^{i (\mathbf{k} \cdot (\mathbf{r} - \varepsilon_{\beta \mathbf{k}} t))}.
\]

Hence, the Raman spectroscopy gives access to the spectral function \( A (\omega, \mathbf{p}) \) in which the energy of single particle excitation and the momentum are measured by \( \omega = \varepsilon_{\beta \mathbf{k}} - \Omega \), \( \mathbf{p} = \mathbf{k} - \mathbf{q} \). Moreover, this expression the appearance of the Fermi-Dirac factor fixes a cut-off in energy or a threshold of measurable signal as we discuss later in more detail. In the later of this section, we will discuss two possible measurements which help to access directly to the one particle correlation function.
Conservation laws and spectral function

Let us now discuss the conservation laws present in the Raman scattering process. In this measurement, our system is prepared in the initial state with two lasers fields $\omega_1$ and $\omega_2$ and a mixture of ultracold atoms prepared in two hyperfine states $\alpha$ and $\alpha'$. In the final state, the system has one less $\alpha$-atom and one more atom in the third hyperfine state $|\beta\rangle$.

- Initial state made of: i) an ensemble of $N_\alpha$ atoms with energy $E_{i}^{N\alpha}$, total momentum $\vec{0}$, ii) $N_1$ photons of frequency $\omega_1$ and momentum $k_1$, ii) $N_2$ photons of frequency $\omega_2$ with momentum $k_2$.

- Final state made of: i) an ensemble of $N_\alpha - 1$ atoms with energy $E_{f}^{N\alpha -1}$, total momentum $-\vec{p}$, ii) one atom in the internal state $\beta$ with energy $\varepsilon_{\beta\vec{k}}$, momentum $\vec{k}$, iii) $N_1 - 1$ photons $\omega_1, \vec{k}_1$, iv) $N_2 + 1$ photon $\omega_2, \vec{k}_2$.

The conservation of energy gives us the relation

$$E_{i}^{N\alpha} + N_1 \hbar \omega_1 + N_2 \hbar \omega_2 = E_{f}^{N\alpha -1} + \varepsilon_{\beta\vec{k}} + (N_1 - 1) \hbar \omega_1 + (N_2 + 1) \hbar \omega_2. \quad (2.16)$$

The energy measured in the spectral function is then defined by

$$\hbar \omega = E_{i}^{N\alpha} - E_{f}^{N\alpha -1} - \mu = \varepsilon_{\beta\vec{k}} - \Omega, \quad (2.17)$$

where $\Omega = \omega_1 - \omega_2 + \mu$ is introduced in order to shift the energy reference to the Fermi level.

For the conservation law of momentum, we have the total momentum is conserved

$$\vec{0} = -\vec{p} + \vec{k} + \vec{k}_2 - \vec{k}_1. \quad (2.18)$$

Let us define $\vec{q} = \vec{k}_1 - \vec{k}_2$, so the momentum measured in the spectral function is: $\vec{p} = \vec{k} - \vec{q}$.

The present situation is more favorable than the photoemission case because we do not have the surface effect, which in ARPES prevents momentum conservation in the perpendicular direction.

Measurement of total Raman rate by varying $\vec{q}$

Let us now consider the first experimental scheme which allows to probe the physical properties of low energy excitations near the Fermi surface. Assuming that the out-going atoms stay in the lattice, therefore the energy dispersion reads $\varepsilon_{\beta\vec{k}} = \varepsilon_{\beta} - 2t_{\beta} \sum_{\mu} \cos k_{\mu}$.

Here, we briefly show that it is possible to exploit directly the image of the Fermi surface and the information about the quasiparticle excitation near the Fermi surface from the measurement of Raman transfers rate near the threshold of extinction of signal. In the next sections 2.3 and 2.4, we discuss in more detailed this measurement via concrete examples.

As shown in the Fig. 2.7, when the frequency difference $\omega_1 - \omega_2$ is small than the distance $\varepsilon_{\beta} - \mu$ from the lowest level in the $\beta$-branch to the Fermi level of the many-body system in $\alpha$-state, there is no measurable Raman signal. As far as the frequency difference becomes greater than this threshold, we start to have the first signal which measures the excitation around the Fermi surface. Fixing the probed frequency around this threshold $\Omega \approx \Omega_T = \varepsilon_{\beta}$ and making a $\vec{q}$-resolved measurement, the topography of the Fermi surface can be observed. We can vary the module $|\vec{q}|$ in the interval $[0, 2|\vec{k}_0|]$ by controlling the direction of the two laser beams. The difference of the frequency can be changed in the order of the band width of the spectral density of the system expected to be measured.
2.2 Measurement of one particle excitation by Raman spectroscopy in ultracold atoms

Figure 2.7: Measurement at the threshold frequency of extinction. Atoms initially prepared in the $\alpha$-states are filled up to Fermi momentum $k_F$ corresponding to the Fermi level $E_F = \mu$. We perform the Raman spectroscopy with resolved transfer momentum $q$ and a fixed Raman frequency near the threshold of extinction $\omega_1 - \omega_2 + \mu \approx \varepsilon_\beta$. This process brings atoms close to the Fermi level of the $\alpha$-branch to the lowest level of the $\beta$-branch.

Figure 2.8: Example of selective time of flight imaging for the $\beta$-state. In this experiment, we first apply a vertical Raman transition with $q = 0$ (left panel) then take the selective time of flight absorption image of the expanding cloud of $\beta$-atoms (right panel).

Measurement at fixed laser momentum by time of flight imaging

In experiment, we can envisage to measure the momentum distribution of the out-going atoms by taking a selective time of flight image (TOF). The scheme of the experiment is illustrated in the Fig. 2.8. We propose to do a Raman spectroscopy with a fixed momentum difference of the probed lasers $q = \text{const}$ and to take a TOF picture of the expanding atoms in the $\beta$-state. Repeating the experiment for different frequencies, we are able to make a scan in frequency. From the TOF momentum distribution, we can extract the Raman rate as a function of the momentum $k$ of the scattered atoms. The Raman rate measured in each direction is proportional to the intensity of the TOF image. If the particles in $\beta$-state are free, their energy is determined by their momentum, $\varepsilon_{\beta k} = \varepsilon_\beta + \hbar^2 k^2 / 2M$ (i.e. they do not see the trap or optical lattice). In this case, the rate of transition to internal state $|\beta\rangle$ is measured.
Spectroscopy of one-particle excitations

selectively in the momentum $|k\beta\rangle$ (i.e. this is the momentum of the atoms in the $\beta$-state). With a fixed value of $q$, we obtain the Raman rate in the direction of the momentum $k$ of out-going atoms

$$R_q(k, \Omega) = \frac{|C|^2 n_1 n_2}{\hbar} n_F(\varepsilon_{\beta k} - \Omega) A(\varepsilon_{\beta k} - \Omega, k - q).$$

Here, we remind that the Raman frequency is defined as $\Omega = \omega_1 - \omega_2 + \mu$. The described measurement is very similar to ARPES. In addition, we do not encounter some well-known problem in ARPES like non-conservation of total momentum and the surface effect.

Another way to realize this time of flight measurement is RF spectroscopy. This spectroscopy method is equivalent with fixed momentum $q = 0$ Raman spectroscopy. In order to make the transition to the third internal state, we can apply a RF pulse which couples directly the $\alpha$-state to the $\beta$-state. The RF field has a very long wave length so the momentum transfer is negligible. The RF field is essentially constant over the size of the sample, thus the entire system is simultaneously addressed by the same coupling.

Summary

Finally, we would like to summarize in Table 2.1 the three described methods for measuring the one-particle excitations in the following table. By exploring directly the experimental data of Raman spectroscopy, we can have access to the properties of quasiparticle excitations at low energy and also the image of the Fermi surface. In comparing to ARPES used in solid state physics, the Raman spectroscopy has some more advantages. It permits first to probe precisely excitations in different regions. The threshold measurement for excitation near Fermi surface while the TOF measures all excitation deep inside the Fermi sea. Secondly, the cold atoms system is more proper then we do not encounter any surface problem as in ARPES. We demonstrated also that there is different possibilities to effectuate the TOF measurement such as Raman spectroscopy or RF spectroscopy.

<table>
<thead>
<tr>
<th>ARPES (photoemission)</th>
<th>Raman spectroscopy at threshold of extinction</th>
<th>TOF measurement (Raman at fixed $q$ or RF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>One photon process</td>
<td>Two photons process</td>
<td>2 photon (Raman), 1 photon (RF)</td>
</tr>
<tr>
<td>Photon: $\omega, p$</td>
<td>Two photons: $\omega_1 - \omega_2$, $q = p_1 - p_2$</td>
<td>One or two photons: $\omega$, $q(q = 0)$</td>
</tr>
<tr>
<td>Surface work $\phi$</td>
<td>Scattered atom: $k \approx 0$, $\varepsilon_{\beta k} \approx 0$</td>
<td>Zeeman shift $\varepsilon_{\beta}$</td>
</tr>
<tr>
<td>Scattered electron: $k$, $\varepsilon_k$</td>
<td>Scattered atom: $k \approx 0$, $\varepsilon_{\beta k}$</td>
<td>Scattered atom: $k$, $\varepsilon_{\beta k}$</td>
</tr>
<tr>
<td>$k$ momentum resolved</td>
<td>$q$ momentum resolved</td>
<td>$k$ momentum resolved</td>
</tr>
<tr>
<td>Angular resolved signal</td>
<td>Total signal</td>
<td>Angular resolved signal</td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the different methods for measuring the single particle excitations.

2.3 Illustration on non-interacting systems

We have discussed so far different possibilities to probe a many-body system by the Raman spectroscopy. Let us now demonstrate the feasibility of the proposed measurement via some examples. The first case we would like to discuss is the system of non-interacting ultracold fermions in optical lattices. If we have the translation invariance, then momentum $k$ is a good
quantum number. At zero temperature $T = 0$, the Fermi function $n_F(\omega)$ becomes a $\theta(-\omega)$ function. Due to the Pauli principle, the fermionic particles fill all the one-particle states in the momentum space up to the Fermi energy $E_F$. The filling up to the last energy level $E_F$ form a Fermi surface.

We now discuss in this section the measurement at the extinction threshold with the $\mathbf{q}$-resolved method. The second method by time of flight imaging will be addressed later more in detail within the section 2.7. The spectral function of a non-interacting system is simply a Dirac distribution $\delta(\omega - \xi_k)$ (h is considered as unit). Let us insert this expression into the Raman transferred rate (Eq. 2.14) and change the variable $k \rightarrow k + \mathbf{q}$, we have

$$R(\mathbf{q}, \Omega) = \frac{|C|^2 n_1 n_2}{(2\pi)^3 \hbar} \int d^3k \ n_F(\varepsilon_{\beta k + \mathbf{q}} - \Omega) \delta(\varepsilon_{\beta k + \mathbf{q}} - \Omega - \xi_k). \quad (2.20)$$

In this expression, we see that the total Raman rate is the sum over the one-particle excitation state of energy $\xi_k = \varepsilon_{\beta k + \mathbf{q}} - \Omega$ which is inside the Fermi surface $\varepsilon_{\beta k + \mathbf{q}} - \Omega < 0$ (included in the Fermi-Dirac factor). In order to evaluate an integral of the Dirac function, we need to solve the following equation to get its poles $k_i(\mathbf{q}, \Omega)$

$$f(k) = \varepsilon_\beta(k + \mathbf{q}) - \Omega - \xi(k) = 0. \quad (2.21)$$

We use the following property of the Dirac function: $\delta(g(x)) = \sum_i \delta(x - x_i) / |g'(x_i)|$. Thus the Raman rate has an analytical form

$$R(\mathbf{q}, \Omega) = \frac{|C|^2 n_1 n_2}{(2\pi)^3 \hbar} \sum_i \frac{\theta(\Omega - \varepsilon_\beta(k_i + \mathbf{q}))}{f'(k_i)}. \quad (2.22)$$

From this equation, we can conclude that when we look at the intensity of $R(\mathbf{q}, \Omega)$ there is some region in the $(\mathbf{q}, \Omega)$-plane where no signal can be measured. In fact, the curve which limit this zone gives us the direct access to the Fermi surface. We find that the zone without signal given by zero point of the argument in the Heaviside function $\Omega - \varepsilon_\beta(k_i + \mathbf{q}) = 0$ where $k_i$ is the solution of Eq. 2.21. These two conditions give the wave-vector are: i) $\xi(k) = 0$ and ii) $\Omega - \varepsilon_\beta(k + \mathbf{q}) = 0$. The first equation gives us the solution $k_F$. Replacing it into the second one, we have the following relation which determine the vanishing of the signal in the measurement of $R(\mathbf{q}, \Omega)$.

$$\Omega - \varepsilon_\beta(k_F + \mathbf{q}) = 0. \quad (2.23)$$

We illustrate the behavior in a 1D or 2D systems assuming all hyperfine states to be trapped in an optical lattice.

**1D system in an optical lattice**

In a one dimensional system, the Fermi surface consists of just two value $\pm k_F$. Let us take $\varepsilon_\beta(k) = \varepsilon_\beta - 2t_\beta \cos k$ be the energy dispersion for the $\beta$-atoms in the optical lattice and $\xi(k) = -2t \cos k - \mu$ be the one for $\alpha$-atoms. The condition for vanishing of the signal Eq. 2.23 becomes

$$\Omega + 2t_\beta \cos(\pm k_F + \mathbf{q}) = 0. \quad (2.24)$$

Therefore, the signal vanishes for $\mathbf{q} = \pm k_F$ and $\Omega = \varepsilon_\beta - 2t_\beta$. This measurement gives direct access to the Fermi points of a one dimension system.
2D gas in an optical lattice

In a 2D system, the Fermi surface which is determined by $k_F$ is supposed in the form of a curve in a two-dimensional plot. The outgoing atom is trapped in the optical lattice. In this case, we have $\epsilon_\beta(k) = -2t_\beta(\cos k_x + \cos k_y)$ and $\xi(k) = -2(t(\cos k_x + \cos k_y) - \mu)$. Therefore, the condition of vanishing of the signal Eq. 2.23 becomes

$$\Omega + 2t_\beta\left( \cos(k_{Fx} + q_x) + \cos(k_{Fy} + q_y) \right) = 0. \tag{2.25}$$

When $\Omega = 0$ we have $q = -k_F$, so the measurement of the signal with respect to $q$ gives us the information of the Fermi surface.

![Intensity plots of the Raman signal on the plane $(q_x, q_y)$ for 2D non-interacting fermions in optical lattice. Left panel is for the case with half-filling. Right panel is for the system with density $n_\alpha = 0$. The non-vanishing zone gives the form of the Fermi surface with the width of the order $\sqrt{2m\Delta\Omega}$. Here $\Delta\Omega$ is chosen close to the threshold $\Delta\Omega \approx 0.01t$.](image)

**Figure 2.9:** Intensity plots of the Raman signal on the plane $(q_x, q_y)$ for 2D non-interacting fermions in optical lattice. Left panel is for the case with half-filling. Right panel is for the system with density $n_\alpha = 0$. The non-vanishing zone gives the form of the Fermi surface with the width of the order $\sqrt{2m\Delta\Omega}$. Here $\Delta\Omega$ is chosen close to the threshold $\Delta\Omega \approx 0.01t$.

- **2D half-filling Fermi surface**
  Let us consider the case where atoms in the internal state $|\beta\rangle$ are free, and the system of atoms in the internal state $|\alpha\rangle$ is trapped in 2D optical lattice. The system of cold atoms has the average filling of one particle per site. In this example, we take a measurement with $\Delta\Omega$ fixed at value $0.01t$ close to the threshold of extinction. The width of the quasiparticle peak is homogeneous $\Gamma = 0.4t$. The right panel on Fig. 2.9 shows the measurable Raman signal whose maximal value is located at the Fermi surface. As the system at half-filling has no interaction, then the Fermi surface has the square form and coincides to the half Brillouin zone.

- **2D hole-doped Fermi surface**
  The second case that we would like to check is the Fermi surface of the system of cold atom in 2D optical lattice with hole-doped (less than one atom per site). The result presented in Fig. 2.9 left panel is calculated with $\Delta\Omega = 0.01t$ and a homogeneous width of the quasiparticle peak $\Gamma = 0.4t$. The chemical potential is about $\mu = -1.0t$. The non-zero Raman signal form a Fermi surface inside the half Brillouin zone.

**Conclusion** In the experience, we expect to observe the image of the Fermi surface by measuring the Raman rate resolvedly in transfer momentum for a fixed frequency close to...
the threshold of extinction. This measurement requires to be repeated for many value of $q$, therefore it is more convenient to realize the experiment in a chosen direction.

2.4 More exotic many-body states: towards the feature of cuprates

We consider now some more sophisticated models in solid state physics where the strong correlation introduces many new effects. In the case with moderate interaction ($U$ is smaller than the kinetic energy scale) the Fermi liquid description of quasiparticle is still valid. In contrast, when the interaction becomes comparable to the kinetic energy scale, many fascinating effects occur such as the Mott insulator-metal transition, or high $T_c$ superconductivity. In the following, we discuss the two possible measurements described above in the context of a system in a normal phase with a pseudogap. Very interesting structures of Fermi surface such as the arc form or the formation of pockets can be also observed within this spectroscopy.

2.4.1 Spectroscopy for strong interacting systems

As described in the section 2.1, for an interacting system the Green’s function or spectral function can be separated in two parts. The first one consists of a quasiparticle peak (coherent part) with the life-time $\Gamma_k^{-1}$ and a spectral weight $Z_k < 1$. The second part consists of the broaden part of the spectral describing the incoherent excitations. Therefore, the spectral function and the Green function’s function have the following representations

$$A(k, \omega) = \frac{Z_k}{\pi} \left( \omega - \xi_k \right)^2 + \Gamma_k^2 + A_{inc}(k, \omega).$$

$$G(k, \omega) = \frac{Z_k}{\omega - \xi_k + i\Gamma_k} + G_{inc}(k, \omega).$$

Here, $A_{inc}(k, \omega)$ ($G_{inc}(k, \omega)$) is the incoherent part of the spectral function (Green’s function). Other quantities like $Z_k$, $\xi_k$ and $\Gamma_k$ can be obtained by the self-energy $\Sigma(k, \omega)$

$$Z_k = (1 - \partial \Sigma'/\partial \omega)^{-1}, \quad \xi_k = Z_k(\varepsilon_k - \mu), \quad \Gamma_k = Z_k |\Sigma''|.\]$$

For the simplification of calculation, we consider the case where $Z_k = 1$, so we have a quasiparticle with the life-time $\Gamma_k^{-1}$. Let us study now the case of a system in two dimension (generalization for 3D case is straight forward). As we see in the last simple cases, the frequency $\Delta \omega$ useful to probe the Fermi surface is the one close to the minimum energy of the out-going atom. So we propose to measure $R(q, \Omega)$ with $\Omega \approx \min \varepsilon_\beta(k)$. The general formulation for $R_q(k, \Omega)$ is

$$R_q(k, \Omega) = \frac{2|C|^2 n_1 n_2}{(2\pi)^{d+1} \hbar} n_F(\varepsilon_\beta(k) - \Omega) \frac{\Gamma_{k-q}}{(\varepsilon_\beta(k) - \Omega - \xi(k-q))^2 + \Gamma_{k-q}^2}. \]$$

Threshold of extinction measurement

We can develop the energy of the atom in the internal state $\beta$ around its minimum point $k = \vec{0}$. The energy dispersion for atoms in $\beta$-state read $\varepsilon_\beta(k) = \varepsilon_{\text{min}} + k^2/2M$ in which $\varepsilon_{\text{min}}$ is the lowest energy level corresponding to momentum $k = \vec{0}$ and $M$ is the effective mass of $\beta$-atoms in near the lowest energy. At zero temperature the Fermi-Dirac distribution becomes a cut-off for the momentum in the $k$-integral. In evaluating the non-zero domain of
this function, we obtain the boundary for the integral. The integral will be taken over the
disk \(|\mathbf{k}| \leq \sqrt{2M(\Omega - \varepsilon_{\text{min}})} = \sqrt{2M\Delta\Omega}\)

\[
R(\mathbf{q}, \Omega) = \frac{2|C|^2 n_1 n_2}{(2\pi)^d \hbar} \int_{|\mathbf{k}| \leq \sqrt{2M\Delta\Omega}} d^d\mathbf{k} \frac{\Gamma_{k-q}}{[\varepsilon_{\beta}(\mathbf{k}) - \Omega - \varepsilon(\mathbf{k} - \mathbf{q})]^2 + \Gamma_{k-q}^2}.
\] (2.29)

From the boundary of the integral, we see that whenever \(\Omega < \Omega_T = \min_k \varepsilon_{\beta k}\), there is no
Raman signal. This can be explained that in order to obtain the Raman signal, we need to
probe the system with a frequency larger than the gap from the Fermi level to the lowest energy
of the \(\beta\)-state. We propose to turn the Raman frequency around this threshold \((\Delta\Omega = \Omega - \Omega_T\)
small enough) and measure the signal. In this case we can evaluate the integral simply by
the value of the spectral function at the point \(\mathbf{k} = \mathbf{0}\). Then we have

\[
R(\mathbf{q}, \Omega) = \frac{|C|^2 n_1 n_2}{(2\pi)^d \hbar} \frac{2M\Delta\Omega - \mathbf{q}}{[\Delta\Omega + \xi(-\mathbf{q})]^2 + \Gamma_{-\mathbf{q}}^2}.
\] (2.30)

The intensity of the signal measured is a Lorentz peak, which is situated at \(\Delta\Omega + \xi(\mathbf{q}) = 0\).
Measuring \(\Delta\Omega\) really small, this peak determines the Fermi surface. Let us do an approximation
for \(\xi(\mathbf{q})\) near Fermi level: \(\xi(\mathbf{q}) = \mathbf{V}_F.(\mathbf{q} - \mathbf{q}_F)\). Here \(\mathbf{V}_F\) is the Fermi velocity which
is in the normal direction of the Fermi surface. If we look at the distribution of intensity one
direction \(\mathbf{k}_F\) (which means \(\mathbf{q} \parallel \mathbf{k}_F\)), thus the width of the intensity peak \(\Gamma_s\) can be obtained
like: \(\Gamma_s = \Gamma_{q/\|\mathbf{V}_F\|} \cos \vartheta\) where \(\vartheta\) is the angle between \(\mathbf{V}_F\) and \(\mathbf{k}_F\). Otherwise, if we consider
the distribution of intensity with \(\delta \mathbf{q} = \mathbf{q} - \mathbf{k}_F\) in the direction of \(\mathbf{V}_F\) (the normal direction
of the Fermi surface), then we have the width of the intensity peak in \(k\)-space \(\Gamma_s = \Gamma_{q/\mathbf{V}_F}\).

In the case where we can not reach the region where \(\Delta\Omega\) is small enough (because of the
limit of the experimental resolution or two small number of atom excited to the \(\beta\)-state), we
must evaluate the integral over a small disk \(|\mathbf{k}| < \sqrt{2M\Delta\Omega}\). In order to evaluate the
broadness comes this effect, we suppose that \(\Gamma_k\) is uniform \(\Gamma_k = \Gamma\) and develop \(\xi(\mathbf{q} - \mathbf{k})\)
around \(\mathbf{k}_F\)

\[
\xi(\mathbf{q} - \mathbf{k}) = \mathbf{V}_F.(\mathbf{q} - \mathbf{k} - \mathbf{k}_F).
\] (2.31)

Let us change this integral to the one over energy scale. We pose \(E = \mathbf{k}^2/2M + \mathbf{V}_F.\mathbf{k} + \Delta\Omega\),
and define the density of state (DOS) with respect to this energy dispersion

\[
D(E) = \frac{1}{(2\pi)^d} \int_{|\mathbf{k}| < \sqrt{2M\Delta\Omega}} d^d\mathbf{k} \delta(E - \mathbf{k}^2/2M - \mathbf{V}_F.\mathbf{k} + \Delta\Omega).
\] (2.32)

In the energy variable representation, the Raman spectroscopy rate reads

\[
R(-\mathbf{q}, \Omega) = \frac{|C|^2 n_1 n_2}{\pi \hbar} \int dE \frac{D(E)\Gamma}{[E - \mathbf{V}_F.(\mathbf{q} - \mathbf{k}_F)]^2 + \Gamma^2}.
\] (2.33)

Let us estimate the region where we can measure non-zero signal of Raman spectroscopy. The
boundary of the domain where \(D(E)\) is non-zero is determined by the equation

\[
E - \mathbf{k}^2/2M + \mathbf{V}_F.\mathbf{k} + \Delta\Omega = 0.
\]

Thus for all value \(\mathbf{k}\) belong to the disk \(|\mathbf{k}| < \sqrt{2M\Delta\Omega}\), the function \(D(E)\) is non-zero

\[
MV_F - \sqrt{2M\Delta\Omega} < \sqrt{2M(E + \Delta\Omega) + (MV_F)^2} < MV_F + \sqrt{2M\Delta\Omega},
\] (2.34)

which gives us the boundary of integral: \(-V_F\sqrt{2M\Delta\Omega} < E < V_F\sqrt{2M\Delta\Omega}\).
2.4 More exotic many-body states: towards the feature of cuprates

In combining with the broadness of the Raman signal due to the quasiparticle life-time, we can determine the whole condition for region where the signal vanishes

$$\| V_F(q - k_F) \| > V_F \sqrt{2M \Delta \Omega} + \Gamma_{k_F}. \quad (2.35)$$

For one dimensional system in optical lattice, this result leads to the estimation of the size of the measurable signal zone located at the two Fermi points $\pm k_F$: $\Delta q = q - k_F = \Gamma/V_F + \sqrt{2M \Delta \Omega}$. Therefore, in experiment measuring the width of the Fermi shell will provide the properties of the quasiparticles excitations near the Fermi surface ($\Gamma_{k_F}, V_F$).

We will discuss in more detail later how to extract these information.

**Measurement by time of flight imaging**

We propose here the second measurement which permits to see the Fermi surface of the strongly correlated cold atoms. We apply the Raman spectroscopy for a fixed transferred momentum $q$ or the RF spectroscopy accompanying by the TOF imaging. After transferring atoms in the internal state $|\alpha\rangle$ to an other internal state $|\beta\rangle$, we turn off the optical lattice and take the image of the atoms in the internal state $|\beta\rangle$. We obtain a distribution of atoms in the momentum space where the intensity of the image is proportional to the Raman transfer rate

$$R_q(k, \Omega) = \frac{|C|^2 n_1 n_2}{\hbar} n_F(\varepsilon_{\beta}(k) - \Omega) A(\varepsilon_{\beta}(k) - \Omega, k - q). \quad (2.36)$$

Here, the momentum $q$ and the frequency $\Omega$ are fixed. In order to reconstruct the Fermi surface, we fix the momentum $q$ to a convenient value and take different image with many frequencies $\Omega_n$. Superposition of these images gives us the picture of the Fermi surface. According to the appropriate choice of the momentum $q$, we have the following cases.

If the two hyperfine states $|\alpha\rangle$ and $|\beta\rangle$ do not see the same optical lattice (i.e. they have different effective mass or see trapped by different optical lattices). The convenient value of transferred momentum for this measurement is $q = (2n\pi/a, 2m\pi/a, 2p\pi/a)$. Let us take $q = (0, 0, 0)$ and make the superposition of images measured with different frequencies. We obtain the total intensity of the Raman rate as a function of the momentum $k$. Let us consider the case in which the incoherent part of the spectral function is negligible. With the lorentzian form of $A(\omega, k)$, then we have

$$R(k, q) = \frac{|C|^2 n_1 n_2}{\hbar} \sum_n n_F(\varepsilon_{\beta}(k) - \Omega_n) \frac{\Gamma_k^2}{[\varepsilon_{\beta}(k) - \Omega_n - \xi(k)]^2 + \Gamma_k^2}. \quad (2.37)$$

The borders of the non-signal zone make a contour of the Fermi-Surface. At zero temperature, the vanishing of signal is determined by the Fermi-Dirac factor $n_F$ which reads $\varepsilon_{\beta}(k) - \Omega_n > 0$. In addition, the maximal intensity is found on the lines $\varepsilon_{\beta}(k) - \Omega_n - \xi(k) = 0$. So the intersection of the two ensembles of curves gives us the points which belong to the Fermi-surface $\xi(k_n) = 0$. Here, $k_n$ are the points satisfied both conditions for a measurement with Raman frequency $\Omega_n$.

The spectral density with negative energy $A(\omega)$ can be obtained by making the sum of the measured signal over the $k$-space for many time of flight measurement. The discussion on the quasiparticle excitations properties will presented later in the section 2.7 concerning the recent experiment in Jin’s group.
2.4.2 Phenomenological model of d-wave pseudogap

In this section, we study whether this Raman spectroscopy technique can be used to probe more exotic states, such as the unconventional metallic state of high-temperature superconductors. This is currently one of the most outstanding problems in condensed matter physics. Angular-resolved photoemission spectroscopy (ARPES) has played a particularly important role in revealing important physical aspects of these materials. Apart from the property of the superconductivity at high temperature, the phase diagram of cuprates is very rich, as illustrated by the generic phase diagram in Fig. 2.10. This phase diagram is presented versus temperature $T$ and hole-doping $\delta$. Doping measures the deviation from half-filling (one electron per site) and corresponds to the introduction of charge careers in the copper-oxygen plane, usually achieved in these materials by chemical substitution.

The following regions are apparent on this generic phase diagram. At zero doping, we have a Mott insulator which orders antiferromagnetically below the Néel temperature $T_N$. Upon doping, the Néel temperature is quickly suppressed and a superconducting phase appears upon further doping. The superconducting transition temperature $T_c$ displays a dome-like shape, and is highest at some “optimal” doping (close to 15%). It is established that the superconducting order parameter has d-wave symmetry.

The non-superconducting (metallic, or “normal”) phase is actually particularly interesting. At high doping levels (above optimal doping), the properties of a conventional Fermi-liquid are gradually recovered. In contrast, at low doping (below optimal doping, corresponding to the so-called “underdoped” regime), the “normal” state is far from having the properties of a normal metal! A distinctive property of this phase is that it displays a suppression of low-energy excitations, which shows up in many experimental probes (for example, the magnetic susceptibility is not Pauli-like but decreases at low temperature). This suppression corresponds to the appearance of a “pseudogap”, which opens up below some characteristic temperature $T^*$, and has a similar momentum-dependence as the superconducting gap. This is most clearly revealed by ARPES. In Fig. 2.11, the photoemission intensity of three samples with different doping levels is displayed. In the underdoped samples, it is seen that the Fermi surface is only visible near the diagonal directions of the Brillouin zone (the diagonal

![Figure 2.10: Generic phase diagram of high temperature superconductivity on the $(\delta - T)$ hole doping-temperature plane.](image)
direction is usually called the “nodal” direction since it is the direction along which the d-wave gap $\propto \cos k_x \cos k_y$ vanishes. Near the “antinodes” $(\pi, 0)$ and $(0, \pi)$, the photoemission intensity is suppressed, so that the Fermi surface appears to consists in disconnected “arcs”.

![Figure 2.11](image.jpg)

**Figure 2.11:** A quarter of the Fermi surface in the d-wave pseudogap phase observed by the photoemission. The upper panels (A-C) show the intensity plot of the signal measured in ARPES experiment for different hole-doping concentrations ($\delta = 0.05$, 0.1, 0.12 from left to right). The lower panels (D-F) show the form of the Fermi surface determined by the maximal signal of measured intensity. Reprinted from Ref. [72].

Until now, there exists no widely accepted microscopic theory which is able to understand completely the physics of this pseudogap phase. There are two main classes of explanations for this phase. The first one assumes that the physics of this phase is a precursor of the superconducting phase at low temperature, i.e that it is physically connected to the SC region, and associated with preformed pairs without any phase coherence. The second class of explanations argues that the pseudogap is associated with a different physical phenomenon than superconductivity itself. For example, in some theories, the pseudogap is associated with the Mott gap, which may survive near the antinodes upon doping and truncates the Fermi surface into arcs (Fig. 2.11 A-C).

Here, we do not address the microscopic origin of the pseudogap formation, but we want to understand whether the single-particle spectroscopy technique that we have proposed is able to detect its formation in the context of ultracold fermionic atoms. It is important in this respect to mention that theoretical studies of the two-dimensional Hubbard model [24, 34, 56, 64, 103] have unambiguously revealed that the truncation of the Fermi surface into arcs is indeed a characteristic feature of this model.

For our purpose, it is therefore sufficient to adopt a phenomenological form of the spectral function appropriate to the pseudogap phase. It has been shown in the context of cuprates [90] that the ARPES experimental results can be reasonably well described by the following form of the one-particle Green’s function:

$$ G(k, i\omega) = \frac{1}{i\omega - \xi_{0k} + i\Gamma_1 - \Delta^2_k/(i\omega + \xi_{0k} + i\Gamma_0)}. \tag{2.38} $$

In this expression, $\Delta_k = \Delta_0(\cos k_x \cos k_y)$ describes the pseudogap with d-wave symmetry and $\xi_{0k}$ is the bare energy dispersion of the non-interacting system. In order to be able to compare with a realistic situation, we have introduced the damping parameters: $\Gamma_0$ for the self-energy and $\Gamma_1$ for the Green’s function. The spectral function reads

$$ A(k, \omega) = \frac{1}{\pi} \frac{\Gamma_k}{(\omega - \xi_{0k} - \Sigma'_{k})^2 + \Gamma_k^2}. \tag{2.39} $$
Here, $\Gamma^{-1}_k$ is the life time of the quasiparticle excitations and $\Sigma_k$ is the self-energy. This spectral function has the form of a Lorentz peak around the energy for quasiparticle $\xi_k = \xi_0 + \Sigma'_k$. Here, $\Sigma'_k$ is the real part of self-energy (used to renormalize the quasiparticle dispersion) reads

$$\Sigma'_k = \frac{\Delta^2_k(\omega + \xi_0)}{(\omega + \xi_0)^2 + \Gamma_0^2}. \tag{2.40}$$

The life time of the quasiparticle for the d-wave pseudogap phase depends on the momentum

$$\Gamma_k = \Gamma_1 + \frac{\Gamma_0 \Delta^2_k}{(\omega + \xi_0)^2 + \Gamma_0^2}.$$ 

As the d-wave gap vanishes on the nodal direction and is important on the antinodal direction, the quasiparticle is very well-defined at the nodal point and very broaden at the antinodal point (Fig. 2.11E). This form of the spectral function also provides a reasonable qualitative description of recent theoretical results for the two-dimensional Hubbard model.

**Measurement at threshold of extinction**

In the Fig. 2.12, we present the numerical result which simulated the measurable Raman signal for a d-wave pseudogap phase in the momentum space. The region without intensity corresponding to the vanishing of Raman signal while the maximal intensity shows the image of the Fermi surface. The Raman spectroscopy shows a clear image of the arc structure with a high intensity in the nodal point where the pseudogap vanishes and a low intensity in the antinodal point at which the value of the pseudogap is optimal. Performing an experiment near the threshold of extinction can help to observe the Fermi velocity $V_F$. The value of $\Delta$ ($\Delta = \Omega - \varepsilon_{\text{min}}$) will be chosen small enough, so a rough approximation for the integral in

![Figure 2.12](image-url)

**Figure 2.12:** Model $d$-wave pseudogap state (see text), with $\Delta_0 = 0.1 t_\alpha$, $\Gamma_0 = 0.05 t_\alpha$, $\Gamma_1 = 0.4 t_\alpha$. The plot is for a hole-doped system ($n_\alpha = 0.45$) with a nearest ($t_\alpha$) and next-nearest neighbor ($t'_{\alpha}$) hopping, with $t'_{\alpha}/t_\alpha = -0.3$ (typical for cuprates, but similar effects are expected also for smaller $|t'_{\alpha}/t_\alpha|$).
the Raman rate is acceptable. For the convenience of calculation, we consider the Raman transfer rate with transferred momentum $-\mathbf{q}$

$$R(-\mathbf{q}, \Omega) = \frac{|C|^2 n_1 n_2}{(2\pi)^d \hbar} \frac{2M \Delta \Omega \Gamma \mathbf{q}}{[\Delta \Omega + \xi \mathbf{q}]^2 + \Gamma^2 \mathbf{q}}.$$  \hspace{1cm} (2.41)

The maximal signal of Raman rate is located at $\Delta \Omega + \xi \mathbf{q} = 0$. In the case of a d-wave pseudogap phase, this relation becomes

$$\Delta \Omega + \xi_0 \mathbf{q} + \Sigma' \mathbf{q} = 0.$$ \hspace{1cm} (2.42)

If we are exactly at the threshold $\Delta \Omega = 0$, this equation indicates the location of the Fermi surface. For a measurement near the threshold, the location of the maximal Raman signal no longer coincides with the Fermi surface. Let us define position of maximal signal be $\mathbf{q}_{\text{max}}$ which is moved from the $\mathbf{k}_F$. Develop $\xi \mathbf{q}$ near the Fermi surface as $\xi \mathbf{q} = v_F (\mathbf{q} - \mathbf{k}_F)$. Therefore, the position of the maximal Raman intensity is determined by

$$\Delta \Omega = v_F (\mathbf{k}_F - \mathbf{q}_{\text{max}}).$$ \hspace{1cm} (2.43)

By performing the experiment for many frequencies $\Delta \Omega$ (Fig. 2.43) and measuring the positions of the peak of intensity $\mathbf{q}_{\text{max}}$, then the Fermi velocity $v_F$ can be extracted directly from the relation 2.43.

![Figure 2.13: The Raman rate at the antinodal and nodal direction. Different curves of the Raman rate for different $\Delta \Omega$ shows the displacement of the peak](image)

Once we obtained the Fermi velocity $bV_F$, we can measure the lifetime of quasiparticle excitation $\Gamma_b^{-1}$. In the discussion on the measurement at the threshold of extinction, we have shown that the width of the intensity peak is related to the inverse of the quasiparticle lifetime as

$$\Delta q = \sqrt{2m\Delta \Omega} + \frac{\Gamma}{v_F}.$$ \hspace{1cm} (2.44)

In this paragraph, we would like to show how the Raman rate is similar to the spectral function if we perform the Raman spectroscopy with many value of frequencies (not necessary closed to the threshold of extinction) for a fixed transferred momentum. For the convenience of the order of magnitude in the comparison, we compare the Raman rate renormalized by the factor $1/\Delta \Omega$ because the Raman signal is an integral over the disk of radius $\sqrt{2m\Delta \Omega}$.

For the d-wave pseudogap model, we’re interested in the two main points: the nodal point and the antinodal point of the Fermi surface. For the nodal direction, from the model we
know that the quasiparticle is well defined (Fig. 2.14) because there is no pseudogap $\Delta = 0$. For the Raman scattering rate, it is the average value of the spectral function in the disk $\varepsilon_{\beta k} - \varepsilon_{\text{min}} < \Delta \Omega$ thus this peak becomes to be broader and lower than the one in spectral function.

\[ \text{Figure 2.14: Comparison between the spectral function and the Raman scattering rate } R(\Delta \Omega) \text{ renormalized by factor } 1/\Delta \Omega \text{ at the nodal point of the Fermi surface} \]

For antinodal direction, the quasiparticle peak in the spectral function becomes very broad because the pseudogap is maximal. In fact, the appearance of the pseudogap has split the quasiparticle peak. The numerical calculation (Fig. 2.15) shows that one can find the same structure in $A(\omega)$ and $R(\omega)/\omega$. The same effect of enlargement happens in the Raman scattering rate as the previous case.

\[ \text{Figure 2.15: Comparison between the spectral function and the Raman scattering rate } R(\Delta \Omega) \text{ renormalized by factor } 1/\Delta \Omega \text{ at the same points in k-space. } \]

\text{Dash line refers to spectral function, solid line refers to Raman scattering rate}

\textbf{Time of flight measurement}

The discussion so far has assumed that it is possible to repeat the measurement of the total rate $R$ for many different values of $q$. In some cases, a different scheme with a momentum-selective detection of the scattered $\beta$ atoms may be instead favorable, in which a single value of $q$ is used, and a time of flight expansion of the $\beta$ atoms cloud is performed (after
suddenly turning off the trap and the lattice potential) in order to reconstruct the momentum distribution of the atoms. This scheme most closely resembles ARPES experiments in solids. As shown in Fig. 2.16a, the Raman resonance condition allows for a selective addressing of the different regions in $k$ by tuning the frequency $\Omega$. The number of Raman-scattered atoms with final momentum $k$ is proportional to the integrand $n_F(\varepsilon_{k\beta} - \Omega) A(k - q, \varepsilon_{k\beta} - \Omega)$ of Eq. 2.15.

\[\varepsilon_{k\beta} = \varepsilon_\beta - 2t_{\beta}(2 + \cos k_x + \cos k_y)\]

with $t_{\beta} = 1.5t_\alpha$ (note that interactions will renormalize downwards the effective $t_\alpha$ even if bare values are equal). Parameters are as in the last measurement and $q = 0$.

In right panel of the Fig. 2.16, we present the superposition of the time selective TOF image of out-going $\beta$-atoms for many Raman frequency satisfied $\Omega - \Omega_T \in [2.4t_\alpha, 6.8t_\alpha]$. The transfer momentum is chosen as $q = 0$. In this simulation, we assume that both atoms in $\alpha$-state and $\beta$-state are confined by two different optical lattices. Fig. 2.16 shows that the resulting $k$-map of the intensity also reveals the pseudogap physics.

2.5 Harmonic trap

During an experiment the quantum gas is confined by a harmonic potential due to the magnetic trap, optical trap or the gaussian profile of the laser beam. This additional potential, a priori, modifies the measurement of the system in comparison to the homogeneous one. In particular, the harmonic potential breaks the translation invariance, so the $k$-momentum is no longer a good quantum number. In presence of the trap, the Fermi surface is not well-defined even in the non-interacting case. For the interacting case, the sharpness of Fermi surface is modified by two contributions. The first one is the interaction which makes the life-time of quasiparticle become finite. The second one is the contribution of the harmonic trap potential. In this section we discuss how this additional potential modify the Fermi surface.

One way to treat the cold atoms in presence of the harmonic potential is using the local density approximation (LDA). The idea of this approximation is to consider the a spatially varying chemical potential for the atoms in $\alpha$-state $\mu^\alpha_R = \mu_0 - V_\alpha(R)$ with $\mu_0$ is the chemical potential at the center of the trap. Observables of the system are then calculated by using...
locally the solution for the homogeneous system at corresponding chemical potential. For example, the Green’s function of the inhomogeneous system is approximated by the homogeneous Green function with local chemical potential $\mu_R$.

$$G(k, \omega, R) \approx G_{\text{hom}}(k, \omega; \mu_R)$$

(2.45)

this leads directly to the approximation of the spectral function

$$A(k, \omega, R) \approx A_{\text{hom}}(k, \omega; \mu_R).$$

(2.46)

This approximation is the same as the semi-classical description in [Stringari and Pitaevskii] which supposes to write the Fermi-Dirac distribution for a particle in the phase-space $\vec{R}, k$ as

$$n(R, k) = \frac{1}{e^{\beta(\epsilon_k - \mu_R)} + 1}.$$ 

In fact, this density distribution can be obtained within the LDA approximation of the spectral function by using the expression of spectral function for the free fermions gas

$$A(k, \omega; \mu_R) = \delta(\omega - \epsilon_k + \mu_R).$$

(2.47)

For general case including the strong correlation effect, the spatial dependent spectral function reads

$$A(k, \omega; \mu_R) = \frac{1}{\pi} \frac{\Gamma_k}{(\omega - \xi_{Rk})^2 + \Gamma_k^2},$$

where $\xi_{Rk} = \epsilon_k - \mu_R$ is the quasiparticle dispersion energy with energy reference determined by the Fermi level. The LDA is good approximation if the trap potential is smooth with respect to all the macroscopic length scales of the system. Both Raman spectroscopy and RF spectroscopy discussed above are local processes. They consist of changing locally the internal state of atom. Therefore, we expect the LDA to give a good description of the system.

2.5.1 Untrapped out-going atoms

Let us apply this approximation for estimating the Raman transfer rate in a harmonic trap. We assume in the first case that only the atoms in the $\alpha$-state are trapped. The scattered atoms in the $\beta$-state are free particles. That the harmonic trap for the atoms in $\alpha$-state can be written in the cylindrical coordination $(R, \theta, z)$ as

$$V_\alpha(R, z) = \frac{1}{2} m \omega_R^2 R^2 + \frac{1}{2} m \omega_z^2 z^2.$$ 

(2.48)

Considering the case of 2D system, the system is strongly confined in the $z$ direction $\omega_z \gg \omega_R$, then the gases are confined in 2D, with the Thomas-Fermi radius $R_{TF}$ in the plan. Taking the energy reference to be $\mu_0$ (the same choice with the homogeneous analysis), the amplitude of Raman scattering reads

$$R(q, \Omega) = \frac{|C|^2 n_1 n_2}{(2\pi)^d h} \int d^4k \int d^4R \ n_F \left( \frac{\hbar^2 k^2}{2M} + \epsilon_0 - \Omega \right) A(k - q, \frac{\hbar^2 k^2}{2M} + \epsilon_0 - \Omega; \mu_R),$$

(2.49)

in which $\Omega = \omega_1 - \omega_2 + \mu_0$ is the difference of frequencies including the energy reference of the $\beta$-state. The resonance condition of this equation can be translated directly to the energy conservation

$$\epsilon_k - q - \mu_R = \frac{\hbar^2 k^2}{2M} + \epsilon_0 - \Omega.$$ 

(2.50)

It shows an explicit dependence on the the distance from the center of the trap (Fig. 2.17). The threshold condition determined by the Fermi factor in Eq. 2.49 reads $(\hbar^2 k^2/2M + \epsilon_0 - \Omega) \leq 0$. 


This condition leads to the threshold frequency of Raman process $\Omega_T = \varepsilon_{\beta}^0$. The Fig. 2.17 shows the Raman process for two different positions $R_1 > R_2$ (i.e. $R_2$ is closer to the center than $R_1$) in the harmonic trap. For $\alpha$-atoms seeing a harmonic potential, the energy dispersion of the position $R_1$ is higher than the position $R_2$. The true chemical potential is the same for the whole system, therefore the position $R_2$ has a higher filling than $R_1$. Within the hypothesis of no trap potential for $\beta$-atoms, the threshold frequency $\Omega_T$ for non vanishing signal (distance from the Fermi level to the lowest energy level of the $\beta$-states) is the same for all the positions in the trap. Assume that we are at zero temperature $T = 0$, the Fermi-Dirac distribution becomes $\Theta(\Omega + \mu_R - \hbar^2 k^2/2M - \varepsilon_{\beta}^0)$. Let us consider a measurement close to the threshold of the extinction ($\Delta \Omega = \Omega - \Omega_T \approx 0$). The Raman spectrum will be related directly to the spectral function of one-particle excitation via an integration over the radius of the trap

$$R(q, \Omega) = \frac{|C|^2 R_{11} R_{22} M \Delta \Omega}{(2\pi)^d \hbar^2 m \omega R^2} \int dV A(-q, -\Delta \Omega; \mu_0 - V).$$  \hfill (2.51)

In this expression, we have performed a change of variable $R \rightarrow V = m\omega^2 R^2/2$. Evaluating this formula numerically, we obtain a superposition of many Fermi surfaces at different fillings as shown in the right panels of Fig. 2.18. The up panel is for the non-interacting system while the down panel is for the system with d-wave pseudogap. Although the presence of the trap breaks the homogeneity of the system, the Raman scattering map still gives useful information of the Fermi surface of the center of the trap. In particular, the d-symmetry observed explains the feature of the d-wave pseudogap phase.

We can event extract the Fermi surface for the density of the center of the trap by performing two measurements with fixed chemical potentials $\mu$ and $\mu' = \mu + \Delta \mu$. Then the difference of these two maps contains the information about the Fermi surface of the center part of the trap

$$R(\mu') - R(\mu) \propto \int_0^{\mu'} dV A(q, \Omega; \mu' - V) - \int_0^{\mu} dV A(q, \Omega; \mu - V) = \Delta \mu A(q, \Delta \Omega; \mu).$$

This is shown in the left panels of Fig. 2.18 for a non-interacting system (upper panel) and a system with d-wave pseudogap (lower panel).
2.5.2 Trapped out-going atoms

The second situation is that atoms in both internal states $\alpha$ and $\beta$ are confined in the trap potentials. The energy dispersion of the scattered atoms in the $\beta$-state becomes $\varepsilon_{\beta k}(R) = \hbar^2 k^2 / 2m + \varepsilon_0^\beta - V_{\beta}(R)$. With the same energy reference as $\mu_0$, the amplitude of Raman scattering reads

$$R(q, \Omega) = \frac{|C|^2 n_1 n_2}{(2\pi)^d \hbar} \int d^d k \int d^d R \ n_F(\varepsilon_{\beta k}(R) - \Omega) A(k - q, \varepsilon_{\beta k}(R) - \Omega; \mu_R),$$

in which $\Omega = \omega_1 - \omega_2 + \mu_0$. The resonance condition of the spectroscopy now becomes

$$\varepsilon_{k-q} - \mu + V_\alpha(R) = \frac{\hbar^2 k^2}{2M} + \varepsilon_0^\beta + V_{\beta}(R) - \Omega.$$  \hspace{1cm} (2.53)

The threshold condition determined by the Fermi factor now depends explicitly on the position in the trap

$$\hbar^2 k^2 / 2M + \varepsilon_0^\beta + V_{\beta}(R) - \Omega \leq 0.$$  \hspace{1cm} (2.54)

The Raman process is illustrated by Fig. 2.19. For two different positions in the trap $R_1 > R_2$, the Fermi level is always fixed by the bare chemical potential $\mu_0$. As the $\beta$-atoms now see also the confined potential, the lowest energy level for $\beta$-atoms at $R_1$ and $R_2$ are different ($\varepsilon_{\text{min}}(R_1) \neq \varepsilon_{\text{min}}(R_2)$). Therefore, the threshold frequency $\Omega_T$ for sizable Raman signal is different for $R_1$ and $R_2$.

We remark that the form of the trap decides whether we obtain the threshold corresponding to the center of the trap or the boundary of the trap. Assume that the trap potential for

Figure 2.18: The right panel shows the Fermi in a harmonic trap with LDA calculation. The left panel shows the image by taking the difference of maps which gives the Fermi surface image of the center of the trap.
both $\alpha$ and $\beta$ states are the same form (with the minimal potential in the center of the trap) as shown in the Fig. 2.19, the first signal will correspond to the probe of the center with the threshold of extinction $\Omega_T = \epsilon_0^{\beta}$. The Raman transfer rate now reads

$$R(q, \Omega) \propto A(-q, \Omega_T - \Omega; \mu_0). \quad (2.55)$$

Considering an ideal case where the traps for $\alpha$ and $\beta$ states are exactly the same. For a Raman frequency $\Omega > \Omega_T$, it corresponds to the threshold frequency of the position $R$ in the trap satisfied $\Omega - V_{\beta}(R) = \Omega_T$. The intensity image of the measured Raman signal now again is a superposition of different signals obtained from the center of the trap to the position $R$. Performing two Raman measurement two different frequencies $\Omega$ and $\Omega + \Delta$ for systems with the same number of atoms, therefore we are able to image the Fermi surface at of the shell at position $R$ in the trap by making the difference between these two measured images.

2.6 Experimental conditions for the measurement

We discuss in this section the possibility to realize the proposed measurements. The main approximation we used in our discussion is that the initial $|\alpha\rangle$ and final $|\beta\rangle$ states do not interact. We show how to choose the states $|\alpha\rangle$ and $|\beta\rangle$ for a gas of Potassium $K^{40}$ or Lithium $Li^6$ atoms.

2.6.1 Experimental conditions for Lithium

According to the measurement of scattering length of $Li^6$ in $[2, 114]$, we have the two typical scattering lengths for singlet and triplet channels at zero magnetic field

$$\text{singlet channel: } a_s = 45a_0 \quad \text{triplet channel: } a_t = -2160a_0. \quad (2.56)$$

So the two atoms in the same spin state (triplet channel) interact much more than two atoms in different spin state (singlet channel). The natural choice for our problem is that the two hyperfine states for the mixture $|\alpha\rangle$ and $|\alpha'\rangle$ are the two lowest energy state

$$|\alpha\rangle = | -1/2, 1 \rangle \quad |\alpha'\rangle = | -1/2, 0 \rangle, \quad (2.57)$$
Spectroscopy of one-particle excitations

and the internal state $|\beta\rangle$ is the one with the spin state 1/2. One take the following state because of its well-known properties in atomic physics $\beta = |1/2, 1\rangle$. The Raman diffusion makes the transition from $|\alpha\rangle$ to $|\beta\rangle$. In order to control the interaction between two internal states $|\alpha\rangle$ and $|\alpha'\rangle$, we introduce a magnetic field near the Feshbach resonance located at $B = 850G$.

In addition, the collision between these two states $|\alpha\rangle$ and $|\alpha'\rangle$ can make the transition to these other hyperfine state. Let us consider the one from $|\alpha\rangle \rightarrow |\beta\rangle$. The main interaction term which causes this transition is the center term $V_c$ (spin exchange). In the [2], we have this decay rate is of the order of $10^{-12}$cm$^3$/s which means the life-time is of the order of a few second ($\gg$ time of experience).

We present here some detail estimations for the realizability of the experiment. One considers the Lithium atom with the Feshbach resonance is about $B \approx 850G$. With the choice of the three state as above, one can do some following estimations.

- **Energy shift in the final state $|\beta\rangle$ (Hartree mean field energy)**

\[
\langle H_{\alpha\beta} \rangle \simeq \frac{4\pi h^2 a_{62}}{m} n_2,
\]

where $n_2$ is the density of atom in the state $|\alpha\rangle$. If we have one atom per site then $n_2 = (2/\lambda)^3$ ($\lambda$ is the wave length of the laser which constructs the optical lattice).

\[
\langle H_{\alpha\beta} \rangle = \frac{4\pi h^2 a_{62}}{m} \left(\frac{2}{\lambda}\right)^3 = \frac{h^2}{2m} \left(\frac{2\pi}{\lambda}\right)^2 \frac{16a_{62}}{\pi\lambda} = \frac{16a_{62}}{\pi\lambda} \varepsilon_{\text{rec}}
\]

Let’s take $a_{62} = 45a_0 = 25nm$ and $\lambda = 800nm$, then we have: $\Delta \varepsilon = 1.6 \times 10^{-2} \varepsilon_{\text{rec}}$

- **Cross section of the elastic collision in the singlet channel is $\sigma_{62} = 4\pi a_{62}^2$ thus the collision rate is $\gamma_c = n_2 \sigma_{62} v_{\text{rec}}$ in which $v_{\text{rec}}$ is recoil velocity $h/(M\lambda)$. Numerical estimation of the collision rate gives**

\[
\gamma_c = \left(\frac{2}{\lambda}\right)^3 4\pi a_{62}^2 v_{\text{rec}} \approx 10^2 s^{-1}.
\]

- **Inelastic collision from $|\alpha\rangle$ state to $|\beta\rangle$ state**

According to the data in [2, 114] we have $G_{62} = 10^{-12}$cm$^3$s$^{-1}$, thus the rate of inelastic transition reads

\[
\Gamma = n_2 G_{62} = \left(\frac{2}{\lambda}\right)^3 G_{62} \approx 15s^{-1}.
\]
The typical time for atom to stay in the lattice is
\[ \tau = \frac{L}{v_{\text{rec}}} = \frac{Lm}{2\hbar k_{\text{rec}}} = 6 \times 10^{-5} \text{s.} \]

So the loss by inelastic collision is about: \( \Gamma \tau \approx 9 \times 10^{-4} \) which does not cause any problem for the experiment.

### 2.6.2 Experimental conditions for Potassium

Another candidate of fermionic atom for the choice of the three proposed states in our Raman spectroscopy measurement is potassium 40 \(^{40}\text{K}\). In the experimental point of view, this is a well-known atom with the presence of different Feshbach resonances. In a series of experiments on the BEC-BCS crossover [82, 113], D. S. Jin’s group has used the mixture of potassium atoms in two hyperfine states:
\[
|\alpha\rangle = |f, m_f\rangle = |9/2, -7/2\rangle \quad \text{and} \quad |\alpha\rangle = |f, m_f\rangle = |9/2, -9/2\rangle.
\]

The Feshbach resonance between these two state is located at \( B = 202.10 \pm 0.07 \text{G} \) [96].

For the choice of the \( \beta \)-state, the hyperfine state \( |9/2, -5/2\rangle \) is a very good candidate. In fact, its interaction with the two others states is very small. At zero magnetic field, the two-body scattering length between \( |9/2, -5/2\rangle \) and \( |9/2, -7/2\rangle \) (\(|\alpha\rangle \) and \(|\beta\rangle\)) is about \( a_{1s} = 130a_0 \approx 78 \text{nm} \) while the one between \( |9/2, -5/2\rangle \) and \( |9/2, -9/2\rangle \) (\(|\alpha'\rangle \) and \(|\beta\rangle\)) is about \( a_{2s} = 250a_0 \approx 134 \text{nm} \) (\(a_0\) is the Bohr radius). The interaction between the two hyperfine states \( \alpha \) and \( \alpha' \) are controlled by the Feshbach resonance, therefore can be tuned to be very large in comparison to the other interactions. In the \(^{40}\text{K}\) this resonance is out of the region in which we have the Feshbach resonance between \( \beta \) and \( \alpha, \alpha' \).

Let us now estimate the energy of the interaction between \( \beta \)-atoms with \( \alpha \) and \( \alpha' \) atoms and the lost of elastic collision. The spectroscopy will excite a small number of atoms from \( \alpha \)-state to \( \beta \)-state but enough to be counted or observed by TOF image.

- Within the Hartree approximation, we obtain the interaction energy for gases in continuum (discussed in next section)

\[
\langle H_{\alpha\beta} \rangle \propto a_{\alpha\beta}k_F E_F,
\]

\[ (2.62) \]
in which \( k_F \) is the Fermi wave vector and \( E_F \) is the energy at the Fermi level. Using the experimental conditions in D. S. Jin’s group, we have \( k_F \approx 8.6 \mu m^{-1} \), then we have \( \langle H_{\alpha\beta} \rangle \sim 0.007E_F \) and \( \langle H_{\alpha'\beta} \rangle \sim 0.014E_F \).

- The rate of elastic collision is estimated by \( \gamma_c = n_\alpha \sigma v_F \). For the experiment with \( n_\alpha \approx 10^{15} m^{-3} \), \( \sigma = 4\pi a_0^2 \approx 10^{-13} m^{-2} \) and the Fermi velocity \( v_F \approx 2.4 \times 10^{-3} m/s \), the collision rate reads: \( \gamma_c \approx 0.24s^{-1} \).

2.7 Experiment in D. S. Jin’s group

Recently, the first observation of the one-particle excitation with momentum resolution in a two component fermionic gases has been realized in D. S. Jin’s group \[112\]. They have used this technique to follow the BEC-BCS crossover in order to exploit different features like excitation dispersion, the pairing gap and to compare to some phenomenological models.

2.7.1 Experimental measurement

In their experimental setup, they have used the quasi-equal mixture of potassium in two hyperfine states \(|\frac{9}{2}, -\frac{7}{2}\rangle\), \(|\frac{9}{2}, -\frac{9}{2}\rangle\) as discussed above. The Fermi gas mixture consists of \( 3 \times 10^5 \) potassium atoms. By using the RF (radio-frequency) technique with \( \omega_{rf} \approx 47\) MHz, they transferred atoms in the initial state \(|\frac{9}{2}, -\frac{7}{2}\rangle\) to the final state \(|\frac{9}{2}, -\frac{5}{2}\rangle\). Immediately after the RF pulse, they switched off the optical trap and let the atoms expand ballistically during 3 to 6.5 ms before taking a selective resonant absorption image (TOF). The time of flight image gives a direct access to the momentum distribution of the out-going atoms in the \( \beta \)-state. The idea is essentially the same used in our proposition of direct measurement by time of flight in the last section. This experiment corresponds to the case where we do the Raman spectroscopy with zero transferred momentum (\( q = 0 \)) and the RF frequency is the difference of frequency of two lasers \( \omega = \omega_1 - \omega_2 \). This experiment has shown very nice results of the one-particle excitation spectrum for different interaction strength Fig. 2.22. The energy conservation in this case is given by

\[
\varepsilon_{\alpha k} = \frac{\hbar^2 k^2}{2m} + \varepsilon_\beta - \omega_{rf}.
\]

In experiment, by using the information of the momentum distribution near the resonance (maximum of the RF signal), one can reconstruct the energy dispersion of single atom in the initial \( \alpha \)-state \( \varepsilon_\alpha = \hbar^2 k^2/2m + \varepsilon_\beta - \omega_{rf} \). Performing this measurement for both the non-interacting gases and over the BEC-BCS crossover, D. S. Jin has shown that this kind probe on one-particle excitation can give direct access to the physics quantity like the energy dispersion, the pairing gap, or different kind of excitations (single fermionic excitation, pair destroyed excitation . . .).

2.7.2 Explanation of experimental spectra

We now analyze the experimental data and make some comparison between our proposed measurement applied in the case of zero transferred momentum with the experiment realized by D. S. Jin’s group. As shown in the section 2.1.4, the rate of transferred atoms in the \( \beta \)-state is

\[
R(k, \Omega) = \frac{|C|^2 n_1 n_2}{\hbar} n_F(\varepsilon_\beta + \hbar k^2/2M - \Omega)A(\varepsilon_\beta + \hbar k^2/2M - \Omega, k),
\]

This velocity corresponds to the Fermi wave vector \( k_F \approx 8.6 \pm 0.3 \mu m^{-1} \) in the experiment of Jin’s group.
where $\Omega = \omega_{rf} + \mu$. Here the energy origin is taken as the Fermi level of the system in the $\alpha$-state. For a fixed momentum, the maximal peak of the RF signal corresponds to the RF resonance in which the following condition is satisfied: $\xi_{\alpha k} = \varepsilon_\beta + \hbar k^2/2M - \Omega$ where $\xi_{\alpha k}$ is measured from the Fermi level. In this relation, we remark that $\xi_{\alpha k} < 0$ which means that by using this spectroscopy technique, we have the same access as ARPES to the negative frequency part of the spectral function.

**Non-interacting Fermi gases BCS-side**

The first experiment has been performed at the limit of weakly interacting gases in which the experimental temperature is higher than the BCS-critical temperature. In this case, the system is in the normal phase and the atoms in the $\alpha$-state and the $\beta$-state have the same energy dispersion which is $\hbar^2k^2/2m$. Thus the RF resonance occurs when $\omega_{RF} = \varepsilon_\beta$. In the intensity plot, we see clearly the resulting dispersion $E_s = \hbar^2k^2/2m$. 

**Figure 2.22**: Single-particle excitation spectra obtained using RF spectroscopy for ultracold atoms. Plotted are intensity maps (independently scaled for each plot) of the number of atoms out coupled to a weakly interacting spin state as a function of the single-particle energy $E_s$ and wave vector $k$. The black lines are the expected dispersion curve for an ideal Fermi gas. The white points (*) mark the center of each fixed energy distribution curve. a) Data for a very weakly-interacting Fermi gas. The Fermi wave vector $k_F$ is $8.6 \pm 0.3 \mu$m$^{-1}$. b) Data for a strongly interacting Fermi gas $1/k_Fa = 0$ and $T \approx T_c$. The white line is a fit of the centers to a BCS-like dispersion. c) Data for a gas on the BEC side of the resonance where $1/k_Fa \approx 1$ and the measured two-body binding energy is $h \cdot (25 \pm 2)$ kHz. The upper feature is attributed to unpaired atoms and the lower feature is attributed to molecules. The white line is a fit to the centers using a quadratic dispersion. Reprinted from Ref. [112].
Preformed molecular BCS-like behavior at Feshbach resonance

Another measurement is on the BCS side but with a temperature higher than \( T_c \). In this case, we do not expect any property of superfluidity. However, as proposed by theory, we expect to see a pseudogap of preformed BCS-molecular. This phase has a similar spectral function

\[
A(k, \omega) = u_k^2 \delta(\omega - E_k^+) + v_k^2 \delta(\omega - E_k^-) \tag{2.65}
\]

in which \( E_k^\pm = \pm \sqrt{(\varepsilon_k - \mu)^2 + \Delta_{ps}^2} \) are the quasiparticle excitation energies and \( u_k^2, v_k^2 \) are the spectral weights. Similar to the ARPES technique, this measurement probes only the negative energy part with the dispersion \( \xi_k = E_k^- \). Replacing this dispersion in the resonance condition, we obtain

\[
E_k^- = \frac{\hbar^2 k^2}{2m} + \varepsilon_\beta - \omega_{RF} - \mu. \tag{2.66}
\]

Thus the quantity defined in the experiment \( E_s = \frac{\hbar^2 k^2}{2m} + \varepsilon_\beta - \omega_{RF} \) can be now fitted with the dispersion \( \mu + E_k^- \).

BEC side with double branches

In the BEC side, we have a phase where fermionic atoms of different hyperfine states start to pair up to form molecules under the effect of strong interaction. The one-particle spectrum consists then of one part single unpaired atoms and another part from the breaking up of molecules. The first part is the excitation at low energy while the second part concerns high energy excitation (Fig. 2.24).

In order to figure out the energy dispersion of the second excitation, we use an energy conservation argument at resonance as shown in Fig. 2.25. In the initial state, we have a system of N atoms with energy \( E_i^N \) which can be decomposed in the sum of N-2 atoms \( E_i^{N-2} \)
Figure 2.24: RF spectrum of the Fermi gases on the BEC-side. The spectrum presents two energy scales: (i) low energy scale characterizes the single unpaired atom excitation, (ii) high energy scale characterizes the excitations of breaking up of molecules. Reprinted from Ref. [112].

Figure 2.25: Energy conservation for the RF spectroscopy in BEC limit.

and one molecule $E_b$ (binding energy). We suppose that the molecule in the condensed state at zero-momentum. In the final state after applying the RF pulse, the molecule is destroyed and breaks into two singles atoms of momentum $\mathbf{k}$ and $-\mathbf{k}$ (one in $\mathbf{k}/\beta$-state other in $-\mathbf{k}/\alpha'$-state). Thus we obtain a system of N-1 particles $E_{f}^{N-1} = E_{i}^{N-2} + \varepsilon_{-\mathbf{k}/\alpha'}$ and an out-going atom in the $\beta$-state with energy $\frac{\hbar^2 k^2}{2m} + \varepsilon_{\beta}$. The energy conservation law reads

$$E_{i}^{N-2} + E_b + \omega_{rf} = E_{i}^{N-2} + \varepsilon_{-\mathbf{k}/\alpha'} + \frac{\hbar^2 k^2}{2m} + \varepsilon_{\beta}. \tag{2.67}$$

Thus the single particle excitation energy $E_s$ which can determined from RF experiment reads

$$E_s = \frac{\hbar^2 k^2}{2m} + \varepsilon_{\beta} - \omega_{rf} = E_b - \varepsilon_{-\mathbf{k}/\alpha'}. \tag{2.68}$$

In the experimental data on the BEC side, we observe the structure of two branches. The first one is quite similar to the free fermion dispersion which is the unpaired particle excitation while the second one with an negative effective mass corresponds to $E_b - \varepsilon_{-\mathbf{k}/\alpha'} = E_b - \frac{\hbar^2 k^2}{2m^*}$ dispersion with $m^*$ is the effective mass of the $\alpha'$ atoms (see Fig. 2.22 right panel).

2.7.3 Effect of the harmonic trap on the RF experiment

All the analysis above has been done in the homogeneous case. In the following, we would like now to study the effect of the optical trap (harmonic trap) on the obtained data obtained in D. S. Jin’s experiment. So during the spectroscopy, the whole system is trapped by the harmonic potential. In particular as well the out-going atom is trapped. The initial atoms and the out-going atoms see respectively the trap potentials $V_{\alpha}(\mathbf{r})$, $V_{\beta}(\mathbf{r})$. The transfer rate is estimated within local density approximation

$$R(\mathbf{k}, \omega_{rf}) = \left| \frac{C^2 n_{1}\rho_{2}}{\hbar} \right| \int \mathbf{d}^d n_F(\varepsilon_{\beta/k}(\mathbf{r}) - \Omega) A(\varepsilon_{\beta/k}(\mathbf{r}) - \Omega, \mathbf{k}; \mu_r), \tag{2.69}$$
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Figure 2.26: The upper bands is the $\beta$-state dispersions for two positions $R_1$ and $R_2$. The lower bands are $\alpha$-state dispersions for two positions $R_1$ and $R_2$. For both $\alpha$ and $\beta$ states, the bands are shifted by the trap effect. For different positions, we find different threshold frequencies.

where $\Omega = \omega_{RF} - \mu_0$ with $\mu_0$ the energy reference and $\varepsilon_{\beta k}(r) = \varepsilon_\beta + \hbar k^2/2M + V_\beta(r)$. The energy conservation relation now reads

$$\xi_{\alpha k}(r) = \varepsilon_\beta + \hbar k^2/2M + V_\beta(r) - \omega_{RF} - \mu_0.$$  \hspace{1cm} (2.70)

In the free Fermi gases, $\xi_{\alpha k}(r) = \varepsilon_{\alpha k} - \mu_r$ with $\mu_r = \mu_0 - V_\alpha(r)$. Therefore, this resonance condition becomes $\varepsilon_{\alpha k} = \varepsilon_\beta + \hbar k^2/2M + V_\beta(r) - V_\alpha(r) - \omega_{RF}$. For the pseudogap case, we have $\xi_{\alpha k}(r) = E^-_k(r) = -\sqrt{(\varepsilon_{\alpha k} - \mu_r)^2 + \Delta_p^2}$ and resonance condition becomes

$$\mu_r + E^-_k(r) - V_\beta(r) = \varepsilon_\beta + \hbar k^2/2M - \omega_{RF},$$  \hspace{1cm} (2.71)

We now take two situations:

- Let us first assume that the harmonic trap is the same for the initial atom and the out-going atom, i.e. $V_\alpha(r) = V_\beta(r) = V_{\text{trap}}(r)$. Thus the signal intensity in the case with the trap is

$$R(k, \omega_{RF}) = \frac{|C|^2 n_1 n_2}{\hbar} \int d^d r_F (\varepsilon_{\beta k} - \omega_{RF} - \mu_r) \delta(\varepsilon_{\beta k} - \omega_{RF} - \xi_{\alpha k}(r) - \mu_r),$$  \hspace{1cm} (2.72)

- Assuming that the $\beta$-state do not see any trap potential, we obtain

$$R(k, \omega_{RF}) = \frac{|C|^2 n_1 n_2}{\hbar} \int d^d r_F (\varepsilon_{\beta k} - \omega_{RF} - \mu_0) \delta(\varepsilon_{\beta k} - \omega_{RF} - \xi_{\alpha k}(r) - \mu_0).$$  \hspace{1cm} (2.73)

2.7.4 Numerical simulation including the trap compared to experimental data

We now simulate the RF transfer rate within the local density approximation for a ultracold fermionic gas confined in an isotropic optical trap. Different physics that occur along the BEC-BCS crossover under the effect of the trapping potential can be observed. Our theoretical results obtained by phenomenological models along the BCS-BEC crossover agree quite well with the experimental data obtained by Jin’s group.
Free Fermi gases (BCS-side)

In the first example, we consider the experiment on weakly interacting gases. The set of parameters in the experiment on the free Fermi gases is

- Fermi energy $E_F = \hbar (9.4 \pm 0.5) \text{kHz}$
- The Fermi wave vector $k_F = 8.6 \pm 0.3 \mu\text{m}^{-1}$
- Temperature $T/T_F = 0.18$ where $T_F = E_F/k_B$

![Contour plot of the RF intensity in the plane of $(E_s, k)$ for free Fermi gases. The left panel is for the homogeneous system while the right one is for experimentally realizable conditions with a harmonic trap. The curve of maximum signal corresponds to the resonance condition which gives a parabolic form of the single-particle excitation.](image)

Figure 2.27: Contour plot of the RF intensity in the plane of $(E_s, k)$ for free Fermi gases. The left panel is for the homogeneous system while the right one is for experimentally realizable conditions with a harmonic trap. The curve of maximum signal corresponds to the resonance condition which gives a parabolic form of the single-particle excitation.

We simulated the model for different configurations discussed above in the trap with the choice in which the trap potential acts more and less in the same way for atoms in both the $\alpha$ and $\beta$ states. In order to see the trap effect on the measurement, we compare the signal obtained in the trap to the homogeneous case (see Fig. 2.27) for a system with the same Fermi wavevector $k_F$. The comparison is shown in the Fig. 2.28 in which the left panel is the simulation for a homogeneous system while the right panel is for the system in a harmonic trap. We remark that for the homogeneous system the intensity of system along the resonant curve is uniform till the Fermi level. We do not observe a clear jump at the Fermi level because of the finite temperature. In contrast, for the non-homogeneous system, the signal density is maximal for small momentum and very weak for high momentum near the Fermi level. In fact, the small momentum state is filled every in the trap while the high momentum close to the Fermi level is essentially filled only in the center of the trap. That explains why the obtained signal is very weak near $k_F$. By integrating the RF intensity over the $k$-space, we obtain the density distribution in frequency. Fig. 2.28 left panel shows the density distribution in the trap for the free Fermi gases. It is very good agreement with the experimental result obtained in Fig. 2.28 right panel.

BCS-like behavior at Feshbach resonance

The second experiment is realized at the Feshbach resonance. At this special point, there’s no typical energy scale and the scattering parameter $\alpha_s$ is divergent. This limit is situated in the middle of the BCS limit and the molecular BEC limit. Under a critical temperature $T_c$, we have a super fluid formed by pairs of Fermi gas while at higher temperature the superfluid order disappears but the gap still remains in the spectral function. The appearance of this
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Figure 2.28: RF spectral function after integrating over the momentum. This distribution is calculated in the presence of the trap potential (left panel). The main form agrees to the one measured from Jin’s experiment (right panel).

Pseudogap can be interpreted as the signature of the preformed pairs even in the normal state of the mixture. In the simulation, we supposed it has the same behavior as the BCS gap. The parameters of the experiment on the interacting Fermi gases at this resonant point are:

- Temperature $T / T_c = 0.9 \pm 0.1$ or $T = 0.18 T_F$ (other measurement for non-interacting initial gas at temperature $T_{int} / T_F = 0.1$ which leads to $T < T_c$ at unitary limit).

- Before ramping the magnetic field to tune the interaction, the Fermi energy is $E_F = \hbar (9.4 \pm 0.5) \text{kHz}$ and the Fermi wave vector is $k_F = 8.6 \pm 0.3 \text{µm}^{-1}$.

Figure 2.29: Contour plot of the RF intensity in the plane of $(E_s, k)$ for Fermi gases at Feshbach resonance ($1 / k_F a_s = 0$). The left panel is for the homogeneous system while the right one is the experimentally realizable conditions with an isotropic harmonic trap. The curve of maximum signal for fixed momentum corresponds to the resonance condition which gives the energy dispersion the single-particle excitation.

In the Fig. 2.29, we present the comparison of the intensity plot of the RF signal of a homogeneous system (left panel) to the system confined in an optical trap. We remark that in this case the trap effect deforms a lot the energy dispersion of quasiparticle excitations. Two main effects happened with the presence of the trap. The first one is the enhancement at low momentum as above. The second one is that the RF distribution in frequency for fixed momentum is more broad than the homogeneous case. This effect comes from the fact that
the pseudogap is different for different fillings (maximal in the center of the trap and minimal on the boundary).

The lowest energy level (corresponding to \( k = 0 \)) of the energy dispersion of the phenomenological model for pseudogap phase \( E_s(k) = \mu_r - \sqrt{(\epsilon_{0k} - \mu_r)^2 + \Delta_r^2} \) is shifted by \( \mu_r - \sqrt{\mu_r^2 + \Delta_r^2} \). Therefore the lowest level for the energy dispersion corresponding to the shifted in the center of the trap \( \mu_0 - \sqrt{\mu_0^2 + \Delta_0^2} \). In order to compare the LDA approximation result to the experimental data, we need to fit with three variables: chemical potential \( \mu_r \), the pseudogap \( \Delta \) and temperature \( T \) in the center of the trap. In the fit, we fixed the shift from zero origin \( \mu_0 - \sqrt{\mu_0^2 + \Delta_0^2} \) by the experimental value. The most difficult thing is to determine the dependence of the pseudogap at unitary limit on the temperature\(^4\) and the spatial dependence chemical potential \( \Delta_r = \Delta(T, \mu_r) \) within LDA. In trying to interpret qualitatively the experimental data, we accept that the pseudogap respects the behavior of the BCS-gap\(^5\).

The integrating image over the \( k \)-space of the RF spectral gives the direct access to the density distribution in frequency. In this RF spectrum we recognize the pseudogap which shifts the whole spectrum to the left in comparison with the non-interacting gases.

![RF spectral function after integrating over the momentum. This distribution is calculated in the presence of the trap potential (left Fig). This measurement shows clearly the existence of a pseudogap which is different from the non-interacting case Fig. 2.28.](image)

**Figure 2.30:** RF spectral function after integrating over the momentum. This distribution is calculated in the presence of the trap potential (left Fig). This measurement shows clearly the existence of a pseudogap which is different from the non-interacting case Fig. 2.28.

**Molecular limit (BEC-side)**

We turn now to the opposite side of the Feshbach resonance (the BEC limit), the set of experimental parameters is:

- Molecular binding energy \( E_b = h.(25 \pm 2) \text{Hz} \).
- Temperature of non-interacting gas \( T = 0.18T_F \).
- Scattering length \( 1/k_Fa = 1 \).

In order to understand the double branch structure obtained in the experiment at the temperature \( T = 0.18T_F \), we used the most simple model explaining the physics of the BEC-BCS

\(^4\) The temperature of the interacting system at unitary limit is unknown parameter. The only controlled temperature is the one of the initial non-interacting gases before tuning to the Feshbach resonance.

\(^5\) The BCS-gap is quite correct even in the limit of strong interaction.
crossover in Ref. [32]. The simulation was performed for different configurations discussed above with the same choice for the trapping potential. Within this theory, below the critical temperature $T_c$, the effects of fluctuations are small even for strong coupling. Therefore the quasiparticle dispersions in a homogeneous system can be obtained by BCS mean-field theory:

$$E_k^\pm = \mu \pm \sqrt{(\varepsilon_k - \mu)^2 + \Delta^2}$$  \hspace{1cm} (2.74)

in which $\mu$ and $\Delta$ are solutions of the self-consistency equations. At zero temperature, we have $\mu = -E_b/2 + 2\varepsilon_F(k_F a_s)/3\pi$ and $\Delta = (16/\pi)^{1/2}\varepsilon_F/\sqrt{k_F a_s}$. Here, $E_b$ is the pair binding energy $E_b = 1/ma_s^2$. On Fig. 2.31, we obtained two branches of quasiparticles. The upper branch corresponds to the thermal excitations of single particle while the lower branch reflects the excitation of molecules. The integrated RF signal over the momentum space is presented in Fig 2.32.

![Figure 2.31: Contour plot of the RF intensity in the plane of $(E_s, k)$ for Fermi gases on the BEC-side ($1/k_F a_s = 1$). The left panel is for the homogeneous system while the right one is the experimentally realizable conditions with an isotropic harmonic trap. The curve of maximum signal for fixed momentum corresponds to the resonance condition which gives the energy dispersion the single-particle excitation.](image1)

![Figure 2.32: RF spectral function after integrating over the momentum. This distribution is calculated in the presence of the trap potential. This measurement shows clearly the existence of two energy scales corresponding to the two branches obtained in Fig. 2.31.](image2)
2.8 Conclusions and perspectives

In conclusion, we have proposed a Raman spectroscopy technique which, analogously to ARPES in solid-state physics, is able to probe the one-body Green’s function. Via various illustrations from simple systems without interaction to strongly correlated systems, we have shown that within Raman spectroscopy we can perform two possible measurements. The first one consists of measuring the Raman spectrum near the extinction threshold both in energy resolved and momentum resolved. This measurement gives access to the quasiparticles just near inside the Fermi surface thus provides directly the image of the Fermi surface. The second measurement consists of performing the energy resolved Raman spectroscopy with a fixed transfer momentum (or RF spectroscopy with zero transfer momentum). The time of flight imaging of the excited cloud can help to reconstruct the Fermi surface of the interacting system and understand the single particle excitations in all energy scale.

The problem of a harmonic trap which is encountered frequently in an ultracold atom experiment is also discussed. We have shown that, the measured Raman signal in this condition will be much more different from a homogeneous system. However, some main properties of the quasiparticle excitations are still preserved. For example, the d-wave symmetry of the pseudogap can be observed even with the presence of the harmonic trap. Within the reasonable experimental condition, the experimental can be interpreted by the local density approximation.

With the success of the first experiment of momentum resolved RF spectroscopy realized in Jin’s group, we believe that this technique will play an important role in the experimental characterization of the novel quantum states of matter that can be obtained with ultracold atoms both in continuum and optical lattices such as the d-wave pseudogap phase, the phase with preformed pairs or the phase with long-range order (the gapless superfluid in a polarized fluid).
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The remarkable advances in handling ultracold atomic gases have given birth to the new field of “condensed matter physics with light and atoms.” Key issues in the physics of strongly correlated quantum systems can be addressed from a new perspective in this context. The observation of the Mott transition of bosons in optical lattices [1], the superfluidity of fermionic gases [2], and the recent imaging of Fermi surfaces [3] have been important milestones in this respect. Ultimately fermionic atoms in optical lattices [4,5] could help in understanding some outstanding problems of condensed matter physics, such as high-temperature superconductivity. In this context, a key issue is the nature of the low-energy excitations of low-dimensional strongly interacting Fermi systems. There is abundant experimental evidence that those are highly unconventional, departing from standard Fermi-liquid theory.

In this Letter, we study how to probe the one-particle excitations of interacting ultracold fermionic atoms using stimulated Raman spectroscopy. This technique has been considered previously in the context of cold atomic gases, as an outcoupling technique to produce an atom laser [6], and also as a measurement technique for bosons [7–10] and fermions [11,12]. Here, we demonstrate that this technique provides, for strongly interacting fermion gases, a momentum-resolved access to key properties of the quasiparticle excitations, such as their dispersion relation and lifetime. It also allows for a determination of the Fermi surface itself in strongly interacting regimes, whereas previous demonstrated methods [3] apply to the noninteracting case. Furthermore, it is shown that the suppression of quasiparticle excitations due to a pseudogap in the excitation spectrum can also be detected by this method.

In a conventional Fermi liquid, low-energy excitations are built out of quasiparticles [13]. Those are characterized by their dispersion relation, i.e., the energy $\xi_{k,\mathbf{r}}$ (measured from the ground-state energy) necessary to create such an excitation with (quasi)momentum $\mathbf{k}$. The interacting system possesses a Fermi surface (FS) defined by the location in momentum space on which the excitation energy vanishes: $\xi_{k,\mathbf{r}} = 0$. Close to a given point on the FS, the quasiparticle energy vanishes as: $\xi_{k,\mathbf{r}} \sim |v_F(\mathbf{k})| \cdot (\mathbf{k} - \mathbf{k}_F) + \cdots$, with $v_F$ the local Fermi velocity (inversely related to the effective mass). Quasiparticle excitations have a finite lifetime $\Gamma_k^{-1}$ and are well defined provided $\Gamma_k$ vanishes faster than $\xi_{k,\mathbf{r}}$ as the FS is approached (ie, in Fermi-liquid theory). In contrast, one-particle excitations in the “normal” (i.e., nonsuperconducting) state of the cuprate superconductors (SC) reveal strong deviations from this behavior [14]. Reasonably well-defined quasiparticle excitations only exist close to the diagonal direction of the Brillouin zone (the “nodal” direction along which the $d$-wave gap vanishes in the SC phase), and even there $\Gamma_k$ is rather large. Away from this direction (in the “antinodal” region), excitations appear to be short-lived and gapped already above the SC critical temperature (the so-called pseudogap phenomenon). This momentum-space differentiation is a key to the physics of cuprates.

Experiments probing directly nondiagonal one-particle correlators $\langle \psi^\dagger(\mathbf{r}, t) \psi(\mathbf{r}', t') \rangle$ of a many-body system are therefore highly desirable but also relatively scarce. Most physical measurements indeed provide information on two-particle correlators of the form $\langle \psi^\dagger(\mathbf{r}, t) \psi(\mathbf{r}, t) \times \psi^\dagger(\mathbf{r}', t') \psi(\mathbf{r}', t') \rangle$ [15]. Examples are neutron scattering or transport measurements in the solid-state context [13] and Bragg scattering [18] or noise correlations measurements [19] in the cold atom context. For Bose systems with a finite condensate density $n_0$, the two-particle correlator is closely related to the one-particle correlator via terms such as $n_0 \langle \psi^\dagger(\mathbf{r}, t) \psi(\mathbf{r}', t') \rangle$. By contrast, in Fermi systems, the distinction between one- and two-particle correlators is essential and specific measurement techniques of the former are requested.

In solids, angle-resolved photoemission spectroscopy (ARPES) provides a direct probe of the one-particle spectrum [20], and has played a key role in revealing momentum-space differentiation in cuprates [14]. It consists in measuring the energy and momentum of electrons emitted out of the solid exposed to an incident photon.
beam. In the simplest approximation, the emitted intensity can be related to the single-electron spectral function, defined at $T = 0$ and for $\omega < 0$, i.e., for holelike excitations by $A(k, \omega) = \sum_n \langle \Psi_n^N | \phi_k | \Psi_0^N \rangle^2 \delta(\omega + \mu + E_n - E_0)$. In this expression, $\phi_k$ is a destruction operator for an electron with momentum $k$, $\Psi_0^N$ is the ground state of the N-particle system, and $\Psi_n^N$ are the eigenestates of the N-particle system with one less particle. In a conventional Fermi liquid, and for momenta close to the FS, the spectral function can be separated [13] into a coherent quasiparticle contribution and an incoherent contribution: $A = A_{QP} + A_{inc}$, with $\pi A_{QP}(k, \omega) \approx Z_k \Gamma_k / [(\omega - \xi_k)^2 + \Gamma_k^2]$ and $A_{inc}$ widely spread in frequency. Only a finite fraction $Z_k < 1$ of the total spectral weight corresponds to long-lived quasiparticle excitations.

In this Letter, we consider stimulated Raman spectroscopy on a two-component mixture of ultracold fermionic atoms in two internal states $\alpha$ and $\alpha'$. Atoms are transferred from $\alpha$ into another internal state $\beta \neq \alpha, \alpha'$, through an intermediate excited state $\gamma$, using two laser beams of wave vectors $k_{1,2}$ and frequencies $\omega_{1,2}$. If $\omega_1$ is sufficiently far from single photon resonance to the excited state $\gamma$, we can neglect spontaneous emission. Eliminating the excited state, we write an effective Hamiltonian, $\hat{V} = C \int d\mathbf{r} \psi_0^\dagger(\mathbf{r}) \psi_0(\mathbf{r}) e^{i(k_1 \cdot \mathbf{r})} a_k^+ + H.c.$, in which $a_k^+$ ($a_k$) denotes the creation (destruction) operator of a photon, respectively, in mode 1 (2) and the constant $C$ is proportional to the product of the dipole matrix elements $d_{\alpha \gamma}$ and $d_{\beta \gamma}$ of the optical transitions and inversely proportional to the detuning from the excited state.

The total transfer rate to state $\beta$ can be calculated [7–9] using the Fermi golden rule:

$$R(q, \Omega) = |C|^2 n_1(n_2 + 1) \int_{-\infty}^{\infty} dt \int d\mathbf{r} d\mathbf{r}' e^{i(\Omega t - \mathbf{q} \cdot (\mathbf{r} - \mathbf{r}'))} \times g_\beta(\mathbf{r}, \mathbf{r}'; t) \langle \psi_{\beta, \gamma}^\dagger(\mathbf{r}, t) \psi_{\beta}(\mathbf{r}', 0) \rangle. \tag{1}$$

Here $q = k_1 - k_2$ and $\Omega = \omega_1 - \omega_2 + \mu$ with $\mu$ the chemical potential of the interacting gas and $n_{1,2}$ the photon numbers present in the laser beams. Assuming that no atoms are initially present in $\beta$ and that the scattered atoms in $\beta$ do not interact with the atoms in the initial $\alpha$, $\alpha'$ states, the free propagator for $\beta$-state atoms in vacuum is to be taken: $g_\beta(\mathbf{r}, \mathbf{r}'; t) = \langle 0_\beta | \psi_{\beta}(\mathbf{r}, t) \psi_{\beta}(\mathbf{r}', 0) | 0_\beta \rangle$. The correlation function entering (1) is proportional to the one-particle Green function [21] $\langle \psi_{\beta, \gamma}^\dagger(\mathbf{r}, t) \psi_{\beta}(\mathbf{r}', 0) \rangle = -iG_{\beta, \gamma}^\dagger(\mathbf{r}, \mathbf{r} - \mathbf{t})$ of the strongly interacting Fermi system. For a uniform system, the rate (1) can be related to the spectral function $A(k, \omega)$ of atoms in the internal state $\alpha$ by [8]

$$R(q, \Omega) = \int d\mathbf{k} n_F(\epsilon_{k, \beta} - \Omega) A(k - q, \epsilon_{k, \beta} - \Omega). \tag{2}$$

In order to physically understand which information can be extracted from a measurement of the rate (2), let us first approximate the spectral function by $A(k, \omega) = \delta(\omega - \xi_k)$, i.e., neglect the incoherent part and consider quasiparticles with an infinite lifetime. The Raman rate then reads at $T = 0$: $R = \int d\mathbf{k} \delta(\epsilon_{k + q, \beta} - \epsilon_{k} - \Omega)$. Contributions to this integral come from momenta inside the FS ($\xi_k < 0$) which satisfy the Raman resonance condition $\epsilon_{k + q, \beta} - \epsilon_{k} = \Omega$. When the frequency shift $\Omega$ is small, $R$ vanishes since there is no available phase space satisfying these constraints. The smallest frequency at which a signal starts to be observed is $\Omega_{T} = \min_{k} \epsilon_{k, \beta} = \epsilon_{0,0}^{\beta}$ [22]. This corresponds to a momentum transfer $q = -k_F$ which lies itself on the FS (i.e., $\xi_{k_F} = 0$) [23]. For $\Omega$ very close to the extinction threshold ($\Delta \Omega = \Omega - \Omega_T \approx 0$), the region in momentum space inside which a sizable transfer rate $R$ is measured consists of a shell surrounding the FS, centered at a momentum $q$ such that $\Delta \Omega = -\xi_{k_F} - v_R(k_F) \cdot (q + k_F)$, and of width $\Delta q_{\Omega} \sim \sqrt{2 \Delta \Omega / \Gamma_R}$. In these expressions, $M$ is the effective mass at the bottom of the $\beta$ band and $v_R$ is the Fermi velocity.

This analysis remains unchanged when considering quasiparticles with a finite lifetime $\Gamma^{-1}$ (uniform along the FS), the width of the momentum shell being simply replaced by $\Delta q_{\Omega} \sim \sqrt{2 \Delta \Omega / \Gamma_R / v_R}$. Hence, measuring the Raman signal for $\Omega$ close to the extinction threshold $\Omega_T$ and sweeping over $q$ provides a determination of the FS in an interacting system (while the method of [3] applies to noninteracting fermions). It also gives access to the velocity of quasiparticles (from the displacement of the measured signal as a function of $\Omega$) and to their lifetime (from the width of the momentum shell).

Examples of numerically simulated spectra for uniform interacting systems are given in Figs. 1(a) and 1(b), where a color intensity plot of the Raman rate (2) is shown for a fixed value of the frequency shift close to threshold. In 1(a), we consider the case of a Lorentzian spectral function centered around the free dispersion relation of a two-dimensional square lattice: $\xi_k = -2t_{\alpha}(\cos k_x + \cos k_y) - \mu$. In 1(b) a phenomenological form [24] of the spectral function is used, which captures the main aspects of the ARPES data in the non-SC (normal) state of high-temperature superconductors. The key feature entering this phenomenological form is a pseudogap with $d$-wave symmetry $\Delta_k = \Delta_0(\cos k_x - \cos k_y)$, corresponding to a depletion of low-energy excitations even when no long-range SC order is present. $\Delta_k$ vanishes along the zone diagonal (nodes) and is maximum along $(0, 0) - (\pi, 0)$ (antinodes). A self-energy $\Delta_k^2 / (\omega + \xi_k)$ is a convenient modeling of this effect. In addition, finite lifetime effects are introduced, resulting in the form $\pi A(k, \omega) = -\text{Im} \omega - \xi_k + i\Gamma_1 - \Delta_k^2 / (\omega + \xi_k + i\Gamma_0)^{-1}$. This corresponds to a quasiparticle dispersion which is gapped out except at the nodes. The width $\Gamma_1 = \Gamma_0 + \Delta_k^2 / (\omega + \xi_k)^2 + \Gamma_0^2$ is largest near the antinodes. This form of
A(k, ω) also provides a reasonable qualitative description of recent theoretical results for the two-dimensional Hubbard model [25]. The momentum-space differentiation encoded in the model spectral function is clearly visible in Fig. 1(b), with nodal regions displaying quasiparticles while antinodal ones are gapped out and short-lived. This illustrates how the Raman spectroscopy method can be used to determine the FS not only of a Fermi liquid but of the Hubbard model [25]. The momentum-space differentiation is apparent in the outer shell of this plot, as seen in the suppressed intensity along the antinodal direction.

A possible way of revealing the region around the Fermi surface is to measure the intensity maps for two, slightly different values of the frequency and/or the total atom number, and then take their difference: the resulting differential images for the trapped system (not shown) recover the same qualitative features of the homogeneous system shown in Figs. 1(a) and 1(b).

The discussion so far has assumed that it is possible to repeat the measurement of the total rate R for several different values of q. In some cases, a different scheme with a momentum-selective detection of the scattered β atoms may be instead favorable, quite similar to ARPES in solids. A single value of q is used, and a time of flight expansion of the β atom cloud is performed (after suddenly turning off the trap and the lattice potential) in order to reconstruct the momentum distribution of the atoms. As shown in Fig. 3(a), the Raman resonance condition allows for a selective addressing of the different regions in k by tuning the frequency Ω. The number of Raman-scattered atoms with final momentum k is proportional to the integrand nπ(εkβ − Ω)A(k − q, εkβ − Ω) of (2). Figure 3(b) shows that the resulting k-space intensity map is able to reveal the details of the pseudogap physics, in particular, its k dependence. By varying both Ω and q, Raman scattering offers more possibilities for probing the system in a momentum-selective way than microwave spectroscopy techniques [26].

![FIG. 1 (color online). Intensity plots of the Raman rate R(q, Ω), for Ω close to threshold Ωc(ΔΩ = 0.01t0).](image1)

![FIG. 2 (color online). Comparison between the spectral function A and the Raman rate R/ΔΩ for two points in momentum space indicated in Fig. 1.](image2)
As a final point, we discuss some orders of magnitude which are important for the actual feasibility of the experiments proposed in this Letter. Specifically, we consider $^9$Li atoms (see also Ref. [12]) in the two lowest hyperfine states $|\alpha\rangle = |I_z = 1, m = -1/2\rangle$ and $|\alpha'\rangle = |0, -1/2\rangle$. The coupling between these two states can be made very large thanks to the Feshbach resonance at 834 G. On the other hand, if we choose the final state of the Raman process to be $|\beta\rangle = |1, 1/2\rangle$ with the same nuclear spin component as $\alpha$, the interaction of $|\beta\rangle$ with both $|\alpha\rangle$ and $|\alpha'\rangle$ is non-resonant, corresponding to a low value of the scattering length $a_{\alpha,\beta} = a_{\alpha',\beta} \approx 2.5$ nm [27]. This yields a typical scale for the interaction energy between an atom in $\beta$ and the background in $\alpha, \alpha'\rangle$ which is smaller than the typical bandwidth, and hence negligible. Furthermore, taking typical values for the lattice wavelength $\lambda \approx 800$ nm, the atomic density $\rho \sim (2/\lambda)^3$, and the recoil velocity $v \sim h/(\lambda \rho)$ of atoms in state $\beta$, we evaluate the collision rate to be $\gamma = \rho v^2 \sim 10^2$ s$^{-1}$. The Raman detection sequence can therefore be performed in a time scale of the order of a few milliseconds, yielding an energy resolution in the 100 Hz range. Losses due to inelastic transitions from state $\beta$ have a rate $\sim 10^{-12}$ cm$^3$ s$^{-1}$ and can be neglected on this time scale.

In summary, we have proposed a Raman spectroscopy technique which, analogously to ARPES in solid-state physics, is able to probe the one-body Green function. This technique can be used to obtain information on the Fermi surface, and on the quasiparticles (or absence thereof) of a gas of fermionic atoms, even in strongly correlated states. In the near future, this technique may play an important role in the experimental characterization of the novel quantum states of matter that can be obtained with ultracold atoms in optical lattices.
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[15] Information on one-particle correlators of a Bose system can be obtained from two-particle ones, when the system is made to interfere with either another identical system [16] or with a reference condensate [17].
[21] The superscript $\langle$ indicates that $\Psi^\dagger$ is always to the left of $\psi$. Operators are evolved in the grand-canonical ensemble [13].
[22] The threshold corresponds to $(\omega_1 - \omega_2)_{\psi} = E_{\psi}^0 - \mu$. This is of order $E_{\psi}^0 - E_{\psi}^0$ at weak coupling, while interactions can lead to a shift comparable to the Hubbard coupling.
[23] The accessible range of $q$ is $0 \leq |q|/2 \leq \omega_1 \approx \omega_2$. In a red-detuned lattice with respect to $\omega_1$, all values of $q$ in the first Brillouin zone are therefore accessible.
Chapter 3

Many-body methods for models of two-component fermionic mixtures

We describe the various mean-field techniques that will be used in the following to analyze the properties of two-component fermionic mixtures confined in optical lattices. We begin by discussing the Hubbard model and the possible phases that may occur. We then show that for the weak-coupling regime of the model, a usual Hartree-Fock mean-field theory can be applied by neglecting particle fluctuations. In the opposite limit of a very strong coupling, we map the initial model to an effective spin model, which can be treated by classical mean-field theory. At intermediate couplings, correlations cannot be neglected and the competition between the kinetic and the interaction energy induces many fascinating effects. In this regime, a simple description by static mean-field theory is not sufficient. More sophisticated methods that fully treat quantum fluctuations are required for solving the many-body problem. We present the slave-boson and the dynamical mean-field theory that are better suited to describe this intermediate-coupling regime.
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3.1.1 Hubbard model for mixtures of ultracold fermionic atoms

Recent progress in experiments on fermionic mixtures has allowed to have a direct access to many interesting properties of strongly correlated fermions. Thanks to the Feshbach resonance, one can tune the s-wave interaction from the BCS to the BEC side, and even study the universality of the unitary limit. With the introduction of an optical lattice, phenomena related to solid state physics are observed as, for example, the BCS superfluid, the Mott insulator, etc. Mixtures of two-component atoms with different masses (e.g. $^6\text{Li}$, $^{40}\text{K}$) introduce an additional parameter, namely the difference between the hopping amplitudes associated with each species in the optical lattice. As we have shown in Chapter 1, such a mixture of two fermionic components can be expressed by an extended Hubbard model. In order to avoid working directly in canonical ensemble with fixed atom number, we propose to study of the ground state in the grand canonical ensemble then come back to the canonical system by the Legendre transform (see Section 3.2.1).

$$H = -\sum_{\langle i,j,\sigma \rangle} \left( t_{\sigma} c_{i\sigma}^\dagger c_{j\sigma} + H.c \right) + U \sum_i n_{i\uparrow} n_{i\downarrow} - \sum_{i\sigma} \mu_{\sigma} n_{i\sigma}. \quad (3.1)$$

Here, the spin index $\sigma$ refers to the two different species. The first term of the model represents the tunneling of the atoms on the lattice (the kinetic term), while the second represents the local interaction when two atoms of different species meet on an identical site. $\mu_{\sigma}$ is the chemical potential used to fix the atom number for the species $\sigma$. We introduce the new variables $\mu = (\mu_\uparrow + \mu_\downarrow)/2$, $h = (\mu_\uparrow - \mu_\downarrow)/2$ which are the chemical potential and the effective magnetic field, respectively. They are used to fix the total atom number for both species $n = n_\uparrow + n_\downarrow$ and the polarization $p = n_\uparrow - n_\downarrow$ (population imbalance).

In experiments on ultracold atoms, the parameters of this model are very well controlled. One can change the geometry or the dimensionality of the optical lattice by changing the orientation of the laser beams. The hopping (tunneling parameter) for each species $t_{\sigma}/E_R = 4\pi^{-1/2}(V_{0\sigma}/E_R)^{3/4} e^{-2(V_{0\sigma}/E_R)^{1/2}}$ can also be controlled by the depth of the optical lattice or by the intensity of the laser beams. The interaction strength is related to the scattering length $a_s$ by $U/E_R = 8/\pi a_s k_L (V_0/E_R)^{3/4}$. Thus, it depends both on the scattering length and on the depth of the lattice. In Fig. 3.1, we plot the hopping of the different species (6 Li and 40 K) $t_{\sigma}$ and the interaction coupling $U$ as a function of $V_0/E_R$. Defining the hopping imbalance parameter as $z = (t_\uparrow - t_\downarrow)/(t_\uparrow + t_\downarrow)$, we can vary this quantity from $z = 0$ to $z = 1$ by changing the intensity of the optical lattice as shown in the right panel of Fig. 3.1.

The number of atoms of each species is fixed in the experiment and can be controlled by various methods, for example by applying a radio-frequency (RF) pulse to add or extract atoms of one species. Therefore, we can decide to study the problem as a function of the filling. Two classes of mixture that one can consider are: (i) Mixtures with an equal number of particles for both species ($n_\uparrow = n_\downarrow$); (ii) Mixtures with a density imbalance ($p = n_\uparrow - n_\downarrow > 0$).

3.1.2 Particle-hole transformation

Let us introduce here a particle-hole transformation of the Hubbard model that will turn out to be very useful in the following in order to formulate different mean-field theories. As we will see, the particle-hole transformation maps the model with attractive interactions ($U < 0$) to a model with repulsive interactions ($U > 0$). In this section, we establish a dictionary for this mapping. Assuming that the Hubbard model is defined on a bipartite lattice which consists
of two sublattices A and B, the particle-hole transformation is defined as follows
\[
\begin{align*}
    c_{i \uparrow}^\dagger &\rightarrow d_{i \uparrow}^\dagger \\
    c_{i \downarrow}^\dagger &\rightarrow (-1)^i d_{i \downarrow}^\dagger
\end{align*}
\]
where \((-1)^i = 1\) when \(i \in A\) and \((-1)^i = -1\) when \(i \in B\). Hence, the number operator of each species and the kinetic terms are transformed according to \(n_{c \uparrow} \rightarrow n_{d \uparrow}\); \(n_{c \downarrow} \rightarrow 1 - n_{d \downarrow}\) and \(c_{i \uparrow} c_{j \downarrow} \rightarrow (-1)^{i+j} d_{i \downarrow} d_{j \uparrow} = d_{j \uparrow} d_{i \downarrow}\). Let us start with the attractive model in the grand canonical ensemble
\[
H = - \sum_{\langle i,j,\sigma \rangle} (t_{\sigma} c_{i \sigma}^\dagger c_{j \sigma} + H.c) - |U| \sum_i n_{i \uparrow} n_{i \downarrow} - \sum_i \mu(n_{i \uparrow} - n_{i \downarrow}) - \sum_i h(p_{i \uparrow} - p_{i \downarrow}). \tag{3.2}
\]
In this Hamiltonian, the chemical potential \(\mu\) is used to fix the total number of atoms and the effective magnetic field \(h\) is used to set the polarization. Applying the particle-hole transformation described above, one obtains a new Hamiltonian with a repulsive interaction
\[
H = - \sum_{\langle i,j,\sigma \rangle} (t_{\sigma} d_{i \sigma}^\dagger d_{j \sigma} + H.c) + |U| \sum_i n_{d \uparrow} n_{d \downarrow} - h' \sum_i (n_{d \uparrow} - n_{d \downarrow}) - \mu' \sum_i (p_{d \uparrow} - p_{d \downarrow}), \tag{3.3}
\]
where \(h' = h + |U|/2\), \(n_d = 1 + p\), \(\mu' = \mu + |U|/2\) and \(p_d = n - 1\). We can summarize this transformation in a dictionary that expresses the correspondence of two models.

For example, let us focus on the negative-\(U\) model with \(n_{\uparrow} = n_{\downarrow}\) away from half-filling \((n_{\uparrow} + n_{\downarrow} = 1 + \delta)\). We see that after the particle-hole transformation, this model is mapped to a positive \(U\) model at half-filling in a magnetic field with a polarization \(p = \delta\).

### 3.1.3 Possible phases of the Hubbard model

In the following chapters, we will be interested in establishing the phase diagram of the Hubbard model for different kind of mixtures of fermionic atoms. As we will show in this chapter, the tools we use are all based on different mean-field theories and it is important to know the phases that one might expect in order to formulate the mean-field equations for each of them. The competition between the phases can then be addressed by comparing their energy. Let us enumerate here the phases that we will consider. Note that phases breaking a symmetry have a different interpretation in the original \(U < 0\) model and after the particle-hole transformation, therefore, we will discuss their realization in both frameworks.
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### Table 3.1: Particle-hole transformation mapping the $U < 0$ model onto the $U > 0$ model.

| Model                        | $-|U|$                          | $|U|$                          |
|------------------------------|--------------------------------|--------------------------------|
| Creation operator ↑          | $c_{i\uparrow}^{\dagger}$     | $d_{i\downarrow}^{\dagger}$   |
| Creation operator ↓          | $c_{i\downarrow}^{\dagger}$   | $(-1)^{i}d_{i\downarrow}^{\dagger}$ |
| Number of particle ↑        | $n_{c\uparrow}$               | $n_{d\downarrow}$              |
| Number of particle ↓        | $n_{c\downarrow}$             | $1 - n_{d\downarrow}$          |
| Doping                       | $n_{c} - 1 = \delta$          | $p_{d}$                        |
| Polarization                 |                                | $n_{d} - 1 = \delta_{d}$       |
| Chemical potential           | $\mu$                         | $\mu' = \mu + |U|/2$            |
| External magnetic field      | $h$                            | $h' = \mu + |U|/2$              |
| Paring operator              | $c_{i\uparrow}^{\dagger}c_{i\downarrow}^{\dagger}$ | $(-1)^{i+1}d_{i\uparrow}^{\dagger}d_{i\downarrow}^{\dagger} = (-1)^{i+1}S_{zi}^{\downarrow}$ |
| Charge density               | $c_{i\uparrow}^{\dagger}c_{i\downarrow}^{\dagger}$ + $c_{i\downarrow}^{\dagger}c_{i\uparrow}^{\dagger}$ | $1 - (d_{i\uparrow}^{\dagger}d_{i\downarrow}^{\dagger} - d_{i\downarrow}^{\dagger}d_{i\uparrow}^{\dagger}) \propto -S_{zi}^{\downarrow}$ |

#### Normal phase

The normal phase is a phase that does not spontaneously break any symmetry. It has the same interpretation for $U < 0$ and $U > 0$. Even though it might look trivial, this phase is already very rich in the Hubbard model. For example, let us consider the Hubbard model at half-filling with positive coupling and no spin or hopping imbalance. It is now well-known that in the weak-coupling regime the normal phase is a Fermi liquid while in the strong-interaction regime (the atomic limit) we obtain an insulator. The origin of the insulator is an effect driven by the strong correlations: When the on-site interaction $U$ is big enough, the many-body system tries to avoid configurations with double occupancies. As a consequence, it becomes very difficult for a particle to move to a neighboring site, with energy cost of order $U$ (which is the gap in the spectral function). The competition between the kinetic and the interaction energy generates a critical value of $U$ where one finds a phase transition (the Mott metal-insulator transition). Whenever we change the other parameters of the system such as the temperature, the doping or the hopping imbalance, the physics driven from this Mott transition becomes more and more interesting.

#### Charge-density wave (CDW) / Antiferromagnetism (AF)

**Charge-density wave ($U < 0$):** When the interaction is attractive, the CDW phase has a ground state with a density modulation for both species. This phase is stabilized when it is favorable to gain interaction energy by having ↑-atoms and ↓-atoms on the same sites (Fig. 3.3). In the sketch 3.3, we see a a possible configuration of this phase with density modulation of wave vector $\mathbf{q} = (\pi/a, \ldots \pi/a)$.

**Antiferromagnetism ($U > 0$):** When the interaction is repulsive, the phase that corresponds to the commensurate CDW is the antiferromagnetic phase. In this phase, the many-body system stabilizes a state, where the densities of both species are modified in order to gain interaction energy. The Fig. 3.4 shows a classical image of the antiferromagnetic state in a cubic lattice which is stabilized by the positive spin exchange coupling.
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Figure 3.2: Phase diagram of half-filling Hubbard model in the plane (T,U) obtained by DMFT. Above the red region (ordered phase at low temperature), there is a first order phase transition from a Fermi liquid regime (weak coupling) to a paramagnetic insulator (Mott insulator) below some critical temperature $T_c$. Above this $T_c$, the phase transition becomes a crossover from a bad metal to a bad insulator. Reprinted from Ref. [42]

Figure 3.3: Commensurate charge density wave. The left panel shows a configuration of charge density wave with two particles every two lattice sites. The right panel shows the density modulation in one direction.

Superfluid (SF) / In-plane spin-density wave (SDW$_{xy}$)

Superfluid ($U < 0$): In the attractive model, one can also expect to stabilize a ground state with superfluid long-rang order. In weak coupling, this phase (called the BCS phase) can be explained by the formation of Cooper pairs with zero total momentum $q = k_1 + k_2 = 0$. At low temperature, the pairs of fermions condensate in order to gain potential energy. In the strong coupling limit instead, the particles of different species form local bosons which become a Bose-Einstein condensate (BEC) at low temperatures. These states have a phase coherence and are at the origin of the superfluidity.

In-plane spin-density wave ($U > 0$): The equivalent of the superfluid phase in the positive-$U$ language is the in-plane spin-density wave (SDW$_{xy}$). In this phase there is an ordering of the spins within the $x-y$ plane [54]. We can write the spin ordering of this phase as $\langle S^x_{R_i} \rangle = m \cos q.R_i$ and $\langle S^y_{R_i} \rangle = \pm m \sin q.R_i$. Here the choice of the sign $+$ or $-$ corresponds to the sense of the rotation (i.e. a circular polarization in the clockwise rotation or counterclockwise
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Figure 3.4: Commensurate spin density wave-Antiferromagnetic phase. Left panel shows the effective spin exchange coupling in the limit \( U \gg t \). Right panel shows the possible SDW (AF) configuration stabilized by the effective exchange coupling \( J = 4t^2/U \).

Figure 3.5: Superfluidity with zero total momentum pairing. This figure shows how the pairing changes across the BEC-BCS crossover. The left panel shows the BEC superfluid of the effective local bosons. The right panel shows the weak-coupling limit with the formation of the BCS superfluid with pairing at large distances. The middle panel shows the unitary regime with pairing at intermediate distances.

3.2 Hartree-Fock mean-field theory

As our objective is to study the model for mixtures of cold atoms with fixed atom numbers, we briefly recall the Legendre transform which is very useful for switching from a grand-canonical system with a fixed chemical potential to a canonical system with fixed number of atoms. We then give a general introduction on the strategy of static Hartree-Fock mean-field theory. We use this method to construct the framework for the mean-field study of the aforementioned phases.

rotation). Within this thesis, we consider only the case of the commensurate spin density wave corresponding to \( \mathbf{q} = (\pi/a, \ldots, \pi/a) \).
3.2.1 Legendre transform

Let $g(x)$ be a convex function (i.e. $g''(x) > 0$). The Legendre transform $\bar{g}(p)$ of $g(x)$ is defined by

$$\bar{g}(p) = xp - g(x). \quad (3.4)$$

Here $x$ is a function of the variable $p$. $x(p)$ is defined by the root of the equation: $p = \partial g(x)/\partial x$. The condition of convexity is necessary for the existence of a unique solution $x(p)$ for all $p \in [\min g'(x), \max g'(x)]$.

Another way to define the Legendre transform, which is the starting point of functional mean-field theory, is to define the two-variable function

$$\mathcal{G}(x, p) = xp - g(x), \quad (3.5)$$

where $g(x)$ is still supposed to be convex. Then the Legendre transform is $\bar{g}(p) = \mathcal{G}(x(p), p)$, where $x(p)$ is the stationary point of $\mathcal{G}(x, p)$ when $p$ is fixed, i.e. $x(p)$ is solution of the equation

$$\frac{\partial \mathcal{G}(x, p)}{\partial x} = p - \frac{\partial g}{\partial x} = 0. \quad (3.6)$$

In thermodynamics, we define couples of conjugated variables such as $(P,V)$, $(T,S)$, $(h,m)$, $(\mu,n)$. In fact, in the thermodynamic limit, we can always determine one variable when the other is given. Here we denote this couple as $(x,p)$. Assuming that $F(T,x)$ is the free energy of the system when $x$ is fixed, then its Legendre transform is $G(T,p)$, the (Gibbs potential) energy of the system for fixed $p$

$$G(T,p) = F(T,x(p)) + x(p)p. \quad (3.7)$$

The reason for this transformation of the free energy is that we do not have the same Hamiltonian for the system when we fix different variables. For example, in the grand-canonical ensemble we fix the chemical potential $\mu$ and the Hamiltonian is $\hat{H} = \hat{H}_0 - \mu \hat{N}$, while the Hamiltonian for the canonical ensemble ($n$ is fixed) is simply $\hat{H}_0$.

Working directly with the canonical ensemble is very difficult, therefore the strategy is that we work in the grand canonical ensemble (we get the free energy $F(T,\mu)$) then we use the Legendre transform to determine the free energy in the canonical ensemble ($G(T,n)$). We must keep in mind the condition of validity, namely that the free energy is concave with respect to $\mu$

$$- \frac{\partial^2 F(T,\mu)}{\partial \mu^2} = \frac{\partial n(\mu)}{\partial \mu} > 0. \quad (3.8)$$

3.2.2 Mean-field theory strategy

As discussed above, all the phases except the normal phase break a symmetry that can be characterized by an order parameter. Let us assume that we have a system in the canonical ensemble (i.e. the number of particles is fixed) with an order parameter $\Delta$ which corresponds to the static average of the operator $\hat{\phi}$. For example, we have $\hat{\phi} = N^{-1} \sum_k c_{k+Q\sigma}^\dagger c_{k\sigma}$ for a charge-density-wave order or $\hat{\phi} = N^{-1} \sum_k (c_{k\uparrow}^\dagger c_{-k\downarrow}^\dagger)$ for the BCS-superfluid order. Within a variational method, the ground state of the problem is found by fixing the mean value of the number of particle per site to $n$, and then by optimizing the energy with respect to the value of $\langle \hat{\phi} \rangle = \Delta$. 
General mean-field approach

From the Legendre transform $\bar{g}(p)$ of a free energy $g(x)$, we can construct a free-energy functional $\mathcal{G}(x, p)$ of both variables $(x, p)$. The Legendre transform is then determined by its value at the stationary point. We do not need to impose any condition of convexity of $g(x)$, but the existence of the transformation depends on the invertibility of the stationary equation. We present here a method that allows to construct this functional of the energy with an initial Hamiltonian $\hat{H}$. We define a Hamiltonian $\hat{A}_{\mu, \psi}$ that realizes two conditions on the mean values of the density and the order parameter with two Lagrange multipliers $(\mu, \psi)$

$$\hat{A}_{\mu, \psi} = \hat{H} - N\mu(\hat{n}_i - n) - N\psi(\hat{\phi} - \Delta).$$

(3.9)

Its energy is obtained as a function of two couples of variables $(\mu, n)$ and $(\psi, \Delta)$. This energy has exactly the same form as the function $G(x, p)$ constructed above

$$\Omega[\Delta, n, \psi, \mu] = -\frac{1}{N\beta} \log \text{Tr}(e^{-\beta \hat{A}_{\mu, \psi}}) = F[\psi, \mu] + \mu n + \psi \Delta.$$ 

(3.10)

Here, we have $\Omega[\Delta, n, \psi, \mu]$ playing the same role as the function $G(x, p)$ in the Legendre transform. The stationary points of this function with respect to the two variables $\mu$ and $\psi$ will give the two constraints on the average values

$$\frac{\partial \Omega}{\partial \mu} = n - \langle \hat{n} \rangle_{\psi, \mu} = 0 \quad \text{and} \quad \frac{\partial \Omega}{\partial \psi} = \Delta - \langle \hat{\phi} \rangle_{\psi, \mu} = 0.$$ 

(3.11)

These equations are reduced to two mean-field self-consistency equations $n(\psi, \mu) = n$ and $\varphi(\psi, \mu) = \Delta$. If these relations are invertible, we get the functions $\mu = \mu(\Delta, n)$ and $\psi = \psi(\Delta, n)$. Replacing these functions in the total energy, we get the energy of the system with fixed density $n$ and fixed order parameter $\Delta$. This energy $G(\Delta, n) = \Omega[\Delta, n, \psi(\Delta, n), \mu(\Delta, n)]$ is the Legendre transform of free energy $F[\psi, \mu]$

$$G(\Delta, n) = F[\psi(\Delta, n), \mu(\Delta, n)] + \mu(\Delta, n)n + \psi(\Delta, n)\Delta.$$ 

(3.12)

Until now, we have decided to compute the energy of a state whose particle number and order parameter are fixed. In order to find which order parameter is the optimal one in the canonical system, we have to minimize the energy $G(\Delta, n)$ with respect to $\Delta$. The gap equation for fixed $n$ reads $dG(\Delta, n)/d\Delta = 0$.

Note that for the case of a Hubbard Hamiltonian $\hat{H} = \hat{H}_0 + U \sum_i n_{i\uparrow} n_{i\downarrow}$, all the Lagrange multipliers are functions of the interaction $U$ because $\Omega[\Delta, \mu, \psi, \mu]$ depends on $U$. In addition, the calculation of the energy is not trivial because of the non-quadratic interaction term. Hence, in practice, we suppose that $U$ is small enough to do a perturbation development of all the functionals in powers of $U$ (for more detail, see [45]).

Variational approach

Another strategy to do mean-field theory and which can help to overcome the difficulty of the non-quadratic Hamiltonian is to use a variational method. Assuming that $U$ is small enough for neglecting the fluctuations, we approximate the Hamiltonian by a quadratic Hamiltonian with a variational parameter $\Delta$. The initial $\hat{H}$ is now approximated to the class of mean-field Hamiltonians $\hat{H}_{MF}$, characterized by an order parameter $\Delta$. The choice of the variational parameter depends on the symmetry which we decide to break. This method is similar to the method in which we consider subspaces of variational wave functions characterized by an
order parameter. We apply the same construction of the general energy functional proposed above for the mean-field Hamiltonian

$$\hat{A}_\mu = \hat{H}_{MF} - N\mu(\hat{n} - n).$$  \hfill (3.13)

We now have a similar problem as above, but with only one Lagrange multiplier $\mu$ and the energy can be calculated easily for the quadratic Hamiltonian $\hat{H}_{MF}$. The total energy is

$$\Omega[\Delta, n, \mu] = -(N\beta)^{-1} \log \text{Tr}(e^{-\beta \hat{A}_\mu}) = F_{MF}[\Delta, \mu] + \mu n,$$  \hfill (3.14)

where $F[\Delta, \mu]$ is the free energy of the grand canonical Hamiltonian $\hat{H}_{MF} - \mu \hat{n}$. The equation of the stationary point (saddle point) of $\Omega[\Delta, n, \mu]$ now reads

$$\frac{\partial \Omega}{\partial \mu} = n - \langle \hat{n} \rangle_{\Delta, \mu} = 0.$$  \hfill (3.15)

From this equation, we can extract the relation $n = n(\Delta, \mu)$. If this relation can be inverted we can then calculate the energy of the system with fixed number of particle $n$

$$G_{MF}(\Delta, n) = \Omega[\Delta, n, \mu(\Delta, n)] = F_{MF}[\Delta, \mu(\Delta, n)] + \mu(\Delta, n)n.$$  \hfill (3.16)

By comparing this energy to the one obtained with the initial Hamiltonian, $G(\Delta, n)$, we can demonstrate that $G_{MF}(\Delta, n)$ is the first-order approximation in $U$ of the true energy $G(\Delta, n)$ (this is demonstrated in [45])

$$G(\Delta, n) = G_{MF}(\Delta, n) + O(U^2).$$  \hfill (3.17)

In order to determine the phase diagram of the system, we need to minimize this mean-field energy with respect to $\Delta$ for $n$ fixed. This optimization leads to the gap equation

$$\frac{dG}{d\Delta} = \frac{\partial F}{\partial \Delta} + \frac{\partial F}{\partial \mu} \frac{\partial \mu}{\partial \Delta} + n \frac{\partial \mu}{\partial \Delta}.$$  \hfill (3.18)

Inserting the condition of stationarity for the chemical potential $\partial F/\partial \mu + n = 0$, we recover the usual form of the gap equation

$$\frac{\partial F[\Delta, \mu(\Delta, n)]}{\partial \Delta} = 0.$$  \hfill (3.19)

The ground state of a system with fixed number of particles and spontaneous broken symmetry is determined by the set of self-consistency equations

$$\frac{\partial F[\Delta, \mu]}{\partial \mu} + n = 0 \quad \text{and} \quad \frac{\partial F[\Delta, \mu]}{\partial \Delta} = 0.$$  \hfill (3.20)

This is exactly the same gap equation as for the grand canonical ensemble, but here we do not fix the chemical potential $\mu$. The Lagrange multiplier $\mu$ is a free parameter given by the equation $\mu = \mu(\Delta, n)$.

**Second-order versus first-order transition**

Let us suppose that we consider the grand-canonical system at temperature $T$, with a fixed chemical potential $\mu$. In general, the gap equation can have several solutions and in particular $\Delta(T) = 0$, which corresponds to the normal phase without any long-range order. A typical configuration of the free energy and of the gap for a second-order transition are shown in
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Figure 3.6: Typical energy and gap configurations in a second-order phase transition. Left panel: Free energy $F$ as a function of $\Delta$. Right panel: Gap $\Delta$ as a function of the temperature $T$. There is a second-order phase transition at $T = T_c$. Reprinted from Ref. [86]

Figure 3.7: Typical energy and gap configurations for a first-order phase transition. Left panel: Free energy $F$ as a function of $\Delta$. Right panel: Gap $\Delta$ as a function of the temperature $T$. In a coexistence region around the critical temperature $T_c$ one can still stabilize solutions that are locally stable even if they do not have the lowest energy. Reprinted from Ref. [86]

Fig. 3.6. For large temperatures, $\Delta(T) = 0$ is the only solution of the gap equation. When $T$ is lowered below the critical temperature $T_c$, the gap equation starts to have several solutions and the ones with lowest energy have $\Delta \neq 0$. When the transition is second order, there is no jump in $\Delta$ at $T_c$.

The situation is different in a first-order transition, see Fig. 3.7. When the temperature reaches $T = T_c$, the gap equation has three solutions but they are not degenerate as would be the case in a second-order transition. As a consequence, the optimal value for $\Delta$ jumps when $T$ is below $T_c$. Note that there can be a coexistence region around $T_c$ where some solutions that are not energetically most favorable are still locally stable.

3.2.3 Mean-field theory for the BCS phase

The BCS theory for conventional superconductors at low temperatures, shows that the Hubbard model with an attractive interaction ($U < 0$) has a stable BCS ground state [9, 116]. Here, we present this BCS mean-field theory extending it to the more general case in which there might be a density or a mass imbalance. The BCS ground state is characterized by the formation of pairs of electrons with opposite spin and momentum (Cooper pair). In the
variational approach, the ground state wave function has the form

$$|\phi\rangle = \prod_k (u_k + v_k c_k^\dagger c_{-k}^\dagger)|0\rangle,$$

where $u_k$ and $v_k$ are defined by the mean-field approximation. In the Hartree-Fock mean field for the BCS phase, one only keeps the Hartree term in the channel with $q = 0$: $(|U|/N)\sum_{k,k'} c_k^\dagger c_{k'}^\dagger c_{k'} c_k$ and the term with $k = -k'$ in the "particle-particle" channel. Within this approach, we decouple the interaction in a quadratic form by introducing the order parameter $\Delta = (|U|/N)\sum_k c_k^\dagger c_k$. The interaction can then be written in the following form which neglects the fluctuations

$$\frac{|U|}{N} \sum_{k,k'} c_k^\dagger c_{k'}^\dagger c_{-k'} c_k = \Delta \sum_k (c_k^\dagger c_{-k} + c_{-k} c_k^\dagger) - \frac{N\Delta^2}{|U|}.$$ 

It is convenient to work with Nambu spinors $\psi_k = (c_k^\dagger, c_k)$ to describe the superfluid phase. Inserting the decoupled interaction in the initial Hamiltonian, we obtain the following mean-field Hamiltonian for the BCS phase

$$H_{BCS} = \sum_k \psi_k^\dagger \begin{pmatrix} \xi_k^\uparrow & -\Delta \\ -\Delta & -\xi_k^\downarrow \end{pmatrix} \psi_k + E_0 + N(\mu^+ n^+ + \mu^+ n^-)$$

(3.22)

Here, $\xi_{k\sigma} = \varepsilon_{k\sigma} - \tilde{\mu}_\sigma$, $\mu = (\mu^+ + \mu^-)/2$ and $\tilde{\mu}_\sigma \equiv \mu - U n_{-\sigma}$ is the renormalized chemical potential including the Hartree correction. The energy $E_0 = \sum_k \xi_k + N|U|n^+ n^- + N\Delta^2/|U|$. In this quadratic form, for a given value of the order parameter, we can easily diagonalize this mean-field Hamiltonian. The diagonalization of 3.22 yields the Bogoliubov modes with eigenvalues

$$E_k^\pm = \pm (\xi^\uparrow - \xi_k^\downarrow)/2 + \sqrt{(\xi^\uparrow + \xi_k^\downarrow)^2/4 + \Delta^2}.$$

The creation operators $a_k^\dagger$ and $b_k^\dagger$ corresponding to the two Bogoliubov branches $E_k^\pm$ are related to the original basis by

$$a_k^\dagger = u_k c_k^\dagger - v_k c_{-k}$$
$$b_k^\dagger = u_k c_{-k} + v_k c_k^\dagger$$

in which the normal and superfluid fractions are given by

$$v_k^2, v_k^2 = \frac{1}{2} \left( 1 \pm \frac{\xi_k^\uparrow + \xi_k^\downarrow}{\sqrt{(\xi_k^\uparrow + \xi_k^\downarrow)^2 + 4\Delta^2}} \right).$$

Let us now rewrite the BCS mean-field Hamiltonian in the new diagonal basis of Bogoliubov modes

$$\hat{H}_{BCS} = \sum_k (E_k^\dagger a_k^\dagger a_k + E_k^\dagger b_k^\dagger b_k) + E_G + N(\mu^+ n^+ + \mu^+ n^-)$$

(3.23)

where $E_G = N\Delta^2/|U| + N|U|n^+ n^- + \sum_k (\xi_k^\uparrow + \xi_k^\downarrow) u_k^2 - 2\Delta u_k v_k^2$. In order to obtain the free energy as a function of the order parameter $\Delta$, we follow the MFT strategy discussed above and compute the partition function for the diagonalized Hamiltonian. This partition function reads

$$Z(\Delta, n^\uparrow, n^\downarrow) = \prod_k (1 + e^{-\beta E_k^+})(1 + e^{-\beta E_k^-})e^{-\beta E_G - \beta N(\mu^+ n^+ + \mu^+ n^-)}.$$  

(3.24)
The grand potential is $\Omega(\Delta, n_\sigma, \mu_\sigma) = -\beta^{-1} \log Z = F(\Delta, \mu_\sigma) + N(\mu_\uparrow n_\uparrow + \mu_\downarrow n_\downarrow)$ where $F(\Delta, \mu_\sigma)$ is the free energy. In order to determine the ground state of the Hamiltonian, we look for the extremum condition in the grand potential with respect to $\mu_\sigma$ and $\Delta$. This optimization leads to a set of self-consistency equations $\partial F(\Delta, \mu_\sigma)/\partial \mu_\sigma' + n_\sigma' = 0$ and $\partial F(\Delta, \mu_\sigma)/\partial \Delta = 0$. These three equations yield the set of self-consistency equations for the filling, the density imbalance and the gap equation, respectively

\[
\frac{1}{N} \sum_k (\xi_k^\uparrow + \xi_k^\downarrow) \frac{[1 - f(E_k^\uparrow) - f(E_k^\downarrow)]}{\sqrt{(\xi_k^\uparrow + \xi_k^\downarrow)^2 + 4\Delta^2}} + \delta = 0 \tag{3.25}
\]
\[
\frac{1}{N} \sum_k [f(E_k^\uparrow) - f(E_k^\downarrow)] - p = 0 \tag{3.26}
\]
\[
\frac{1}{N} \sum_k \frac{1 - f(E_k^\uparrow) - f(E_k^\downarrow)}{\sqrt{(\xi_k^\uparrow + \xi_k^\downarrow)^2 + 4\Delta^2}} = \frac{1}{|U|} \tag{3.27}
\]

where $\delta = n_\uparrow + n_\downarrow - 1$ is the doping of the system away from half-filling and $p = n_\uparrow - n_\downarrow$ is the density imbalance. At zero temperature $T = 0$, the energy of the ground state in the canonical ensemble is simplified to

\[
E_{BCS}[\Delta, n_\sigma, \mu_\sigma] = \sum_k [f(E_k^\uparrow) E_k^\uparrow + f(E_k^\downarrow) E_k^\downarrow] + E_G + N \sum_\sigma \mu_\sigma n_\sigma, \tag{3.28}
\]

where $(\mu, \Delta)$ is the solution of the self-consistency equations.

### 3.2.4 Mean-field theory for the CDW phase

As we have discussed above, a system with an attractive interaction might display a ground state with CDW order [54]. We will only consider the commensurate order here, but the incommensurate case could be addressed by an analysis of the linear response functions. Analogously to the BCS mean field, we can decouple the interaction in the CDW channel defined by the order parameter $\Delta_\sigma = \langle |U|/N \rangle \sum_k \langle c_{k,\sigma}^\dagger c_k^\sigma \rangle$ with $Q = (\pi, \pi, \pi)$. The interaction term in the particle-hole channel can be rewritten by neglecting the fluctuations as

\[
\frac{|U|}{N} \sum_{k,k'} c_{k+Q,\sigma}^\dagger c_k^\sigma c_{k'}^\dagger c_k^\sigma = \sum_k (\Delta^\sigma c_{k+Q,\sigma}^\dagger c_k^\sigma + \Delta^\sigma c_k^\dagger c_{k+Q}^\sigma) - \frac{N \Delta^\sigma |\Delta|}{|U|}.
\]

Introducing the spinor $\psi_{k,\sigma}^\dagger = (c_{k,\sigma}^\dagger, c_{k+Q,\sigma}^\dagger)$, and using the condition $\varepsilon_{k+Q,\sigma} = -\varepsilon_{k,\sigma}$ to compute the sum in the reduced Brillouin zone (RBZ), the mean-field Hamiltonian reads

\[
H_{CDW} = \sum_{k \in RBZ, \sigma} \left[ \varepsilon_{k,\sigma} - \mu_\sigma - \frac{\Delta^\sigma}{2} - \frac{\Delta^\sigma}{2} \right] \psi_{k,\sigma} + E_0, \tag{3.29}
\]

with $E_0 = N \Delta^\sigma |\Delta|/|U| + N |U| n_\uparrow n_\downarrow$. It is readily diagonalized, with eigenvalues: $E_{k,\sigma}^\pm = \pm \sqrt{\varepsilon_{k,\sigma}^2 + \Delta^2}$ $- \mu_\sigma$. Hence, we obtain the diagonalized Hamiltonian

\[
H_{CDW} = E_0 + N(\mu_\uparrow n_\uparrow + \mu_\downarrow n_\downarrow) + \sum_{k \in RBZ, \sigma} (E_{k,\sigma}^+ a_{k,\sigma}^\dagger a_{k,\sigma} + E_{k,\sigma}^- b_{k,\sigma}^\dagger b_{k,\sigma}). \tag{3.30}
\]

The partition function is easily computed from the free modes in the diagonalized Hamiltonian

\[
Z[\Delta_\sigma, n_\sigma, \mu_\sigma] = \prod_{k \in RBZ, \sigma} (1 + e^{-\beta E_{k,\sigma}^+})(1 + e^{-\beta E_{k,\sigma}^-})e^{-\beta E_0}. \tag{3.31}
\]
As in the BCS case, the grand potential reads \( \Omega[\Delta, n, \mu] = -\frac{1}{\beta} \log Z = F(\Delta, \mu) + N(\mu_1 n_1 + \mu_\downarrow n_\downarrow) \), where \( F(\Delta, \mu) \) is the free energy. The self-consistency equations are obtained by minimizing the energy with respect to \( \mu_\uparrow, \mu_\downarrow \) and \( \Delta \)

\[
\frac{1}{N} \sum_{k \in RBZ} [f(E_{k\sigma}^+) + f(E_{k\sigma}^-)] = n_\sigma 
\]

\[
\frac{\Delta_\sigma}{N} \sum_{k \in RBZ} \frac{f(E_{k\sigma}^-) - f(E_{k\sigma}^+)}{\sqrt{\epsilon_{k\sigma}^2 + \Delta_\sigma^2}} = \frac{\Delta}{|U|}. 
\]

At zero temperature \( T = 0 \), the ground state energy for a system with a given number of atoms for each species and an imbalance of density is

\[
E_{CDW}[\Delta, n, \mu] = E_0 + \sum_{\sigma k \in RBZ} [f(E_{k\sigma}^+) E_{k\sigma}^+ + f(E_{k\sigma}^-) E_{k\sigma}^-] + N \sum_\sigma \mu_\sigma n_\sigma, 
\]

in which \((\Delta, \mu)\) are solutions of the self-consistency equations.

We remind that in all the MFT of this section, both the densities and the order parameters are treated self-consistently. In the next chapters, we will explain why this treatment gives a more reliable physics and we will compare it with more sophisticated mean-field theories like the slave-boson mean field theory and dynamical mean-field theory.

### 3.2.5 The density of states

When the lattice is cubic, the non-interacting band dispersion is given by \( \epsilon_{\sigma k} = -\sum_\mu 2t_\sigma \cos k_\mu \).

In the mean-field theories introduced above, summations over the momenta \((k)\) of the Brillouin zone (BZ) frequently enter the self-consistency equations. In order simplify the calculations, we show here that it might be convenient to work with the density of the states (DOS), which is the distribution of states in an infinitesimal window of energy of the non-interacting system. The DOS is defined as

\[
D(\epsilon) = \frac{1}{N} \sum_{k \in BZ} \delta(\epsilon - \epsilon_k) \approx \frac{1}{(2\pi)^d} \int_{BZ} \delta(\epsilon - \epsilon_k) dk^d. 
\]

Using this quantity, the \( k \)-sum are replaced by an integration over the energies, weighted by a density of states \( N^{-1} \sum_{k \in BZ} \ldots \rightarrow \int D(\epsilon) d\epsilon \ldots \). In numerical calculations, using the DOS can strongly reduce the computational time. In addition, some limits offer a simple representation of the DOS. For example, in the limit of infinite dimensions, there is an analytical form for the DOS. We can thus obtain some analytical or asymptotic results. In some rough approximations, one can also treat the irrelevant part of the integral over the energy by a simplified form of the DOS, while the relevant part is treated more carefully. This can help to get a rapid guess for the physical properties without the loss of time due to a sophisticated numerical calculation.

Within this thesis, we study models of fermionic mixture with different DOS. For the 2D, 3D and infinite dimensional cases, numerical results will be presented. For an analytical understanding of problem, we propose to use the flat DOS

\[
D_\sigma(\epsilon) = \begin{cases} 
1/W_\sigma & \text{if } \epsilon \in [-W_\sigma/2, W_\sigma/2] \\
0 & \text{if } \epsilon \notin [-W_\sigma/2, W_\sigma/2] 
\end{cases} 
\]

In general, this simple DOS does not estimate exactly the values of physical quantities such as the gap, the critical temperature, the critical field, etc. However, it provides a qualitatively good physical description of the models such as the phase transitions, the phase diagram, etc.
3.3 Strong-coupling mean-field theory

The weak-coupling MFT is based on the decoupling of the interaction motivated by the condition $|U|/t \ll 1$, which allows to neglect fluctuations. In the opposite limit $|U|/t \gg 1$, a perturbation theory based on the development in powers of $t/|U|$ is also possible. In the following, we show that this degenerate perturbation theory can map the Hubbard model to some well-known models which were already treated by mean-field theory.

3.3.1 Positive coupling ($U > 0$)

Limit of strong coupling at half-filling

Let us first consider the large repulsive-$U$ limit at half-filling. In this limit ($|U| \gg t$), the Hubbard model with $t_\uparrow = t_\downarrow = t$ map onto a quantum Heisenberg spin model. Indeed, when the interaction strength is big enough, the atoms tend to stay on the same lattice site. They are distributed regularly over the lattice (one particle per site). In order to show the mapping, we propose to consider the problem of two atoms on two sites. There are only four possible configurations: i) one atom per site with two up-atoms, ii) one atom per site with two down-atoms, iii) one atom per site with one up and one down (2-fold degenerate), iv) two atoms (one up and one down) on one site and the other site empty (2-fold degenerate).

If there is no hoping ($t = 0$) then the three states i, ii, iii are eigenstates of energy 0 and the last state is an eigenstate of energy $U$. When the hopping is small $t \ll U$, the tunneling term of the Hamiltonian couples the two states iii and iv with an amplitude $t$. In this case, up and down atoms can make a local move to the neighboring site and then hop back. This move makes the antiferromagnetic (AF) configuration iii lower in energy by a amount of the order of $2t^2/U$ when compared to the ferromagnetic (F) configurations i and ii. By introducing the spin-exchange coupling energy $J = 4t^2/U$ for the 1/2-spin model, we also find an energy difference between an AF configuration and an F configuration of the order of $2t^2/2$.

In the extended Hubbard model, this result is slightly modified by the fact that there is a mass imbalance. This mass imbalance induces an anisotropy of the AF spin coupling in different directions. The effective model is now an XXZ model in an external field. This external field is used to fix the imbalance of density.

$$H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j + \gamma J \sum_{\langle i,j \rangle} S^x_i S^x_j - 2h \sum_i (S^z_i - m),$$

(3.36)

where the spin operators and the couplings are defined by $\vec{S} = 1/2c_\alpha^\dagger \vec{\sigma} c_\beta$, $J = 4t_1 t_\downarrow / U$ and $\gamma = (t_1 - t_\downarrow)^2 / 2t_1 t_\downarrow$. Here, for the convenience of the spin model, we introduce the magnetization $m$ which measures the average value of the operator $S^z$. The magnetization is related to the polarization simply by $m = \langle S^z \rangle = (n_\uparrow - n_\downarrow)/2 = p/2$. In order to study the phase diagram of this model, we can use a classical spin mean-field approach. One can then go beyond MFT using the spin-wave theory [5, 101] (see also Appendix A.1 for detailed discussion).

The mean-field approach [101] amounts to treat the spin variables as classical. In order to study the commensurate spin density wave ordering, we break the translation invariance and consider a unit cell of two neighbor sites A and B. We define $\theta_A, \theta_B$ as the orientations of the spins on the two sites A and B, respectively (Fig. 3.8). The MFT strategy consists of minimizing the total energy over the angles $\theta_A, \theta_B$. The energy per site reads

$$E = \frac{N \zeta}{2} J S^2 \sin \theta_A \sin \theta_B + \frac{N \zeta}{2} J(1+\gamma) S^2 \cos \theta_A \cos \theta_B - \frac{N h}{2} (S \cos \theta_A + \cos \theta_B) - 2m).$$

(3.37)
Here, $\zeta$ is the number of nearest neighbors of a site in the lattice and $S = 1/2$ is the spin of the models. The spin configuration which minimizes the total energy with respect to $h, \theta_A, \theta_B$ must satisfy the mean-field equations $\partial E/\partial h = 0$, $\partial E/\partial \theta_A = 0$ and $\partial E/\partial \theta_B = 0$, or

$$\cos \theta_A + \cos \theta_B = \frac{2m}{S} \tag{3.38}$$

$$\frac{NzJS^2}{2} \cos \theta_A \sin \theta_B - \frac{NzJ(1 + \gamma)S^2}{2} \sin \theta_A \cos \theta_B + \frac{NhS}{2} \sin \theta_A = 0 \tag{3.39}$$

$$\frac{NzJS^2}{2} \sin \theta_A \cos \theta_B - \frac{NzJ(1 + \gamma)S^2}{2} \cos \theta_A \sin \theta_B + \frac{NhS}{2} \sin \theta_B = 0. \tag{3.40}$$

The solution of these equations gives the optimal value of the two angles $\theta_A$ and $\theta_B$. We now define the two order parameters

$$\Delta_{AF} = \frac{1}{N} \sum_i (-1)^i S^z_i = S^z_A - S^z_B \tag{3.41}$$

$$\Delta_{XY} = \frac{1}{N} \sum_i (-1)^i S^x_i = S^x_A - S^x_B. \tag{3.42}$$

Here, $\Delta_{AF}$ is the order parameter of the antiferromagnetic phase, while $\Delta_{XY}$ is the order parameter of the in-plane ($XY$) SDW. In the presence of a fixed external field, the self-consistency Eq. 3.39 and Eq. 3.40 become

$$\sin \frac{\theta_A + \theta_B}{2} \left[ zJ\gamma S \cos \frac{\theta_A + \theta_B}{2} - h \cos \frac{\theta_A - \theta_B}{2} \right] = 0 \tag{3.43}$$

$$\sin \frac{\theta_B - \theta_A}{2} \left[ zJ(2 + \gamma) S \cos \frac{\theta_A - \theta_B}{2} - h \cos \frac{\theta_A + \theta_B}{2} \right] = 0. \tag{3.44}$$

**Limit of strong coupling away from half-filling**

When the system is doped, the problem becomes more difficult. Even in the strong coupling limit, similar arguments lead to a complicated model. In this case, localized atoms still realize a spin-exchange interaction while the extra atoms (or holes) can move on this spin background. The extended Hubbard model away from half-filling maps to a $t-J$ model with a spin-anisotropic coupling

$$H = - \sum_{(i,j,\sigma)} (t_{ij} \epsilon_{\sigma} c_{i\sigma}^\dagger c_{j\sigma} + H.c) + J \sum_{(i,j)} \vec{S}_i \cdot \vec{S}_j + \gamma J \sum_{(i,j)} S^z_i S^z_j, \tag{3.45}$$
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in which the definitions of $J$, $\gamma$ and $\vec{S}$ are the same as in the $XXZ$ model and $P$ is the projector on the subspace with one particle per site. In this model, the first term describes the dynamics of the extra atoms, while the last terms are used for the spin interaction just as in the $XXZ$ model. The isotropic $t - J$ model has been studied with Schwinger-boson mean-field theory and slave-fermion methods by Auerbach [8].

3.3.2 Negative coupling ($U < 0$)

Effective boson model for mixtures with the same density

We now consider the negative-$U$ strong coupling MFT. As we have shown above, this model can be mapped to the positive-$U$ one via a particle-hole transformation. Here, when the attractive interaction between the two species of atoms becomes strong enough, the species form a bound state in order to gain potential energy. The model becomes an effective hard-core boson model (with bound states formed by a pair of local fermions) with bosons $b_i^+ = c_i^+ c_i^\dagger$. When the mixture has the same density of both species, we obtain a effective model that only has hard-core bosons [22]. The hopping of the atoms in the initial model induces an effective hopping of the bosons $t_b = 4t^2/U$. The asymmetry of the hopping instead generates an effective interaction between nearest-neighbor bosons $V = 4\gamma t^2/U$. The resulting Hamiltonian is

$$H = -\sum_{\langle i,j \rangle} t_b b_i^+ b_j + V \sum_{\langle i,j \rangle} n_{b_i} n_{b_j} + \text{hard-core boson constraint.} \quad (3.46)$$

When there is no hopping imbalance, one obtains a gas of bosons in an optical lattice which can condense in high dimensions ($D=3$) to the ground state of a Bose-Einstein condensate.

Effective boson-fermion mixture for the density imbalanced model

When the mixture presents a density imbalance, we recover a model with a boson-fermion mixture. In this case, the available two species of atoms form hard-core bosons as above. The extra fermions still keep their fermionic statistics and contribute to the fermionic part for the total Hamiltonian

$$H = \sum_{\langle i,j \rangle} t_\sigma c_i^\sigma c_j - \sum_{\langle i,j \rangle} t_b b_i^+ b_j + V \sum_{\langle i,j \rangle} n_{b_i} n_{b_j} + \text{hard-core boson constraint.} \quad (3.47)$$

This model is relevant for a recent series of experiments on spin imbalanced mixtures realized in the MIT group and in the Rice group.

3.4 Slave-boson mean-field theory

The Hartree-Fock mean-field theory is formulated around the non-interacting limit and neglects all the quantum fluctuations. The validity of the theory is limited to the weak-coupling regime where $|U| \ll t_\sigma$. Here, we introduce another analytical approach, the slave-boson mean-field theory which allows to extend the domain of validity of the mean-field approach. A solid formalism of the slave-boson MFT has been recently given in [75]. For a matter of simplicity, we use here the basic formalism that has first been introduced in the work of Kotliar and Ruckenstein [71]. In order to further simplify the calculation, we only present the derivation of the mean-field equations for the model with no mass imbalance. The generalization for a mass imbalanced system is straightforward.
3.4 Slave-boson mean-field theory

3.4.1 Formalism of the slave-boson mean-field theory

It is possible to develop the slave-boson mean-field theory directly for the negative-$U$ Hubbard model, see Bulka et al [17]. However, we choose a different route and prefer to construct the mean-field theory in the case of positive coupling and then apply the particle-hole transformation to map it to the negative-$U$ model [7, 108]. Let us recall that if, in the negative-$U$ case, the model has a polarization, then, in the positive coupling, it is doped with no external magnetic field.

The basic idea of the slave-boson mean-field approach is that in strongly-correlated systems, the process of hopping of particle is accompanied by a backflow of spin and charge excitations of the medium. This effect is equivalent to the renormalization of mass for the quasiparticles. This idea can be realized by representing the original Hamiltonian in a new basis of quasiparticles with slave bosons which describe the effect of mass renormalization. We define the for bosonic operators: $e^\dagger_i, d^\dagger_i, p^\dagger_i, p_i$ which allow to compute the occupation numbers in each of for possible states available for hopping process: $|0\rangle, |\uparrow\rangle, |\downarrow\rangle, |\pm\rangle$. In the new enlarged space with bosons and quasiparticles, the creation operator becomes

$$c_{i\sigma}^\dagger = z_{i\sigma} f_{i\sigma}^\dagger$$

with $z_{i\sigma} = e^\dagger_i p_{i\sigma} + p_{i\sigma}^\dagger d_i$, \hspace{1cm} (3.48)

and the Hamiltonian reads

$$H_{SB} = -\sum_{\langle i,j \rangle \sigma} t_{\sigma}(f_{i\sigma}^\dagger f_{j\sigma} z_{i\sigma}^\dagger z_{j\sigma} + h.c) + U \sum_i d^\dagger_i d_i - \sum_{i,\sigma} \bar{\mu}_\sigma (d^\dagger_i d_i + p_{i\sigma}^\dagger p_{i\sigma}).$$ \hspace{1cm} (3.49)

Note that we are working in an enlarged space and therefore there is more than one way to express the Hamiltonian in this new basis. We chose here the simplest way, and write the local part of the Hamiltonian by in the boson basis. This simplifies the expression of the Hamiltonian and gives very good control in some limits of the mean-field approximation. It is always possible to write the Hamiltonian in a more complicated form. For instance, the part with the chemical potential could be written as $\sum_i \bar{\mu}_{\sigma} f_{i\sigma}^\dagger f_{i\sigma} z_{i\sigma}^\dagger z_{i\sigma}$. Since we are working in an enlarged space, one must impose the following constraints in order to recover the physical subspace

$$p_{i\uparrow}^\dagger p_{i\downarrow} + p_{i\downarrow}^\dagger p_{i\uparrow} + e^\dagger_i e_i + d^\dagger_i d_i = 1$$ \hspace{1cm} (3.50)

$$p_{i\sigma}^\dagger p_{i\sigma} + d^\dagger_i d_i = f_{i\sigma}^\dagger f_{i\sigma}. \hspace{1cm} (3.51)$$

With this construction of the slave-boson MFT, one does not recover the correct non-interacting limit at the saddle-point approximation. As mentioned above, one has many ways to write the Hamiltonian in the new basis. In order to correct this problem, we introduce a unitary transformation on the boson $z_{i\sigma}$ which does not affect the construction of the enlarged space

$$\tilde{z}_{i\sigma} = (1 - d^\dagger_i d_i - p_{i\sigma}^\dagger p_{i\sigma})^{-1/2} z_{i\sigma} (1 - e^\dagger_i e_i - p_{i\sigma}^\dagger p_{i\sigma})^{-1/2}.$$ \hspace{1cm} (3.52)

Finally, the correct Hamiltonian including the constraints with the corresponding Lagrangian multipliers $\lambda_0, \lambda_{i\sigma}$ is given by

$$H_{SB} = -\sum_{\langle i,j \rangle \sigma} t_{\sigma}(f_{i\sigma}^\dagger f_{j\sigma} z_{i\sigma}^\dagger z_{j\sigma} + h.c) + U \sum_i d^\dagger_i d_i - \sum_{i,\sigma} \bar{\mu}_\sigma (d^\dagger_i d_i + p_{i\sigma}^\dagger p_{i\sigma})$$

$$- \sum_i \lambda_0 (p_{i\uparrow}^\dagger p_{i\downarrow} + p_{i\downarrow}^\dagger p_{i\uparrow} + e^\dagger_i e_i + d^\dagger_i d_i - 1) - \sum_{i\sigma} \lambda_{i\sigma} (f_{i\sigma}^\dagger f_{i\sigma} - p_{i\sigma}^\dagger p_{i\sigma} - d^\dagger_i d_i).$$
Normal phase

In the normal phase, we preserve the translational invariance. Therefore, the slave bosons are the same over the whole lattice: \( e_i = e, \; d_i = d, \; p_{\sigma} = p_{\sigma} \). In the system with spin symmetry SU(2), we have the additional condition \( p_{\sigma} = p \).

Phase with long-range order

In the case of an isotropic hopping, the SU(2) spin symmetry is conserved. An SDW_{xy} order is equivalent to an antiferromagnetic order (SDW_x). In order to be able to describe a situation with a broken symmetry as well, we will extend the formalism of the slave bosons on a bipartite lattice with two sublattices A (B). The four slave bosons and quasiparticles for each sublattice are \( e_{A(B)}, d_{A(B)}, p_{A(B)} \), \( f_{A(B)} \). We can restore the symmetry between these two sublattices with

\[
e_A = e_B = e, \quad d_A = d_B = d, \quad p_\sigma = p_{\sigma A} = p_{\sigma B}.
\]

The AF order parameter (staggered magnetization) is defined by

\[
\Delta_{AF} = p_{A}^{2} - p_{B}^{2} = p_{\uparrow}^{2} - p_{\downarrow}^{2}.
\]

3.4.2 Saddle-point approximation

The simplest approximation that we can envisage is the saddle-point approximation which consists in replacing the bosonic operators by their average value. We consider here the case without hopping imbalance (\( z = 0 \)) as an example. The result for case with hopping imbalance case (\( z \neq 0 \)) can be generalized straightforward. In addition, we suppose that the system is homogeneous over each sublattice: \( e_i, d_i, p_{\sigma i} \). We then define \( q = (\tilde{z}_i, \tilde{z}_j) \), the quasiparticle weight

\[
q = \frac{e^2 p_{A} p_{B} + d^2 p_{A} p_{B} + e (e^2 p_{A} p_{B} + e^2 p_{A} p_{B})}{(1 - d^2 - p_{A}^2)^{-1/2} (1 - d^2 - p_{B}^2)^{-1/2} (1 - e^2 - p_{A}^2)^{-1/2} (1 - e^2 - p_{B}^2)^{-1/2}}.
\]

Using the symmetry of the two sublattices A and B, we have \( p_\sigma = p_{\sigma A} = p_{\sigma B}, \; \lambda_\sigma = \lambda_{\sigma A} = \lambda_{\sigma B} \). Performing the Fourier transform in the reduced Brillouin zone and defining the spinor \( \psi_k = (f_{Ak}, f_{Bk}) \), the Hamiltonian can be expressed in the following matrix form

\[
H_{SB} = \sum_{k \in RBZ, \sigma} \psi_k^\dagger \begin{bmatrix} -\lambda_\sigma & q \varepsilon_k \\ q \varepsilon_k & -\lambda_\delta \end{bmatrix} \psi_k + E_0,
\]

with \( E_0 = N(Ud^2 - \lambda_0 (p_A^2 + p_B^2 + e^2 + d^2) + \lambda_1 (p_A^2 + d^2) + \lambda_1 (p_B^2 + d^2) - \bar{\mu}(p_A^2 + p_B^2 + 2d^2 - 1)) \). The sum is done over the half of the Brillouin zone. We define the new variables \( \Lambda = (\lambda_1 + \lambda_1)/2, \; \Delta = (\lambda_1 - \lambda_1)/2 \). In this quadratic form, we can now easily diagonalize the mean-field Hamiltonian and obtain the following eigenvalues \( E_{k\sigma}^\pm = \pm \sqrt{q^2 \varepsilon_k^2 + \Delta^2 - \Lambda} \). The Hamiltonian in the diagonal basis now reads

\[
H_{SB} = \sum_{k \in RBZ, \sigma} (E_{k\sigma}^+ \alpha_{k\sigma}^\dagger \alpha_{k\sigma} + E_{k\sigma}^- \beta_{k\sigma}^\dagger \beta_{k\sigma}) + E_0.
\]
The partition function can be evaluated $Z = \prod_{k \in \mathbb{R}BZ, \sigma} (1 + e^{-\beta E^+_k}) (1 + e^{-\beta E^-_k}) e^{-2\beta E_0}$. The free energy is given by $F = -\beta^{-1} \log Z$ and the self-consistency equations read

$$\frac{\partial F}{\partial \lambda} = 0, \quad \frac{\partial F}{\partial \phi} = 0$$

(3.58)

where $\phi = e, d, p, \sigma$ and $\lambda = \lambda_0, \lambda_\sigma$. In order to simplify the calculation, we define the following variables

$$\Delta_{AF} = p^2_\uparrow - p^2_\downarrow, \quad \delta = d^2 - e^2, \quad \tilde{\Lambda} = \Lambda / q, \quad \tilde{\Delta} = \Delta / q.$$  

(3.59)

With these new variables, we can simplify the expression of the energy $E_0$ and the quasiparticle weight

$$E_0/N = Ud^2 + \Lambda(1 + \delta) - \bar{\mu} \delta + \Delta \Delta_{AF}$$

$$q = \frac{2(2d^2 - \delta) \sqrt{(1 + \delta - 2d^2)^2 - \Delta^2_{AF}} + 4d\sqrt{d^2 - \delta(1 + \delta - 2d^2)}}{(1 + \delta)^2 - \Delta^2_{AF}\sqrt{(1 - \delta)^2 - \Delta^2_{AF}}}.$$  

After some algebra, we obtain the set of self-consistency equations for the Slave Bosons mean-field theory

$$d^2 - e^2 = \delta$$

(3.60)

$$\frac{1}{N} \sum_{k \in \mathbb{R}BZ, \sigma} [f(E^+_k) + f(E^-_k)] = 1 + \delta$$

(3.61)

$$\frac{1}{N} \sum_{k \in \mathbb{R}BZ, \sigma} \frac{q^2 f(E^+_k) - f(E^-_k)}{q^2 + \Delta^2} \frac{\partial q^2}{\partial \delta} + \Lambda - \bar{\mu} = 0$$

(3.62)

$$\frac{1}{N} \sum_{k \in \mathbb{R}BZ, \sigma} \frac{q^2 f(E^+_k) - f(E^-_k)}{q^2 + \Delta^2} \frac{\partial q^2}{\partial \Delta_{AF}} + \Delta = 0$$

(3.63)

$$\frac{1}{N} \sum_{k \in \mathbb{R}BZ, \sigma} \frac{\Delta [f(E^+_k) - f(E^-_k)]}{q^2 + \Delta^2} + \Delta_{AF} = 0$$

(3.64)

$$\frac{1}{N} \sum_{k \in \mathbb{R}BZ, \sigma} \frac{q^2 f(E^+_k) - f(E^-_k)}{q^2 + \Delta^2} \frac{\partial q^2}{\partial d^2} + U = 0.$$  

(3.65)

At zero temperature $T = 0$, the energy of the ground state of the canonical system is given by

$$E_G[\Delta_{AF}, \Delta, \delta] = E_0 + \sum_{k \in \mathbb{R}BZ, \sigma} [E^+_k f(E^+_k) + E^-_k f(E^-_k)],$$

(3.66)

in which the order parameter $\Delta_{AF}$ is the solution of the self-consistency equations. We remark that within this analysis the normal phase corresponds to the case where there is trivial solution $\Delta_{AF} = 0$. Therefore, the study on stability of the solutions of the self-consistency equations gives directly the condition for the phase transition from the normal phase to the phase AF phase.

### 3.5 Dynamical mean-field theory

Dynamical mean-filed theory (DMFT) is one of the most popular modern theoretical approaches designed to treat correlated fermions on a lattice [33, 43, 44]. The idea of the method...
is to extend the classical mean-field strategy to quantum systems, replacing static mean-field averages by frequency-dependent (dynamical) objects. Just like classical mean-field theory, DMFT freezes spatial correlations, but allows for an unbiased treatment of the dynamics. A practical implementation of DMFT requires the self-consistent solution of a quantum impurity model, i.e., a model of a single interacting site coupled to a bath that allows for quantum fluctuations on the correlated site. In the mean-field spirit, a given site is representative of any site of the original lattice. This correspondence is implemented via a self-consistency condition which contains the information about the original lattice through its non-interacting density of states. The self-consistency condition relates the frequency-dependent ‘Weiss field’ which describes the dynamics of the bath (analogous to the static Weiss field in the mean-field theory of magnetism) $\hat{G}(i\omega)$ to the Green’s function of the correlated site $[44]$.

In the normal phase, DMFT is able to describe a Mott metal-insulator transition. The technique allows to address the strongly-correlated regime where the interaction is comparable to the kinetic energy of the system ($U \sim t$). For phases with long-range order, the advantage of this method is that it gives a very good description of the BEC-BCS crossover when both species have the same density $[120]$. It means that the off-diagonal order not only contains the BCS channel which is relevant for weak coupling but also the condensation of bosons formed by local fermionic pairs in the strong coupling limit. In addition, when the local fluctuations are frozen by replacing frequency-dependent objects by their average value, one recovers exactly the static mean-field description.

3.5.1 DMFT self-consistency equations

In order to keep the formalism easy, we will derive the self-consistency equations using the cavity method for the model defined on an infinite-dimensional Bethe lattice. In this part, we first discuss the DMFT of a normal phase without symmetry breaking. For the standard Hubbard model, the partition function reads

$$Z = \int \prod_i Dc_{i\sigma}^\dagger Dc_{i\sigma} e^{-S[c_{i\sigma}^\dagger, c_{i\sigma}]} ,$$  \hspace{1cm} (3.67)

where $S[c_{i\sigma}^\dagger, c_{i\sigma}]$ is the action of the Hubbard Hamiltonian defined by

$$S[c_{i\sigma}^\dagger, c_{i\sigma}] = \int_0^\beta d\tau \left[ \sum_{i\sigma} c_{i\sigma}^\dagger (\partial_\tau - \mu_\sigma) c_{i\sigma} - \sum_{<i,j}\sigma} t_{ij\sigma} c_{i\sigma}^\dagger c_{j\sigma} + U \sum_i n_{i\uparrow} n_{i\downarrow} \right] .$$  \hspace{1cm} (3.68)
3.5 Dynamical mean-field theory

We divide the system in two parts: the site "0" and "the lattice without site 0". We then integrate over all the degrees of freedom of the cavity in order to obtain the effective action

$$e^{-S_{\text{eff}}[c_{i\sigma}, c_{i\sigma}]} = \int \prod_{i \neq 0} DC_{i\sigma}^\dagger DC_{i\sigma} e^{-S[c_{i\sigma}, c_{i\sigma}]}. \quad (3.69)$$

Therefore, the partition function can now be written as

$$Z = \int DC_{0\sigma}^\dagger DC_{0\sigma} e^{-S_{\text{eff}}[c_{0\sigma}, c_{0\sigma}]}. \quad (3.70)$$

In order to evaluate this expression, we divide the total action in three parts:

$$S = S^{(0)} + \Delta S + S_0. \quad \text{(3.70)}$$

Here, $S^{(0)}$ is the action of the lattice with the cavity (this is the bath), $S_0$ is the action of the decoupled site "0" and $\Delta S$ is the action representing the hybridization of the decoupled site with the bath. We have

$$S_0 = \int_0^\beta d\tau \left( \sum_\sigma c_{0\sigma}^\dagger (\partial_\tau - \mu_\sigma) c_{0\sigma} + Un_{0\uparrow}n_{0\downarrow} \right)$$

$$\Delta S = -\int_0^\beta d\tau \sum_{\langle i,0 \rangle \sigma} t_{i0\sigma}(c_{i\sigma}^\dagger c_{0\sigma} + h.c).$$

Here, we can define $\eta_{i\sigma} = t_{i0\sigma}c_{0\sigma}$ as a source which couples to $c_{i\sigma}^\dagger$. Using the gaussian integration, we obtain

$$S_{\text{eff}}[c_{0\sigma}, c_{0\sigma}] = S_0 + \sum_{n=1}^\infty \sum_{i_1 \ldots j_n \sigma} \int \eta_{i_1 \sigma}^\dagger \ldots \eta_{j_n \sigma}^\dagger G_{i_1 \ldots j_n \sigma}^{(0)}(\tau_{i_1} \ldots \tau_{j_n}) \eta_{j_1 \sigma} \ldots \eta_{j_n \sigma} + \text{const.} \quad (3.71)$$

When we take the infinite-dimension limit ($d \to \infty$) and the Fourier transform, all terms of order higher than 1 vanish and we get a very simple relation

$$S_{\text{eff}}[c_{0\sigma}, c_{0\sigma}] = S_0 + \sum_{\sigma} c_{0\sigma}^\dagger G_{0\sigma}^{-1}(i\omega_n) c_{0\sigma} + Un_{0\uparrow}n_{0\downarrow}, \quad (3.72)$$

where

$$G_{0\sigma}^{-1}(i\omega_n) = i\omega_n + \mu_\sigma - \sum_{(i,j)\sigma} t_{0i\sigma} t_{0j\sigma} G_{ij\sigma}^{(0)}(i\omega_n). \quad (3.73)$$

In the Bethe lattice, the hopping $t_{0i\sigma} \to t_{0i\sigma}/\sqrt{d}$ is renormalized in order to have a non-trivial physical limit when $d \to \infty$. When the site "0" is removed, then $G_{ij}^{(0)} = 0$ with
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$\sigma \neq j$ and $G_{ii\sigma} = G_\sigma$ because of the translational invariance. Finally, we have the following self-consistency equation

$$G_0^{-1}(i\omega_n) = i\omega_n + \mu_\sigma - t_\sigma^2 G_\sigma(i\omega_n).$$  \hspace{1cm} (3.74)

So far, we have discussed the main ideas of DMFT and established the self-consistency equations. Although this theory turns the many-body problem into a much simpler version, it still remains a complicated quantum problem to solve. An analytical solution within this mean-field theory can only be obtained in some specific limits such as the atomic limit or the Falicov-Kimball limit. Fortunately, the reduced problem with less degrees of freedom can be solved using various numerical methods. The schema of the procedure to solve a one-band Hubbard model within DMFT is shown in Fig. 3.12. We start with a guess for the non-interacting Green’s function $G_0(i\omega_n)$ which is enough to define the effective action of the local impurity problem. Next, we solve this effective problem to get the local Green’s function $G_{\text{imp}}(i\omega_n)$. The local self-energy is then obtained by $\Sigma(i\omega_n) = G_0^{-1}(i\omega_n) - G_{\text{imp}}(i\omega_n)$. Inserting this local Green’s function and its self-energy in the DMFT self-consistency equations, we obtain a new guess Green’s function $G_0(i\omega_n)$ for the next iteration. The solution is achieved when these iterations converge. Finally, the different physical quantities are computed from
the Green’s functions. As we are working on the imaginary Matsubara frequency axis, in order to obtain the spectral function we need then to do an analytical continuation to the real axis [117].

3.5.2 DMFT for phases with a broken symmetry

We now discuss the possibility to study phases with broken symmetries within DMFT [44]. We propose to divide our model into two classes: (i) the model with positive coupling and (ii) the model with negative coupling. As discussed above, in the positive coupling limit we will establish the framework to study the stability of the antiferromagnetic ground state, while in the negative coupling regime, we will include both the CDW and SF order.

DMFT for the positive-\(U\) Hubbard model

Let us consider this model on a bipartite lattice with two sublattices A and B. In order to study the phases with symmetry breaking, we introduce an external field to break the translational invariance. The external magnetic field has a modulation over the lattice such as to form an antiferromagnetic phase (AF)

\[
h = h_s \sum_{i\sigma} e^{iQ \cdot R_i} c_{i\sigma}^\dagger c_{i\sigma} \quad \text{with} \quad Q = (\pi, \ldots, \pi).
\]

This way, we break the translation invariance of the lattice but we can restore it for an elementary cell with two sites (A,B). The external field added in the Hamiltonian just changes the chemical potential on the two sublattices, therefore we can apply the DMFT self-consistency equations obtained in the last section

\[
G_{0A(B)}^{-1}(i\omega_n) = i\omega_n + \mu_\sigma \mp \sigma h_s - t^2 G_{B(A)\sigma}(i\omega_n).
\]  

(3.75)

We introduced the field \(h\) in order to break the translational symmetry, but we will set it to zero in the actual calculation and obtain

\[
G_{A(B)0}^{-1}(i\omega_n) = i\omega_n + \mu_\sigma - t^2 G_{B(A)\sigma}(i\omega_n).
\]  

(3.76)

When the hopping is the same for both species and there is no external magnetic field, we have an SU(2) spin rotational invariance. This symmetry is reduced when the field is non-zero (when the translational symmetry is broken) and we have \(c_{A\uparrow} \rightarrow c_{B\downarrow}\) or \(i \in A, \sigma \rightarrow i \in B, -\sigma\), which induces an additional relation on the Green’s function on the two sublattices \(G_{A\sigma}(i\omega_n) = G_{B-\sigma}(i\omega_n)\). Finally, the self-consistency equation is simplified to

\[
G_0^{-1}(i\omega_n) = i\omega_n + \mu_\sigma - t^2 G_{-\sigma}(i\omega_n).
\]  

(3.77)

DMFT for the negative-\(U\) Hubbard model

Instead of studying the Hubbard model in the positive coupling limit for the half-filled model, we can also study directly the phases in the attractive model. In this case, the Hamiltonian reads

\[
H = -\sum_{\langle i,j \rangle} t_\sigma (c_{i\sigma}^\dagger c_{j\sigma} + h.c) - |U| \sum_i n_{i\uparrow} n_{i\downarrow} - \sum_i \mu_\sigma c_{i\sigma}^\dagger c_{i\sigma}.
\]  

(3.78)

We define the Nambu spinor \(\psi_i^\dagger = (c_{i\uparrow}^\dagger, c_{i\downarrow})\), and the Hamiltonian becomes

\[
H = -\sum_{\langle i,j \rangle} (\psi_i^\dagger T \psi_j + h.c) - |U| \sum_i n_{i\uparrow} n_{i\downarrow} - \sum_i \psi_i^\dagger \mu \psi_i + \text{const},
\]  

(3.79)
where $T$ and $\mu$ are diagonal matrices of the hopping and of the chemical potential for the Nambu spinors. They are defined as

$$T = \begin{bmatrix} t_\uparrow & 0 \\ 0 & -t_\downarrow \end{bmatrix}, \quad \mu = \begin{bmatrix} \mu_\uparrow & 0 \\ 0 & -\mu_\downarrow \end{bmatrix}$$

In this representation, the action of the Hamiltonian reads

$$S = -\int_0^\beta d\tau \sum_{\langle i,o \rangle} (\psi^\dagger_i T \psi_o + h.c) + \int_0^\beta d\tau \psi^\dagger_o (\partial_\tau - \mu) \psi_o + |U| n_o \uparrow n_o \downarrow + S^{(o)},$$

where $S^{(o)}$ is the action of the lattice without site "o". We define the Green’s function for these Nambu spinors by

$$G(k,\tau) = \langle T\tau | \psi_k^\dagger \psi_0 \rangle = \begin{bmatrix} \langle T\tau c_k^\dagger (\tau) c_k^\downarrow (0) \rangle & \langle T\tau c_k^\dagger (\tau) c_{-k}^\downarrow (0) \rangle \\ \langle T\tau c_{-k}^\dagger (\tau) c_k^\downarrow (0) \rangle & \langle T\tau c_{-k}^\dagger (\tau) c_{-k}^\downarrow (0) \rangle \end{bmatrix}$$

The Fourier transform yields

$$G(k,i\omega_n) = \begin{bmatrix} G\uparrow (k,i\omega_n) & F(k,i\omega_n) \\ F(k,i\omega_n) & -G\downarrow (-k,-i\omega_n) \end{bmatrix}$$

As in the first part of DMFT, we calculate the effective action in the $d \to \infty$ limit and we have

$$S_{eff}^o = \int_0^\beta d\tau \psi^\dagger_o (\partial_\tau - \mu) \psi_o + \sum_{\langle ij,o \rangle} \psi^\dagger_o T^+ G^{(o)}_{ij} T \psi_o - |U| n_o \uparrow n_o \downarrow + \text{const.}$$

Again, we consider the Bethe lattice for simplicity and get the final result

$$S_{eff}^o = -\sum_{i\omega_n} \psi^\dagger_o [i\omega_n + \mu - T^+ G(i\omega_n) T] \psi_o - |U| n_o \uparrow n_o \downarrow.$$  

Here $G(i\omega_n)$ is the Green’s function of the neighboring site. The self-consistency finally reads

$$G_A^{-1}(i\omega_n) = i\omega_n + \mu - T G_B(i\omega_n) T.$$  

The most difficult part in solving the DMFT equations comes from the quantum impurity problem. Fortunately, many different techniques have been developed in order to treat the physics of impurities embedded in a bath. In the context of this thesis, we will consider the exact diagonalization (ED) solver that uses the Lanczos algorithm (see Appendix B.2) and the continuous-time quantum Monte Carlo (CTQMC, see Ref. [122]) algorithm. The exact diagonalization solver is geared at the zero-temperature problem, while the CTQMC algorithm is able to address a wide range of temperatures (from high down to very low temperatures).
Chapter 4

Mass-imbalanced mixtures in optical lattices

In this chapter, we consider two-component fermionic mixtures confined in an optical lattice. The two species have different masses and are subject to an attractive on-site coupling. Using dynamical mean-field theory, we first establish the phase diagram as a function of the coupling strength and mass imbalance. In order to have more insight into the weak-coupling regime, we use a Hartree-Fock mean-field theory. We also address the strong-coupling limit with a static mean-field theory and describe the ground state and its stability. Finally, we consider the experimentally-relevant effect of a trapping potential. We include the trap by using the local density approximation (LDA) and verify its validity by a Monte Carlo simulation in a finite inhomogeneous system. The two methods show a very good agreement and reveal the presence of a phase with spatial segregation between a superfluid and a charge density wave phase.
4.1 Introduction

The remarkable advances in handling ultracold atomic gases have given birth to the new field of “condensed matter physics with light and atoms”. Cold atoms in optical lattices, with tunable and controllable parameters, have been studied in many different contexts (for reviews, see [12, 58, 123]). Mixtures of two-component atoms with different masses (e.g. $^6\text{Li}$, $^{40}\text{K}$) introduce an additional parameter, namely the difference between the hopping amplitudes associated with each species in the optical lattice. This may affect the stability of the possible quantum phases or even induce new ones. Recently, a phase diagram has been worked out in the one-dimensional (1D) case [22] and in continuum models [78].

As discussed in Section 1.1.1, the mixture of two fermionic components in optical lattices can be described by an extended Hubbard model. In this chapter we consider this model to describe a mixture with mass imbalance. Under the conditions discussed in [31, 58, 121], the mixture with mass imbalance is described by

$$H = - \sum_{\langle i,j \rangle, \sigma} t_{\sigma} (c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.}) - |U| \sum_{i} n_{i\uparrow} n_{i\downarrow}. \quad (4.1)$$

Here, the (pseudo-) spin index $\sigma$ refers to the two different species. Feshbach resonances between $^6\text{Li}$ and $^{40}\text{K}$ have been investigated in the Innsbruck group (see Ref. [124]), and can generate an attractive interaction (i.e. $U < 0$) with a tunable strength. To parametrize the hopping imbalance we define the parameter $z = (t_\uparrow - t_\downarrow)/(t_\uparrow + t_\downarrow)$. In the following, we consider a bipartite optical lattice made of two interpenetrating (A, B) sublattices arranged such that the neighbors of A sites are all of the B type and vice versa (this happens for instance in the cubic lattice). In order to simplify the numerical calculation, we use a semi-circular density of states (corresponding to the Bethe lattice) in order to approximate the 3D lattice [44].

We study the phase diagram of this model at zero temperature as a function of the interaction strength and the hopping imbalance parameter $(|U|, z)$. The number of atoms for each species is well controlled in ultracold atom experiments. Here, we consider the case with equal number of atoms for each species ($n_\uparrow = n_\downarrow$) both at half-filling and away from half-filling. In the following, the doping will be denoted by $\delta$. We will establish a complete phase diagram at zero temperature using the dynamical mean-field theory (DMFT). Then for some special limits, we will use static mean-field theory to reach a better analytical understanding of the physical properties. We also consider the experimentally relevant effect of the trap potential, which is shown to induce a spatial segregation between a superfluid (SF) and a charge density wave (CDW) phase. The effect of the trapping potential will be treated within local-density approximation and compared to the result of Monte Carlo simulations.

4.2 Generic phase diagram obtained by dynamical mean-field theory

Let us begin by presenting the DMFT phase diagram of the uniform system, displayed in Fig. 4.1. When the fermions have the same mass (i.e. $z = 0$), the ground state is a superfluid for all $|U|$ (with a crossover from BCS to BEC as $|U|$ is increased). In the weak-coupling regime, the system is in a superfluid phase of Cooper pairs while in the strong coupling regime, we have the condensation of hard-core local bosons. A competing ordering exists, namely a charge density wave, considered here in the simplest (commensurate) case in which the charge is modulated with an alternating pattern on the A and B sublattices. At half-filling, i.e., when the number of fermions is equal to the number of lattice sites ($\langle n_\uparrow + n_\downarrow \rangle = 1$), the SF and the CDW states are degenerate.
Figure 4.1: Phase diagram of the uniform system in the \((z, |U|)\) plane, obtained from DMFT. Below the curves (displayed here for two doping levels \(\delta \equiv n - 1 = 0.1, 0.2\)), the SF is stable. Above the curves, the system is phase-separated into a half-filled charge density wave and a SF. The arrows indicate the analytical strong-coupling values. The dotted lines are the weak-coupling mean-field approximation (see text). \(|U|\) is normalized to the bandwidth \(W\) of \((\varepsilon_{k\uparrow} + \varepsilon_{k\downarrow})/2\) [29].

This no longer applies in the ‘doped’ system, in which the number of fermionic atoms no longer coincides with the number of sites in the optical lattice: for equal masses, the SF phase is stabilized by doping for all \(|U|\), but a large mass imbalance may favor the CDW phase over a SF state in which the Cooper pairs must be formed by fermions with different mobilities [22]. Hence the SF/CDW competition becomes more interesting in the presence of mass imbalance. As displayed in Fig. 4.1, we find that the uniform system has a SF ground-state for all values of \(|U|\) as long as the mass imbalance \(z \equiv (t_{\uparrow} - t_{\downarrow})/(t_{\uparrow} + t_{\downarrow})\) is smaller than a limiting value \(z_c\) (which depends on the average density). For \(z > z_c\), a (first-order) phase boundary is crossed as \(|U|\) is increased, beyond which the uniform system undergoes a phase separation (PS) between a doped SF and a half-filled CDW phase.

4.2.1 Determination of the phase diagram

This diagram has been obtained by comparing the energies of the different possible states described above (see Section 3.1.3): normal, SF, CDW and phase separation in a canonical ensemble (i.e. the total number of particles is fixed).

A normal ground state is never stable towards a superfluid phase at zero temperature when there is equal number of particle for each species. For a weak attractive interaction between the fermionic species, the Fermi surface becomes unstable. A Bardeen-Cooper-Schrieffer (BCS) ground state is stabilized with a pairing between species of opposite momentum near their common Fermi surface. When the correlations are stronger, the species bind into localized pairs and form a Bose-Einstein condensate (BEC) [119, 120].

At half-filling, the nesting of the Fermi surface favors the stabilization of the commensurate
CDW phase. When the hoppings of both species are the same, this CDW phase has the same energy as the SF phase. As soon as the hopping imbalance increases (i.e., one species becomes less mobile), it is more difficult to form the superfluid phase with pairing and the CDW becomes more favorable in energy. In the Falicov-Kimball limit ( \( z = 1 \) ), the heavy species is completely frozen on the lattice and therefore it is no longer possible to form a SF phase, while the CDW phase is more stable because of the periodic charge distribution \([40]\). Therefore, at half-filling a CDW is always more stable than a SF phase when \( z \neq 0 \).

![Figure 4.2: Construction of the phase separation (PS) between CDW and SF.](image)

Left panel: the PS has a lower energy than the SF. Right panel: the SF phase has a lower energy. In both panels, the gray line corresponds to the construction of the PS phase with a fixed average doping \( \delta_0 \) as a function of the doping \( \delta \) of the SF phase. The point of tangency \( \delta^* \) corresponds to the critical doping at which the phase transition between SF and PS occurs.

For a system away from half-filling, a configuration with a phase separation between the CDW and the SF might have a lower energy than a pure SF state. This means that it is more convenient to separate the system into a fraction \( 1 - x \) with CDW order (at half-filling) and a fraction \( x \) with a doped SF order (its doping is \( \delta \)). The total average doping of the phase separation is determined by \( \delta_0 = x \delta \). The optimal configuration is reached by minimizing over \( x \) the expression \( E_{PS}(x)(\delta_0) = (1 - x)E_{CDW} + xE_{SF}(\delta) \). These two conditions lead to the determination of the PS by minimizing over the doping \( \delta \)

\[
E_{PS}(\delta_0) = \min_\delta \left[ (1 - \frac{\delta_0}{\delta})E_{CDW} + \frac{\delta_0}{\delta}E_{SF}(\delta) \right].
\] (4.2)

In practice, we will determine the energy of the superfluid phase for different doping \( E_{SF}(\delta) \). The energy of the phase separation can be obtained by the construction shown in the Fig. 4.2. In this figure, the gray line shows how to construct a PS with average doping \( \delta_0 \) (gray point) from a CDW phase (red point) and a SF phase at fixed doping \( \delta \) (blue point on the gray line). The optimization of this energy over the doping variable \( \delta \) defines a critical doping \( \delta^* \) corresponding to the point of contact of the tangent starting from \( E_{CDW} \) to the curve \( E_{SF}(\delta) \). For \( \delta_0 < \delta^* \), the optimal configuration of PS obtained by CDW and SF at critical doping \( \delta^* \) has a lower energy than the SF phase (Fig. 4.2 left panel). When \( \delta_0 \geq \delta^* \), the energy of the optimal PS has zero volume of CDW, therefore the SF has a lower energy and it is the stable ground state (Fig. 4.2 right panel). For each value of the interaction and the hopping imbalance, we will obtain a value \( \delta^*(U, z) \) which determines the phase transition from SF to PS.
4.2 Generic phase diagram obtained by dynamical mean-field theory

4.2.2 Dynamical mean-field theory

We briefly recall the main result obtained in Chapter 3 for the DMFT method [20, 65, 73]. In order to describe the superconducting phase, we work with Nambu spinors \( \psi^\dagger = (c^\dagger, c) \). The key quantity in DMFT is the local (on-site) Green’s function at finite temperature: \( \tilde{G}(\tau) = \langle T_\tau \psi_i(\tau) \psi^\dagger_i(0) \rangle \). Here, \( \tau \) is defined as the imaginary time and the Green’s function \( \tilde{G}(\tau) \) is antiperiodic of period \( 2\beta = 2/k_BT \) because of the anticommutation for fermions. Its Fourier transform for imaginary frequencies reads

\[
\tilde{G}(i\omega) = \begin{bmatrix} G_\uparrow(i\omega) & F(i\omega) \\ F(i\omega) & -G_\downarrow(-i\omega) \end{bmatrix},
\]

where \( G(\tau) = -\langle T_\tau c(\tau)c^\dagger(0) \rangle \) is the normal Green’s function on a given site, and \( F(\tau) = -\langle T_\tau c^\dagger(\tau)c(0) \rangle \) is the anomalous Green’s function associated to superfluid order. The superfluid order parameter is indeed given by

\[
\Delta_{\text{SF}} = \langle c^\dagger_\uparrow c_\downarrow \rangle - \langle c^\dagger_\downarrow c_\uparrow \rangle.
\]

Since we are able to study all the different broken-symmetry phases, the \( T=0 \) phase diagram is easily determined by comparing the energies of the different solutions \([119, 120]\). The self-consistency equations in DMFT for a Bethe lattice reads

\[
\tilde{G}^{-1}_{A(B)}(i\omega) = i\omega 1 + \hat{\mu} - \hat{T} \tilde{G}_{B(A)}(i\omega) \hat{T},
\]

where \( 1 \) is the identity matrix, while \( \hat{T} = \text{diag}[t_\uparrow, -t_\downarrow] \) and \( \hat{\mu} = \text{diag}[\mu_\uparrow, -\mu_\downarrow] \) are diagonal matrices, whose elements are the half-bandwidths and the chemical potentials of the two species.

Since we are able to study all the different broken-symmetry phases, the \( T=0 \) phase diagram is easily determined by comparing the energies of the different solutions \([119, 120]\). The energy is evaluated as

\[
\langle H \rangle = \langle K \rangle - |U| \sum_i \langle n_i^\uparrow n_i^\downarrow \rangle,
\]

where \( \langle K \rangle \) is the kinetic part of the Hamiltonian. The expectation value of the interaction term is easily computed through the calculation of the expectation value of \( \sum_i n_i^\uparrow n_i^\downarrow \), while the the kinetic energy in the SF and the CDW phases reads respectively

\[
\langle K \rangle_{\text{SF}} = \beta^{-1} \sum_{\omega,\sigma} \tau_0^2 G_{\sigma}^2(\sigma\omega) - F(\omega),
\]

\[
\langle K \rangle_{\text{CDW}} = \beta^{-1} \sum_{\omega,\sigma} \tau_0^2 G_{A\sigma}(\omega) G_{B\sigma}(\omega).
\]

Finally, the energy of the PS phase is computed by the Maxwell construction presented in the last section. The ground state will be obtained by the comparison of energy between these phases.

4.2.3 Superfluid phase

We perform the DMFT calculation at zero temperature \( T=0 \) employing the exact diagonalization solver (see Appendix B.2) for the phase with superfluid ordering. For a mixture with hopping imbalance, we always find a converged solution for the superfluid phase with a non-zero paring parameter determined from the off-diagonal Green’s function \( \Delta_{\text{SF}} = \sum_n F(\omega_n) \). In order to determine the critical line of the phase transition as displayed in Fig. 4.1 (see \( T_\tau \) is the time order product and defined as \( T_\tau c(\tau)c^\dagger(\tau') = \theta(\tau - \tau')c(\tau)c^\dagger(\tau') - \theta(\tau' - \tau)c^\dagger(\tau')c(\tau) \).
also [29]) for a fixed set of parameter \([|U|, z]\) we compute the energy of the of the SF phase for different doping \(E_{SF}^{U,z}(\delta)\) (see Fig. 4.3). It can be very well fitted by the relation

\[
E_{SF}^{U,z}(\delta) \approx E_{SF}^{U,z}(0) + c(z)\delta^2. \tag{4.6}
\]

As an example, in Fig. 4.3, we compute the energy curve \(E_{SF}^{U,z}(\delta)\) versus \(\delta\) for \(|U| = 1.5W\) and \(z = 0.3\). We obtained \(c(z) = 2.937W\) and \(E_{SF}^{U,z}(0) = -0.827W\).

**Figure 4.3:** Energy of the superfluid phase versus doping \(\delta\) within DMFT for \(z = 0.3, |U|/W = 1.5\).

In order to understand the physics of the SF phase, we look at the Green’s functions \(G_\sigma(i\omega_n)\) and \(F(i\omega_n)\) (Fig. 4.4). From these quantities, we can compute the superfluid order parameter and the doping for a given chemical potential. In Matsubara frequencies, we find that the imaginary part of the Green’s function tends to zero when \(\omega_n \to 0\) (Fig. 4.4 left panel) which is the signature of the gap in the spectral function. In order to measure the gap of the SF phase, we compute the Green’s function in real frequency, then take the analytical continuation to obtain the spectral function (Fig. 4.4 right panel). As the discrete Anderson impurity model is truncated with a finite number of sites in the bath \((n_s \sim 6−10)\), the spectral function is represented by a set of discrete peaks. However, from this spectral function we can directly measure the superfluid gap \(\Delta_G\). Notice that in DMFT the gap in the spectral function is not the same as the order parameter \(\Delta_{SF}\), while these two quantities are imposed to be the same in a static MFT treatment. In varying the doping parameter \(\delta\), we remark that for very different interaction coupling, even in the strongly-correlated regime \((|U| = 4D)\),
the order parameter still respects the asymptotic behavior for small doping obtained in MFT (Fig. 4.5 left panel)
\[ \Delta_{SF} = \Delta_0 \left(1 - \frac{\delta^2}{2}\right) + o(\delta^4). \]  

(4.7)

**Figure 4.5:** Left panel: Relation between the order parameter \( \Delta / \Delta_0 \) and the doping \( \delta \). It shows a good agreement with the fitting function \( 1 - \delta^2/2 \) obtained in static MFT. Right panel: Relation between the doping \( \delta \) and the chemical potential \( \mu \). It shows a good agreement with the renormalization of the quasi-particle mass obtained in improved MFT by including the Fermi liquid effects.

We now compute the dependence of the doping on the external chemical potential. In plotting this relation (Fig. 4.5 right panel), we see that the slope of these curves changes when we vary the value of the interaction strength. This observation shows the effect of the interaction on the effective mass of the quasiparticles.

### 4.2.4 Charge density wave phase

For the charge density wave, we set the pairing parameters of the bath in the ED solver to zero \( \Delta_k = 0 \) (see discussion in the Appendix B.2), then iterate the DMFT procedure on two neighboring sites belonging to two sublattices A and B. In contrast to the superfluid solution which exists for any doping, a converged CDW solution is obtained only at half-filling. We compute the energy of this phase as a function of the interaction and the hopping imbalance. For a fixed interaction strength, this phase becomes energetically more favorable.

**Figure 4.6:** Energy of the CDW phase obtained within DMFT for \(|U|=1.5W\)
as the hopping imbalance increases (see Fig. 4.6). The reason for this energy gain is that when the hopping imbalance is increased, the heavy species becomes less mobile and has a larger CDW order parameter. This value goes to 0.5 when the heavy species is completely frozen in the lattice (Fig. 4.7).

**Figure 4.7:** Order parameters of the up and down species in the CDW phase obtained within DMFT. A different behavior is found for weak interactions (left figure with $|U|/W = 0.5$) and at strong coupling (right figure $|U|/W = 2$).

### Phase separation and critical line of phase transition

Solving DMFT with exact diagonalization, we only find a stable CDW solution at half-filling. Away from half-filling we do not find a stable CDW phase. Later, in the analytical discussion of the MFT solution, we will demonstrate that a stable CDW phase away from half-filling can be found only very close to the Falicov-Kimball limit with small couplings. In this region, the ED algorithm is not able to resolve low energy scales because of the discretized bath, making it very difficult to capture this phase. For small and intermediate couplings, we can construct the phase separation between the half-filled CDW and a doped SF. For instance, taking $|U| = 1.5W$, we determine the critical line of the phase transition $\delta^*(z) \approx \sqrt{(E_{SF}(0) - E_{CDW}/c(z)}$ as shown in Fig. 4.8. Repeating this calculation for different $z$, we then establish the relation $z_c(\delta)$.

**Figure 4.8:** Determination the critical point $z(\delta)$ for $|U| = 1.5W$. Left panel: Critical value of the doping for $z = 0.3$ obtained by DMFT. Right panel: Relation $z(\delta)$.

Fig. 4.1 shows the phase diagram obtained within DMFT. For a better understanding,
we can address different limits using analytical methods. For example, in the strong-coupling regime, we can map our initial model to an effective XXZ spin model and apply various methods designed for Heisenberg-like models (MFT, Spin-wave theory etc). The weak-coupling limit can be understood by the Hartree-Fock mean-field theory, neglecting the fluctuations. Note that the limit which $z = 1$ is mapped to a Falicov-Kimball model, which has an analytical solution within DMFT \[40\].

### 4.3 Strong-coupling regime, mapping on a spin model

In this section, we describe analytical mean-field calculations for the strong coupling which help understanding the DMFT phase diagram established numerically. This strong-coupling analysis holds for $|U| \gg t_\uparrow, t_\downarrow$. In order to analyze this limit, we find it useful to resort to a particle-hole transformation that maps our negative-$U$ model onto the positive-$U$ Hubbard model and work in the repulsive interaction framework. We emphasize that we are not switching to truly repulsive interactions, but we simply exploit a mathematical property to gain information on the physical system of interest. As shown in Chapter 3, under the particle-hole mapping, our model is transformed, at large $|U| \gg t_\uparrow, t_\downarrow$, into an XXZ quantum spin-$1/2$ model \[22, 31\]

\[
H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j + \gamma J \sum_{\langle i,j \rangle} S^z_i S^z_j - 2h \sum_i S^z_i ,
\]

where $\vec{S} = \frac{1}{2} d_\alpha^+ \vec{\sigma}_{\alpha\beta} d_\beta$, $J = 4t_\uparrow t_\downarrow / |U|$ and $\gamma = (t_\uparrow - t_\downarrow)^2 / 2t_\uparrow t_\downarrow = 2z^2 /(1 - z^2)$. Hence, the mass imbalance turns into a spin exchange anisotropy. The effective magnetic field $h$ and the polarization $p$ correspond respectively to the chemical potential $\mu - |U|/2$ and the doping $\delta$ in the original model. For convenience, we introduce the magnetization $m = \langle S^z \rangle = (n_\uparrow - n_\downarrow) / 2 = p/2$. Therefore a magnetization $m = p/2$ in this model corresponds to half the doping in the attractive model.

We use the results presented in Chapter 3 for the XXZ spin model to establish the phase diagram in the strong positive-$U$ limit and then switch to the negative coupling limit via the particle-hole transformation. We remind the self-consistency equation of the mean-field theory for the spin model

\[
\sin \frac{\theta_A + \theta_B}{2} \left[ zJ(2 + \gamma)S \cos \frac{\theta_A + \theta_B}{2} - h \cos \frac{\theta_A - \theta_B}{2} \right] = 0 \tag{4.9}
\]

\[
\sin \frac{\theta_B - \theta_A}{2} \left[ zJ(2 + \gamma)S \cos \frac{\theta_A - \theta_B}{2} - h \cos \frac{\theta_A + \theta_B}{2} \right] = 0. \tag{4.10}
\]

We first consider the different solutions of the mean-field equations in an ensemble with fixed magnetic field, then turn to the canonical ensemble with fixed polarization by the Legendre transformation (see Chapter 3). The solution of these equations are the local extrema of the free energy, therefore in order to obtain the true ground state (with lowest energy) we need to compare the energy of the different solutions.

**Ferromagnetic phase**

A trivial solution of the equations is $\theta_A, \theta_B$ satisfying $\sin[(\theta_A \pm \theta_B)/2] = 0$. These equations give $\theta_A = \theta_B = 0$ (or $\pi$) which is simply a ferromagnetic phase. This phase becomes a stable solution only in the limit where the external field is strong enough to polarize all the spins. The energy of this state simply reads $F_{FM} = N\zeta J(1 + \gamma)S^2 / 2 - NhS$. 
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Spin density wave in the XY plane (SDW_{XY})

This solution corresponds to the case where \( \theta_A \) and \( \theta_B \) satisfy the following equations

\[
\sin \frac{\theta_A + \theta_B}{2} = 0 \tag{4.11}
\]
\[
zJ(2 + \gamma)S \cos \frac{\theta_A - \theta_B}{2} - h \cos \frac{\theta_A + \theta_B}{2} = 0. \tag{4.12}
\]

Therefore, we obtain \( \theta_A = -\theta_B \) and \( \cos \theta_A = h/zJ(2 + \gamma)S \). The order parameters which are defined in Section 3.3.1 can be estimated

\[
m = \frac{\cos \theta_A + \cos \theta_B}{2} S = \frac{h}{zJ(2 + \gamma)}
\]
\[
\Delta_{AF} = \frac{S}{2} (\cos \theta_A - \cos \theta_B) = 0
\]
\[
\Delta_{XY} = \frac{S}{2} (\sin \theta_A - \sin \theta_B) = \sqrt{S^2 - \frac{h^2}{z^2J^2(2 + \gamma)^2}}.
\]

This phase has a non-zero total magnetization with a spin density wave order in the \( x - y \) plane. The free energy of this local minimum reads

\[
F_{XY} = -\frac{N\zeta JS^2}{2} - \frac{N\hbar^2}{2\zeta J(2 + \gamma)}.
\tag{4.13}
\]

Normal phase

The third solution is the one satisfying the following equations

\[
\sin \frac{\theta_A - \theta_B}{2} = 0
\]
\[
zJ\gamma S \cos \frac{\theta_A + \theta_B}{2} - h \cos \frac{\theta_A - \theta_B}{2} = 0.
\]

Thus, we obtain \( \theta_A = \theta_B \) and \( \cos \theta_A = h/\zeta J\gamma S \). Again, we compute the order parameters in this case and obtain

\[
m = \frac{\cos \theta_A + \cos \theta_B}{2} S = \frac{h}{zJ\gamma}
\]
\[
\Delta_{AF} = \frac{S}{2} (\cos \theta_A - \cos \theta_B) = 0
\]
\[
\Delta_{XY} = \frac{S}{2} (\sin \theta_A - \sin \theta_B) = 0.
\]

In this case, the solution is a normal phase without any long range order parameter. The free energy of this phase reads: \( F_N = N\zeta JS^2/2 - N\hbar^2/2\zeta J\gamma \).

Antiferromagnetic phase (AF)

The fourth solution of the self-consistency equations is the one satisfying

\[
h \cos \frac{\theta_A - \theta_B}{2} = JSz\gamma \cos \frac{\theta_A + \theta_B}{2}
\]
\[
h \cos \frac{\theta_A + \theta_B}{2} = JSz(2 + \gamma) \cos \frac{\theta_A - \theta_B}{2}.
\]
There is a unique solution to these equations: \( \theta_A = 0 \) and \( \theta_B = \pi \). This solution does not depend on the magnitude of the external magnetic field. We can estimate the order parameters in this case

\[
m = \frac{\cos \theta_A + \cos \theta_B}{2} S = 0
\]

\[
\Delta_{AF} = \frac{S}{2} (\cos \theta_A - \cos \theta_B) = S
\]

\[
\Delta_{XY} = \frac{S}{2} (\sin \theta_A - \sin \theta_B) = 0.
\]

This solution describes an antiferromagnetic phase with modulation of the density in the \( z \) direction. The free energy of this AF phase is: 
\[
F_{AF} = -N\zeta J(1 + \gamma)S^2/2
\]

**Phase diagram**

Here, we study the spin model at zero temperature with an external magnetic field. In order to determine the ground state of the system, we compare the energy of the four states above. Let us first start with the energy comparison of the AF state and a SDW\(_{XY}\) state

\[
F_{AF} - F_{XY} = -\frac{N\zeta J(1 + \gamma)S^2}{2} + \frac{N\zeta JS^2}{2} + \frac{Nh^2}{2\zeta J(2 + \gamma)}.
\]

This equation gives a critical value for the external field \( h_c = \zeta JS\sqrt{\gamma(\gamma + 2)} \). When \( h < h_c \) the stable state is one with AF order while \( h > h_c \) the stable state is one with SDW\(_{XY}\) order. The relation between the magnetization and the external field is 

\[
m = 0 \quad \text{for} \quad h < h_c \quad \text{and} \quad m = h/\zeta J(2 + \gamma) \quad \text{for} \quad h > h_c,
\]

see Fig. 4.9.

**Figure 4.9:** Curve of magnetization versus the magnetic field.

As discussed above, there is also a locally stable normal phase with magnetization \( m = h/\zeta J\gamma \). Within this normal phase, there is a critical field \( h^* = \zeta JS\gamma < h_c \) such that for \( h < h^* \) we obtain a polarized normal phase with \( m < S = 1/2 \) while for \( h > h^* \) the system becomes ferromagnetic with \( m = 1/2 \). Let us note that the energetic competition between SDW\(_{xy}\) and the ferromagnetic phase shows that the ferromagnetic phase is always unstable except for strong enough external magnetic fields \( h > 2\zeta JS(2 + \gamma) \). Moreover, for any \( h < h_c \) the AF phase is always the most stable phase and therefore the normal phase is never stable.

We now consider the problem with fixed magnetization. The relation between the magnetization and the external field shows that, when \( h > h_c \) or \( m > m_c = S\gamma/(\gamma + 2) \), we can use the Legendre transform from the grand canonical system to the canonical system. So
for $m > m_c$ we have the $SDW_{XY}$ phase in the canonical system. When $m < m_c$ we can only form a solution with phase separation. In this solution part of the system has AF order without magnetization, and part has $SDW_{XY}$ order with magnetization. The phase diagram of the $XXZ$ model (see Fig. 4.10 left panel) can be summarized as follows

- $p = 0 \rightarrow$ AF phase.
- $0 < p < 2S\sqrt{\gamma/(\gamma + 2)} \rightarrow$ phase separation between the AF order and the $SDW_{XY}$ order.
- $2S\sqrt{\gamma/(\gamma + 2)} < p < 2S \rightarrow SDW_{XY}$ phase.
- $p = 2S \rightarrow$ ferromagnetic phase.

Let us come back to the original model in the negative limit via the particle-hole transformation. The phase diagram consists of the competition between the superfluid phase and the phase separation of CDW and SF. We have a first order transition between SF and PS (see Fig. 4.10 right panel). Within this classical mean-field treatment, we have shown that there is a phase transition at zero temperature when the hopping imbalance parameter varies. The critical value of the mass imbalance is $z_c = \delta$ which is consistent with the value obtained in the DMFT in the strong interaction regime. In order to further understand the low-energy excitations, we can use the spin-wave approximation (see Appendix A.1).

### 4.4 Weak-coupling regime, Hartree-Fock mean-field theory

We now consider the problem of mass-imbalanced mixtures in the weak-coupling regime $(|U|/t_\sigma \ll 1)$. In this limit, as shown in Chapter 3, we can ignore the quantum fluctuations and solve the problem by Hartree-Fock mean-field theory. We will study the energetic competition of the four potential candidates for the ground state which are the normal phase, the BCS phase with Cooper pairs, the charge density wave phase and the phase separation between the CDW phase and the BCS superfluid.
4.4 Weak-coupling regime, Hartree-Fock mean-field theory

4.4.1 BCS superfluid

First, we study the MFT equations for the conventional superfluid phase (BCS). As shown in Chapter 3, the set of self-consistency equations read

\[
\delta = -\frac{1}{N} \sum_{k} \frac{\xi_{k}[1 - f(E_{k}^{+}) - f(E_{k}^{-})]}{\sqrt{\xi_{k}^{2} + \Delta^{2}}} \tag{4.15}
\]

\[
p = \frac{1}{N} \sum_{k} [f(E_{k}^{+}) - f(E_{k}^{-})] \tag{4.16}
\]

\[
\frac{2\Delta}{|U|} = \frac{1}{N} \sum_{k} \frac{[1 - f(E_{k}^{+}) - f(E_{k}^{-})]|\Delta|}{\sqrt{\xi_{k}^{2} + \Delta^{2}}} \tag{4.17}
\]

where \(\delta = n - 1\) is the doping of the system away from half-filling, \(p\) is the polarization of the system and the last self-consistency equation (Eq. 4.17) defines the superfluid order parameter \(\Delta\). Here \(f(E)\) is the Fermi-Dirac statistic distribution and \(N\) is the number of lattice sites. \(E_{k}^{\pm} = \pm(z\xi_{k} - \tilde{h}) + \sqrt{(\xi_{k} - \tilde{\mu})^{2} + \Delta^{2}}\) are the eigenvalues of the BCS Hamiltonian defined in the Section 3.2.3 (the Bogoliubov excitation modes). Within this MFT description, we have included the Hartree corrections in the renormalized chemical potential \(\tilde{\mu} = \mu - U(1 + \delta)/4\) and in the renormalized magnetic field \(\tilde{h} = h - Up/4\). We remind that \(\mu = (\mu_{1} + \mu_{2})/2\), \(h = (\mu_{1} - \mu_{2})/2\) are defined as the chemical potential and effective magnetic field.

We will prove that for the system with no polarization \(p = 0\), the excitation spectrum of the Bogoliubov modes must be gapped: \(E^{\pm}(\varepsilon_{k}) > 0\). From Eq. 4.16 the condition of equal density induces that \(\sum_{k} f(E_{k}^{+}) = \sum_{k} f(E_{k}^{-})\). Let us solve the self-consistency equations assuming that \(\tilde{h} > 0\) and, \(ad\ absurum\), that these two sums have non-zero values. At zero temperature \(T = 0\), we have \(f[E^{\pm}(\varepsilon)] = 0\) whenever \(E^{\pm}(\varepsilon) > 0\) and \(f[E^{\pm}(\varepsilon)] = 1\) whenever \(E^{\pm}(\varepsilon) < 0\). Therefore, there is a domain of \(\varepsilon\) in which \(E^{\pm}(\varepsilon) < 0\). In fact, the inequality \(E^{+}(\varepsilon) < 0\) gives the solution \(E_{1} < \varepsilon < \min(E_{0}, E_{2})\) while \(E^{-}(\varepsilon) < 0\) gives the solution \(\max(E_{0}, E_{1}) < \varepsilon < E_{2}\). Here, \(E_{0} = \tilde{h}/z\) while \(E_{1,2}\) is obtained by the condition \(E^{\pm}(\varepsilon) = 0\)

\[
E_{1,2} = \tilde{\mu} - \tilde{h}z \mp \sqrt{(\tilde{h} - \tilde{\mu}z)^{2} - (1 - z^{2})\Delta^{2}} \tag{4.18}
\]

When \(E_{0} > E_{1,2}\), we deduce that \(f(E_{k}^{-}) > 0\) for all \(\varepsilon_{k}\), thus \(\sum_{k} f(E_{k}^{-}) = 0\) and \(f(E_{k}^{+}) = 1\) for \(E_{1} < \varepsilon_{k} < E_{2}\), thus \(\sum_{k} f(E_{k}^{+}) > 0\). Therefore, this case induces an imbalanced population \(p > 0\). By a similar argument, the other case \(E_{0} < E_{1,2}\) induces a polarization \(p < 0\). In order to have a non-zero value for both sums \(\sum_{k} f(E_{k}^{\pm})\), we need to have \(E_{1} < E_{0} < E_{2}\). This condition induces the following inequality: \(|\tilde{h} - \tilde{\mu}z| < z\sqrt{(\tilde{h} - \tilde{\mu}z)^{2} - (1 - z^{2})\Delta^{2}}\) which is impossible. Therefore, for the mixture without polarization at zero temperature, we have \(E_{k}^{\pm} > 0\) for every \(\varepsilon_{k}\). From this condition, we can write the constraint on the external field

\[
\Delta > |\tilde{h} - z\tilde{\mu}|/\sqrt{1 - z^{2}}. \tag{4.19}
\]

In the case without mass imbalance \((z = 0)\), this condition simply requires that the external field has to be smaller than the superfluid gap. In the general case, in order to be sure that we always obtain a unpolarized system for any solution \(\Delta\) of the gap equation, we need to impose the condition \(\tilde{h} - z\tilde{\mu} = 0\) which is equivalent to a system with equal hoppings and no
external field. The self-consistency set of equations is simplified now and reads

$$\delta = -\int_{-\infty}^{\infty} \frac{(\varepsilon - \tilde{\mu}) D(\varepsilon)}{\sqrt{(\varepsilon - \tilde{\mu})^2 + \Delta^2}} d\varepsilon$$  \hspace{1cm} (4.20)

$$\frac{2\Delta}{|U|} = \int_{-\infty}^{\infty} \frac{\Delta D(\varepsilon) d\varepsilon}{\sqrt{(\varepsilon - \tilde{\mu})^2 + \Delta^2}}$$  \hspace{1cm} (4.21)

where $D(\varepsilon)$ is the density of states. At zero temperature, we can compute the energy of the ground state in the canonical ensemble by applying the Legendre transform on the free energy. The energy of the BCS ground state reads

$$E[\Delta, \delta] = -\frac{N|U|}{4} (1 + \delta)^2 - N\int_{-\infty}^{\infty} \frac{E(E - \tilde{\mu}) D(E) dE}{\sqrt{(E - \tilde{\mu})^2 + \Delta^2}}$$  \hspace{1cm} (4.22)

Let us consider now two possible cases when the system is at half-filling and away from half-filling.

a. At half-filling, $n_\uparrow = n_\downarrow = 1/2$

At half-filling, the different sites are equally populated with one particle per site and $\delta = 0$. The trivial solution of the Eq. 4.20 is $\tilde{\mu} = 0$. The verification is very simple: the function under the integration is odd when $\tilde{\mu} = 0$ and the DOS is symmetric with respect to zero. Therefore, the real chemical potential at half-filling is $\mu = U/4$. Inserting this result into the gap equation (Eq. 4.21) and using a flat DOS, we obtain an analytical expression for the order parameter

$$\Delta_0 = \frac{W}{2\sinh(W/|U|)}.$$  \hspace{1cm} (4.23)

The energy difference between the BCS and the normal phase reads

$$E_{BCS} - E_n \equiv E[\Delta_0, \delta = 0] - E[\Delta = 0, \delta = 0] = -\Delta_0^2/2W.$$  \hspace{1cm} (4.24)

One can clearly see that, at weak coupling, the normal phase is unstable towards the BCS superfluid phase for any attractive interaction.

b. Away from half-filling, $n_\uparrow = n_\downarrow \neq 1/2$

For a flat DOS, the Eq. 4.20 can still be solved analytically and it gives the dependence of the renormalized chemical potential on the doping

$$W\delta = \sqrt{(W/2 + \tilde{\mu})^2 + \Delta^2} - \sqrt{(W/2 - \tilde{\mu})^2 + \Delta^2}.$$  \hspace{1cm} (4.25)

In the low doping limit, $\delta \ll 1$ the above expression can be simplified to $\tilde{\mu} = W\delta/2 = \mu - U(1 + \delta)/4$. Therefore, the doping reads

$$\delta \approx (2\mu - U/2)/(W - U/2).$$  \hspace{1cm} (4.26)

We note that this result is in very good agreement with the mass renormalization effect obtained within the DMFT calculation, see Fig. 4.5. Substituting this chemical potential into the gap equation (Eq. 4.21), we obtain

$$\frac{2}{|U|} = \frac{1}{W} \arcsinh \frac{W(1 + \delta)}{2\Delta} + \frac{1}{W} \arcsinh \frac{W(1 - \delta)}{2\Delta}.$$  \hspace{1cm} (4.27)
Taking the Taylor development of Eq. 4.27 in the limit $\delta \ll 1$, we derive a simple expression for the order parameter$^2$: $\Delta = \Delta_0 (1 - \delta^2/2) + O(\delta^4)$. The energy per site of the BCS state compared to the initial normal state reads

$$E_{BCS} - E_n = E[\Delta, \delta] - E[\Delta = 0, \delta] = -\Delta^2/2W.$$  \hspace{1cm} (4.28)

Here, $E_n = U(1 + \delta)^2/4 - W(1 - \delta^2)/4$ and $\Delta$ is the solution of the gap equation. This BCS mean-field analysis shows that for a negative coupling, a superfluid phase with Cooper pairing is always more stable than a normal phase.

### 4.4.2 Charge density wave

We now discuss the possibility to realize a phase with commensurate density modulation using a flat density of states at zero temperature. The MFT study for this phase is more complicated than the BCS phase considered in the previous discussion where we have found a second-order transition from the normal state to the BCS phase (at $U = 0$). Here, even for the mixture with the same mass ($z = 0$), we will show that there is a first-order phase transition from the CDW phase to the normal phase. As soon as we tune the mass imbalance parameter away from zero ($z \neq 0$), a richer physics appears within MFT, so that the phase transition between the CDW phase and the normal phase becomes second order whenever $z$ is bigger than some critical value. Let us study the solutions of the self-consistency equations and their stability.

We remind the filling equation and the gap equation obtained by MFT for the CDW phase in Chapter 3

$$n_\sigma = \frac{1}{N} \sum_{k \in RBZ} \left[ f(E_{k\sigma}^+) + f(E_{k\sigma}^-) \right]$$ \hspace{1cm} (4.29)

$$\frac{\Delta_\sigma}{|U|} = \frac{\Delta_\delta}{N} \sum_{k \in RBZ} \frac{f(E_{k\sigma}^+) - f(E_{k\sigma}^-)}{\sqrt{\varepsilon_{k\sigma}^2 + \Delta_\delta^2}},$$ \hspace{1cm} (4.30)

where $n_\sigma$ and $\Delta_\sigma$ are the populations and gaps for the different atomic species. $E_{k\sigma}^\pm = \pm \sqrt{\varepsilon_{k\sigma}^2 + \Delta_\delta^2 - \bar{\mu}_\sigma}$ are the eigenvalues of the CDW mean-field Hamiltonian (see Section 3.2.4). $\Delta_\sigma$ is the order parameter for the commensurate CDW mean-field Hamiltonian (see Section 3.2.4). $\bar{\mu}_\sigma = \mu_\sigma - |U|(1 + \delta)/4$ is the renormalized chemical potential (due to the Fermi liquid effects). At zero temperature, the Fermi-Dirac statistic distribution $f(E)$ becomes a step function. We recall that the system has the same filling for both species of atoms $n_\sigma = (1 + \delta)/2$.

Let us consider the particle-doped case with $\delta \geq 0$. In fact, when $|\mu_\sigma| < \Delta_\delta$, we have $E^+(\varepsilon) > 0$ and $E^-(\varepsilon) < 0$. Therefore, the system is at half-filling because $n_\sigma = N^{-1} \sum_{RBZ} f(E_{k\sigma}^-) = 1/2$. In contrast, when $\bar{\mu}_\sigma > \Delta_\delta$, the system is doped ($n_\sigma > 1/2$) because the lower band $E_{k\sigma}^- < 0$ is completely filled (i.e $f(E_{k\sigma}^-) = 1$ for every $k \in RBZ$) while the upper band $E_{k\sigma}^+$ must be partially filled. We have $E_{k\sigma}^+ < 0$ when $\varepsilon_{k\sigma}$ satisfies $-\sqrt{\bar{\mu}_\sigma^2 - \Delta_\delta^2} < \varepsilon_{k\sigma} < 0$. We set $\xi_\sigma = \sqrt{\bar{\mu}_\sigma^2 - \Delta_\delta^2}$ and rewrite the set of self-consistency equations (with a DOS) as

$$\frac{\delta}{2} = \int_{-\xi_\sigma}^0 D_\sigma(\varepsilon) d\varepsilon,$$ \hspace{1cm} (4.31)

$$\frac{\Delta_\sigma}{|U|} = \int_{-\infty}^{-\xi_\sigma} \frac{\Delta_\delta D_\sigma(\varepsilon) d\varepsilon}{\sqrt{\varepsilon^2 + \Delta_\delta^2}}.$$ \hspace{1cm} (4.32)

$^2$In MFT, the order parameter is the same to the gap in spectral function.

$^3$The charge density is modulated with wave vector $\mathbf{q} = (\pi, \pi)$. 
The energy of the CDW phase for the canonical system can be computed using the Legendre transform. This energy reads

$$E_{CDW}[\Delta, \delta] = \frac{N \Delta \Delta}{|U|} - \frac{N |U|(1 + \delta)^2}{4} - N \sum_{\sigma} \int_{-\infty}^{-\xi_{\sigma}} \frac{\sqrt{\varepsilon^2 + \Delta_0^2 D_{\sigma}(\varepsilon)}}{\varepsilon^2 + \Delta_0^2} d\varepsilon. \quad (4.33)$$

Without loss of generality, we use a flat DOS to simplify the self-consistency equations. In order to study the number of solutions of this equation, we propose to calculate the instability of the normal state by imposing $\Delta = 0$ in the gap equation. Hence, for a given value of the doping $\delta$, the renormalized chemical potential $\tilde{\mu}_\sigma = \delta W_\sigma/2 = (1 + \sigma z)\delta W/2$. We obtain a condition on the interaction strength $|U|$. When the interaction strength $|U| < |U_c|$, the normal phase is more stable than any CDW phase while when $|U| > |U_c|$, we start to have CDW order in the mixture. The critical value $U_c$ for the flat DOS is given by

$$\frac{1}{U_0^2} = \frac{1}{W^2(1 - z^2)} \ln \frac{2\tilde{\mu}}{W(1 + z)} \ln \frac{2\tilde{\mu}}{W(1 - z)}. \quad (4.34)$$

### a. Limit with mass balance $z = 0$

As an example, let us consider the case with $z = 0$, thus we recover the symmetry between up and down species which leads to $\tilde{\mu}_\uparrow = \tilde{\mu}_\downarrow$ and $\Delta_\uparrow = \Delta_\downarrow = \Delta$. Using the flat DOS, the gap equation now becomes

$$\frac{\Delta}{|U|} = \frac{\Delta}{W} \text{arcsinh} \frac{W}{2\Delta} \quad \text{for} \quad \Delta > \tilde{\mu} \quad (4.35)$$

$$\frac{\Delta}{|U|} = \frac{\Delta}{W} \left[ \text{arcsinh} \frac{W}{2\Delta} - \text{arcsinh} \frac{\tilde{\mu}^2 - \Delta^2}{\Delta} \right] \quad \text{for} \quad \Delta < \tilde{\mu}. \quad (4.36)$$

The critical value for the interaction strength in this case simply reads $U_c = W/ \ln(2\tilde{\mu}/W)$.}

**Figure 4.11:** The solution of the gap equation for the mass-balanced mixture ($z = 0$) is obtained by finding the intersection between the curve $\Delta/|U|$ (the blue dashed line) with the right-hand side (RHS) of the gap equation (the red continuous line). Left panel: When $|U| < |U_c|$, there is only one solution $\Delta = 0$ corresponding to the normal phase. Right panel: When $|U| > |U_c|$, there are three solutions $\Delta = 0, \Delta^*, \Delta_0$. The solution in the middle corresponds to a local maximum.

In order to study the solution of the gap equation, we plot the left-hand side (LHS) and the right-hand side (RHS) of the gap equation and look for the intersection points. When the
interaction is small $|U| < |U_c|$, the gap equation has only one solution $\Delta = 0$ (see Fig. 4.11, left panel). In contrast, when $|U| > |U_c|$, we find in the right panel of Fig. 4.11 three points of intersection corresponding to $\Delta = 0$ (the normal phase), $\Delta = \Delta^*$ (a doped CDW) and $\Delta = \Delta_0$ (the CDW at half-filling). In fact, only $\Delta = 0, \Delta_0$ are local minima for the energy. The solution in the middle $\Delta = \Delta^*$ corresponds to a local maximum of the energy and is unstable. So the phase transition is obtained by comparing the energy of the normal state and the half-filled CDW.

Let us now turn to the general case with mass imbalance ($z \neq 0$). As shown in the gap equation above, whenever the gap (the CDW order parameter) is greater than the renormalized chemical potential, the chemical potential is included in the gap and there is no way to dope the system. Thus, we always obtain a solution of CDW at half-filling. However, when the chemical potential is greater than the gap we can expect a doped CDW. The question is whether such a solution is stable. In order to understand the effect of the additional hopping imbalance parameter $z$ on the stability of this solution, we consider two cases:

**b. At half-filling, $\bar{n}_\uparrow = \bar{n}_\downarrow = 1/2$ ($z \neq 0$)**

At half-filling, the renormalized chemical potential $\bar{\mu}_\sigma$ is located inside the two dispersions $E_{\pm k}$, thus $f(E_{k\uparrow}) = 0$, $f(E_{k\downarrow}) = 1$ which means that the lower band is completely filled while the upper band is empty. The gap equations for a flat DOS have a solution $\Delta_{0\sigma}$ which satisfies

$$\frac{\Delta_{0\sigma}}{|U|} = \frac{\Delta_{0\sigma}}{W_{\sigma}} \arcsinh \frac{W_{\sigma}}{2\Delta_{0\sigma}}. \quad (4.37)$$

In Fig. 4.12, we show the behavior of the CDW order parameter for both species at weak coupling ($|U| = 0.5W$) and at intermediate coupling ($|U| = 2W$). We find that in both limits the order parameter of the down atom (the heavy one) is monotonously increased when $z$ increases. When $z$ goes to 1, $\Delta_{0\downarrow}/|U|$ goes to 1/2. In this limit, the atoms of the heavy species are frozen on the lattice and distributed in a checkerboard pattern. The order parameter of the light species is not the same for $|U| = 0.5W$ and $|U| = 2W$. This result is in very good agreement with the DMFT calculations (see Fig. 4.7) which indicates that the gaps $\Delta_{\sigma}$ are quite well estimated within MFT even at relatively strong coupling.

---

**Figure 4.12:** Order parameters of the up and down species in the CDW phase obtained within MFT. A different behavior is found for weak interactions (left figure with $|U|/W = 0.5$) and at strong coupling (right figure $|U|/W = 2$)

---

4In the case without mass imbalance, this doped CDW is always a local maximum and hence unstable.
The energy of commensurate CDW at half-filling reads

\[ E_{CDW}^{0} - E_{n}^{0} \equiv E[\Delta_{0\sigma}, \delta = 0] - E[\Delta_{\sigma} = 0, \delta = 0] = -\frac{1}{4} \left( \frac{\Delta_{0\uparrow}^{2}}{W_{\uparrow}} + \frac{\Delta_{0\downarrow}^{2}}{W_{\downarrow}} \right). \] (4.38)

We clearly see that at zero temperature, for the system at half-filling, the normal phase is always unstable towards the CDW phase.

c. Away from half-filling, \( \bar{n}_{\uparrow} = \bar{n}_{\downarrow} \neq 1/2 \) (\( z \neq 0 \))

Again without loss of generality, in order to study the analytical properties of the solution, we use the integrable square DOS. The Eq. 4.31 reads

\[ \sqrt{\bar{\mu}_{\sigma}^{2} - \Delta_{\sigma}^{2}} = \delta W_{\sigma} / 2, \] (4.39)

Substituting the relation 4.39 into the gap equations 4.32 and using the definition \( W_{\sigma} = (1 + \sigma z)W \), we obtain

\[ \frac{\Delta_{\sigma}}{(1 - \sigma z)} = \frac{|U|\Delta_{\sigma}}{(1 - z^{2})W} (\text{arcsh} \frac{(1 + \sigma z)W}{2\Delta_{\sigma}} - \text{arcsh} \frac{(1 + \sigma z)\delta W}{2\Delta_{\sigma}}). \] (4.40)

Fig. 4.13 shows the solution of the gap equation for a strong hopping imbalance \( z = 0.9 \) and a small interaction \( |U| = 0.2W \). In this case, we have \( \Delta_{\uparrow} \ll \Delta_{\downarrow} \). We define new variables in order to scale the order parameter of both species to a comparable order of magnitude: \( \Delta_{1} = \Delta_{\uparrow} / (1 - z) \) and \( \Delta_{2} = \Delta_{\downarrow} / (1 + z) \). In the figure, the solution is determined by the intersection of the line \( \Delta_{1}(2) \) with the right-hand side of Eq. 4.40. In this case, the gap equation has a stable doped-CDW solution and an unstable solution \( \Delta_{\sigma} = 0 \) corresponding to the normal phase. The difference in energy per site between the doped-CDW phase and the normal phase reads

\[ E_{CDW} - E_{n} \equiv E[\Delta_{\sigma}, \delta] - E[\Delta_{\sigma} = 0, \delta] = -\sum_{\sigma} \frac{1 - \sigma z}{4W} \left( \sqrt{\frac{\Delta_{\sigma}^{2}}{(1 - \sigma z)^{2}} + \frac{W^{2}\delta^{2}}{4}} - \frac{W\delta^{2}}{2} \right). \] (4.41)

\[ ^{5}\text{We used the following formula to get the integral: } \int \frac{e^{\gamma x}dx}{\sqrt{e^{\gamma x} + \Delta^{2}}} = \frac{\pi}{\gamma} \sqrt{\Delta^{2} + \Delta^{2} - \Delta_{\text{arcsinh}} \left( \frac{\gamma}{\gamma} \right)}. \]
Here, $E_n = U(1 + \delta)^2/4 - W(1 - \delta^2)/4$ is the energy of the normal phase with doping $\delta$. This energy comparison between the normal phase and the doped-CDW phase shows that the normal phase is always an unstable state at zero temperature.

### 4.4.3 Phase separation, Maxwell construction

In the previous discussion on the doped CDW, we saw that structure of the solution of the gap equation is very rich. Depending on the choice of the imbalance of hopping, we can stabilize a phase with a doped-CDW order or not.

For small hopping imbalance, we saw that the gap equation does not have a stable doped-CDW solution. In the grand canonical system, there are only two competing phases: the superfluid phase and the CDW at half-filling. Indeed, we have shown that the normal phase is always unstable towards a BCS superfluid phase within the MFT analysis for the BCS phase. For ultracold atom system, the number of atoms is fixed and it may be more convenient to separate the system into a fraction of CDW at half-filling and a doped-BCS phase. The stable phase separated configuration is found by minimizing the total energy of the phase over the volume ratio of these two parts (with a constraint on the total number of atoms in the system).

On the contrary, in the strong hopping imbalance limit ($z \to 1$), a doped-CDW solution can be stabilized within MFT. In order to understand the phase transition from the PS at small $z \ll 1$ to the stable doped CDW at strong hopping imbalance, we compute the energy of these two states in both limits and compare them.

We suppose that the PS state is composed by a BCS part of volume $xV$ and a half-filled CDW part of volume $(1 - x)V$. Then, the total energy of this phase reads

$$E_{PS}(\delta) = xE_{BCS}(\delta) + (1 - x)E_{CDW}^0,$$  \hspace{1cm} (4.42)

where $\delta$ is the doping of the BCS part and $\delta_0$ is the expected doping of our mixture. The mixture must respect the condition of fixed number of atoms or the fixed doping $x\delta = \delta_0$. We can then minimize this total energy over the variable $\delta$ instead of $x$:

$$E_{PS}(\delta) = \frac{\delta_0}{\delta} \left[ E_n(\delta) - \frac{\Delta_{BCS}^2}{2W} \right] + (1 - \frac{\delta_0}{\delta}) \left[ E_n(0) - \frac{1}{4W} \left( \frac{\Delta_{0\uparrow}^2}{1 - z} + \frac{\Delta_{0\downarrow}^2}{1 + z} \right) \right].$$ \hspace{1cm} (4.43)

The quantities $\Delta_{BCS}, \Delta_{0\sigma}$ are the solutions of the gap equations for the BCS phase (Eq. 4.27) and the half-filled CDW phase (Eq. 4.37). $E_n(\delta) = -|U|(1 + \delta)^2/4 - W(1 - \delta^2)/4$ is the energy of the normal state with doping $\delta$. In fact, in the limit $\delta \ll 1$, we can take the Taylor expansion of the BCS gap equation around $\delta = 0$, and get the solution for the gap

$$\Delta_{BCS} = \Delta_0(1 - \frac{\delta^2}{2}) + O(\delta^4),$$ \hspace{1cm} (4.44)

where $\Delta_0$ is the solution of the BCS gap equation for $\delta = 0$. The optimal value of doping which minimizes the above energy is

$$\delta = \frac{1}{W} \left[ \Delta_{0\uparrow}^2 - 0\Delta_{0\downarrow}^2 + 2\Delta_0^2 \right]^{1/2},$$

and the optimal energy difference between the normal and the PS state reads

$$E_{PS} - E_n(\delta_0) = -\frac{\Delta_{BCS}^2}{2W} - \frac{1}{4W} \left[ \sqrt{\frac{\Delta_{0\uparrow}^2}{1 - z} + \frac{\Delta_{0\downarrow}^2}{1 + z} - 2\Delta_0^2} - \delta_0 W \right]^2.$$ \hspace{1cm} (4.45)
4.4.4 Hartree-Fock mean-field phase diagram

Before figuring out the phase diagram by making an energy comparison, we would like to discuss the validity condition for the Hartree-Fock mean-field theory. The decoupling of the local Hubbard interaction is correct if we can ignore the quantum fluctuations around the mean value of the order parameter. This condition is valid only for small coupling strengths $|U| \ll W_\uparrow, W_\downarrow$ (see [45]). In our notation, the unit of energy is $(t_\uparrow + t_\downarrow)/2$ and we have

$$|U|/W_\downarrow = |U|/(1 - z) \ll 1 \quad \Rightarrow \quad |U| \ll (1 - z) \quad (4.46)$$

In the MFT phase diagram discussed below, we will extend the result to the strongly-correlated regime, far from the validity of this theory.

Phase diagram at half-filling

At half-filling, in a mixture with the same mass for both species, it is well-known that there is a degeneracy between the BCS and the CDW phase [54]. Under the effect of a mass imbalance, we clearly see that the gap equation (Eq. 4.23) and the energy for the BCS phase (Eq. 4.24) have no dependence on $z$, while the energy for the CDW phase (Eq. 4.38) is decreasing when the asymmetry of the hopping gets bigger. Thus, we expect to have a CDW phase which is more stable in energy whenever the hoppings of the two species are different. Comparing the energies $E_{BCS}$ and $E_{CDW}$ we obtain

$$E_{CDW} - E_{BCS} = -\frac{1}{4W} \left[ \frac{\Delta_{0\uparrow}^2}{1 - z} + \frac{\Delta_{0\downarrow}^2}{1 + z} \right] + \frac{\Delta_{BCS}^2}{2W}. \quad (4.47)$$

In Appendix A.3, we demonstrate the inequality $E_{CDW} - E_{BCS} \leq 0$ for any $\Delta_{BCS}$ and $\Delta_{0\sigma}$ that are solutions of the gap equations for the BCS phase (Eq. 4.23) and the CDW phase (Eq. 4.37). In conclusion, the CDW phase is the dominating phase when $U$ is negative (by particle-hole symmetry, we have that the SDW in the $z$ direction is also the dominating phase when $U$ is positive).

Phase diagram away from half-filling

Away from half-filling, there are three competing phases for the ground state: the BCS state, the doped CDW and the phase separation between a doped-BCS superfluid and a half-filled CDW phase. We compare the energy of these three states and figure out the phase diagram as a function of the interaction strength $|U|/W$ and the hopping imbalance $z$.

**Competition between BCS and phase separation:** Using the above calculation of the energy of a phase separated state between a CDW and a BCS state, it is possible to find the transition line between the BCS state and the PS state, by analyzing when the ratio of the BCS part in the PS state goes from 1 to $x < 1$. Therefore, the transition line is given by $\delta = \delta_0$ or

$$\delta_0 W = \sqrt{\frac{\Delta_{0\uparrow}^2}{1 - z} + \frac{\Delta_{0\downarrow}^2}{1 + z} - 2\Delta_{BCS}^2}. \quad (4.48)$$

Here, $\Delta_{0\sigma}$ is the solution of gap equation for the half-filled CDW phase (Eq. 4.37) and $\Delta_{0BCS} = W/2\sinh(W/|U|)$. This condition yields the transition line (the red line with triangular symbols in Fig. 4.14) between the BCS superfluid phase and the PS between the half-filled CDW and the superfluid. Below this line, the superfluid phase is energetically more stable than the PS.
Competition between doped CDW and BCS: The transition line between these two phases is determined by the energetic comparison $\Delta E = E_{CDW} - E_{BCS} = 0$. For a fixed doping $\delta$, we substitute the expressions of $E_{CDW}$ and $E_{BCS}$ obtained above and obtain

$$\Delta_{BCS}^2 - \frac{\delta^2}{2} - \frac{1}{2} \left( \frac{\Delta_1^2}{1 + z} + \frac{\Delta_{\sigma}^2}{1 - z} \right) + \sum_{\sigma} \frac{\delta}{2} \sqrt{\frac{\delta^2(1 + \sigma z)^2}{4} + \Delta_{\sigma}^2} = 0. \quad (4.49)$$

Here, $\Delta_{BCS}$ is the solution of the gap equation for the BCS phase (Eq. 4.27) and $\Delta_\sigma$ is the solution of the gap equation for the doped-CDW phase (Eq. 4.40). The numerical result of energy competition between these two phases is represented by the black curve with circles in Fig. 4.14 for $\delta = 0.05$. Below the back curve the BCS superfluid phase is stable, while above this curve the doped CDW has a lower energy.

\[\text{Figure 4.14: Phase diagram for } \delta = 0.05 \text{ obtained by weak-coupling mean field theory (its validity is questionable above the dotted line). For simplicity, a square density of states was used here.}\]

Competition between doped CDW and phase separation: Here, we consider the difference in energy between the PS and the CDW phase: $\Delta E = E_{PS} - E_{CDW}$. Substituting the two expressions for the energy calculated above, we derive the transition line between the PS and the doped-CDW phase

$$\Delta E = -\frac{\Delta_{BCS}^2}{2W} - \frac{1}{4W} \left[ \sqrt{\frac{\Delta_0^2}{1 - z} + \frac{\Delta_{\sigma}^2}{1 + z}} - 2\Delta_0^2 - \delta_0 W \right]^2$$

$$+ \sum_{\sigma} \frac{1 - \sigma z}{4W} \left[ \sqrt{\frac{\Delta_\sigma^2}{(1 - \sigma z)^2} + \frac{W^2\delta^2}{4} - \frac{W\delta}{2} \right]^2.$$ 

In this expression, the order parameter $\Delta_{0\sigma}$ is obtained from the gap equation for the half-filled CDW phase (Eq. 4.37), $\Delta_\sigma$ is obtained from the gap equation for the doped-CDW phase (Eq. 4.40) and $\Delta_{BCS}$ is the solution of Eq. 4.27. The transition line between these two phases is represented by the green curve in Fig. 4.14.

We recall that the weak-coupling mean-field is justified only when $|U| \lesssim t_1, t_\downarrow$, i.e., $|U|/W \lesssim (1 - z)$. An indicative line (the dotted line in Fig. 4.14) defines a region below which the weak-coupling static mean-field is reliable. In order to obtain the phase diagram,
we performed a detailed comparison of the ground-state energies of three mean-field solutions: the homogeneous SF, the phase separated SF/CDW phase, and the homogeneous CDW with \( \delta \neq 0 \) (when it exists). We first compared the ground-state energies of two mean-field solutions: the homogeneous SF, and the SF/half-filled CDW phase-separated solution obtained from a Maxwell construction. The resulting phase boundary (Fig. 4.1) is seen to be qualitatively reasonable, and even quantitatively accurate (in comparison to the numerical DMFT result) for some intermediate range of \( z \). For a strong hopping imbalance, the comparison of the energy between these three phases yields a small region of parameters, for large \( z \), in which a doped CDW is stable.

Here, we obtained the phase diagram by looking at the state with lowest energy in a certain range of parameters (\(|U|, z\)). Therefore, we do not know the nature of the phase transition between the SF phase and the doped CDW. The nature of this phase transition could be better understood by a more sophisticated mean-field approach allowing simultaneously for both CDW and BCS orders (see Appendix A.2). Within this approach a different scenario from a first-order transition could be realized. Namely CDW and BCS orders can coexist in the same solution for some range of parameters, giving rise to a supersolid phase, which here becomes favored by the presence of the underlying optical lattice.

### 4.5 Ultracold atoms in the presence of a harmonic potential

So far, we discussed the phase diagram of mass-imbalanced ultracold atoms in a homogeneous system. In this section, we consider the effect produced by the harmonic potential due to the magneto-optical trap (MOT) or due to the gaussian profile of the laser beam. This potential can be understood as an added chemical potential which varies in real space. By particle-hole transformation, we turn the attractive Hubbard model into an XXZ spin model with strong positive coupling, where the external magnetic field varies in real space. In order to understand the influence of the trap on the density profile and on the ground state, we propose to apply a local-density approximation which is, in general, valid for smooth variations of the trapping potential (see also Section 1.1.2). A full numerical minimization of the energy on a finite system is finally computed using a Monte Carlo algorithm.

#### 4.5.1 Local density approximation for the trapping potential

Above, we have seen that the phase diagram that one obtains in the strong-coupling limit is actually quite generic at a qualitative level. This motivates us to consider this specific limit in the following in order to simplify the calculations. Our aim is then to discuss the density profile of the two species using the spin model obtained after particle-hole transformation. The presence of the harmonic trap potential can be modeled by a magnetic field which favors the spin down orientation, and has the form

\[
h(r) = h - \frac{1}{2} m \omega_{ho}^2 r^2,
\]

where \( \omega_{ho} \) is the frequency of the harmonic trap. Let \( R_0 \) be the radius of the trap, we define \( h_0 = m \omega_{ho}^2 R_0^2/2 \). Therefore, the local magnetic field now reads \( h(r) = h - h_0 r^2/2R_0^2 \). From the MFT for the homogeneous system, we see that when the magnetic field \( |h(r)| < h_c = JS\zeta \sqrt{\gamma(\gamma + 2)} \), we obtain a SDW\(_z\) phase, otherwise we have a SDW\(_{xy}\) phase. When the average magnetization per site is \( m \), the external magnetic field satisfies the condition \( m = \int m(r) dr^2/V \). According to the polarization in the system, we have the following phases:
4.5 Ultracold atoms in the presence of a harmonic potential

Antiferromagnetism (CDW in the attractive model)

We can realize an antiferromagnetic phase (CDW in the attractive model) in the trap when the system is at half-filling without polarization and the local magnetic field satisfies $|h(r)| < h_c$.

Spin density wave XY (SF in the attractive model)

We consider now the case where the local magnetic field satisfies $|h(r)| > h_c$ for any position in the trap. We have the two following situations:

- If we have $h < -h_c$ then $h(r) < -h_c$ for any $r < R_0$. We obtain a configuration with only the SDW$_{xy}$ phase (SF phase in the negative-coupling limit). The profile of the magnetic field reads $m(r) = h/2J\zeta(\gamma + 2)$. The condition on $h$ is equivalent to a condition on the average polarization $m$ for which we obtain a SDW$_{xy}$ (SF): $m < (h_0 + 2h_c)/2J\zeta(\gamma + 2)$.

- If $h - h_0 > h_c$ then $h(r) > h_c$ for any $r < R_0$. In this case, there is also a SDW$_{xy}$ phase everywhere with the polarization profile $m(r) = h/2J\zeta(\gamma + 2)$. In this phase, the average value of the polarization satisfies $m > (h_0 + 2h_c)/2J\zeta(\gamma + 2)$.

Phase separation

Let us now consider the situation where the variation of the local magnetic field in the trap induces a phase separation in real space. Depending on the total spin imbalance, we obtain different situations of phase separation. We note that in the trap $0 < r < R_0$, the local magnetic field $h(r) = h - h_0r^2/R_0^2$ satisfies $h > h(r) > h - h_0$.

Figure 4.15: LDA calculation for the spatial phase separation configuration. (a) The PS with SDW$_z$ in the center. (b) The PS with SDW$_{xy}$ in the center. (c) The three shell structures.

- **Phase separation with a SDW$_{xy}$ in the center:** If we have $h > h_0$ and $|h - h_0| < |h_c|$ (see Fig. 4.15, left panel), then there is a zero $R_1 = R_0\sqrt{(h - h_c)/h_0}$ for the equation $h(r) = h_c$. Therefore, the region in the center of the trap ($r < R_1$) will be a SDW$_{xy}$ phase, while in the exterior ring we obtain a SDW$_z$. This case corresponds to the polarization

  $\max\{0, -\frac{h_0 - 2h_c}{2J\zeta(\gamma + 2)}\} < m < \frac{h_0 + 2h_c}{2J\zeta(\gamma + 2)}$.

- **Phase separation with a SDW$_z$ in the center:** If we have $|h| < h_c$ and $h - h_0 < -h_c$ (see Fig. 4.15, middle panel) then there is a solution $R_2 = R_0\sqrt{(h + h_c)/h_0}$ for $h(r) = -h_c$. The region in the center of the trap $r < R_2$ has a local magnetic field $h(r) < -h_c$. Therefore, a SDW$_z$ phase is present in the center of the trap while the exterior ring will
be occupied by a SDW\textsubscript{xy} phase. This case corresponds to the condition on the average polarization

\[- \frac{h_0 + 2h_c}{2J\zeta(\gamma + 2)} < m < \min\{0, -\frac{h_0 - 2h_c}{2J\zeta(\gamma + 2)}\}.

- **Phase separation with three shells structure:** If we have \(h_0 > 2h_c\) (see Fig. 4.15, right panel), there is a solution \(R_1\) for the equation \(h(r) = h_c\) and a solution \(R_2\) for the equation \(h(r) = -h_c\). In this case, we can obtain a more exotic phase with SDW\textsubscript{z} in the region \(R_1 < r < R_2\) and a SDW\textsubscript{xy} in the region \(r < R_1\) and \(r > R_2\). The condition for the magnetization in this case reads

\[- \frac{h_0 - 2h_c}{2J\zeta(\gamma + 2)} < m < \frac{h_0 - 2h_c}{2J\zeta(\gamma + 2)}.

### 4.5.2 Monte Carlo simulation for the Heisenberg model

We note that within the LDA approach, we obtained a sharp jump in the profile of the polarization for the phase separated configurations, which means that there is sharp jump in the density in the initial problem with negative coupling. The jump of the polarization (resp. density) occurs at the frontier between the AF and SDW\textsubscript{xy}. In order to justify the LDA calculation, we perform a Mont Carlo simulation for the classical Heisenberg model on a finite size system. We concentrate here on the comparison between these two methods in the case with a phase separation both in the 1D spin chain and in a 2D system.

In both cases, the numerical calculation shows a good agreement with the LDA approximation. In the one-dimensional spin chain (Fig. 4.16), the comparison gives a very good agreement despite the finite size of the Mont Carlo system. As shown in the DMFT phase diagram, the phase transition between a SDW\textsubscript{z} and the phase separation is generic for any coupling (only the critical value of the hopping imbalance is changed). Therefore, the density profile of the PS phase at intermediate coupling in the presence of the harmonic trap will be similar to the physics at strong coupling. For the system in two dimensions, we also obtain three different configurations for the profile of the phases in the harmonic trap.

### 4.6 Conclusion

In this chapter, we have studied the phase diagram of mixtures of fermionic atoms with different masses confined in an optical lattice with an attractive interaction. In the case of equal masses \((z = 0)\), the system forms a stable superfluid state. As soon as the mass imbalance is
non-zero but still close to this limit, the system remains in a homogeneous superfluid phase. When the anisotropy exceeds a given critical value, which depends on the density of fermions, the system is a pure superfluid at weak-coupling, while increasing the coupling induces a phase separation between a doped superfluid state and a commensurate charge density wave. We note that, within the static mean-field including the Hartree correction, we find a small window of parameters, close to the Falicov-Kimball limit, where the doped CDW becomes stable.

When the harmonic trap potential is taken into account, the phase separation is actually realized in different regions of the trap (for example the superfluid can be present in the central region, while the charge density wave is confined to the outer part of the trap), with rapid variations of the local density at the phase boundaries. We finally note that, in the case of an $^6\text{Li}/^{40}\text{K}$ mixture, a simple estimate shows that the mass imbalance $z$ can be varied over a large range by changing the lattice depth $V_0/E_R$ ($z \ll 1$ at small $V_0/E_R$ and $z \simeq 0.9$ for $V_0/E_R \simeq 15$), so that the effects discussed in this work can actually be observed.
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I. INTRODUCTION

The remarkable advances in handling ultracold atomic gases have given birth to the new field of “condensed matter physics with light and atoms.” Cold atoms in optical lattices, with tunable and controllable parameters, have been studied in many different contexts (for reviews, see Ref. 1). Mixtures of two-component atoms with different masses (e.g., 6Li and 40K) introduce an additional parameter, namely, the difference between the hopping amplitudes associated with each species in the optical lattice. This may affect the stability of the possible quantum phases or even induce new ones. Recently, a phase diagram has been worked out in the one-dimensional (1D) case and in continuum models.

In this paper, we consider such fermionic mixtures in three dimensions, with an attractive on-site coupling. Using analytical and numerical techniques, we establish a ground-state phase diagram as a function of coupling strength and mass imbalance, in all regimes of couplings. We also consider the experimentally relevant effect of the trap potential, which is shown to induce a spatial segregation between superfluid and density-wave phases.

Under conditions discussed, e.g., in Refs. 1, 4, and 5, fermionic mixtures are described by a Hubbard model,

\[ H = - \sum_{\langle i,j \rangle, \sigma} t_{ij} (c_i^\dagger \sigma c_j \sigma + H.c.) - |U| \sum_i n_i \sigma n_i \sigma. \] (1)

The (pseudo)spin index \( \sigma \) refers to the two different species. Feshbach resonances between 6Li and 40K are currently under investigation, and it would allow for an attractive interaction with a tunable strength, as assumed in Eq. (1). For an example of heteratomic resonances in the boson-fermion case, see e.g., Ref. 7. In the following, we consider a bipartite optical lattice made of two interpenetrating \((A,B)\) sublattices arranged such that the neighbors of \(A\) sites are all of \(B\) type and vice versa (this happens, for instance, in the cubic lattice). For simplicity, we consider an equal number of atoms for each species, leaving for future work the study of imbalanced populations.

The paper is organized as follows: in Sec. II, we anticipate the phase diagram obtained by means of dynamical mean field theory (DMFT), and we introduce the DMFT method itself; in Sec. III, we discuss the results of weak- and strong-coupling static mean-field methods; in Sec. IV, we consider the effect of the trapping potential within local density approximation; while Sec. V is dedicated to concluding remarks.

II. GENERIC PHASE DIAGRAM AND DYNAMICAL MEAN-FIELD THEORY

In order to study the zero temperature ground-state phase diagram of model (1), we use DMFT, together with analytical mean-field theory calculations for both weak and strong couplings. Let us anticipate the DMFT phase diagram of the uniform system, displayed in Fig. 1. When the fermions have the same mass, the ground state is a superfluid (SF) for all \( |U| \). A competing ordering exists, namely, a charge-density wave (CDW), considered here in the simplest (commensurate) case in which the charge is modulated with an alternating pattern on \( A \) and \( B \) sublattices. At half-filling, i.e., when the number of fermions is equal to the number of lattice sites \((n_i + n_j = 1)\), it is well known that the SF and CDW states are degenerate. This no longer applies in the “doped” system, in which the number of fermionic atoms no longer coincides with the number of sites in the optical lattice; for equal masses, the SF phase is stabilized by doping for all \( |U| \), but a large mass imbalance favors the CDW phase over a SF state in which the Cooper pairs must be formed by fermions with different mobilities. Hence, the SF/CDW competition becomes more interesting in the presence of mass imbalance. As displayed in Fig. 1, we find that the uniform system has a SF ground state for all values of \( |U| \) as long as the mass imbalance \( z = (t_1 - t_1)/(t_1 + t_1) \) is smaller than a limiting value \( z_c \) (which depends on the average density). For \( z > z_c \), a (first-order) phase boundary is crossed as \( |U| \) is increased, beyond which the uniform system undergoes a phase separation (PS) between a SF and a CDW phase. As discussed later in this paper, this implies that, in the presence of a harmonic trap, the CDW and SF phases may both exist in different regions of the trap.
DMFT is one of the most popular modern theoretical approaches designed to treat correlated fermions on a lattice. The idea of the method is to extend to the quantum domain the mean-field theory by replacing the static mean-field averages with frequency-dependent (dynamical) objects. Just like classical mean-field theory, the method freezes the spatial correlations, but the DMFT allows for an unbiased treatment of the dynamics. A practical implementation of DMFT requires the self-consistent solution of a quantum impurity model, i.e., a model of a single interacting site coupled to a bath that allows for quantum fluctuations on the correlated site. In the mean-field spirit, the site is representative of any site of the original lattice. This correspondence is implemented via a self-consistency condition which contains information about the original lattice through the noninteracting density of states. The self-consistency condition relates the frequency-dependent “Weiss field” which describes the dynamics of the bath (analogous to the static Weiss field in mean-field theory of magnetism) \( \hat{G}(i\omega) \) entering the effective “impurity model” to the Green’s function.

The general form of the self-consistency equation (we write it for simplicity for the normal metallic phase, but the generalization to the broken-symmetry phases is straightforward) is

\[
G(i\omega) = \int \frac{d\varepsilon}{i\omega + \mu - \varepsilon - \Sigma(i\omega)},
\]

where \( \Sigma(i\omega) = \hat{G}^{-1}(i\omega) - G^{-1}(i\omega) \) is the local self-energy and \( D(\varepsilon) \) is the noninteracting density of states. For the case of a semicircular density of states \( D(\varepsilon) = 2\sqrt{\pi D/(2\pi^2)} \) with bandwidth \( W=4t \), this equation is greatly simplified, and it becomes

\[
\hat{G}(i\omega) = i\omega + \mu - i^2 G(i\omega).
\]

In this work, we use this density of states, which has been shown to satisfactorily reproduce results in \( d=3 \) in the context of solid state physics. For more details on DMFT, we refer to Ref. 8.

A crucial property of DMFT is that it does not require any assumption on the values of the coupling terms appearing in the Hamiltonian, and it indeed becomes exact both in the small interaction limit and in the strong interaction one. This has been explicitly shown in DMFT studies of the attractive Hubbard model with equal masses, where the crossover from Bardeen-Cooper-Schrieffer superconductivity to Bose-Einstein condensation of preformed pairs has been studied both in the normal9 and the superconducting,10 and both the limiting regimes are basically exactly reproduced.

To describe the superconducting phase, it is convenient to work with Nambu’s spinors \( \psi^s = (c^s, c^s_\dagger) \). The key quantity in DMFT is the local (on-site) Green’s function, \( \hat{G}(\tau) = \langle T_c \psi(\tau) \psi^c(0) \rangle \), and its Fourier transform for imaginary frequencies is

\[
\hat{G}(i\omega) = \begin{pmatrix} G_1(i\omega) & F(i\omega) \\ F^*(i\omega) & -G_1(-i\omega) \end{pmatrix},
\]

where \( G(\tau) = -\langle T_c(\tau) c^c(0) \rangle \) is the normal Green’s function on a given site, and \( F(\tau) = -\langle T_c(\tau) c(0) \rangle \) is the anomalous Green’s function associated with superfluid ordering. The superfluid order parameter is indeed given by \( \Delta_{SF} = \langle c^c(1) c(1) \rangle \),

\[
\Delta_{SF} = \sum_n F(i\omega).
\]

In this work, we also consider the possibility of a CDW state which establishes on our bipartite lattice. In this case, the local Green’s function takes different values \( \hat{G}_A \) and \( \hat{G}_B \) on the two alternating sublattices. The CDW order parameter is the difference of densities on the two sublattices: \( \Delta_{CDW} = \langle n_A - n_B \rangle \).

We can generalize the self-consistency of Eq. (3) to the case where both SF and CDW are possible. The result is

\[
\hat{G}_{A,B}(i\omega) = i\omega \mathbb{I} + \hat{\mu} - \hat{T} \hat{G}_{B,A}(i\omega) \hat{T},
\]

where \( \hat{T} = \text{diag}[t_1, -t_1] \).

FIG. 1. (Color online) Phase diagram of the uniform system in the \((z, |U|)\) plane obtained from DMFT. Below the curves (displayed here for two “doping” levels \( \delta=n-1=0.1,0.2 \), the SF is stable. Above the curves, the system is phase separated into a half-filled CDW and a SF. The arrows indicate the analytical strong-coupling values. The dotted lines are the weak-coupling mean-field approximation (see text). |U| is normalized to the bandwidth \( W \) of \( (\varepsilon_{k\uparrow} + \varepsilon_{k\downarrow})/2 \).
and $\hat{\mu} = \text{diag}[\mu_\uparrow, -\mu_\downarrow]$ are diagonal matrices, whose elements are the half-bandwidths and the chemical potentials of the two species.

Since we are able to study all the different broken-symmetry phases, the $T=0$ phase diagram is easily determined by comparing the energies of the different solutions. The energy is evaluated as $(H) = \langle K \rangle - |U| \Sigma_{(n_i, n_j)}$. The expectation value of the interaction term is easily computed through the calculation of the expectation value of $\Sigma_{(n_i, n_j)}$, while the kinetic energies $(K)$ in the SF and CDW phases read $\langle K \rangle_{SF} = \beta^{-1} \Sigma_{\alpha} \xi_{\alpha}^2 \left[ G^{\alpha}(\sigma_{tio}) - F^{\alpha}(\sigma_{tio}) \right]$ and $\langle K \rangle_{CDW} = \beta^{-1} \Sigma_{\alpha} \xi_{\alpha}^2 G_{\alpha}(\sigma_{tio}) G_{\beta}(\sigma_{tio})$, respectively.

We performed DMFT calculations exploiting the non-perturbative nature of DMFT to span the whole range of coupling $|U|$ and imbalance $z$. We focused on the vicinity of half-filling and found the phase diagram of the uniform system (Fig. 1) to be qualitatively independent on the “doping level,” i.e., the relative difference between the number of atoms and optical lattice sites, $\delta = (n_\uparrow + n_\downarrow - 1)$. For small enough values $z < z_c(\delta)$ of the mass imbalance, a pure SF solution is stable for all $|U|$. In contrast, for $z > z_c$, the pure SF phase is stable only for small interactions (below the line drawn in Fig. 1). Above this line (which depends on $\delta$), the pure SF solution becomes unstable toward phase separation between a SF and a CDW phase. (Note that we did not find a homogeneous CDW solution out of half-filling, except at $z = 1$). This means that it is more convenient to separate the system into a fraction $1 - x$ with CDW order and $\delta = 0$ and a fraction $x$ with SF order accommodating the rest of the particles. This conclusion is reached by minimizing over $x$ the expression $\mathcal{E}_{PS}(x) = (1-x) \mathcal{E}_{CDW} + x \mathcal{E}_{SF}$. We note that the SF phase is more stable than in the 1D case (in which nesting favors a CDW with $Q = 2k_F$). We underline that this diagram has been obtained by comparing the energies of the different possible states (normal, SF, and CDW), and that a normal ground state is never stable, either as a pure state or as one of the phases in the case of phase separation. No solution with coexistence of SF and CDW in the same homogeneous state has, instead, been found.

III. MEAN FIELD THEORY ANALYSIS

A. Strong-coupling mean-field theory

In this section, we describe analytical mean-field calculations for both weak and strong couplings which help in understanding the DMFT phase diagram established numerically. We first present a strong-coupling analysis, which holds for $|U| \gg t_1, t_2$. In order to analyze this limit, we find it useful to resort to a particle-hole transformation (Table 1) that maps our negative-$U$ model onto the positive-$U$ Hubbard model and work in the repulsive-$U$ framework. We emphasize that we are not switching to truly repulsive interactions, but we simply exploit a mathematical property to gain information on the physical system of our interest. Under this mapping, our model is transformed, at large $|U| \gg t_1, t_2$, into an XXZ quantum spin-1/2 model:\textsuperscript{25}

$$H = J \sum_{(ij)} \hat{S}_i \cdot \hat{S}_j + \gamma J \sum_{(ij)} \hat{S}_i^z \hat{S}_j^z - h \sum_i (2 \hat{S}_i^z - m),$$

in which $\hat{S} = \frac{1}{2} \hat{d}_x ^\dagger \sigma_{xy} \hat{d}_y$. The phase diagram is characterized by the competition between the $xy$ spin-density wave (SDW$_{xy}$) with order parameter $\Delta_{xy} = \langle \hat{S}^x \rangle$ (corresponding to SF ordering for $U < 0$), and the Néel order (SDW$_z$) $\Delta_{z} = \langle \hat{S}^z \rangle$ (corresponding to CDW). The solution changes according to the magnetization $m$ of the system (i.e., the doping of our physical model). The $m \sim h$ curve has a discontinuity of amplitude $m_c = \sqrt{3} / 2 (\gamma + 2) z$. For $m = 0$ (half-filling $\delta = 0$), a SDW$_z$ (CDW) state is obtained. For $m < m_c$, the homogeneous SDW$_{xy}$ (SF) state is stable, while for $0 < m < m_c$ phase separation takes place between the two types of ordering. Thus, when working at fixed magnetization (corresponding to fixed doping $\delta$), one finds a SF for $z < z_c = m = \delta$ and phase separation for $z > z_c = \delta$. This strong-coupling value (indicated by arrows in Fig. 1) agrees very well with our DMFT results.

B. Weak-coupling mean-field theory

We now turn to the opposite weak-coupling limit. We decouple the interaction term in the SF and the CDW channels and determine the regions of stability of each phase. We first consider the BCS decoupling of the interaction, introducing the order parameter $\Delta_{BCS} = \langle \hat{d}_i \hat{d}^\dagger_i \rangle$ to make the Hamiltonian quadratic. In Nambu formalism, it reads

$$H_{BCS} = \sum_k \psi_k^\dagger \left[ -\Delta_{BCS} - \hat{\delta}_{k\uparrow} - \hat{\delta}_{k\downarrow} \right] \psi_k + E_G.$$

Here, $\hat{\mu} = -U n_{\mu \uparrow}$, $\hat{\delta}_{k \uparrow} = \epsilon_{k \uparrow} + \hat{\mu}_{\uparrow}$, and $E_G = \frac{\Delta_{BCS}^2}{2} (1/|U|) + N|U| n_{\mu \uparrow} + N \Delta_{BCS}^2 / |U|$. The diagonalization of Eq. (7)
yields the Bogoliubov modes with eigenvalues $E_{k}^{\pm} = \frac{1}{2}(\epsilon_{k} - \epsilon_{k})/2 \pm \sqrt{(\epsilon_{k} + \epsilon_{k})/2 + \Delta_{\text{BCS}}^{2}}$. Defining new variables $\xi_{k} = (\epsilon_{k} + \epsilon_{k})/2$ and $\tilde{\mu} = (\tilde{\mu} + \tilde{\mu})/2$, the usual form of the BCS gap equation is recovered. We can readily compute the energy of BCS phase, obtaining $E_{\text{BCS}} - E_{n} = -\Delta_{\text{BCS}}^{2}/2W$, which tells us that the normal state is always unstable toward SF ordering.

Analogously, we can decouple the interaction in the CDW channel defined by the order parameter $\Delta_{\sigma} = (|U|/N)\sum_{k} (n_{k,\sigma} c_{k,\sigma}^\dagger c_{k,\sigma})$ with $Q = (\pi, \pi, \pi)$. Introducing the spinor $\psi_{\kappa} = (c_{\kappa,\sigma}, c_{\kappa,\sigma}^\dagger)$, the mean-field Hamiltonian reads

$$H_{\text{CDW}} = \sum_{k \in \text{RBZ}, \sigma} \psi_{\kappa,\sigma}^\dagger \begin{pmatrix} e_{k,\sigma} - \tilde{\mu}_{\sigma} - \Delta_{\sigma} & -\Delta_{\sigma} \\ -\Delta_{\sigma} & -e_{k,\sigma} - \tilde{\mu}_{\sigma} \end{pmatrix} \psi_{\kappa,\sigma} + E_{0},$$

with $E_{0} = N\Delta_{1}/|U| + N|U|/n_{\text{h}}$. It is readily diagonalized, with eigenvalues, $E_{k,\sigma}^{\pm} = \frac{1}{2} e_{k,\sigma} + \Delta_{\sigma} \pm \tilde{\mu}_{\sigma}$. This yields the following two self-consistent conditions:

$$\frac{1}{N} \sum_{k \in \text{RBZ}} [f(E_{k,\sigma}^{+}) + f(E_{k,\sigma}^{-})] = n_{\sigma},$$

$$\frac{\Delta_{\sigma}}{N} \sum_{k \in \text{RBZ}} \frac{f(E_{k,\sigma}^{+}) - f(E_{k,\sigma}^{-})}{\epsilon_{k,\sigma} + \Delta_{\sigma}} = \frac{\Delta_{\sigma}}{|U|}.$$  (9)

At a fixed value of the chemical potential, these CDW equations have the following solutions: (i) for all $|U|$ and $\tilde{z}$, a normal solution with $\Delta_{\text{CDW}} = 0$, which is unstable toward SF; (ii) for large enough $|U|$, a half-filled (commensurate) CDW; and (iii) for large values of $z$ close to 1, a homogeneous CDW solution is also found with a density different from unity ($\tilde{z} \neq 0$).

We first compare the ground-state energies of the two mean-field solutions: the homogeneous SF and the SF/half-filled CDW phase-separated solution obtained from a Maxwell construction. The resulting phase boundary (Fig. 1) is seen to be qualitatively reasonable and even quantitatively accurate (in comparison to the numerical DMFT result) for some intermediate range of $z$. Indeed, the weak-coupling mean field is justified only when $|U| \ll \epsilon_{F}$, i.e., $|U|/W \lesssim (1 - z)^{12}$. An indicative line below which weak-coupling static mean field is reliable is shown in panel (b) of Fig. 3.

In Fig. 2, we perform a more detailed comparison of the ground-state energies of three mean-field solutions: the homogeneous SF, the phase-separated SF/CDW, and the homogeneous CDW with $\tilde{z} \neq 0$ (when it exists). This comparison yields a small region of parameters, for large $z$, in which a homogeneous CDW with a density different from one atom per site is stable. The phase transition between SF and CDW could be studied by a more sophisticated mean-field approach allowing simultaneously for both CDW and BCS orders. Within this approach, a different scenario from a first-order transition can be realized. Namely, CDW and BCS orders can coexist in the same solution for some range of parameters, giving rise to a supersolid phase, which here becomes favored by the presence of the underlying optical lattice. In light of the absence of a supersolid state in DMFT, we did not consider this possibility in the weak-coupling mean-field theory.

### IV. LOCAL DENSITY APPROXIMATION FOR THE HARMONIC TRAP POTENTIAL

We finally discuss the effect of the trap potential. For simplicity, we perform an explicit calculation only in the strong-coupling limit, using again the particle-hole transformation (Table I) and considering the effective spin model [Eq. (5)]. A harmonic trap potential yields a position-dependent chemical potential which corresponds under the particle-hole transformation to a spatially varying magnetic field $\theta(r) = \mu_{0} - h_{0}q^{2}/R_{0}^{2}$. Here, $R_{0}$ is the radius of the circular trap, $A_{0} = m \omega_{0}^{2} R_{0}^{2}/2$, and $\mu = -U/\delta$ is related to the chemical potential at the center of the trap, which must be adjusted so that the local density $n(r)$ integrates to the total number of atoms. We start from a local density approximation (LDA) and also compare with a Monte Carlo solution of the strong-
coupling model in the presence of $h(r)$. As described above, the strong-coupling analysis of the uniform system yields a critical magnetic field (chemical potential) at which $m(h)$ is discontinuous. For $|h| < J\xi\sqrt{\gamma+2} = \frac{4\sqrt{2}}{15} |\mathbf{L}|$, we have a SDW (CDW) phase; otherwise we have a $\text{SDW}_z$ (SF) phase. Within the LDA approximation, this implies that in a region where $|h(r)|$ is smaller (larger) than $h_c$, we locally observe SDW/CDW ordering ($\text{SDW}_z$/SF). According to the values of the parameters $h$ and $h_0$, and noting that $h - h_0 < h(r) < h$, one finds several different regimes:

(i) $h - h_0 > h_c$ or $h < -h_0$. The trap potential is always larger than $h_c$, or smaller than $-h_0$, so that the system is in a $\text{SDW}_z$ (SF) phase everywhere inside the trap, and the density profile varies smoothly.

(ii) $h > h_0$ and $|h - h_0| < h_c$. In this case, $h(r) > h_c$ inside a circle of radius $R_1 = R_0(h - h_0)/h_0$ centered at $r = 0$. Hence, one has phase separation into two distinct regions: $\text{SDW}_z$ (SF) ordering within this circle and $\text{SDW}_z$ (CDW) in the outer ring (Fig. 3, left panel).

(iii) $h - h_0 < -h_c$ and $|h| < h_c$. We find again phase separation with the opposite spatial arrangement. The $\text{SDW}_z$ (SF) part is stable out or a circle of radius $R_2 = R_0(h + h_0)/h_0$, inside which there is a $\text{SDW}_z$ (CDW) phase (Fig. 3, middle panel).

(iv) $h > h_c$ and $h - h_0 < -h_c$. Then, the magnetic field profile crosses both $h_c$ and $-h_c$, so that there are three spatial regions: $R < R_1$ where we find $\text{SDW}_z$ (SF), then the ring $R_1 < r < R_2$ where $\text{SDW}_z$ (CDW) establishes, and finally an outer ring $r > R_2$ with $\text{SDW}_z$ (SF) ordering (Fig. 3, right panel).

In the three last cases [(ii)–(iv)], in which phase separation occurs, the LDA approximation predicts a jump of the magnetization at the phase boundaries $R_1$ and $R_2$, corresponding to a jump of the density in the original $U < 0$ model (see also Refs. 13). In order to test this prediction and assess the validity of LDA, we performed a classical Monte Carlo simulation of model [Eq. (5)] in the presence of a spatially dependent field $h(r)$. For simplicity, this test was performed in a one-dimensional geometry. We find a remarkable agreement between the LDA density profiles and the Monte Carlo solution, which confirms that very sharp variations of the local density indeed takes place at the boundary between domains in cases [(ii)–(iv)].

V. CONCLUSION

In this paper, we have studied the phase diagram of mixtures of fermionic atoms with different masses in a cubic optical lattice in the case in which the interaction is attractive. For small values of the unbalance, the system remains in a homogeneous superfluid phase, exactly as in the case of equal masses. When the anisotropy exceeds a given critical value, which depends on the density of fermions, the system is a pure superfluid only in weak coupling, and increasing the coupling determines a phase separation between a superfluid state and a commensurate charge density wave, in which an alternated pattern of atoms is observed. Once the harmonic trap potential is taken into account, the phase separation is actually realized in different regions of the trap (for example, the superfluid can be present in the central region, while the density wave is confined to the outer part of the trap), with rapid variations of the local density at the phase boundaries. We note finally that, in the case of the $^6\text{Li}/^40\text{K}$ mixture, a simple estimate shows that the mass imbalance $\varepsilon$ can be varied over a large range by changing the lattice depth $V_0/E_R$ ($\varepsilon \ll 1$ at small $V_0/E_R$ and $\varepsilon = 0.9$ for $V_0/E_R = 15$), so that the effects discussed in this work can indeed be actually observable in these systems.
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Chapter 5

Density-imbalanced mixtures in optical lattices

In this chapter, we consider a two-component fermionic mixture confined in a three-dimensional optical lattice. The mixtures interact via an on-site attractive coupling and have the same mass but different densities. Using both static and dynamical mean-field theory, we establish the phase diagram as a function of temperature and density imbalance for weak- and intermediate-coupling strengths. We focus mainly on the stability of the polarized superfluid phase, a uniform phase where both superfluidity and a finite polarization coexist. We show that at weak coupling both techniques yield very similar results and that at low temperatures, the polarized superfluid phase is unstable against a phase separation between a superfluid and a polarized normal fluid formed by the excess fermions of the majority species. Instead, the intermediate-coupling regime is not addressed properly by static mean-field theory and our analysis shows that in that case, contrary to its predictions, the polarized superfluid phase can be stabilized down to extremely low temperatures. We trace back the stabilization of the phase to the reduced polarizability of the underlying normal phase due to the formation of preformed local pairs.
5.1 Introduction

Mixtures of two-component atoms with different densities have attracted a lot of interest. Indeed, a fundamental challenge for both theorists and experimentalists is to clarify the phase diagram when a difference in the densities is introduced. Until now, there is no clear answer to this problem. However, progresses in experiments on ultracold atoms offer new clues. Recently, the Rice and the MIT group have observed superfluidity in spin imbalanced mixtures, in the strongly-correlated regime. Although the physics of such mixtures has intensively been addressed by static mean-field and variational studies for the gases in continuum (see Ref. [79, 93, 104, 109]), much less studies treating correctly the correlation in the strong coupling regime has been done on the lattice.

5.1.1 Experiments on polarized Fermi gases

The possibility to tune experimental parameters in ultracold atomic system allows to enter regimes that are forbidden in other solid state physics systems. The spin-polarized mixture with two hyperfine states in Lithium 6 was used in the experiments of both the MIT and the Rice group. In the following, we briefly describe the setups of these experiments and their main results.

Experiment in the MIT group

The observation of superfluidity in the MIT group has been realized via the imaging of the vortices present in a rotating gas [107, 126, 127]. The degenerate gases were initially prepared by using the usual methods of cooling, such as the laser cooling, the sympathetic cooling by sodium atoms and optical trapping. A radio-frequency sweep created a variable spin mixture with two lowest spin states \( |1\rangle \), \( |2\rangle \). The interaction between atoms in these internal states
is controlled by a 300G-wide Feshbach resonance located at $B_0 = 834G$. In this continuum limit, the interaction strength is described by the parameter $1/a_s k_F$, where $a_s$ is the s-wave scattering length and $k_F$ is the Fermi momentum for the non-interacting system. In order to observe the presence of superfluidity in the mixture around the Feshbach resonance (in both BEC and BCS sides), the optical trap is rotated symmetrically around the cloud. In this experiment, it is possible to control both the interaction and the spin imbalance. To image the fermion pair condensate, the optical trap is released and binding energy of the pairs is increased by switching the magnetic field deep in the BEC side (far from the resonance). The TOF image shows the presence of vortices which is the proof of the superfluidity.

![Figure 5.2: Observation of the superfluid-to-normal phase transition in the experiment of the MIT group. The profiles indicate the distribution of the gas in the harmonic trap. Reprinted from [125].](image)

The experimental results are presented in Fig. 5.1. Two series of images of the rotating mixtures were taken in presence of a magnetic field $B = 812G$ ($1/k_F a = 0.2$ BEC-side) and $B = 853G$ ($1/k_F a = -0.15$ BCS-side). The population imbalance is defined by $p = (N_2 - N_1) / (N_1 + N_2)$, where $N_1$ is the number of atoms in state $|1\rangle$ and $N_2$ the number of atoms in state $|2\rangle$. For different $p$, the total number of atoms varied only within 20% around $N = 7 \times 10^6$, with the exception of the fully polarized cases $p = 100\%$ ($N = 1 \times 10^7$) and $p = 0\%$ ($N = 1.2 \times 10^7$). The evidence of the superfluidity can be observed by the the emergence of vortices in the polarized gas both in the BEC side and BCS side when the polarization $p$ is greater than some critical value $p_c$. We observe that this value is of the order $p_c \sim 80\%$ for $1/k_F a = 0.2$ and $p_c \sim 48\%$ for $1/k_F a = -0.15$. However, near the phase boundary, it is quite difficult to create and observe the vortices. In order to obtain the phase diagram shown in Fig. 5.2, the pair condensation was used as an indicator for superfluidity.

**Experiment in the Rice group**

At the same time, another evidence of the normal-superfluid transition was realized in the group of Rice University. Using the same mixture of two hyperfine states of Lithium atoms ($F = 1/2, m_F = \pm 1/2$), the spin imbalance is controlled by adjusting the radio-frequency. The mixture has approximately $N \sim 10^8$ atoms per spin state. The temperature must be inferior to $0.17T_F$. The BEC-BCS crossover is realized by tuning the interaction strength via a Feshbach resonance. The real-space distribution of atoms in the trap are obtained by in-situ absorbing imaging where each spin state is sequentially and independently imaged. The resulting column density distribution are fit to model distributions in order to obtain estimates for $N_1, N_2$ as well as the temperature $T$. 
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Figure 5.3: Experiment of the Rice group on the evidence of superfluidity in the polarized gas. Absorption images of trapped atoms were taken selectively for atoms in different hyperfine states. The field of view for these images is 1654\(\mu\)m by 81\(\mu\)m. Reprinted from [77]

The Fig. 5.3 shows the experimental images of the density distributions for the atoms in the trap. The difference of density distributions between atoms in state \(|1\rangle\) and atoms in state \(|2\rangle\) shows that paring of an equal number of atoms occurs in the center of the trap up to very high polarization.

5.1.2 Standard BCS-BEC crossover

Let us first consider simple mixtures without spin imbalance. At low temperature, they exhibit superfluidity which has the form of a BCS state at weak coupling or of a BEC state at strong coupling. The physics of the crossover between these two limits is a fascinating topic which has attracted a lot of interest. Here, we will discuss some important results about this BCS-BEC crossover.

For the problem in the continuum, this crossover is quite well understood both in experiments on ultracold Fermi gases (see Refs. [14, 61, 82, 128]) and theoretically by both analytical approaches and Monte Carlo simulations (see Refs. [13, 18, 55, 76, 85, 91]). In the analytical approaches, two main directions have been followed. The first approach consists in using a one-channel model [76, 85, 91] with a contact potential defined by a bare coupling constant \(g\). The divergence of the energy at first order in perturbation is eliminated by absorbing the divergent term into the definition of the s-wave scattering length \(a_s\)

\[
\frac{m}{4\pi a_s} = \frac{1}{g} + \sum_k \frac{1}{2\varepsilon_k}.
\] (5.1)

Therefore, the only control parameter in this theory is the scattering length \(a_s\). The sign of the scattering length is changed from negative to positive whenever one crosses the unitary limit from the BCS to the BEC side. The second theoretical approach is based on a two-channel
model [55] in which the open channel describes the fermion gas while the closed channel describes the formation of the bound state. This model is described by the Hamiltonian

\[ H = \sum_{k,\sigma} (\varepsilon_{k\sigma} - \mu_\sigma) a_{k\sigma}^\dagger a_{k\sigma} + \sum_q \frac{\varepsilon_q}{2} b_q^\dagger b_q + \sum_{k,q} (b_q^\dagger a_{k+q/2}^\dagger a_{-k+q/2} + \text{h.c.}) \] (5.2)

The s-wave scattering length can be related to the detuning of the bound state to the energy level of two free fermions. The sign of the scattering length depends on the sign of the detuning. In fact, both approaches give a qualitative picture of the BEC-BCS crossover which is comparable to numerical simulation [13]. As the main physical properties of this crossover is very similar to the one occurring in the lattice model. Therefore, we will concentrate more on the explanation of this phenomenal for the lattice model.

Let us now switch to the situation where the atoms are confined in an optical lattice. Also in this case, there is a BCS-BEC crossover as a function of the interaction strength, which can be described in a Hubbard model with an on-site attractive coupling (see Refs. [65, 119, 120]). In the weak-coupling regime the superfluidity is due to the instability of the Fermi surface towards the formation of BCS-pairs, while in the strong-coupling regime, the system prefers to form local bosonic pairs which condense at low temperature. These two regimes can be addressed using static mean-field theory both in the weak- and the strong-coupling limit (see Fig. 5.4). In the weak-coupling limit, as predicted by the MFT analysis of the superfluid phase, the critical temperature is proportional to the gap opened at Fermi surface \( T_c \propto \Delta_{\text{BCS}} \propto e^{-W/|U|} \) (red curve). The strong-coupling regime with \(|U| \gg W\) is characterized by the formation of local bosons and can be described by effective bosonic model in which the tunneling is proportional to \( t^2/|U| \). The critical temperature for the condensation is of the same order as this hopping (blue curve). The intermediate-coupling regime cannot be described by these static MFT. We therefore need to go beyond the MFT to explain the crossover from the BCS (with Cooper pairs of long healing length) to the BEC (with local bosonic pairs of short healing length). In the next sections, we will demonstrate that by taking local fluctuations into account, it is possible to connect these two limits (black curve in Fig. 5.4). At high temperatures, the fermions which are uncorrelated at weak coupling start to couple as the interaction is increased. They produce a pseudogapped normal state characterized by preformed pairs (using the particle-hole transformation, this corresponds to

![Figure 5.4: Critical temperature as a function of |U| at n = 0.75: the DMFT data (dot) are compared with the BCS both the bare (circle) and the rescaled one (asterisk)and the BE mean-field predictions (triangle) for a hard-core boson system. Reprinted from Ref. [119]](image)
a Mott insulator in the repulsive Hubbard model). As a function of the interaction strength there is therefore a transition between a Fermi liquid and a pseudogapped normal phase. When we cool down the system, in the weak-coupling regime, there is a phase transition from the normal Fermi liquid to the BCS phase. Instead, in the strong-coupling regime, the transition is from the phase with preformed pairs to the BEC condensate.

5.1.3 Mixture with spin imbalance, novel physics?

When a spin imbalance is introduced in the system, the question of the nature of the ground state in the mixture is a very non-trivial issue. Indeed, in spin imbalanced mixtures, either superfluidity disappears in favor of a polarized normal fluid or more exotic forms of pairing might occur. One candidate that has been proposed is the Fulde-Ferrell-Larkin-Ovchinnikov state (FFLO) [41, 74] in which Cooper pairs appear at a non-zero total momentum. Another possible kind of pairing is the polarized superfluid namely Sarma phase (or breached-pair phase at zero temperature) [79, 100], which is a non-BCS polarized superfluid state with gapless fermionic excitations.

The FFLO phase has first been studied in [41, 74] and is described as a phase with a superfluid order parameter varying in real space. The formation of Cooper pairs produces a gain in condensation energy but it is difficult to enter a polarized phase with these pairs. A solution, which maintains the superfluidity and allows for a polarization, is to have a superfluid order parameter varying in space. In the node of this variation $\Delta(r) = 0$, there are no Cooper pairs and a polarization can occur. More detailed studies on the critical behaviors of the FFLO phase were presented in the works done by C. Mora and R. Combescot [25, 106]. At zero temperature, two other possible phases that exhibit both a non-zero superfluid order parameter and a finite polarization have been proposed: the Sarma (or breached-pair BP2) phase [79, 100] and the BP1 phase [93, 104, 109]. At weak-coupling, the Sarma phase is unstable unless specific types of interactions are considered [39]. The BP1 has been proposed as a stable ground state deep in the BEC regime of trapped fermionic gases, where the system is described by a Bose-Fermi mixture. While both of these phases are polarized superfluids with gapless excitations, their nature is different: the Sarma phase has two Fermi surfaces while the BP1 phase has a single Fermi surface for the unpaired fermions. These non-standard phases are in general unstable at weak coupling, resulting in phase separation between an unpolarized superfluid and a polarized normal fluid formed by the excess fermions, an effect which has been observed experimentally [92, 126, 127]. At zero temperature $T = 0$, the Sarma and BP1 phases are signaled by a non-zero superfluid order parameter together with a finite polarization. When $T > 0$, this criterion is no longer valid because a standard BCS or BEC state also acquires a small polarization coming from thermally excited quasiparticles.

Finally, a possibility to see both superfluidity and a finite polarization is to have a phase separation between a superfluid state and a polarized normal liquid. As we will see, at weak coupling at low temperature, this phase has been shown to be the most stable in energy within a static MFT of the Hubbard model. However, when we enter into the strong-coupling regime, the picture described by the BCS-MFT is no longer valid and we expect that the phase separation competes with other phases described above.

5.1.4 Polarized mixture in the continuum

The phase diagram for the spin-imbalanced system has been studied intensively in the continuum after the great debate on the interpretation of the experimental results obtained by the Rice and the MIT groups. Until now, there is no final conclusion on the phase diagram as a function of all the experimental parameters: temperature, polarization and interaction
strength. At zero temperature, the most convincing results have been discussed in an analytical approach by Daniel E. Sheehy et al. for the two-channel model (Ref. [104]) and in a numerical approach by the Trento group for the one-channel model (Ref. [93]). Both works show very similar phase diagrams.

Let us first discuss the analytical results obtained in the two-channel model. The control parameter is the detuning $\delta_0$ which can be related to the s-wave scattering length $a_s$. The phase diagram is shown in Fig. 5.5). It is constituted by the competition of the following phases: (i) the normal state (the phase without any long-range ordering); (ii) an unpolarized superfluid (the BCS superfluid or BEC condensate of molecules); (iii) a phase separation (PS) between the normal state and the unpolarized SF; (iv) the FFLO state (with pairing at non-zero momentum); (v) a polarized superfluid (pSF). The phase diagram is as follows. In the negative weak-coupling limit (the BCS limit), the phase competition can be understood by the BCS theory. The four phases in competition are the normal phase, the BCS, the FFLO and the PS. At $p = 0$ and zero temperature, we obtain a BCS superfluid. When the polarization is close to 0 ($p < p_c^1$) the stable phase is the phase separation. For $p_c^1 < p < p_c^2$, the FFLO phase is the most stable phase (see Ref. [86]). Finally, when the polarization is high, a normal fluid is stabilized. In the opposite limit, deep in the BEC side, the phase diagram is characterized by the competition of three phases: the BEC superfluid, the polarized superfluid and the phase separation. When we are in molecular regime, the phase transition is smooth from the BEC to the polarized superfluid and then to the fully polarized normal state. By contrast, close to the unitary limit, this phase transition changes and is first-order between the polarized superfluid and the normal state. The first-order transition induces a phase separation when the total atom number and the polarization are fixed.

The numerical results for the one-channel model were obtained using a fixed node Monte Carlo. They are shown in Fig. 5.6. The phase diagram at zero temperature is qualitatively
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Figure 5.6: Qualitative phase diagram as a function of the interaction strength $-1/k_F a$ and of the polarization $P$. The circle at unitarity corresponds to the critical value $P_c = 0.39$ discussed in Sec. IXB. The Fermi wave vector corresponds here to the total average density: $k_F = [3\pi^2(n_↑ + n_↓)]^{1/3}$. Notice that the possible occurrence of the FFLO phase is not considered on this diagram.

5.2 Polarized mixture in an optical lattice

In this chapter, we want to focus on mixtures that are confined in a three-dimensional optical lattice and we will address the stability of the polarized superfluid phase at weak and intermediate coupling. Note that we will not consider the FFLO phase in the following. Our goal is to study the competition between the polarized normal fluid, the unpolarized superfluid and the polarized superfluid by treating the effect of correlations beyond static mean-field theory. For intermediate coupling, we show that the pSF phase can be stabilized down to very low temperatures due to the reduction of the polarizability of the normal fluid. The pSF phase turns out to be profoundly different from the unpolarized BEC superfluid which holds at the same coupling strength in the absence of imbalance. Indeed, the unpolarized BEC phase is stabilized by a kinetic energy gain in comparison to the normal fluid, while the pSF phase has a higher kinetic energy with respect to the normal state, and is stabilized by a potential energy gain, as in BCS.

We start with some energetic considerations, which clarify the general conditions under which a pSF phase can be stable at $T = 0$. In order to control the imbalance between
5.3 Model and methods

Here, we present the analytical and numerical techniques that we use in order to establish the phase diagram as a function of temperature and density imbalance.

5.3.1 Model for mixtures in an optical lattice

Let us first describe the model for fermionic mixtures in an optical lattice under the conditions discussed in Refs. \[31, 58, 121\]. In this work, we consider the half-filled, three-dimensional

...
attractive Hubbard model in order to describe unbalanced fermionic fluids in an optical lattice

\[ H = -t \sum_{\langle i,j \rangle} c^\dagger_{i\sigma} c_{j\sigma} - U \sum_i n_{i\uparrow} n_{i\downarrow} - \mu \sum_i (n_{i\uparrow} + n_{i\downarrow}) - h \sum_i (n_{i\uparrow} - n_{i\downarrow}). \]

The (pseudo-) spin index \( \sigma \) refers to the two different species. In experiments, Feshbach resonances between two hyperfine states of \( ^6 \text{Li} \) or \( ^{40} \text{K} \) are very well controlled and allow to change the interaction strength. Here, the coupling is controlled by the local attraction \( U \). The hopping amplitude \( t \) gives rise to a band of width \( W = 12t \). We fix the chemical potential \( \mu \) in order to set the right number of fermions. Finally, \( h \) is a magnetic field that controls the polarization of the fluid, i.e., the unbalance between the two fermionic species.

In the following, all energies will be expressed in units of the half-bandwidth \( D = 6t = 1 \).

The relation between the model parameters and the properties of the optical lattice has been discussed in Chapter 1.

### 5.3.2 Dynamical mean-field theory

In order to address all interaction regimes we use the dynamical mean-field theory (DMFT). This method is able to give a good description of the BCS-BEC crossover when both species have the same density. It means that the off-diagonal order contains not only the BCS channel which is relevant for weak-coupling but also the condensation of bosons formed by local fermion pairs in the strong-coupling limit.

The main idea of DMFT has been presented in Section 3.5 for the Bethe lattice within the cavity method. In this chapter, we use the set of DMFT self-consistency equations established for a three-dimensional lattice (see Appendix B.1 for a more detailed discussion). Within this framework, we can obtain the local Green’s function in a matrix form and the off-diagonal elements correspond to the particle-particle channel. The average value of physical observables can be obtained from the Green’s function.

Our goal is to study the energetic competition between different phases in the context of a lattice model. Our strategy is to compute the energy of the system in these different phases and to study its evolution when the external magnetic field is increased. The internal energy per site can be computed by

\[ \langle H \rangle = \langle K \rangle + U \langle n_{i\uparrow} n_{i\downarrow} \rangle. \] (5.3)

Here, the kinetic energy and the interaction term are obtained using Eq. 26.10 and Eq. 26.11 in Ref. [62]

\[ \langle K \rangle = - \sum_{\langle i,j \rangle,\sigma} t_{\sigma} \langle c^\dagger_{i\sigma} c_{j\sigma} \rangle = \beta^{-1} \sum_{k,\sigma,n} \varepsilon_{k\sigma} G_{\sigma}(i\omega_n, k) \] (5.4)

\[ \langle H_{int} \rangle = U \langle n_{i\uparrow} n_{i\downarrow} \rangle = \sum_n \text{Tr}[\Sigma(i\omega_n)G(i\omega_n)]. \] (5.5)

### 5.3.3 BCS-Stoner mean-field theory

We will also treat the weak-coupling regime using the static mean-field theory described in Chapter 3. We will suppose that \( h > 0 \) and use the density of states \( D(\varepsilon) = (2\pi)^{-d} \int d^d k \delta(\varepsilon_k - \varepsilon) \). For a mixture of atoms with equal mass and density imbalance, the self-consistency equa-
Weak-coupling regime

The equations read

\[ p = \int [f(E^+) - f(E^-)] D(\varepsilon) d\varepsilon \]  

(5.6)

\[ \delta = -\frac{\int (\varepsilon - \tilde{\mu}) [1 - f(E^+) - f(E^-)]}{\sqrt{(\varepsilon - \tilde{\mu})^2 + \Delta^2}} D(\varepsilon) d\varepsilon \]  

(5.7)

\[ \frac{2\Delta}{|U|} = \int \frac{\Delta [1 - f(E^+) - f(E^-)]}{\sqrt{(\varepsilon - \tilde{\mu})^2 + \Delta^2}} D(\varepsilon) d\varepsilon, \]  

(5.8)

where \( E^\pm = \mp(h - |U|p/4) + \sqrt{(\varepsilon - \tilde{\mu})^2 + \Delta^2} \) and \( f(E) = 1/(1 + e^{-\beta E}) \) is the Fermi-Dirac distribution. In these self-consistency equations, all the variables \( \Delta, p, \delta \) are treated self-consistently. As we will see, this is quite different from the standard BCS mean-field analysis which treats only one variational parameter \( \Delta \).

5.3.4 Mean-field theory for the strong-coupling regime

We can also address the strong-coupling limit in this half-filled model using a static mean-field theory. The strong-coupling regime, \( |U| \gg W \), is situated on the BEC side. In this limit, for a system without polarization, we can obtain an effective model of free bosons (see Chapter 3). In order to gain the kinetic energy, the composite bosons condense around the zero-momentum state and form a BEC of molecules. When a small polarization is introduced, we can modify this model into an effective model of fermions and hard-core bosons. At low polarization (small density of fermions), the hard-core bosons can move easily in the lattice with an effective hopping \( t_b = 4t^2/|U| \). We obtain a two-fluid model: the fluid of extra fermions and the fluid of hard-core bosons. At low temperature, the bosons can condense to form a superfluid while the extra fermions form a normal fluid. These two fluids stabilize a homogeneous polarized superfluid. As the polarization increases, the density of fermions in this mixture increases while that of the bosons decreases. When one reaches the limit \( p \approx 1 \), the density of the up-atoms is almost 1 and the density of the down-atoms is very small. In this case, the up-atoms will be distributed over every site of the lattice. The description by effective bosons is still valid, however, it becomes very difficult for a boson to hop in this lattice and the gain in kinetic energy of the condensate is very small. Because of the Pauli principle, the atoms will be distributed regularly over the lattice except for some unfilled sites. Therefore, the density fluctuations for both up- and down-particles is small. If the interaction energy satisfies \( |U|\langle n_\uparrow \rangle \langle n_\downarrow \rangle = |U|(1+p)(1-p)/4 \ll W \), we can treat the interaction by MFT.

5.4 Weak-coupling regime

We start our study in the weak-coupling regime using the BCS-Stoner mean-field theory. In order to fix the density of both species, we consider a grand-canonical ensemble where the number of atoms for each species is controlled by the external chemical potentials \( \mu_\sigma \). Using the Legendre transform, we can go back to the mixture with fixed number of particles and its total energy. We also solve the problem using the standard BCS mean-field which is used in many other works (Ref. [31, 70, 100]). We then compare these results to those obtained by the improved BCS-Stoner MFT [69, 86]), which takes the Fermi liquid effects into account.

5.4.1 Phase diagram in temperature and polarization

The \((T, p)\)-phase diagram at weak coupling is shown in Fig. 5.8 for the BCS-Stoner and the standard BCS approaches. In both approaches, we find the same generic phase diagram with
three competing phases: the normal phase, the polarized superfluid phase (Sarma phase) and the phase separation between an unpolarized superfluid and the normal fluid. The normal phase is more favorable at high temperatures and strong polarization, while a polarized superfluid phase can be stabilized in a region of low polarization for temperatures $T < T_{SF}$. At lower temperatures, a phase separation configuration is shown to be the most stable state. In this phase diagram, we do not discuss the stability of the FFLO phase. The main difference between the results obtained by the two static mean-field methods is that the pSF phase is more stable in the BCS-Stoner approach. For $U = 0.5D$, the tricritical temperature obtained by the BCS-Stoner MFT is almost half that predicted by the standard BCS theory.

Next, we compare the superfluid order parameter $\Delta(h)$ and the polarization $p(h)$ obtained as a function of the external magnetic field $h$. In Figs. 5.9 and 5.10, we see that both calculations give a similar picture for the weak-coupling regime: (i) the superfluid order

Figure 5.8: Comparison of the phase diagrams obtained by the standard BCS and the BCS-Stoner approaches for the weak-coupling regime $|U| = 0.5D$. The polarized-superfluid phase is shown to be more stable within the BCS-Stoner MFT. This is because the polarizability is calculated more accurately in the improved mean-field theory.

Figure 5.9: Relation between the superfluid order parameter and the magnetic field $h$ for a weak interaction $|U| = 0.5D$. The left panel shows the SF order parameter $\Delta_{SF}(h)$ obtained by the BCS-Stoner mean-field theory. The right panel shows $\Delta_{SF}(h)$ obtained by the standard BCS mean-field theory. The region where one can find a coexistence of solution is reduced in the BCS-Stoner approach.
parameter (which is the same as the gap in the excitation spectrum\(^1\)) \(\Delta_0\) for an unpolarized mixture at \(T = 0\) is the same. In addition, the critical polarization \(p_c\) at which the normal phase becomes unstable towards the superfluid phase is again the same \(p_c\). (ii) Above a critical temperature \(T^c\), the phase transition from the SF to the normal phase is second-order, while below \(T_c\) the phase transition is first-order; (iii) For \(T > T_c\) the polarized superfluid is a stable phase. However, the fact that we treat the polarization as a variational parameter in

\[ \chi = \frac{\partial p}{\partial h} \]

in the Stoner-BCS is smaller than the standard one for both the superfluid and the normal phases. That is also the reason why we have a lower critical temperature \(T_c\) in the Stoner-BCS. (ii) Given that \(\chi\) is smaller in the improved MFT, the critical magnetic field \(h_c\) corresponding to \(p_c\) is greater, while the critical value for the stability of the superfluid phase is always \(h_0 = \Delta_{bcs} < \Delta_0\). Therefore, the region with coexistence of a normal and a superfluid solutions is reduced.

### 5.4.2 Nature of the polarized-superfluid phases

Let us now discuss the nature of these polarized-superfluid phases. The BCS-Stoner mean-field calculation shows that in the phase-separated region, with \(T < T_c\), the free-energy as a function of \(h\) has three branches (Fig. 5.11a) as in the scenario of Fig. 5.7a. If \(T\) is small, the properties of the three branches are directly linked to their \(T = 0\) counterparts. One branch corresponds to the BCS superfluid with thermal excitations. It has a small polarization that comes from thermally excited Bogoliubov quasiparticles in a small momentum-range around the Fermi momentum \(k_F\) of the unpolarized state. As a consequence, the density \(n(k)\) deviates from the standard BCS distribution around \(k_F\) over a range of order \(T/v_F\) (see A in Fig. 5.11c). This branch is connected to the unstable thermally excited Sarma phase. In contrast to the BCS state, the Sarma phase has two Fermi surfaces at \(T = 0\), which are individually broadened when \(T > 0\). This is clearly visible in \(n(k)\) (see B in Fig. 5.11d) which displays two humps associated with each Fermi momentum, with a separation set by the polarization instead of the thermal broadening.

\[ \langle c_\uparrow c_\downarrow \rangle = \sum_n F(i\omega_n) \]

\(^1\)This is a very particular result of the static MFT. In general, the superfluid order parameter \(\langle c_\uparrow c_\downarrow \rangle = \sum_n F(i\omega_n)\) is different from the gap in the excitation spectrum \(\Delta_{bcs}\).
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As the temperature $T$ is increased, the unstable branch becomes smaller and eventually disappears at $T = T_c$. For $T > T_c$, the pSF phase is stable and the free-energy has the behavior shown in Fig. 5.11b with only two solutions. Because $T_c$ is rather large, there is no clear distinction between the thermally excited BCS and the Sarma phases: as $h$ is increased along the superfluid branch a crossover takes place between the BCS regime and the Sarma regime. However, because $T$ is large, no particular structure appears in the density $n(k)$, even close to the normal phase. Therefore, at weak coupling, the stable pSF phase has essentially a thermal nature and its properties cannot be linked to the physics of the Sarma phase.

5.4.3 Extrapolation of the MFT to intermediate coupling

We now extend our mean-field results to intermediate couplings. Although this extrapolation violates the condition of validity of the mean-field theory, we can expect to see more difference between the two mean-field calculations and extract the major effect of the correlations. The extrapolation of the mean-field calculation to the intermediate coupling limit (see Fig. 5.12) gives us a similar picture as in the weak-coupling limit. However, we note that within the BCS-Stoner approach, the polarized superfluid becomes more robust and the region occupied by the phase separation in the temperature-polarization phase diagram is strongly reduced. Both the critical temperature $T_c$ and the critical polarization $p_c$ in this case are smaller than in the usual MFT result.

The region of the phase separation is characterized by the negative value of the slopes of the $\Delta(h)$ and $p(h)$ curves at low temperature, i.e. $d\Delta/dh < 0$, $dp/dh < 0$ (see Fig. 5.13). In the improved MFT calculation, there is a tendency to reduce the width of the coexistence region when the interaction strength increases. In the limit $|U|/W \rightarrow \infty$ the width of this region goes to zero and a vertical jump occurs in both curves $\Delta(h), p(h)$ at the critical value $h_c$ of the unpolarized superfluid to normal state transition.
5.5 Strong-coupling limit and high polarization

We now consider the limit of a very strong coupling and a high polarization. We demonstrate by a simple MFT calculation that the normal phase is the most stable in this limit.

Let us consider first the normal phase at strong polarization (Fig. 5.14, left panel). At strong polarization, we have a very low density of down-atoms \( n_\downarrow = (1 - p)/2 \) which are very mobile. For the up-atoms, the density is close to one particle per site \( n_\uparrow = (1 + p)/2 \) and they are mostly distributed over all the lattice except for some unfilled sites (the up-holes). The up-atom are essentially frozen on the lattice and do not contribute to the kinetic energy except for the up-hole. The density of up-holes is \( (1 - p)/2 \). Given that the up-atoms are distributed over all the lattice, the mean value of the interaction energy is \( -|U| \langle n_\uparrow \rangle \langle n_\downarrow \rangle = -|U|\langle 1 - p \rangle^2/4 \).

The total energy of the normal state for a simple square DOS reads

\[
E_N = -\frac{W}{8}(1 - p^2) - \frac{W}{8}(1 - p^2) - \frac{|U|}{4}(1 - p^2).
\]  

(5.9)

The superfluid phase is described by a mixture of localized fermion pairs (hare-core bosons)
with density \((1 - p)/2\) and extra up-atoms. In the limit of strong interactions, the formation of bosons yields an energy gain \((1 - p)|U|/2\). The hard-core bosons can only hop to the empty sites with a hopping amplitude \(4t^2/|U|\). Given that the lattice is almost filled by the up-atoms, it is very difficult for bosons to hop and they are trapped in a bath of up atoms. The gain in condensation energy is now negligible. There are always some up-holes with very low density \((1 - p)/2\), and therefore this phase gains kinetic energy through these holes. The total energy of the polarized superfluid phase reads

\[
E_{SF} = -\frac{W}{8}(1 - p^2) - \frac{|U|}{2}(1 - p)
\]  

\(5.10\)

Figure 5.15: The phase diagram obtained in static MFT at zero temperature \(T = 0\). In the limit of weak interactions, we have a competition between the normal phase (N) and the phase separation (PS) (red curve). In the strong polarization limit, the competition between the normal phase and the polarized superfluid phase is presented by the blue curve. The extrapolation of these two results to strong coupling gives a qualitative phase diagram. Here, we did not study the phase transition from PS to \(pSF\).

We now study the energetic competition between these two phases by computing the difference in their energies

\[
\Delta E = E_N - E_{SF} = -W(1 - p^2)/8 + |U|(1 - p^2)/4.
\]
5.6 Intermediate-coupling regime

5.6.1 Phase diagram

We recall that in the weak-coupling BCS theory the phase separation scenario is realized at low temperatures. Increasing the temperature the critical field decreases and stabilizing the pSF phase. While the behavior at weak coupling is now quite clear, much less is known about stronger couplings, where the superfluid state is evolving towards a BEC state. On a qualitative level, we expect that, as $|U|$ is increased, an increasing number of bosons (local pairs) in a spin-singlet state are formed. Spin degrees of freedom are therefore blocked (this leads to the opening of a pseudogap above $T_c$). Hence, the polarizability $\chi$ of the normal fluid is expected to decrease dramatically, leading to a situation closer to the right panel of Fig. 5.7, hence favoring the pSF phase.

Figure 5.16: Phase diagram in the (T-p) temperature-polarization plane at weak coupling $U = 0.5$ (upper panel) and $U = 2.5$ (lower panel), obtained using DMFT, BCS and BCS-Stoner mean-field. $T_{SF}$ and $p_c$ are defined in the text. pSF, PS and N label polarized superfluid, phase separation and normal phase, resp. For $U = 0.5$, the results are plotted against $p/(p_c/p_{cDMFT})$ to allow both a comparison in relative units between the three approaches at small $U$ and a direct comparison between the DMFT results of the two panels. Note that in the lower panel the PS phase is only found using the BCS and BCS-Stoner mean-field approaches.

We now analyze the model within dynamical mean-field theory (DMFT) [44], which as we have shown above, realizes a quantum (dynamical) mean field of the lattice model in terms of...
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a single correlated site embedded in a self-consistent bath. We solve this correlated problem using continuous-time quantum Monte Carlo (CTQMC) [122]. Contrary to static mean-field approximations, whose validity is expected to be limited to weak interactions, DMFT allows to study all the interaction regimes. We will compare the DMFT results with the simpler static mean-field calculations shown above, namely a standard BCS mean field [70, 100] and the more accurate BCS-Stoner mean field [69, 86].

The phase diagram obtained by using the BCS, BCS-Stoner and DMFT approaches is presented in Fig. 5.16. First, we consider a rather weak coupling $U = 0.5$ (upper panel). For large $p$ or at high $T$ the stable phase is the polarized normal fluid. As $T$ is decreased the system enters the pSF phase which exhibits both a non-zero superfluid order parameter $\Delta = |U| (\sum_i c_i^\dagger c_i^\dagger)$ and a finite polarization, as we shall see in more details below. When $T$ is further lowered, the pSF phase becomes unstable towards a phase separation between a BCS superfluid and a polarized normal fluid. While the overall phase diagram is the same in all approaches, the BCS mean-field underestimates the extent of the pSF phase with respects to DMFT, mainly because it overestimates $\chi$ in the normal state. As we have discussed above, this effect is substantially reduced by the BCS-Stoner mean-field, in which the population imbalance is determined self-consistently. This leads to a lower $\chi$, which extends the stability of the pSF phase and improves the agreement with DMFT. Note that, for each approach, the temperature is normalized by $T_{SF}$, the superfluid critical temperature at $h = 0$. In the upper panel, the polarization is normalized by $p_c / p_c^{DMFT}$, where $p_c$ is the polarization of the normal phase at $T = 0$, $h = h_c$ and $p_c^{DMFT}$ is value of $p_c$ obtained by DMFT. The values of $T_{SF}$ and $p_c$ are indeed different in the three approaches (see the insets of Fig. 5.16) and they are overestimated in static mean-field approximations, making a comparison in relative units more appropriate. The BCS-Stoner phase diagram is seen to be in good agreement with the DMFT result in this weak-coupling regime.

We now turn to an intermediate coupling $U = 2.5$ (lower panel), where for identical populations the superfluid state is on the BEC side of the BCS/BEC crossover [73, 119, 120]. The DMFT results clearly show that the interaction strongly increases the stability region of the pSF phase compared to the small $U$ case: it exists for a larger range of polarization (up to $p \lesssim 16 \%$ instead of $p \lesssim 3\%$ for $U = 0.5$) and is stable down to the lowest temperature we could investigate by DMFT ($T/T_{SF} = 0.049$). From our present CTQMC solutions of DMFT, we can not determine whether a phase separation eventually appears at lower temperatures, as in the mean-field approaches. In this intermediate coupling region, the static mean-field approximations are not expected to be accurate, and indeed the agreement with DMFT results is quite poor. In particular, the BCS mean-field approximation misses the stabilization of the pSF state, and gives rise to a wide range of phase separation. The effect is partially corrected in the BCS-Stoner approximation, which reduces the phase separation region, but largely overestimates the stability region of the pSF phase as a function of $p$.

### 5.6.2 Stability of the polarized superfluid phase

The CTQMC solver can reach very small temperatures ($\sim T = D/300$) and therefore allows to account for the complicated structure of the local Green’s function at low energy. This low-energy structures are relevant to describe the stability of the polarized superfluid.

We now analyze the properties of this phase focusing on the polarization as a function of the chemical potential difference $h$ both in the weak- and intermediate-coupling limits. The behavior of the polarization $p(h)$ is displayed in Fig. 5.17 for $U = 0.5D$ in the left panel and for $U = 2.5D$ in the right panel.

In Fig. 5.17 we plot the superfluid order parameter $\Delta$ and the polarization as a function of $h$ for different temperatures. At high temperatures, the polarization gradually increases.
with $h$ and the pSF phase smoothly connects to the normal phase. As the temperature is decreased, two regimes appear in the pSF phase, even though there is no phase transition between them. At small $h \lesssim 0.75$, the polarization is very small and can be traced back to thermal excitations in the BEC state. Around $h \sim 0.75$ a stable branch connects to the normal phase. The polarization in this branch is too large to originate from thermal fluctuations and it has a different nature.

Indeed, the density $n(k)$ in this region (see Fig. 5.18) displays two humps, just like in the weak-coupling Sarma phase (Fig. 5.11d). This is very different from what is expected at low temperature in a standard thermally excited superfluid where $n(k)$ is broadened around $k_F$ over a small range $\sim T/v_F$. The two humps also indicate that the underlying $T = 0$ phase has two Fermi surfaces, unlike the BP1 phase proposed deep in the BEC regime of trapped fermionic gases. This shows that at intermediate couplings on a lattice, it is not possible to reduce the problem to a simple Bose-Fermi mixture.
5.6.3 Energy behavior across the phase transition

Finally, we study quantitatively the energetic balance underlying the stabilization of the pSF phase, in connection with the qualitative arguments presented above. The total internal energy and the kinetic energy of each phase are displayed in Fig. 5.19 as a function of $h$, for $U = 2.5$ and $T = 0.148 \ T_{SF}$. The total energy curve follows nicely the second scenario described above (we are at low-$T$, so we neglect the entropy term and replace the free energy by the energy in this discussion). A stable pSF phase bridges between the flat energy of the superfluid and the energy curve of the polarized normal fluid. We have checked that the total energy branch corresponding to the normal phase has a reduced curvature compared to weaker couplings, indicating a small $\chi$ of the normal fluid. Moreover, this branch is shifted towards higher magnetic fields because the normal phase is gapped up to a critical field $h \sim 0.4$. These combined effects strongly favor the stability of the pSF phase.

A very important point is apparent from the kinetic energy plot in Fig. 5.19. For small $h$, the superfluid state has a lower kinetic energy than the normal state. Indeed, in contrast to the weak-coupling BCS regime, the BEC superfluid is stabilized by a gain of kinetic energy [73, 120]. Instead, we see that the pSF phase has a higher kinetic energy and a smaller potential energy than the normal state. Therefore, the pSF phase is stabilized by a gain in the potential energy, as in the BCS regime, even though we are not in the weak-coupling regime. As a function of the imbalance of populations, the system will turn from a regular BEC system which gains kinetic energy in the superfluid state to a pSF phase which loses kinetic energy. Measurements of energies are experimentally possible in cold atomic systems [113] and it would be of great interest to investigate these energetic considerations for polarized gases.

5.7 Conclusion

In conclusion, we have studied in this chapter the problem of fermionic mixtures with imbalanced populations. General arguments based on energy considerations suggest that a polarized gapless superfluid phase can be stabilized by the formation of preformed pairs with a reduced polarizability, on the BEC side of the BCS-BEC crossover.

For the model in the continuum, via the analysis of some recent works, we have shown that the physics of the BCS-BEC crossover is fundamental for the stability of novel phases when the polarization increases. We also argued that the non-trivial physics of the normal phase at the unitary limit induces the critical polarization.
We have also substantiated these arguments with a DMFT solution of the half-filled Hubbard model on the cubic lattice, which demonstrates the stabilization of the pSF phase down to very low temperatures for an intermediate coupling $U/(6t) = 2.5$. The nature of this phase is closely connected to the physics of the Sarma (BP2) phase that has been previously discussed at weak coupling by static mean-field theory, but is usually unstable in this regime. We have shown that the stabilized pSF phase is clearly distinct from a BP1 phase and from a standard thermally excited superfluid state. While the BEC superfluid (in contrast to the weak-coupling BCS one) is stabilized by the kinetic energy, the pSF-phase condensation energy corresponds to a potential energy gain in comparison to the polarized normal fluid.

Finally, at high polarizations deep inside the BEC limit, we have shown that, in the lattice model at half-filling, a polarized normal fluid is always stable against a polarized gapless superfluid which is different from the continuum limit. This is simply because the effective molecules (the bound states) have more mobility in the continuum than in the lattice model at half-filling.
**Third article:**

Gapless superfluidity in the attractive Hubbard model with population imbalance

accepted to *Physical Review Letters*

Eprint: cond-mat/0807.2923
The study of superfluid phases is a fundamental issue in condensed matter physics. It has received a revived interest with the experimental realization of cold atomic systems that allow to probe such phases with a remarkable controllability [1–3]. It is for instance possible to address a large range of interaction strengths or to control the population imbalance between atoms in different hyperfine states. For fermionic fluids composed of two species, the latter parameter, which introduces a mismatch in the Fermi surfaces, raises exciting questions about the stability of the conventional superfluid phase and the possible generation of more exotic ones. Indeed, in the absence of imbalance, a weak attractive interaction between the fermionic species stabilizes a Bardeen-Cooper-Schrieffer (BCS) ground state, with a pairing between species of opposite momentum near their common Fermi surface. When the interaction is strong, the fermions pair in real space, and superfluidity is associated with the Bose-Einstein condensation (BEC) of pairs. The BEC-BCS crossover has been studied intensively both experimentally [4–6] and theoretically [7–10].

The situation is far less clear when a population imbalance introduces a mismatch between the Fermi surfaces. At small imbalance, the species are expected to still form a standard BCS or BEC state. At larger imbalance, either superfluidity disappears in favor of a polarized normal fluid or more exotic forms of pairing occur. One candidate is the Fulde-Ferrell-Larkin-Ovchinnikov state [11–14] in which Cooper pairs appear at a non-zero total momentum. At zero temperature, two other possible phases that exhibit both a non-zero superfluid order parameter and a finite polarization have been proposed: the Sarma (or breached-pair BP2) phase [15, 16] and the BP1 phase [17–19]. At weak-coupling, the Sarma phase is unstable unless specific types of interactions are considered [20]. The BP1 has been proposed as a stable ground state deep in the BEC regime of trapped fermionic gases, where the system is described by a Bose-Fermi mixture. While both of these phases are polarized superfluids with gapless excitations, their nature is different: the Sarma phase has two Fermi surfaces while the BP1 phase has a single Fermi surface for the unpaired fermions. These non-standard phases are in general unstable at weak coupling, resulting in phase separation between an unpolarized superfluid and a polarized normal fluid formed by the excess fermions, an effect which has been observed experimentally [21–23]. At zero temperature $T = 0$, the Sarma and BP1 phases are signaled by a non-zero superfluid order parameter together with a finite polarization. When $T > 0$, this criterion is no longer valid because a standard BCS or BEC state also acquires a small polarization coming from thermally excited quasiparticles.

In this paper, we focus on polarized superfluid phases (pSF) in a three-dimensional cubic lattice. We study their nature at weak and intermediate coupling as a function of the temperature, treating the effect of correlations beyond static mean field. Our main result is that, at intermediate coupling, a pSF phase can be stabilized down to very low temperatures, with properties which are clearly associated with the Sarma phase. The mechanism responsible for this stabilization is the reduction of the polarizability of the normal fluid due to the existence of preformed pairs. We will show that this phase is profoundly different from the unpolarized BEC superfluid which holds at the same coupling strength in the absence of imbalance.

We start with some energetic considerations, which clarify the general conditions under which a pSF phase can be stable at $T = 0$. In order to control the imbalance between the populations of the two species, we introduce a chemical potential difference (or effective ‘magnetic field’) $h \equiv (\mu_\uparrow - \mu_\downarrow)/2$ between them. In Fig. 1, we show two typical behaviors of the energy in different phases as a function of the magnetic field. In both cases, a small magnetic field $h$ is expelled from the unpolarized superfluid, and the energy is independent of $h$. This unpolarized superfluid is locally stable up to a critical value $h_c$. For $h > h_c$ the magnetic field breaks the pairs, lead-
We analyze the model within dynamical mean-field theory (DMFT) [24], which realizes a quantum (dynamical) mean field of the lattice model in terms of a single correlated site embedded in a self-consistent bath. This correlated local problem is then solved using continuous-time quantum Monte Carlo (CTQMC) [25]. Contrary to static mean-field approximations, whose validity is expected to be limited to weak interactions, DMFT allows to study all the interaction regimes [24]. We compare the DMFT results with simpler static mean-field calculations, namely with a standard BCS mean field and a more accurate ‘BCS-Stoner’ mean field [13, 26], which introduces a mean-field decoupling of the interaction both in the particle-particle channel (as in BCS) and in the particle-hole channel (as in Stoner theory) in order to compute both the superfluid order parameter and the polarization self-consistently.

We first consider a rather weak coupling $U = 0.5$. The phase diagram obtained by using the BCS, BCS-Stoner and DMFT approaches is presented in Fig. 2e. For large $p$ or at high $T$ the stable phase is the polarized normal fluid. As $T$ is decreased the system enters a pSF phase which exhibits both a non-zero superfluid...
order parameter $\Delta = (U/N)\langle \sum_i c_i^\dagger c_i^\dagger \rangle$ and a finite polarization. When $T$ is further lowered, the pSF phase becomes unstable towards a phase separation between a thermally excited BCS superfluid and a polarized normal fluid. While the overall phase diagram is the same in all approaches in relative units (defined below), the BCS mean-field underestimates the extent of the pSF phase with respects to DMFT, mainly because it overestimates $\chi$ in the normal state. This effect is substantially reduced by the BCS-Stoner mean-field, in which the population imbalance is determined self-consistently. This leads to a lower $\chi$, which extends the stability of the pSF phase and improves the agreement with DMFT. Note that, for each approach, the temperature is normalized by $T_{\text{SF}}$, the superfluid critical temperature at $h = 0$. The polarization is normalized by $p_{c}/p_{c}^{\text{DMFT}}$, where $p_{c}$ is the polarization of the normal phase at $T = 0$, $h = h_{c}$, and $p_{c}^{\text{DMFT}}$ is the value of $p_{c}$ obtained with DMFT. The values of $T_{\text{SF}}$ and $p_{c}$ are overestimated in static mean-field approximations, making a comparison in relative units more appropriate. In these units, the BCS-Stoner phase diagram is seen to be in good agreement with the DMFT result in this weak-coupling regime.

Let us now discuss the nature of these phases. The BCS-Stoner mean-field calculation shows that in the phase-separated region, with $T < T_{c}$, the free-energy as a function of $h$ has three branches (Fig. 2a) as in the scenario of Fig. 1a. If $T$ is small, the properties of the three branches are directly linked to their $T = 0$ counterparts. One branch corresponds to the BCS superfluid with thermal excitations. It has a small polarization that comes from thermally excited Bogoliubov quasiparticles in a small momentum-range around the Fermi momentum $k_{F}$ of the unpolarized state. As a consequence, the density $n(k)$ deviates from the standard BCS distribution around $k_{F}$ over a range of order $T/v_{F}$ (see A in Fig. 2c). This branch is connected to the unstable thermally excited Sarma phase. In contrast to the BCS state, the Sarma phase has two Fermi surfaces at $T = 0$, which are individually broadened when $T > 0$. This is clearly visible in $n(k)$ (see B in Fig. 2c) which displays two humps associated with each Fermi momentum, with a separation set by the polarization instead of the thermal broadening.

As the temperature $T$ is increased, the unstable branch becomes smaller and eventually disappears at $T = T_{c}$. For $T > T_{c}$, the pSF phase is stable and the free-energy has the behavior shown in Fig. 2b with only two solutions. Because $T_{c}$ is rather large, there is no clear distinction between the thermally excited BCS and the Sarma phases: as $h$ is increased along the superfluid branch a crossover takes place between the BCS regime and the Sarma regime. However, because $T$ is large, no particular structure appears in the density $n(k)$, even close to the normal phase (see C in Fig. 2d). Therefore, at weak coupling, the stable pSF phase has essentially a thermal nature and its properties cannot be linked to the physics of the Sarma phase.

We now turn to an intermediate coupling $U = 2.5$, where for identical populations the superfluid state is on the BEC side of the BCS/BEC crossover [27–29]. In this regime, the static mean-field approximations are not expected to be accurate and we only describe our DMFT results. As is clear from Fig. 3e, the interaction strongly increases the stability region of the pSF phase compared to the small $U$ case: it exists for a larger range of polarization (up to $p \lesssim 16$% instead of $p \lesssim 3$% for $U = 0.5$) and is stable down to the lowest temperature we could investigate with DMFT ($T/T_{\text{SF}} = 0.049$). From our present CTQMC solutions of DMFT, we cannot determine whether a phase separation eventually appears at lower temperatures, as in the weak coupling regime, but extrapolations of our numerical data are consistent with a stable pSF phase down to $T = 0$.
phase. The polarization in this branch is too large to originate from thermal fluctuations and it has a different nature. Indeed, the density $n(k)$ in this region (Inset in Fig. 3c) displays two humps, just like in the weak-coupling Sarma phase (Fig. 2). This is very different from what is expected at low temperature in a standard thermally excited superfluid where $n(k)$ is broadened around $k_F$ over a small range $\sim T/v_F$. The two humps also indicate that the underlying $T = 0$ phase has two Fermi surfaces, unlike the BP1 phase proposed deep in the BEC regime of trapped fermionic gases. This shows that at intermediate couplings on a lattice, it is not possible to reduce the problem to a simple Bose-Fermi mixture.

Hence, our results show that a larger coupling stabilizes a region which displays properties very similar to the Sarma phase discussed at weak coupling, in agreement with the qualitative energetic arguments that a reduced polarizability and preformed pairs help stabilizing the pSF phase at low temperatures. This is actually confirmed by a direct computation of the energetic balance underlying this stabilization. The total internal energy and the kinetic energy of each phase are displayed in Fig. 3a-b as a function of $h$, for $U = 2.5$ and $T = 0.148 T_{SF}$. For this very low temperature, the entropy term can be neglected and we consider the energy instead of the free-energy. The total energy curve nicely follows the second scenario described above (Fig. 1b). A stable pSF phase bridges between the flat energy of the unpolarized superfluid and the energy curve of the polarized normal fluid. The total energy branch corresponding to the normal phase is seen to have a reduced curvature in comparison to weaker couplings, indicating a small $\chi$ of the normal fluid (within DMFT, this branch has actually vanished polarization up to a field $h \sim 0.4$). These effects strongly favor the stability of the pSF phase.

The energetic balance of the transition to the pSF state is particularly interesting. In the absence of imbalance it has been shown that for $U = 2.5$ the system is in the BEC regime and the superfluid state is stabilized by a gain of kinetic energy \cite{27-29}, in contrast with the BCS state which gains potential energy. Here we find, as shown in Fig. 3a, that the pSF has instead higher kinetic energy than the normal state and it is therefore stabilized by potential energy, even though we are not in the BCS regime. Therefore, as a function of the imbalance of populations, the system will turn from a regular BEC system which gains kinetic energy in the superfluid state to a pSF phase which loses kinetic energy. Measurements of energies are experimentally possible in cold atomic systems \cite{30} and it would be of great interest to investigate these energetic considerations for polarized gases.

In conclusion, general arguments based on energy considerations suggest that a polarized superfluid phase can be stabilized by the formation of preformed pairs with a reduced polarizability on the BEC side of the BCS-BEC crossover. We have substantiated these arguments with a DMFT solution of the half-filled attractive Hubbard model on the cubic lattice, which demonstrates the stabilization of a pSF phase down to very low temperatures for an intermediate coupling $U/(6\hbar) = 2.5$. The nature of this phase is closely connected to the physics of the Sarma (BP2) phase that has been previously discussed at weak coupling by static mean-field theory, but is usually unstable in this regime. We have shown that the stabilized pSF phase is clearly distinct from a BP1 phase and from a standard thermally excited superfluid state. Finally, while the BEC superfluid (in contrast to the weak-coupling BCS one) is stabilized by a gain in kinetic energy, the pSF-phase condensation energy corresponds to a potential energy gain in comparison to the polarized normal fluid.
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Conclusion

This thesis is concerned with the theoretical study of strongly correlated quantum states of ultra-cold fermionic atoms trapped in optical lattices. This field has grown considerably in recent years, following the experimental progress made in cooling and controlling atomic gases, which has led to the observation of the first Bose-Einstein condensation (in 1995 [4]). The trapping of these gases in optical lattices has opened a new field of research at the interface between atomic physics and condensed matter physics. The observation of the transition from a superfluid to a Mott insulator for bosonic atoms [46] paved the way for the study of strongly correlated phases and quantum phase transitions in these systems. Very recently, the investigation of the Mott insulator state of fermionic atoms [63] provides additional motivation to conduct such theoretical studies. This thesis can be divided broadly into two types of work:

- On the one hand, we have proposed a new type of spectroscopy to measure single-particle correlators and associated physical observables in these strongly correlated states.

- On the other hand, we have studied the ground state of the fermionic Hubbard model under different conditions (mass imbalance, population imbalance) by using analytical techniques and numerical simulations.

In a collaboration with J. Dalibard and C. Salomon (LKB at the ENS Paris) and I. Carusotto (Trento, Italy), we have proposed and studied a novel spectroscopic method for the measurement and characterization of single particle excitations (in particular, the low energy excitations, namely the quasiparticles) in systems of cold fermionic atoms, with energy and momentum resolution. This type of spectroscopy is an analogue of angular-resolved photoemission in solid state physics (ARPES). We have shown, via simple models, that this method of measurement can characterize quasiparticles not only in the "conventional" phases such as the weakly interacting gas in the lattice or in Fermi liquids, but also in unusual phases such as the normal state of high-temperature superconductivity with a pseudogap (leading to a differentiation between nodes and anti-nodes) observed in condensed mater physics. The first experiment implementing a type of spectroscopy (RF spectroscopy) very closely related to our proposal has been recently realized at Boulder in D. S. Jin’s group, just as this thesis was being written up.

In the second part of this thesis, we have performed theoretical studies of several phases of strongly correlated fermions in optical lattices in the framework of theoretical models such as the Hubbard model. We have implemented and developed analytical methods (Hartree-Fock mean field theory at weak coupling, mapping on a effective spin model at strong coupling) and numerical methods (the dynamic mean field theory approach). This work has led to two particular types of studies. The first one studies the competition between a superfluid phase and a density wave (or phase separation) for fermions with mass imbalance and attractive interaction. We have shown that the superfluid phase is unstable beyond a certain value of the mass ratio, which depends on the interaction. The second study treats a gas with imbalanced populations (polarized gas) with an attractive interaction in a three dimensional
optical lattice. The main result is a phase diagram showing the stability of a uniform superfluid phase with polarization (Sarma phase or breached pair phase) in a certain parameter regime. Via an energetic argument, we concluded that the stability of the polarized superfluid phase is due to the reduction of the polarizability and the critical field of the non-polarized superfluid phase. In the strong coupling regime of the Hubbard model, within the DMFT method, we have shown that the formation of the preformed pair in the normal state reduces the polarizability and favors the stability of the breached pair phase.

Although some aspects have been addressed in this thesis, many interesting questions still remain open for future work. In the first part, the framework of the novel spectroscopy method established in chapter 2 can allow for different concrete studies of the nature of strongly correlated states. For example, it should be very interesting to understand the spectra of single particle excitation in non trivial phases such as the Mott insulator, the preformed-pairs or phases with long range order. In the second part, the construction of the improved (BCS-Slater) mean field theory including the Hartree correction allows for a better comparison to modern methods (DMFT and Slave Bosons). For the system with the same population for both species, the region close to the Falicov-Kimball model is not yet well understood in our DMFT analysis because of problems in numerical convergence within the exact-diagonalization method. However, within the mean field theory analysis, we see that a novel uniform phase of charge density wave (doped-CDW) can be stabilized thanks to the high asymmetry of hopping. In order to clarify this question, a study by Slave Boson mean-field theory could be very useful. This method has two advantages: First, it contains the strongly correlated physics (including quantum fluctuations); second, in some simple cases we can extract the analytical behavior of the solution. In addition, a full treatment within MFT for both order parameters, the superfluid and the CDW, should be useful for understanding the nature of the phase transition in this limit. Another perspective of this thesis is the understanding of the nature of the polarized superfluid phase. The mismatch of the Fermi surfaces considered in this thesis is due to the population imbalance. We can always control this mismatch by introducing furthermore a mass imbalance. In the region with high mass imbalance, it is likely that the stability of the polarized uniform superfluid phase may be further enhanced.

Within this thesis, the effects of the confining potential have been included via the local density approximation. For a weak and smooth potential, this approximation is expected to be accurate. However, for stronger confinement, it may become more questionable. Indeed, this issue has been recently debated in the literature, in the context of the interpretation of experiments with population imbalance [92, 126]. Dynamical Mean-Field Theory can be implemented in an inhomogeneous framework, beyond LDA [53, 95, 102] and this could be used to assess the validity of the LDA approximation for problems such as those studied in this thesis. This could be relevant in particular to the current debate on the phases of the fermionic systems with population imbalance.
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Appendix on mean-field theory

A.1 Spin-wave study

We study here by spin-wave theory for this $XXZ$ model to determine the spectrum of excitations at low energy. In fact, it must be a semi-classical calculation because the spin-wave study is performed around the classical fundamental state which is found in the last section. This study is very similar to the work of R. T. Scalettar [101]. Considering a rotation of angle $\theta_A(B)$ in the plane $(x - y)$, in the classical representation, the spin vector $\vec{S}$ is transformed to

\[
S_z = \cos \theta_A S'_z - \sin \theta_A S'_x
\]
\[
S_x = \cos \theta_A S'_x + \sin \theta_A S'_z
\]
\[
S_y = S'_y.
\]

We propose to study the small fluctuations characterized by creation operators $a^\dagger, b^\dagger$ around the direction $Oz'$ on the two different sites A and B.

\[
S'_{zA} = S - a^\dagger a \\
S'_{zB} = S - b^\dagger b \\
S_A^+ = a^\dagger \\
S_B^+ = b^\dagger \\
S_A^- = a \\
S_B^- = b
\]

\[
\text{Figure A.1: Rotation of the spin vector}
\]
Including these fluctuations in the spin vector $\vec{S}$ obtained by the rotation from Oz' axis to the Oz axis, we have the following expression

\[
S_{zA} = \cos \theta_A \left( \frac{1}{2} - a_i^+ a_i \right) - \sin \theta_A \frac{a_i^+ + a_i}{2}
\]

\[
S_{xA} = \cos \theta_A \frac{a_i^+ + a_i}{2} + \sin \theta_A \frac{a_i^+ + a_i}{2} \left( \frac{1}{2} - a_i^+ a_i \right)
\]

\[
S_{yA} = \frac{a_i^+ - a_i}{2}.
\]

The Hamiltonian of our model in the strong interaction limit reads

\[
H = J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j + \gamma J \sum_{\langle i,j \rangle} S_i^z S_j^z - h \sum_i (S_i^z - m) \quad (A.1)
\]

Let us calculate the different terms in this Hamiltonian in the semi-classical representation

\[
J \sum_{\langle i,j \rangle} \vec{S}_i \cdot \vec{S}_j = J \sum_{\langle i,j \rangle} \left[ \cos(\theta_A - \theta_B) \left( \frac{1}{2} - a_i^+ a_i \right) \left( \frac{1}{2} - b_j^+ b_j \right) + \cos(\theta_A - \theta_B) \frac{(a_i^+ + a_i)(b_j^+ + b_j)}{4} \right]
\]

\[
+ \sin(\theta_B - \theta_A) a_i^+ a_i \left( \frac{1}{2} - b_j^+ b_j \right) + \sin(\theta_A - \theta_B) b_j^+ b_j \left( \frac{1}{2} - a_i^+ a_i \right) - \frac{(a_i^+ - a_i)(b_j^+ - b_j)}{4}
\]

\[
\gamma J \sum_{\langle i,j \rangle} S_i^z S_j^z = \gamma J \sum_{\langle i,j \rangle} \left[ \cos \theta_A \cos \theta_B \left( \frac{1}{2} - a_i^+ a_i \right) \left( \frac{1}{2} - b_j^+ b_j \right) + \sin \theta_A \sin \theta_B \frac{(a_i^+ + a_i)(b_j^+ + b_j)}{4} \right]
\]

\[
- \sin \theta_A \cos \theta_B \frac{a_i^+ + a_i}{2} \left( \frac{1}{2} - b_j^+ b_j \right) - \sin \theta_B \cos \theta_A \frac{b_j^+ + b_j}{2} \left( \frac{1}{2} - a_i^+ a_i \right)
\]

\[
h \sum_i S_i^z = h \sum_{i \in A} \left[ \cos \theta_A \left( \frac{1}{2} - a_i^+ a_i \right) - \sin \theta_A \frac{a_i^+ + a_i}{2} \right] - h \sum_{i \in B} \left[ \cos \theta_B \left( \frac{1}{2} - b_i^+ b_i \right) - \sin \theta_B \frac{b_i^+ + b_i}{2} \right].
\]

Let us assume two hypothesis in this spin-wave approximation:

- We suppose that $\langle a_i^+ a_i \rangle$ and $\langle b_j^+ b_j \rangle$ are small, so we neglect all the terms with order more than 2

- The coefficients of the first order terms are zero because we evaluate this Hamiltonian around the classical fundamental state

If we impose the coefficients of the first order term to zero, we get also mean field equations in the last section

\[
\begin{align*}
(2h/z) \sin \theta_A &= J \sin(\theta_A - \theta_B) + \gamma J \sin \theta_A \cos \theta_B \\
(2h/z) \sin \theta_B &= J \sin(\theta_B - \theta_A) + \gamma J \sin \theta_B \cos \theta_A
\end{align*}
\]
Therefore the Hamiltonian can be written as follow
\[
H = E_0 + \sum_{i \in A} \left[ h \cos \theta_A - \frac{J_z}{4} \cos(\theta_A - \theta_B) - \frac{J\gamma z}{2} \cos \theta_B \right] a_i^\dagger a_i \\
+ \sum_{j \in B} \left[ h \cos \theta_B - \frac{J_z}{4} \cos(\theta_A - \theta_B) - \frac{J\gamma z}{2} \cos \theta_A \right] b_j^\dagger b_j \\
+ \sum_{(i,j)} \left[ \cos(\theta_A - \theta_B) + \gamma \sin \theta_A \sin \theta_B - 1 \right] (a_i^\dagger b_j^\dagger + a_j b_i) \\
+ \sum_{(i,j)} \left[ \cos(\theta_A - \theta_B) + \gamma \sin \theta_A \sin \theta_B + 1 \right] (a_i b_j + b_j^\dagger a_i),
\]
in which \(E_0 = \frac{N J_z}{8} \cos(\theta_A - \theta_B) - \frac{N h}{4} (\cos \theta_A + \cos \theta_B) + N h m\). We define a set of parameters
\[
H_1 = h \cos \theta_A - \frac{J_z}{4} \cos(\theta_A - \theta_B) - \frac{J\gamma z}{2} \cos \theta_B \\
H_2 = h \cos \theta_B - \frac{J_z}{4} \cos(\theta_A - \theta_B) - \frac{J\gamma z}{2} \cos \theta_A \\
H_3 = \frac{J}{4} \left[ \cos(\theta_A - \theta_B) + \gamma \sin \theta_A \sin \theta_B - 1 \right] \\
H_4 = \frac{J}{4} \left[ \cos(\theta_A - \theta_B) + \gamma \sin \theta_A \sin \theta_B + 1 \right].
\]

Finally we obtain a quadratic spin-wave Hamiltonian
\[
H = E_0 + \sum_{i \in A} H_1 a_i^\dagger a_i + \sum_{j \in B} H_2 b_j^\dagger b_j + \sum_{(i,j)} H_3 (a_i^\dagger b_j^\dagger + a_j b_i) + \sum_{(i,j)} H_4 (a_i b_j + b_j^\dagger a_i). \tag{A.6}
\]

The diagonalization this Hamiltonian gives us the whole picture of the excitation spectrum at low energy. The detailed calculation of the spectrum for this model were performed by R.T.Scalettar in Ref. [101].

A.2 Coexistence of CDW and BCS orders

In order to better understand the nature of the phase transition between the CDW and the superfluid phase, we propose to study the possibility of the coexistence of a phase with both CDW order and superfluid BCS order. In mean field theory, we keep three relevant terms of the superfluid phase, we propose to study the possibility of the coexistence of a phase with both CDW and superfluid BCS order. As done in the last sections, we define the order parameter for the BCS superfluid ordering as \(\Delta_k = |U| N^{-\frac{3}{4}} \sum_k \langle c_{k \downarrow} \rangle \) and the CDW ordering as \(\Delta_{\sigma \sigma} = |U| N^{-\frac{1}{2}} \sum_k \langle c_{k \sigma} \rangle \). Then using the Hartree-Fock approximation, we have
\[
H_{MF} = E_0 + \sum_{k,\sigma} \xi_{\sigma \sigma} c_{k \sigma}^\dagger c_{k \sigma} - \Delta_k \sum_k (c_{k \downarrow}^\dagger c_{-k \uparrow} + c_{-k \downarrow} c_{k \uparrow}) - \sum_{k,\sigma} \Delta_{\sigma \sigma} c_{k \sigma}^\dagger c_{k \sigma}, \tag{A.7}
\]
in which \(E_0/N = (\mu \bar{n}_\uparrow + \mu \bar{n}_\downarrow) + |U| \bar{n}_\uparrow \bar{n}_\downarrow + \Delta^2_c/|U| + \Delta_c \Delta_{c\downarrow}/|U|\) and \(\xi_{k\sigma} = \varepsilon_{k\sigma} - \mu_\sigma - |U|n_\sigma = \varepsilon_{k\sigma} - \tilde{\mu}_\sigma\). Defining the spinor \(\psi_k = (c_{k\uparrow}, c_{-k\downarrow}, c_{k+Q\uparrow}, c_{-k-Q\downarrow})\) we can rewrite the Hamiltonian as

\[
H_{MF} = E_0 - N\tilde{\mu}_\downarrow + \sum_{k \in \text{RBZ}} \psi_k^* M_k \psi_k, \tag{A.8}
\]

where the matrix \(M_k\) has the form

\[
M_k = \begin{pmatrix}
    \varepsilon_{k\uparrow} - \tilde{\mu}_\uparrow & -\Delta_b & -\Delta_{c\downarrow} & 0 \\
    -\Delta_b & -\varepsilon_{k\downarrow} + \tilde{\mu}_\downarrow & 0 & -\Delta_{c\uparrow} \\
    -\Delta_{c\downarrow} & 0 & -\varepsilon_{k\uparrow} - \tilde{\mu}_\uparrow & -\Delta_b \\
    0 & -\Delta_{c\uparrow} & -\Delta_b & \varepsilon_{k\downarrow} + \tilde{\mu}_\downarrow
\end{pmatrix}. \tag{A.9}
\]

We suppose that the matrix \(4x4\) can be diagonalized, and the eigenvalues: \(E_{1,k}, -E_{2,k}, E_{3,k}, -E_{4,k}\) and eigenvectors are: \(\varphi^\dagger = (a_{1,k}^\dagger, a_{2,k}^\dagger, a_{3,k}^\dagger, a_{4,k})\). Therefore we obtain the diagonal Hamiltonian

\[
H_{MF} = E_0 - N\tilde{\mu}_\downarrow - \sum_{k \in \text{RBZ}} (E_{2,k} + E_{4,k}) + \sum_{k \in \text{RBZ}, \nu} E_{\nu k} a_{\nu k}^\dagger a_{\nu k}. \tag{A.10}
\]

In fact, we can not obtain an analytical expression of the eigenvalues, so we can not minimize the free energy to get the self-consistency equations. We will try to solve this problem in the following by numerical method. We suppose a lattice with a finite number of sites, then for each wave vector \(k\) we diagonalize the matrix \(M_k\), and calculate the functional of free energy

\[
F[\Delta_b, \Delta_{c\downarrow}, \Delta_{c\uparrow}] = E_0 - N\tilde{\mu}_\downarrow - \sum_{k \in \text{RBZ}} (E_{2,k} + E_{4,k}) - \beta^{-1} \sum_{\nu, k \in \text{RBZ}} \log(1 + e^{-\beta E_{\nu k}}). \tag{A.11}
\]

When \(T = 0\) the functional of energy of the ground state is

\[
E[\Delta_b, \Delta_{c\downarrow}, \Delta_{c\uparrow}] = E_0 - N\tilde{\mu}_\downarrow - \sum_{k \in \text{RBZ}} (E_{2,k} + E_{4,k}) + \sum_{\nu, k \in \text{RBZ}} E_{\nu k} f(E_{\nu k}). \tag{A.12}
\]

For each couple \((U, z)\), we plot the energy of the ground state, and determine all the local minima. The global minimum gives the order parameters of the ground state. In this general approach, there is no explicit form of the self-consistency equations. We proposed to use a numerical scheme to solve the problem. The self-consistency condition relates the static average value of the observable to a parameter. Therefore, we can start with a certain guess for the order parameter, compute the static average value of the observable then reenter it into the mean-field Hamiltonian as a new guess of order parameter. The iteration finishes whenever a converged solution is reached.

### A.3 Energy competition at half-filling

In the CDW phase, at half-filling the energy and the gap equations read

\[
E_{CDW} - E_n = -\frac{1}{4} \left( \frac{\Delta^2 \sigma}{W_1} + \frac{\Delta^2 \sigma}{W_1} \right) \tag{A.13}
\]

\[
\frac{1}{N} \sum_{k \in \text{RBZ}} \frac{\Delta_\sigma}{\sqrt{\varepsilon_{k\sigma}^2 + \Delta_\sigma^2}} = \frac{\Delta_{\sigma\sigma}}{|U|} \tag{A.14}
\]

In the BCS phase, we have the energy and the gap equations

\[
E_{BCS} - E_n = -\frac{\Delta^2_{BCS}}{W_1 + W_1} \tag{A.15}
\]
\[ \frac{1}{N} \sum_k \frac{1}{\sqrt{\varepsilon_k^2 + \Delta_{BCS}^2}} = \frac{2}{|U|}. \quad (A.16) \]

where \( \varepsilon_k \) is defined as \( (\varepsilon_\uparrow + \varepsilon_\downarrow)/2 \).

The energy difference between \( E_{BCS} \) and \( E_{CDW} \) reads

\[ E_{CDW} - E_{BCS} = -\frac{1}{4} \left( \frac{\Delta_\uparrow^2}{W_\uparrow} + \frac{\Delta_\downarrow^2}{W_\downarrow} \right) \geq E_{CDW}. \quad (A.17) \]

In the mean-field strategy, the energy of the CDW phase is obtained by minimizing over two parameters \( \Delta_\uparrow \) and \( \Delta_\downarrow \)

\[ E_{CDW} = \min_{(\Delta_\uparrow, \Delta_\downarrow)} E_{CDW}[\Delta_\uparrow, \Delta_\downarrow]. \]

Let us now consider the energy \( E^*_D \) defined as

\[ E^*_D = \min_{\Delta} E_{CDW}[\Delta] = -\frac{\Delta_{CDW}^2}{4} \left( \frac{1}{W_\uparrow} + \frac{1}{W_\downarrow} \right) \geq E_{CDW}. \]

The minimization over the parameter \( \Delta \) induces that \( \Delta_{CDW} \) is solution of the following gap equation:

\[ \frac{2}{|U|} = \sum_{k, \sigma} \frac{1}{\sqrt{\varepsilon_k^2 + \Delta_{CDW}^2}}. \quad (A.18) \]

We will compare this energy \( E^*_D \) to the energy of the BCS phase \( E_{BCS} \). As the function \( g(x) = \sqrt{x^2 + \Delta^2} \) is convex, therefore

\[ \Delta_{BCS} \text{ and } \Delta_{CDW} \text{ are satisfied the gap equations Eq.} \text{A.16 and Eq.} \text{A.18, respectively. Thus we obtain:} \]

\[ \frac{1}{N} \sum_k \frac{1}{\sqrt{\varepsilon_k^2 + \Delta_{CDW}^2}} \leq \frac{2}{|U|} = \frac{1}{N} \sum_k \frac{1}{\sqrt{\varepsilon_k^2 + \Delta_{BCS}^2}}. \quad (A.19) \]

The function \( 1/\sqrt{x^2 + \Delta^2} \) is positive and monotonously decreased in variable \( \Delta \), therefore we have: \( \Delta_{CDW} \geq \Delta_{BCS} \). In addition, we have the following inequality for all \( W = W_\uparrow + W_\downarrow \):

\[ \frac{1}{W_\uparrow} + \frac{1}{W_\downarrow} \geq \frac{4}{W_\uparrow + W_\downarrow}. \]

We conclude that

\[ E^*_D - E_{BCS} = -\frac{\Delta_{CDW}^2}{4} \left( \frac{1}{W_\uparrow} + \frac{1}{W_\downarrow} \right) + \frac{\Delta_{BCS}^2}{W_\uparrow + W_\downarrow} \leq 0, \quad (A.20) \]

which means that \( E_{CDW} - E_{BCS} \leq 0 \) for all \( z = (W_\uparrow - W_\downarrow)/(W_\uparrow + W_\downarrow) \).
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Appendix on dynamical mean-field theory

B.1 DMFT for the phase with long range order

Here, we use the DMFT description for the study of the super-fluid phase with off-diagonal long range order in presence of an external field.

\[ H = - \sum_{\langle i,j \rangle} t_\sigma c_i^{\dagger} c_j + h.c - |U| \sum_i n_{i\uparrow} n_{i\downarrow} - \sum_i \mu_\sigma c_i^{\dagger} c_i \sigma \]  \hspace{1cm} (B.1)

We define the Nambu spinor: \( \psi_i^\dagger = (c_{i\uparrow}^\dagger, c_{i\downarrow}) \), then the Hamiltonian is

\[ H = - \sum_{\langle i,j \rangle} (\psi_i^\dagger T \psi_j + h.c) - |U| \sum_i n_{i\uparrow} n_{i\downarrow} - \sum_i \psi_i^\dagger \mu \psi_i + C, \] \hspace{1cm} (B.2)

where C is a constant and \( T = \text{diag}[t_\uparrow, -t_\downarrow] \), \( \mu = \text{diag}[\mu_\uparrow, -\mu_\downarrow] \). We define the Green function for these Nambu spinors: \( G(k, \tau) = \langle T_\tau \psi_k, \tau \psi_{k,0}^\dagger \rangle \). Its Fourier transformation is

\[ G(k, i\omega_n) = \begin{bmatrix} G_{\uparrow}(k, i\omega_n) & F(k, i\omega_n) \\ F(k, i\omega_n) & -G_{\downarrow}(-k, -i\omega_n) \end{bmatrix}. \] \hspace{1cm} (B.3)

The effective impurity action reads

\[ S_{eff}^0 = \int_0^\beta d\tau \int_0^\beta d\tau' \psi_0^\dagger(\tau) G_0^{-1}(\tau - \tau') \psi_0(\tau') \]

\[ - |U| \int_0^\beta d\tau n_{0\uparrow}(\tau) n_{0\downarrow}(\tau). \]

We define the on-site self-energy as following

\[ \Sigma_{\text{imp}}(i\omega) = G_0^{-1}(i\omega) - G^{-1}(i\omega), \] \hspace{1cm} (B.4)

this local self-energy in this case has the matrix form

\[ \Sigma_{\text{imp}}(i\omega_n) = \begin{bmatrix} \Sigma_{\uparrow}(i\omega_n) & S(i\omega_n) \\ S(i\omega_n) & \Sigma_{\downarrow}(i\omega_n) \end{bmatrix}. \] \hspace{1cm} (B.5)

The DMFT consists to approximate the lattice self-energy to the impurity self-energy. In the real space, this means that we neglect the non-local component of \( \Sigma_{ij} \) and approximate the on-site one by \( \Sigma_{\text{imp}} \)

\[ \Sigma_{ii} \simeq \Sigma_{\text{imp}}, \quad \Sigma_{i \neq j} \simeq 0. \]
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Hence, it yields the mean field self-consistency equation
\[ G_{\text{imp}}(i\omega_n) = \sum_k \begin{bmatrix} \zeta_\uparrow(i\omega_n) - \varepsilon_k \uparrow & -S(i\omega_n) \\ -S(i\omega_n) & \zeta_\downarrow(i\omega_n) + \varepsilon_k \downarrow \end{bmatrix}^{-1}, \]  
(B.6)
where \( \zeta_\sigma(i\omega_n) = i\omega_n + \sigma \mu_\sigma - \Sigma_\sigma(i\omega_n) \). In the limit \( d \to \infty \) for the Bethe lattice, this relation can be simplified to
\[ G^{-1}(i\omega_n) = i\omega_n + \mu_\sigma z - T G(i\omega_n) T. \]  
(B.7)

B.2 Exact diagonalization solver, Lanczos method

In order to study the ground state at zero temperature, we propose to use the exact diagonalization by the Lanczos method to solve the Anderson’s impurity model.

B.2.1 Anderson impurity model

We consider an effective Anderson local impurity model in which the local site (note "d") is in contact with a bath with \( n_s \) (<10) sites via the hopping parameters \( t_{k\sigma} \) (\( k = 1, 2, \ldots \)). The bath has the energy distribution \( \varepsilon_{k\sigma} \) without interaction. In the impurity site, the interaction is \( U n_{d\sigma} \). In order to study the paring state in the impurity site, we introduce the paring coupling on the bath \( \Delta_k c_k \uparrow c_k \downarrow + \text{h.c.} \) The Anderson’s impurity model reads

\[ H_{\text{AIM}} = \sum_{k,\sigma} \varepsilon_{k\sigma} c_{k\sigma}^\dagger c_{k\sigma} + \sum_{k,\sigma} \Delta_k (c_{k\uparrow}^\dagger c_{k\downarrow} + \text{h.c.}) + \sum_{k,\sigma} t_{k\sigma} (c_{k\sigma}^\dagger d_{\sigma} + \text{h.c.}) - \sum_{\sigma} \mu_\sigma n_{d\sigma} + U n_{d\uparrow} n_{d\downarrow}, \]  
(B.8)
where \( n_{d\sigma} = d_{\sigma}^\dagger d_{\sigma} \) and the creation operator of a particle in conduction band is noted by \( c_{k\sigma}^\dagger \). Again, in the Nambu representation, the Hamiltonian can be rewritten
\[ H_{\text{AIM}} = \sum_k \begin{pmatrix} \varepsilon_{k\uparrow} & \Delta_k \\ 0 & -\varepsilon_{k\downarrow} \end{pmatrix} \psi_k^\dagger + \sum_k \begin{pmatrix} \varepsilon_{k\uparrow} & \Delta_k \\ -\varepsilon_{k\downarrow} & -\varepsilon_{k\downarrow} \end{pmatrix} \psi_k + \text{h.c.} + U n_{d\uparrow} n_{d\downarrow}. \]  
(B.9)
The starting Green’s function (non-interaction Green’s function) for DMFT iteration can be computed from the Anderson’s parameters of this impurity model \( \varepsilon_{k\sigma}, \Delta_k, V_{k\sigma} \)
\[ G^{-1}_{0,\text{AIM}}(i\omega_n) = i\omega_n - \sum_k V_k G_k^{\text{bath}}(i\omega_n) \hat{V}_k, \]  
(B.10)
where $\hat{V}_k = \text{diag}[V_{k\uparrow}, V_{k\downarrow}]$, and $G^\text{bath}_k$ is the Green’s function of the conduction bath

$$G^\text{bath}_k(i\omega_n) = \begin{bmatrix} i\omega_n - \varepsilon_{k\uparrow} & -\Delta_k \\ -\Delta_k & i\omega_n + \varepsilon_{k\downarrow} \end{bmatrix}^{-1}.$$  \hfill (B.11)

Thus we have finally the guessed Green’s function for the effective model

$$[G^{-\text{AIM}}_{0\sigma\sigma}]^{-1}_n = -\sum_k \frac{V^2_{ka}(i\omega_n - \sigma\varepsilon_{k\theta})}{(i\omega_n - \sigma\varepsilon_{k\theta})(i\omega_n - \varepsilon_{k\theta}) - \Delta_k^2} + i\omega_n + \sigma\mu_\sigma$$

$$[G^{-\text{AIM}}_{0\sigma\sigma}] = \sum_k \frac{V_{ka}V_{k\theta}\Delta_k}{(i\omega_n - \sigma\varepsilon_{k\theta})(i\omega_n - \varepsilon_{k\theta}) - \Delta_k^2}.$$  \hfill (B.12)

### B.2 Exact diagonalization solver, Lanczos method

The idea of the Lanczos method is to construct a basis in which the Hamiltonian has the form of a tridiagonal matrix [26]. The procedure consists of iterating the basis from an initial state $|\phi_0\rangle$. In order to obtain the ground state, the guessed state must have a non-zero overlap with the ground state. If we do not known any thing about the ground state, it should be the random summation of all the states in the Hilbert space. Otherwise, if we know some information about the symmetry (quantum number), the spin, charge or paring of the ground state, then we can start from a specific sector (subspace). We start with the initial state $|\phi_0\rangle$, then the new vector is defined by the vector $H|\phi_0\rangle$ subtracted by its projection on the initial state

$$|\phi_1\rangle = H|\phi_0\rangle - \frac{\langle \phi_0|H|\phi_0\rangle}{\langle \phi_0|\phi_0\rangle}|\phi_0\rangle.$$  \hfill (B.13)

This state is orthogonal with the initial state: $\langle \phi_1|\phi_0\rangle = 0$. We construct the new one which is orthogonal with both states $|\phi_0\rangle$, $|\phi_1\rangle$

$$|\phi_2\rangle = H|\phi_1\rangle - \frac{\langle \phi_1|H|\phi_1\rangle}{\langle \phi_1|\phi_1\rangle}|\phi_1\rangle - \frac{\langle \phi_1|\phi_1\rangle}{\langle \phi_0|\phi_0\rangle}|\phi_0\rangle.$$  \hfill (B.14)

The orthogonality $\langle \phi_2|\phi_1\rangle = 0$ comes directly the definition and the orthogonality of $|\phi_1\rangle$ and $|\phi_0\rangle$ while the one $\langle \phi_2|\phi_0\rangle$ comes from the hermitian property of the Hamiltonian: $\langle \phi_0|H|\phi_1\rangle = \langle \phi_1|H|\phi_0\rangle$. By recurrence, we can define the vector $|\phi_{n+1}\rangle$ from the couple $|\phi_n\rangle$ and $|\phi_{n-1}\rangle$

$$|\phi_{n+1}\rangle = H|\phi_n\rangle - a_n|\phi_1\rangle - b_{n}^2|\phi_{n-1}\rangle,$$  \hfill (B.15)

where $n = 0, 1, 2\ldots$ and the coefficients are

$$a_n = \frac{\langle \phi_n|H|\phi_n\rangle}{\langle \phi_n|\phi_n\rangle}, \quad b_{n}^2 = \frac{\langle \phi_n|\phi_n\rangle}{\langle \phi_{n-1}|\phi_{n-1}\rangle}.$$  \hfill (B.16)

In this basis the Hamiltonian has the tridiagonal matrix form

$$H = \begin{bmatrix} a_0 & b_1 & 0 & 0 & \cdots \\ b_1^* & a_1 & b_2 & 0 & \cdots \\ 0 & b_2^* & a_2 & b_3 & \cdots \\ 0 & 0 & b_3^* & a_3 & \cdots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{bmatrix}.$$  \hfill (B.17)

The diagonalization of this tridiagonal matrix can be done by using some standard library. In fact, the convergence of the ground state (the lowest energy state) is quite rapid. Within this algorithm, we do not need to construct the whole basis of the Hilbert space in order to find the ground state and the low energy excitations state. As shown in [26], when the number of iteration is around 100, the ground state is already accurate enough. Thus this method is convenient to study the low-temperature physics.
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