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Abstract

In the context of present trend towards ubiquitynefworks and global
mobility of services, we notice that network acceas be supported by a
large diversity of access technologies with oveyépcoverage. Networks
based on these access technologies could be cttestrat the same place,
which compose an environment of heterogeneousesgsatetworks. Within
this environment, mobile terminals (e.g. smart g@®m@and laptops) and
mobile networks (e.g. the local network formed byabile router in a bus
or a train) usually have more than one interfaceotanect to the Internet. If
they have protocols to support the connection t® lifternet through
multiple access interfaces with multiple IP addessshey are called multi-
homed mobile nodes (MNSs). If they can only use aceess interface at one
time, they are called multi-mode MNs. No matterday of the two types of
terminals, the usage of a wrong access interfaw if@twork) might result
in obvious inconvenience, such as lack of bandwidtivideo applications,
poor mobility support for high-speed terminals gkasignaling cost, traffic
congestion, etc. Therefore, both multi-homed andtirmode MNs require
to be always connected to the best access netwahkyatime anywhere,
which is well known as ‘always best connected (ABC)

ABC brings plenty of advantages to customers aneraiprs. To realize
ABC, information of available networks and termisade entities should be
gathered, and the best network should be selektdde literature, various
network selection schemes and mathematical moaels been proposed
for this task. In this dissertation, we firstly prde a survey of existing
network selection schemes, which use various maitieah models. There
are also integrated schemes which combine andadkantage of multiple
mathematical theories. By analysis and comparigahese models, multi-
attribute decision making (MADM) is considered &s tmost appropriate
mathematical model for the network selection issue.

Then, a simulator for network selection is estélglts using Matlab, which
is capable of simulating a large number of scesaaind is going to be used
frequently during this research. Simulation resudtsow that MADM
mathematical model works well in plenty of scenaridoreover, some
important observations are summarized and sevedatirg issues are
identified. Main issues addressed in this dissertainclude: usage of
mobility-related factors, requirement of a subjeetiveighting method for
evaluating various network properties’ importanicaffic load assignment
during network selection, vertical handover (VH@c@ion on whether a
better network is worth handing-over to, etc.



First, the usage of mobility-related factors in ti&DM-based network
selection framework is studied. If these factoes @t used or not correctly
used, networks with poor mobility support capapifitight be selected for a
high-speed MN, which disturbs its live applicaticar® increases signaling
cost. Our proposal for this issue can be divided itwo parts: a first
scenario with two networks; a second scenario, ngegeeric, withn
networks. Since VHO properties are related with fhermutation of
networks, the selection of the best network becammeselection of the best
permutation when VHO properties are taken into aoto Network
selection schemes for both scenarios are descmpeld methods to get
rapidly the best permutation for the generic sderere discussed.

Second, the requirement of a new subjective weightnethod is analyzed.
Network selection is a fast and automatic procedbre the traditional

analytical hierarchy process is not suitable folcudating the subjective
weights of various attributes in such a procedttence, a TRigger-based
aUtomatic Subjective weighTing (TRUST) method i®opwsed. Since a
network selection procedure is triggered only whertain event happens,
we suggest calculate the subjective weights basedhe feature of the
current trigger event. For example, video streamapglications require
large bandwidth, so the weight of bandwidth sholdd large when the
network selection procedure is triggered by an eWwheo streaming starts’.
Similarly, terminals with high speed require a natkvwith good mobility

support feature, so mobility-related attributes udtiohave large weights
when an event ‘terminal speed becomes high’ trgj¢fee network selection
procedure.

Third, mobility signaling cost in HMIPv6 networks ievaluated, which
shows the way to evaluate total handover cost m plhoposed best
permutation scheme. Meanwhile, based on the euabbility signaling

cost, a mobility anchor point (MAP) selection scleefor HMIPv6 networks

is proposed, which minimizes the total additior@dtocof HMIPV6, including

mobility signaling cost and packet tunneling cost.

Finally, several other issues of network selectom analyzed and possible
solutions are proposed, including traffic load @ssient during network
selection, vertical handover decision schemes,Bdesed on all the studies
above, we also propose a four-step integratedeglyafor MADM-based
network selection, which takes advantage of magbikiated factors, uses
our efficient weighting method TRUST, combines #ralysis on traffic
load assignment, and performs VHO decision bef@medimg-over to the
best network.



Résumeé

R.1. Introduction

R.1.1. Réseaux sans fil hétérogenes et la
sélection du réseau

Au vu de la tendance actuelle vers l'ubiquité demecwnication et la

mobilité globale de service, différents réseauccts sans fil peuvent étre
déployés et utilisés. Ces réseaux ont des propridiérentes, et donc
peuvent étre utilisé a supporter les services riffés. D’ailleurs, il est

également commun d’avoir plusieurs réseaux comstali méme endroit
pour fournir un meilleur service aux clients, tejiee la complémentarité de
3G et WiFi disponible actuellement. Pour distinguaes multiples réseaux
par rapport a un unique réseau, nous les appeld®déseaux sans Fil

Hétérogénes (RFHS) ».

Pour les RFHs, des nouvelles méthodes pour géremdailité sont

nécessaires afin de supporter le « handover » cakrtDes nouvelles
méthodes de « multihoming » sont aussi nécesspioes supporter la
sauvegarde de transmission et le partage de leelzasbante. Mais ce n’est
pas suffisant! Il faut encore déterminer le meilleéseau pour le service
actuel, & tous moment et n’importe ou. Ce concegptcennu comme
« Always Best Connected (ABC) en anglais».

Avec la fonctionnalité ABC, MNs pourrait choisirsleéseaux d'acces pour
des applications diverses pour s'adapter a leuigemses de qualité de
service; MNs peuvent éviter de choisir un réseagrande trafic donc
réaliser I'équilibrage de charge et éviter les amtitbages; MNs peuvent
prévoir la disponibilité des réseaux, afin de ne pa connecter a des
réseaux qui disparaissent rapidement; MNs peuvptimizer le colt de
signalisation par la conception de leurs stratéggel sélection du réseau et
handover. En un mot, ABC apporte beaucoup d'avastagx clients. En
outre, les opérateurs bénéficient ABC, aussi. Géalzesélection du réseau
et l'équilibrage de la charge de la fonctionnaltBC, les opérateurs
peuvent maximiser l'utilisation de leurs réseawnamaximiser les recettes;
basé sur ABC, les opérateurs peuvent analysercataldeur stratégie de la
déploiement de point d’accés WiFi pour attirerdésnts au réseau WLAN.
Enfin, ABC est convient de considérer synthétiquatnmes avantages de
clients et opérateurs, afin qu’'un partenariat gatigagnant peut étre atteint.



Afin de laisser nos terminaux ABC, une premiérehé&dmportante
considere a définir le « meilleur » réseau. Cetténdion est liée a des
facteurs trés nombreux, tels que le terminal, lentl le service et les
propriétés de réseaux. Une autre tache considéugtera appliquer cette
définition afin de sélectionner le meilleur réseair la figure R-1.

Sélection de Réseau

ABC

Gestion de Mobilité et
Multihoming

Réseaux Sans Fil Hétérogenes

Figure R- 1 Pourquoi nous avons besoin de la sélart du réseau.

R.1.2. Exemples de la sélection du réseaux

La sélection du réseau est définie comme le chabmeilleur réseau en
fonction de multiples facteurs lorsque plusieurseatix sont disponibles.
Cette procédure est activée quand le client a beBoh nouveau service ou
quand la communication actuelle devrait changeedeau.

La détermination du handover dans un unique répeat étre facile, mais
la sélection du réseau dans les RFHs est tresiiffMoici deux exemples
de détermination du handover dans un unique réseau

La figure R-2(a) montre la détermination du handotraditionnel entre
deux stations de base. Quand la différence de thucggnal entre la station
de base en bleu et la station de base en orangss#épn certain seuil, le
handover est déclenché. Ainsi, la force du sigatleeseul facteur que nous
utilisons ici.



La figure R-2(b) montre la sélection du PA WiFi. osupposons que le
terminal a utilisé un PA A et 'ajouté dans sadliste préférence. Ensuite, il
trouve d'autres PAs (B, C et D), et B a le plug fignal. Le terminal sera
toujours connecté automatiquement a A s'il estatiile, parce que A est
dans la liste de préférence, mais B est inconnti.e€emple nous montre
gue la force du signal n’est pas toujours un factiégisif. La préférence du
client fondée sur son histoire de connexion peet &alement importante.
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\ /
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\ / A 0
X N C
/N | ——
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e N
- ~ - _
B - B
() le handover entre deux stations de base la @dlection du PA WiFi

4

Satellite

WIMAX

(c) la sélection du réseau dansfRisHs

Figure R- 2 Les exemples de la sélection du réseau.

Par conséquent, si le terminal est sous la coueedes RFHs comme dans
la figure R-2(c), la sélection du réseau deviens glompliquée. Plusieurs
groupes de facteurs devraient étre examinés :regwiptés du réseaux, tels
gue le prix, la bande passante et la force du kigea préférences du client,
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telle que la liste de préférence dans le derniemgple ; les exigences des
services, parce que les différents réseaux pewa@mntenir a des services
différents ; les propriétés du terminal, telles tpugitesse et la batterie ; les
politiques de l'opérateur, tel que le contrdle dibitl par 'opérateur. Ainsi,
nous allons expliquer ci-dessous comment cettesidécpeut étre élaborée
en fonction de toutes ces facteurs.

R.1.3. Contexte mathématique pour ce sujet

Différentes théories mathématiques ont été utdiggeur ce probléeme ces
derniéres années. Notamment,

* lathéorie de l'utilité

* L’aide a la décision multiattribut (ADMA)
* lalogique floue

* lathéorie des jeux

* les modeles NP-complets

Politiques de 'opérateur
0
@ s .
% Propriétés du terminal Pondération ]
'zu%’ Préférences du client i subjective i

Exigenes des applications Algorithme

ADMA
Attributs statiques o
2 Pondération
> q q
= j> objective et }j>
g _ ) Ajustement
Attributs dynamiques

Figure R- 3 Une solution intégrée pour la sélectiodu réseau.

Parmi toutes ces théories, nous avons écarté ldslesoNP-complets, parce
gue la sélection du réseau devrait étre une proeéttas rapide, or les
modeéles NP-complets ont généralement besoin d’'enice durée pour
trouver la solution optimale. Considerons par eXengomodele du « sac-a-
dos », il considére a mettre plus de services dhess bandes passantes
limitées. Il est donc approprié pour améliorer ilisétion des ressources,
mais peu apte a garantir toutes les services en, ABi€que la performance
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pour les services n'est pas le critere premier.r BF@uméme raison, nous
avons écarté la théorie des jeux, qui peut étreogppe pour la répartition
de charge mais pas pour 'ABC. Avec la théorie @as, les réseaux
(joueurs dans un jeu) sélectionnent ses approfzeégices ; mais pour
'ABC, il faut que les services sélectionnent seslieurs réseaux.

Nous souhaitons souligner que plusieurs de cesriisépourraient étre

utilisées ensembles, composant ainsi une solutitggiée. La figure R-3

montre une intégration possible, qui est une man@&mmune pour la

sélection du réseau. Les facteurs subjectifs qupelés ici les « exigences »,
et comprennent quatre groupes : les politiquesogedateur, les propriétés

du terminal, les préférences du client et les exgedes services. Ces
facteurs sont utilisés pour calculer les pondénatisubjectives, en utilisant
par exemple le « processus hiérarchique analy(igté\) ».

Il y a aussi des facteurs objectifs, qui sont lésibats des réseaux, y
compris les attributs statiques et dynamiques.dfteuts ont deux usages.
Tous d'abord, ils sont utilisés pour calculer lesngérations objectives.
Deuxiemement, ces attributs doivent étre adaptés @bre combinés
ultérieurement. L'ajustement peut étre basé sunolanalisation, la logique
floue ou la théorie de lutilité. Enfin, ces atuils seront combinés en
fonction de leur poids, en utilisant des algoritsrddMA pour obtenir un

rang.

R.1.4. Problemes a résoudre

La solution intégrée ci-dessus présente encorecbegude problemes.
Quatre problémes sont identifiés dans cette thése :

e L'utilisation de facteurs de mobilité (en parti@rliles propriétés de
handover vertical)

* Exigence d’'une méthode de pondération automatiqueulgiective
pour calculer les poids subjectifs de tous lesmpatees

* La répartition de charge pendant la sélection dieaé dans le
modele MADM

e Décision de handover vertical fondée sur la préumisapres la
sélection du réseau

Pour les deux premiers probléemes, nous éxposeross pnopositions
préciésément. Pour les deux derniers, nous analsegénéralement la
possibilité de trouver une solution.
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R.2. Propositions

R.2.1. Seélection du réseau basée sur la mobilité

R.2.1.1. Introduction du concept de
« permutation »

Comme nous l'avons déja présenté, un schéma déldatisn du réseau
considére généralement plusieurs groupes de factenr méme temps.
Certains facteurs sont liés a la mobilité, tels tpueayon des cellules, la
couverture, la vitesse terminale, les propriétéhauodover vertical (HOV)
ou handover horizontal (HOH), etc.

L'utilisation des propriétés du HOV est complex€est parce que les
propriétés du HOV ne dépendent pas seulement dwidlité du terminal

ou de la couverture des réseaux différents, maisi @e la « permutation »
des réseaux. Ungermutationest un ordre de réseaux qui représente leurs
priorités, sans tenir compte de leurs disponitsilitd tout moment et
n'importe ou, le permier réseau disponible dansnéilleure permutation
devrait étre utilisé.

Par exemple, dans un environnement avec 3 réséddx %, WIMAX et
WLAN), le schéma choisit le meilleur réseau basélesi colts totaux des
réseaux, y compris les colt du HOV et des autrésscé\fin d’expliquer
l'idée de permutation clairement, nous ne consiaergi que le colt du
HOV. Avec 3 réseauy, il y a 6 permutations, énumérdessous :

e UMTS > WIMAX > WLAN
e UMTS > WLAN > WIMAX
* WIMAX > UMTS > WLAN
* WIMAX > WLAN > UMTS
* WLAN > UMTS > WIMAX
* WLAN > WIMAX > UMTS

La premiére permutation correspond a « un co(t QY Hhul» parce que

TUMTS est supposé toujours disponibles en raisensdn ubiquité. Par

contre, la derniére permutation correspond a «aih du HOV élevéx». Par
conséquent, 6 permutations correspondent a 6 doOKOV, et celui avec

le colt du HOV minimum est le meilleur (la premi@tela seconde dans la
liste).

Cependant, il reste un probleme évident. Quandifennement hétérogene
est composé dH réseaux, le nombre de permutations est la fatiode N.



Donc, un certaine durée est nécessaire pour trdaiveeilleure permutation.
En outre, I'évaluation des propriétés du HOV deqcteapermutation est
également compliquée en raison de la couvertuggltiere des réseaux et
des divers modes de mobilité du terminal. Pourués®ce probléeme, nous
proposons le schéma de la meilleure permutatiodeerx étapes. Dans la
premiere étape, nous classifions tous les réseaweex groupes. Dans la
deuxieme étape, nous examinons un cas générique Navgroupes de

réseaux.

R.2.1.2. Cas de 2 groupes de réseaux

Nous commengons par la modélisation du mouvemenermoinal dans un
environnement de 2 groupes de réseaux. Dans @statndes récentes, la
fonction sigmoide est recommandée pour ajusteutiéiges, au lieu de la
fonction linéaire. Nous pouvons concevoir que lacfmn sigmoide a
tendance a séparer tous les réseaux en 2 pattésst.donc raisonnable de
diviser les réseaux en 2 groupes. Par exemple, dette thése, les 2
groupes sont les réseaux ubiquitaires (RUB) etdssaux hotspots (RHS).

La figure R-4 ci-dessous montre le déploiemenKdmoints d’acces (PAS)
dans une zone carrée comme l'espace de simuldties.K PAs sont
distribuées de facon aléatoire. Le déploiement Bés est supposé
indépendant des réseaux ubiquitaires. En outfeterminaux avec un
mouvement aléatoire sont uniformément distribués.

Figure R- 4 Déploiement des PAs.



Quand un terminal avec un mouvement aléatoiredmfun de ces PAs, la
probabilité de transiter directement a un autre €BA exactement égal au
pourcentage constitué par la bordure de la PA déknpar le recouvrement
des autres PAs sur lui. Comme montré dans la figade la bordure du PA
«A» est couverte par deux autres PAs, donc la pilitbale transiter
directement de ce PA a un autre est grande. Parecaamu moment de
quitter le PA B », le terminal n’a aucune chance de transiter dirent a
un autre PA.

Ainsi, en raison du caractére stochastique de siriloition des PAs, la
probabilité de transP peut étre définie comme sulit :

P=1-Q,,=1-Q,

ou Q est la couverture dé§ PAs dans la zone de simulation. La simulation
Monte Carlo sera utilisée pour vérifier cette fokenu

Drailleurs, nous avons expliquer « l'effet de la ¢hare de la simulation
Monte Carlo ». C’est a dire que les PAs pourraid¢m @istribués a coté de
la bordure de la zone de simulation, causant Engsultat de la simulation
imprécis. Lorsqué) est grand, cet effet ne doit pas étre ignoré.

Etudions maintenant en détail les transitions elgseRHSs et les UBNSs.
Nous utilisons « » pour représenter la zone couverte par aucurnt RA e
pour la zone d'un PA; « PA a « PA » sont leK PAs; et «S» représente
toute la zone de simulation;Ua» est le taux de transit d'un PA a
'extérieur; et «Jd » est le taux de transit de la zoné xa un PA.

Nous supposons que tous les terminaux sont distrilbuéformément et
d’'un mouvement aléatoire. Nous considerons I'effetodrdure de la zone
de simulation comme négligeable. En outre, quandeuminal sort de la
zone de simulation par un coté, il entre par l'aufité (généralement appelé
« Wrap Around » en anglais). Par conséquent, tailolision des terminaux
est toujours stable. Nouv obtenons :

U,(1-Q) =UaP§K .

Considérons une vaste zone couverte par un certembre de PAs. Si ces
PAs ne sont pas densément déplog@s'est pas assez grand, nous avons
donc le résultat suivant

U, =QU,.

Aprés modélisation de la mobilité du terminal, naalbns utiliser ce
modele pour aider la sélection du réseau. Certigiorithme ADMA doit
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étre utilisé pour combiner le colt moyen de handavec des autres codts.
Enfin, la permutation avec le co(t total le plus bara sélectionnée.

Tableau R- 1 Le taux et le colt du HOV et HOH.

Handover | Taux du Handover Colt par Handover
RUB a RUB Uar/R X
RHSaRHS Ua(1-P)Q Y
RHS a RUB UaPQ Z;
RUBaRHS| Ud(1-0Q) Z,

Les taux du handover pour HOH et HOV sont énuméadss le tableau ci-
dessus. Avec deux groupes de réseaux, il y a detmuypations: RUB >

RHS ou RHS > RUB. Le colt moyen de handover de wshggrmutation

est calculé. Pour la premiere permutation, un résebiquitaire sera

toujours utilisé. Ainsi, le colt moyen de handowé&st constitué que du
codt HOH entre les cellules du réseau ubiquitalte.pour la seconde
permutation, le colt moyen de handover est cogstijuquatre parties. A la
fin, nous pouvons comparer les deux types de dofasix pour obtenir un

seuil entre les deux permutations ci-dessous

ﬁRUB—RHS

HC russrus — HC russRHS

Q

W, < —

ﬁRUB—RHs +

ol Othrus-rus st la différence entre les RUBs et les RHSs dénait la

combinaison de tous les autre cOME ris-rus €t HC rus-ris SONt les colt
moyen de handover pour les deux permutation « RHRWJB» et « RUB >
RHS». Comme nous pouvons voir sur ce seuil, quand tes facteurs
objectifs sont fixés, le poids subjectif du coltyen de handoveW, sera
décisif pour déterminer la meilleure permutationia@e algorithmes seront
utilisés dans la comparaison, qui sont

* la pondération additive simple

* la pondération exponentielle multiplicatif

Xil



* la technique d'ordre de préférence selon leur aiid & la solution
idéale

* la gris analyse relationnelle

Nous définissons la densité de probabilité du teamcommef(V), et le
poids du codt de handover comrid4V). Ainsi, un terminal qui a une
vitesse d&/p ci-dessous va préferer WLAN :

mBN—HSN
O_thJBN—HSN + QY+(1-Q)(Z,+2,)
Norm

V, =W™( ).

De plus, le montant de terminals qui préferent WLARut-étre écrire
comme

n(Q) = QMN,[." f(V)av,

ou N, est le montant total de terminal,\&test comme ci-dessus. En méme

temps, nous pouvons obtenir le ratio d’augmentatienterminals qui
préferent WLAN.

R.2.1.3. Une étude générique awWegroupes de
réseaux

Comme expliquer au début, le nombre de permutagghda factorielle du
nombre de réseaux, donc il prend une certaine caogecalculer les colts
totaux de toutes les permutations. Par conséglaeptemiéere tache est de
trouver la résolution pour réduire cette durée.

Tous d’abord, nous pouvons prendre lavantage duB.REn supposant
gu'au moins un RUB existe, les réseaux derriere RlWB dans une
permutation ne vont jamais étre utilisé. Par consat] leur ordre n’est pas
important. Grace a cette raison, seulement uneiepdd permutations
doivent étre prises en compte.

Plus important que cette idée, nous proposons liderti une méthode
combinée. La premiéere étape de notre méthode aresa la sélection du
meilleur réseau et le handover au meilleur réseail,est rapide et ne
perturbe pas les communications actuelles. La éewxiétape considere a la
sélection de la meilleure permutation, qui estdentais obtient la meilleure
permutation, montrer comme la figure R-5. Si le &lll@ur réseau » obtenu
dans la premiere étape n'est pas le premier rédesgonible dans la
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meilleure permutation obtenue dans la deuxiémeeétgg cause un HOV
supplémentaire. La facon d’améliorer cette méthede de diminuer la
probabilité du HOV supplémentaire. Donc, nous I'oméns en utilisant un
schéma de la sélection du réseau basé sur les fagiona dans la premiere
étape. Dans ce schéma, nous ne comparons pagitegataux de différents
réseaux. Au lieu de cela, nous comparons les ctmitgix des deux
permutations. Par exemple, le co(t total de pertiama A >B >C >D >

E » et celade 8 >A>C>D > E»sont comparés pour décideAspiu B
est le meilleur. De cette fagon, nous n’avons lesque (N - 1)
comparaisons, mais les facteurs de mobilité sastepr compte.

Début de la sélection du réseau

N
- t0
Etape 1:
La sélection du meilleur réseau
N
A or ot Rocoriis
vrciiicur nNescuu tl
Etape 2: |
|
La sélection de la meilleure permutation |
N |
AMorllomrveo D, £ouds 2y
viIciticairC r crrriiidiion ‘ ltz

Figure R- 5 Une méthode combinée.

Apres avoir résolu le probleme de colt du tempsisrevons aussi besoin
d’évaluer le codt total de chaque permutation, @rigulier le cot moyen
de handover. Ici, nous utilisons un cas de trogea@x pour expliquer
comment nous modélisons la mobilité du terminalsdes RFHs. Un état
dans la figure ci-dessous est défini comme le séjun terminal dans la
zone couverte par les mémes groupes de réseauguéel'état «AB »
signifie que le terminal est couvert par le résedu» et le réseau B ».

En supposant A > B > C», nous pouvons simplement considérer les
transitions causant des HOVs. Nous combinons ks éfui ont le méme
nombre de réseaux et le méme meillieur réseau coommrand état. Par
exemple, I'état AB» et I'état «<AC» forment un grand état. Ainsi, le
nombre total des états diminue. Comme nous pouwinglans la figure R-
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6, les états dans la méme rangée ont le méme uneifieeau. Un HOV est

nécessaire lorsqu’un terminal transite vers un @tatposséde un meilleur
réseau (d’en bas a gauche vers en haut a droiteh @at qui ne posséede
pas le meilleur réseau précédent (d’en haut aedx@its en bas a gauche).
Par conséquent, il n'est pas nécessaire d'exandselautres transitions,

ainsi le nombre de transitions est diminué. Dansclema proposé, le colt
moyen de handover de chaque permutation est cadgulfonction de ce

modele.

Figure R- 6 Les transitions causant des HOVs dansiexemple de trois réseaux.

Le codt total d'une permutation est calculé en doarit des colts de
handover et des autres colts. Le colt de handovaparte les colts HOHs
et les colts HOVs. Pour les colts HOVs, nous atisHC" pour
représenter la transition & un nouveau meilleureagset HC™ pour
représenter la transition hors le meilleur résedued. Le codt total est écrit

comme
TC= (HCHOH + HC:iOV + HC;OV) W, + ﬁRUB—RHS - WHC) .
ou w,. représente le poids du colt du handover total.

Ce nouveau schéma est comparé avec les anciemsasché la sélection du
réseau. Basé sur cettes comparaisons, notre pioposst évidemment
préférable pour trois critéres suivants : le taX\Hl le co(t total et le taux
de déclenchement du schéma.
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R.2.2. Pondération fondée sur des déclencheurs

Jusqu’a maintenant, nous avons résolu le problémd'utilisation des
facteurs de mobilité, mais ce n'est pas suffisanurputiliser notre
proposition dans les termiaux réels pour sélecgoria meilleur réseau.
C'est parce quil y a encore un grand probléme sggsolution: la
pondération subjective.

La pondération de la sélection du réseau est ns#délci-dessous. Une
matrice de décision est utilisée pour contenir deutes informations
d’attributs des réseaux ponrréseaux et attributs.

Wo et Ws sont utilisés pour représenter les poids objedtfsubjectifs,
respectivement. Les poids combinés sont calculégsm

W, W2

Wzo—s;:[wl W, ..ow].

W, Wy
Les poids objectifs sont calculés basés sur ldgrdiices entre réseaux.
Pour obtenir les poids objectifs, la méthode «apier» et la méthode
« variance » peuvent étre utilisées.

Les poids subjectifs sont calculés basés sur letnsents subjectifs du
décideur. Pendant le processus de décision, ledalécipeut étre une
personne ou un groupe d’experts. lls ont des sentsrsur 'importance des
attributs en fonction de leurs préférences ou éxpées. Pour obtenir les
poids subjectifs, la méthode « eigenvector » estevaent utilisée dans les
études sur la sélection du réseau. Une autre nméthmhtionnée est le
« moindre carré pondération ». Tous ces deux méthodt besoins de la
matrice de comparaison par paire, ce qui est obppande décideur basée
sur ses sentiments subjectifs.

La production de cette matrice est totalement stigge Cependant, dans la
procédure de la sélection du réseau, le meillagaé ne doit pas étre choisi
par le client. Par contre, il devrait étre choisiteamatiquement par le
terminal. Donc, nous nous demandons comment un@ingpourrait avoir
des sentiments subjectifs pour produire cette o®tri

Une fagcon que nous pouvons imaginer est de stackeses les matrices
possibles dans le terminal a I'avance, mais il yraiment des milliers
matrices ou plus. Ainsi, cette facon n’est pas éouque. D’ailleurs, ce
n'est pas facile pour rechercher la matrice noumawesoin. Donc, une
méthode de pondération subjective pour la séleadioméseau devrait étre
« automatique », « rapide », « économiques » atdiie « précis ».
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Dans cette thése, nous allons proposer une nounvglthode, appelée la
« pondération subjective et automatique fondée drs déclencheurs ».
Nous expliquons les déclencheurs tous d’abord.

La procédure de la sélection du réseau ne doitépas périodique, par
contre, elle devrait étre déclenchée par certaigrements », notamment

¢ avenement d’'un nouveau service
¢ |a fin d'un service antérieure
* laltération évidente de certaines propriétés donieal

* le changement de la préférence du client ou detiqpodi de
l'opérateur

* le changement de la valeur de certains attributsuahyque, tel que le
trafic

Nous voyons que ces événements peuvent décleret@otédure de la
sélection du réseau, mais nous ne savons pas Eoungqevénement peut
déclencher cette procédure. En d'autres termes| gsie I'effet d'un
événement au résultat de la sélection du réseaerfamr la vitesse de
terminal comme un exemple, laugmentation de leesge cause un
sentiment subjectif que les attributs de mobilitévrdient étre plus
importants. Par conséquent, les poids subjectifceate attributs doivent
augmenter, qui peut cause le changement du meitiesgau (ou de la
meilleure permutation). Donc, dans notre proposjtimous allons étudier la
relation entre un événement et le changement dks gobjectifs.

Dans cette nouvelle méthode, les poids subjectifg salculés basés sur
trois parametres. Un parametre est la matide qui représente la relation
entre les événements et les importances des &dtriRar exemple, un
nouveau service de vidéo va renforcer l'importadeela bande passante.
Ainsi, la matriceEA peut-étre écris comme

Ci G - Gy

C C . C
EA = | G2t C2 2n
Ci1 G2 - Gy

ou c; représente leffet dieme evénement surjleme attribut, et la valeur

de ¢; sera soit 1 soit 0.

Un autre paramétre est le vectaht , qui représente le poids de ces
événements. Par exemple, les services Streaming pdos difficiles a
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desservir que les services Background, ainsi lelspale Streaming est
beaucoup plus grand que cela de Background.

Les poids de ces événements ne sont pas facilaldgler, mais ils sont
déja plus facile que la calculation des poids dathates. C'est parce que
les poids de ces événements ne changent pas beauRans ce cas, les
poids de tous les événements seraient calculévamtea et gardés par le
terminal mobile. Nous écrivoMd. comme

W =[wel we, .. wg],
et il sera calculé ci-dessous.

Une hiérarchie de tous les événements est forméeneomontrer dans la
figure ci-dessous. Il y a deux niveaux dans ceitteatchie. Pour le niveau
dessus, nous avons

W, =[wel, wel, ... wel],
et pour le niveau dessous, nous avons
Wey = [we2i 1 wez, .. we2i’k2J,
oui représente leeme groupe dans la figure.
Les poids intégrés peuvent-étre écris comme
we ; = wel, [we2 ;,

ou weg ; rerpésente leeme évenement dansiéeme groupe.

Events
Application Terminal Customer’s Operator’s Extreme dynamic
QoS levels properties preferences preferences attributes
=
—_ o0 e
= >| 5 g =
wf 5| e|E 38| 5|8 g | €| s 5 2| B
Elz2lz]|32 Blole]| B 2 s = =N )
=Bl 2 ol &| & © = 5| < ] = | & 5
EI8| 8|5 &la| &l & sl 2| g = o| 2@ 8
slels|2| |z2|lsl=|2 glz|2 = Elg|m|=
Al gl 8|S =S| e =) S| g
28|18 a Z|E|=|3 SN R g e | .8
O "_]‘-‘ =5 «n

Figure R- 7 La hiérarchie des événement.
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En outre, ces événements ci-dessus ne sont pasesgudvénements, mais
nous pouvons dire qu’ils sont aussi les étatsamomn qu’ils durent pendant
une certaine période. En détail, pour déclencherdaédure de la sélection
du réseau, ils sont les « événements », mais apsesont les « états ».
Ainsi, a un moment, il est possible que plusiewrscds états peuvent étre
vrais. Lorsque la procédure est déclenchée, taustés sont veérifiés et une
matrice TF est obtenue, représentant le vrai ou faux de ehadgat, écris
comme

tt, 0O . O
ol 0 2 O
0 0 . tfy,

ou tf; représente le vrai ou faux de éiat Pour une applicatiortf;
représente combien de cett type d’applications snodre utilisées.

Enfin, les poids subjectifs sont calculés a pakina matricelF, la matrice
EA et le vecteuWE, indiqué comme sulit :

W, =[ws, ws, .. ws ]=WELTFLEA,

ol ws; = Zik:lwa [if; [&; est le poids subjectif pour jeme attribut.
Cette nouvelle proposition est simple, mais il espond bien les quatre
buts d’une pondération subjective :

* automatique : parce qu’il n’a pas besoin de conipangar paire

* rapide : parce que le vecteWE et la matriceEA sont obtenues a
'avance, la matric8 F exige seulement de vérifier le®£vénements

e économigue : parce que nous n'‘avons pas besoirtodies les
nombreuses grandes matrices. Par contre, nousos®gkste la
matriceEA et le vecteuWE

* précis : cette nouvelle proposition est comparédéa anéthode
d’eigenvector. Basées sur ces comparaisons, les paiculés par
les deux méthodes pourraient étre tres proches

R.2.3. Une étude simulaire sur la sélection du
réseau basée sur le modele MADM

La selection du réseau a déja étudiée depuis phssannées, et differents
modéles mathématiques sont utilisés pour ce sbietis choisissons le
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modéle MADM, parce que la selection du réseau esiment un probléme
ou nous considérons multiple attributes pour prengine decision ; La
procedure de la selection du réseau dois compldars quelques
millisecondes, le modele MADM correspond cette eritg. Par contre, les
autres modéles, comme NP-complet, prennent trog temps. Ainsi, le

modéle MADM est choisi comme le noyau de notre s&hé

Nous établissons un simulateur configuré ci-dessous

Attributs : multiples attributs seraient utilisés ensempbe, exemple, le colt

monétaire, le débit, la consumation d’energieileau de sécurité, le trafic,
la force de signal, le taux d’erreur, la giguetdgon cellule, la pourcentage
de couverture, etc.

Exigences deux caractéristiques de terminal (la conditiomdigie et la
vitesse) et quatre niveaux de QoS (vocal, vidéeraatif et background).

Réseaux WPAN, WLAN, WMAN et WWAN.

Pondération: la méthode eigenvector est utilisée pour la poatdi basée
sur une 9 * 9 matrice de pair-a-pair comparaison.

Ajustement normalisation et fonction d’utilité sigmoide.

Ordre de réseauxcing algorithms MADM

Nous avons simulé les scenarios ci-dessous :
- I'effet d’exigences de terminal ;
- les codts totals de différents algorithms MADM
- les résultas de la sélection de différents algomsttMADM

- allocation du trafic et répartition de charge

Nous trouvons gu'’il y a encore beaucoup de probé&imésolus :

- eigenvector n'est pas une bonne méthode pour ldguation
pendant la sélection du réseau ;

- les parametres de mobilité ne sont pas utilisésectament
dans les schémas traditionnels ;

- la décision de handover vertical n’est pas simpieng il y a
plusieurs réseaux ;

- c’est possible d'ulitiser le trafic comme un paramelans le
modele MADM, mais le poids de ce parametre pedudlifai
les importances des autres parametres.
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R.2.4. Répartition de charge vs. sélection du
réseau

Comme montré dans la section R.1.3., tous lesatsride réseau doivent
étre combinés. Le «trafic » est aussi un attridet réseau, mais sa
utilisation est totalement différente. Tout d’aboedt attribut est dynamique.
Deuxiemement, il a une caractéristique spécialenterauit : prenons par
exemple un cas avec deux réseau, les trafics deaux sont 0,1% et 10%.
Aprés la normalisation, les deux valeurs sont ped% et 100%. Basées
sur ces valeurs normalisées, nous sommes quasiocetdine qu'un
nouveau trafic soit mis dans le premier réseauefdgnt, le trafic réel du
deuxieme réseau est seulement 10%, nous devonsegaminer des autres
attributs pour élaborer cette décision. Sinon,ilidstion de « trafic » sera
immodérée, qui minimise l'importance des autresbatts.

Ce probléme est a cause de deux raisons, l'unia estrmalisation, l'autre
est appelée « équilibre immodéré » dans cette.tiNmas voullons utiliser
cet attribut de la méme facon que les autres, alots avons décidé de
changer sa fonction de l'utilité. Comme indiquédessous, nous utilisons
une fonction sigmoide spéciale

Uux)=x"/1+x"), (n=2),
oux est la valeur de la circulation gtest une constante de I'expérience.

R.2.5. Décision HOV basé sur la prévision

Comme nous avons expliqué dans la section R.2ildst nécessaire de

considérer les colts du HOV, mais ce n'est passaumif parce que ces codts
HOV sont calculés sur la moyenne. Lorsqu’un résssusélectionné grace a
son petit colt du HOV, il y a encore une probabitjtie le terminal sorte de
la couverture de ce réseau rapidement. Si celagieriprédit, ce terminal

ne devrait pas transiter a ce réseau. C’'est exattpaair cette raison, nous
avons besoin de la décision HOV aprés la sélechioréseau.

Comme le mouvement d’'un terminal est irrégulierest assez difficile de
prédire leur mouvement pendant une longue péridahsi, la prévision la
plus croyable est dans une courte période. Paéqaest, une durée limitée
T pour la prédiction devrait étre envisagée. Voyqusiqgues exemples :

* un meilleur réseau est seulement un peu mieux'gcteiel. Ce n'est

pas suffisant pour rejeter le handover a ce résBaws devons
considérer si ce petit avantage dure une longuedeéou pas.
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* un meilleur réseau peut disparaitre dans une dioéde. Ce n’est
pas suffisant pour rejeter le handover a ce résNaus devons
examiner s’il est beaucoup mieux que l'actuel osl pa

* un réseau beaucoup mieux peut étre disponible damscourte
durée. Par exemple, nous utiliso@set nous trouvons un rése8u
qui est meilleur queC. Mais, nous prédisons qu’'un réseau
beaucoup mieux quB sera disponible dans une courte durée. Si
nous faisons handoverBaen ce moment, nous prenons le risque de
faire le deuxiéme handover®adans une courte durée.

* enoutre, si nous prévoyons pdliréseaux, il sera plus compliqué.

R.2.6. Co0t de mobilité et sélection du MAP

Une autre contribution de cette thése est un nausEdéma pour la
sélection du MAP pour les réseaux basés sur leoqute « mobile IPv6
hiérarchique » et I'evaluation du co(t de la sigragion pour la mobilité.
Un MAP est une agence de mobilité, qui est appeldokility Anchor

Point » en anglais.

Dans le schéma de la sélection du réseau basél soobilité, le colt
moyen du HOH et HOV sont utilisés comme les attelimportants, mais

ils sont en réalité trés complexe a évaluer. L'éstbn de ces codts
devraient étre au moins liés aus choses suivantes :

e structure de réseau, par exemple, les handoveesMBC (mobile
switching center en anglais) et les handovers-iMsC

* maniére de couplage, par exemple, la couplageefold couplage
lache

* gestion de la localisation, par exemple, MIPv6 ptimisation du
routage (OR), HMIPV6, et PMIPVv6

* schéma de handover, par exemple, « soft handowdr x fast
handover »

Avec HMIPv6, un LCoA et un RCoA sont obtenus partdeminal. Le
LCoA est enregistré au MAP sélectionné, et le R@s#enregistré au agent
famille et aussi noeud correspondant pour la made O

Il existe deux types de signalisation : la sigralen locale entre le terminal
et sa MAP et la signalisation mondiale a I'extérigle la couverture du
MAP. Dailleurs, il peut étre nécessaire d'évalder colt moyen de
«tunneling » des paquets, parce que l'en-téte denreling » codte
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également un débit supplémentaire. Par conségsigatyeux comparer un
réseau HMIPv6 avec d’autres réseaux, il est nétessavaluer le colt de
la signalisation de HMIPv6 et cette évaluation péue faire comme ci-
dessous :

Tous d’abord, nous savons qu'il existe différenypes de mobilité,
principalement

* presque statique

* mouvement tout droit avec une certaine vitesse

* mouvement aléatoire (direction aléatoire)

* mouvement principalement dans une région relative petite

Le dernier type est intéressant, parce que lesatslide terminaux mobiles
ont généralement I'habitude de visiter et de s@eudans les mémes lieux,
telles que la maison, le bureau, le campus, lareetiaffaires, le café,
l'aéroport, le KFC, etc. Pour évaluer le colt debifit@, un nouveau
paramétre est utilisé, nous l'appelonke ¢aux de localisatiom, ce qui est
défini comme le nombre moyen des endroits ou wntlvisite en temps
unité. Quand un client se déplace beaucoup malsreent dans une petite
région ou entre plusieurs endroits fixés, la vitepsut étre grande mais le
taux de localisation peut étre petit.

Basée sur cette analyse, le taux de la transitemtré MAPs est calculée en
fonction du taux de localisation. Le codt totalgignalisation est composée
de 3 parties : le codt local, le colt mondial,eetdlt de « tunneling ». Un
avantage de ce schéma est le groupe de seuilsogge avons finalement
obtenus ci-dessous, ce qui simplifie largement diecsion du meilleur
MAP :

7 = Uar(Ley + Leack) tUsPLer
U

Location

ou Ly, , Lgack €t Loy représentent le codt de « binding update », l¢ ded
« binding acknowledgement » et le colt de « patketeling ».U ,,, Ug
etU

taux de l'arrive du service et le taux de transitentre des locations. La
regle est @lus Z est élevé, moins la couche de MAP devraié ét
sélectionnée.

représentent le taux de la transition entre desetws acces, le

Location
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R.2.7. Stratégie intégrée pour la sélection du
réseau

La figure R-8 montre notre stratégie intégrée plausélection du réseau.
Aprés la procédure est déclenchée, la premiéree éap de vérifier les
informations disponibles. Certaines informationsose utilisées pour la
pondération, et certains pour l'ajustement. La mééh de pondération
proposée sera utilisée pour calculer les poidsestify, et la fonction de
l'utilité suggérée sera utilisée pour ajuster lateurs de « trafic ». Ensuite,
le schéma de la sélection du réseau basé sur temiadions sera utilisé
pour trouver le meilleur réseau et le schéma dedkection de la meilleure
permutation sera utilisé pour trouver la meillepermutation. Aprés, le
compromis HOV sera utilisé pour décider s’il vaaicblt de faire handover
au meilleur réseau ou pas. A la fin, le HOV serdisé si nécessaire.
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Figure R- 8 Solution intégrée pour la sélection deéseau.
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R.2.8. Sélection du réseau pour un réseau
mobile

Un réseau mobile (REMO) est un réseau consistanbmbre de terminaux
déplacant ensemble, par exemple des terminaux wartms. La sélection
du réseau pour un REMO n’a pas été étudiée dditlature, mais il y a
vraiment des problémes.

Tout d’abord, la facon de recueillir toutes lesommations doivent étre
étudiée. Pour un REMO, cette procédure est différaque celle d'un

terminal a cause de la transparence de la mohilikéterminaux intérieurs.
Il y a deux équipements possibles pour faire ladi&n : sois par le routeur
mobile, sois par des terminaux intérieurs. Tousefdés informations du

client et des services sont sur des terminaux, ifeaisnformations de la
mobilité et du « multihoming » sont traitées pardateur mobile et ils sont
généralement transparentes pour des terminaujeutsr

Nous pensons qu'il est préférable d'utiliser le temn mobile, ainsi le

schéma ne brise pas l'architecture des protocoéedadmobilité et du

« multihoming ». Avec cette fagon, toutes les infations de l'extérieur

seront réunis par le routeur mobile. Toutes lesrimftions du client ou des
services seront transféré au routeur mobile aligsia principalement deux
informations intérieurs a transférer :

* les préférences du client, qui peut étre indiquée liadresse de
source dans I'en-téte d'IP

* [l'exigence des services, qui peut étre envoyée catleur mobile
aussi dans l'en-téte d’'IP

Avec cette méthode, il y a encore un probléme éwidk l'origine, lorsque
nous parlons de la sélection du réseau, cettetiséexst pour un service ou
un terminal. Mais avec cette méthode, il faut tatgoregarder les en-téte
d’'IP pour envoyer les paquets, donc la sélectiomédeau est changé a une
procédure du traitement sur les paquets.

R.2.9. Un simulateur en Matlab

Nous établissons un simulateur en Matlab pour évdl performance de
différents schemas. Ce simulateur peut simulenplei cas et peut montrer
plein de résultas de différents simulations.
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Les parameters que ce simulateur peut configurapoaent :
- Modules

* L’algorithmes MADM, par exemple, SAW, MEW, GRA, TGF5,
ELECTRE, etc.

* Les methods pondérations, par exemple, Equalityrogy, AHP,
TRUST, etc.

* La normalisation
» La decision de handover vertical, etc.
- Parametres
* Les attributs de réseaux ;
» Les préferences d'utilisateur ;
* Les exigences d’application ;
» Les caractéristiques de terminal, etc.
Les simulations que ce simulateur peut faire conembr.
* Réseau vs. Attribut
» Codt total vs. Attribut

* L'effets d’'une série d’événement, etc.

R.3. Contributions

Dans cette thése, nous étudions la sélection dulemeiréseau. Les
contributions sont énumérées ci-dessous :

* présentation de I'état de I'art sur la sélectiorrékeau
* établissement d’'un simulateur utilisant Matlab
e simulation du modéle ADMA pour la sélection du @se

* analyse de l'utilisation des attributs de mobifigur la sélection du
réseau

* proposition d’un schéma pour trouver la meilleusgnputation de
réseaux

¢ modélisation de la mobilité dans les RFHs

* proposition d’'une nouvelle méthode de pondératmmée sur des
déclencheurs
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evaluation du codt de signalisation de la mobitiehs les réseaux
HMIPv6

proposition d’un schéma de la sélection du MAP lssée taux de
localisation

analyses sur des autres problémes :
0 usage de « trafic »
0 compromis HOV basé sur la prévision
0 intégration de toutes les propositions ci-dessus

0 sélection du réseau pour un REMO

Les problemes qui ressentent une étude plus apuhefoabordant au
chapitre 7, notamment :

une proposition générique pour compromis HOV ssipleévisions
I'équilibrage de charge de trafic vs. ABC

une evaluation analytique pour la sélection de M#Rée sur les
nouveaux modeles de gestion de localisation

la sélection de réseau pour REMO et pour handavegraupe

la bordure équivalent dans les simulations MonteloCpour les
réseaux WLAN
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1. INTRODUCTION

This chapter provides an overview of this disserat including
background of the study, statement of the problemsare going to tackle
and a summary of our contributions.

1.1. Background

The recent development of wireless technologiestdizdly revolutionized

the world of communications. Multiple technologiesre evolving

simultaneously towards providing customers highliuaservices of

broadband access and seamless mobility. On thehame, wireless wide
area networks (WWANSs) evolve from GSM to UMTS anelydnd 3G

[LPO8], providing wide coverage and good mobilitypport. On the other
hand, a series of standards of wireless local aetsorks (WLANS)

[MGO02], including IEEE 802.11b, IEEE 802.11g, IEED2.11a, |IEEE

802.11n, etc., have been proposed for local-argh bandwidth wireless
access. To complement these networks, wirelesomeErarea networks
(WPANS) [LAO7], e.g. Bluetooth and zigbee, and Wa@ss metropolitan area
networks (WMANS), e.g. WiMax [PDO06], are develoded short-range and
metropolitan coverage, respectively. All the abawetworks could be
deployed with coverage overlapping, hence form laridyenvironment for

wireless access, which is usually called heterogemevireless networks
(HWNS).

To access the Internet through HWNs, current teaisir(e.g. laptops,
cellphones, etc.) are usually installed with mustigvireless access network
interfaces. In the scope of this dissertation, types of terminals with
multiple interfaces are considered. One type ofieals widely used
nowadays is those with multiple interfaces butunactionality to support IP
mobility or multihoming, called multi-mode termigalThe other type of
terminals is with IP mobility and multihoming fumztalities, called multi-
homed mobile terminals (MTs). Multihoming meansttbae terminal or
network has multiple IP connections to one or rpldtiservice providers
simultaneously [GHO05] [KHO06]. A multirhomed MTs hamultiple
addresses through one or multiple interfaces, whIEs with multiple
interfaces are quite common in the context of HWNMsilti-homed MTs
could use multiple interfaces for load sharing foe same session, and
could support session continuity with low (or noacket loss during
mobility or link break. By contrast, multi-mode MTsuld only select and
use one interface for certain session at a time.



Meanwhile, internet protocol (IP) is consideredapas the basic transport
technique for HWNs. Since IPv4 address pool mightelxhausted in a
couple of years [HTO5] [v4ad], the wide deploymedit IPv6 becomes
inevitable, so we focus on the latter in this dikg@n, although our studies
and proposals may be also suitable for IPv4 netsiofk support location
management and session continuity among HWNs, mdBN6 (MIPV6)
has been specified a few years ago [JD04]. Howekier solution does not
perform well and has many issues to solve. Theeefoyute optimization
(RO) and fast handover for MIPv6 (FMIPv6) [KRO5] neeproposed to
improve its performance, e.g. decreasing tunnedogj and packet loss, etc.
Furthermore, hierarchical MIPv6 (HMIPv6) [SHO5] weaspecified to
decrease signaling cost of location management wWieemobile node (MN)
is far away from its home network (HN).

Unfortunately, even with the above extensions oP¥, there is still one
important function that could not be supported.tTisanow that multiple
networks are ready for usage, a customer might warghare the traffic
load of one session among more than one networkdddahis, IETF
MONAMI6 working group specified an extension to M& in order to
register a MN’s multiple care-of-addresses (CoAsjts home agent (HA)
[WRO7]. This solution does not only support loadrshg, but also enhance
MIPv6 for seamless mobility. Briefly speaking, patkloss could be
extremely decreased when the two interfaces (befiodeafter handover) are
available for transmission simultaneously [MHO3]JHQ7]. Furthermore,
this solution could be easily extended to HMIPv@iick could register a
MN’s multiple on-link care-of-addresses (LCo0AS) ite mobility anchor
point (MAP).

Seen from another angle, the reason that MIPv6 itsndxtensions could
support mobility and multihoming is their featuré splitting IP address’s
identification function from its location functiorDetailed speaking, IP
address is traditionally used both to identify & and to indicate its
location. When a MN attaches itself to another oekwand changes its IP
address, this breaks all the on-going sessionshndrie identified by its old
IP address. Therefore, MIPv6 and its extensionshagee address (HoA)
for the MN'’s identification and CoAs for its locati. Hence, when the MN
moves among HWNs and changes its CoAs, its HoOAmevanges, which
continues its on-going sessions. Similarly, someREvorking groups work
specifically on identification/location separatiof IPv6 address, e.g. host
identity protocol (HIP) [MRO7] and level 3 shim ftPv6 (shim6) [NEO7].
By inserting a sub-layer within the IP layer to itsptlentification and
location functions, these solutions are considexasily to have mobility
and multihoming features. However, compared with P&, the
requirement of new protocol installation on corsent nodes (CNS)
might affect their deployment.



Up to now, there are billions of MNs used on tHanpt without having any
of the above protocols supporting mobility or mhdining. It is a big
challenge but could be very interesting to provitlem mobility and
multihoming features without doing any change oentbelves. Proxy
MIPv6 (PMIPv6) [GS08] is a network-based localizeghobility

management protocol, which requires no participatat the MN to
mobility related procedures. Similar to HMIPv6, tladove mentioned
MONAMI6 working groups’ solution could also be emtked to PMIPV6 to
register a MN’s multiple proxy care-of addresse®Xg-CoAs) to its local
mobility anchor (LMA). Seen from the angle of idéoation/location

separation, there is another network-based solutealled locator/ID
separation protocol (LISP) [FD09].

To sum up, many solutions have been proposed tposupnobility and

multihoming for the HWN environment in recent feveays. Based on
where these new protocols should be deployed,dbald be classified into
three groups: 1) on both MNs and CNs, e.g. HIP<dmoh6; 2) on only MNs
not CNs, e.g. MIPv6, HMIPv6, FMIPv6 and MONAMIG6; 3n neither

MNs nor CNs, e.g. PMIPv6 and LISP. Any group ofseherotocols could
work separately, but they might also be deployedlpeoatively to support
mobility and multihoming in the near future.

However, with all the above solutions, there aile@bvious questions that
has no been well answered. When a MN obtains nteiltip addresses from
its wireless access network interfaces, the quesso‘which IP address
should the MN use for a certain application’. Sarly, when a MN
registers multiple IP addresses (CoAs in MIPv6, AEm HMIPV6, Proxy-
CoAs in PMIPvV6 or locators in HIP/shim6), the qumsis ‘which one of its
multiple IP addresses should the HA (or MAP, LMAg.e use to transfer
packets to the MN through the tunnel, or which sheuld a CN use to
initiate a session with it’. To answer these quesj a new and important
concept should be introduced, well known as ‘Alwa&sst Connected
(ABC)’ [CYO07] [GVO5].

ABC, as an important concept to provide high-qyadérvices, became a
popular research topic in recent few years. ABQoiselect and always
connect to the most appropriate network when maltipetworks are
available. It contains many necessary component)8i such as network
discovery, network selection, handover executionythentication,
authorization and accounting (AAA), mobility managmt, profile
handling, content adaptation, etc., in which netweelection is a key
component and will be precisely discussed in tiasattation.

Before talking about problems and contributiondater sections, there are
three declarations to make clear. The first orgbsut the layer in the OSI
seven-layer model that mobility and multihoming Wbbelong. We can see
that all the protocols mentioned above could bssified into one single



group, i.e. IP layer solutions. By contrast, thare also transport layer
solutions [AMO5], application layer solutions andkl layer solutions. This
dissertation will not try to give a conclusion ohiah layer should mobility
and multihoming belong. In this dissertation, | sdler only IP layer

solutions as references on network selection issbas most of the

proposals are generic and are not limited to ntgbdind multihoming

protocols.

The second declaration is about the type of mgbilitat the MN is
concerned with. Mobility can be classified intofeient types, e.g. personal
mobility, terminal mobility, session mobility an@rsice mobility [P103]. In
this dissertation, | focus on terminal mobility amgo HWNs, but the
proposals could be easily extended to more geseenarios. For example,
when a session is moving from a customer’s mobileng to its laptop
(known as session mobility), this session movenseent could trigger the
network selection procedure and a new network miighselected because
of the change of terminal properties. All we needdd for extending my
proposals is to identify and use more terminal prog@s (e.g. screen size) in
the decision procedure.

The third declaration is about the access techiedogve considered.
Although we mainly consider UMTS, WiMax, IEEE 802dland Bluetooth
2.0 in our analysis and simulations, the propoisalbis dissertation are not
limited to certain group of networks. In the neatufe, if some new access
technology has been developed, the proposals tdhabestised to select the
best network. Moreover, only wireless technologies considered in this
dissertation, but the proposals are also suitabletake wired access
technologies, e.g. asymmetric digital subscribene li(ADSL), into
consideration. The only thing that needs to chasgée matrix recording
network properties.

1.2. Problem statement

Network selection has been studied a lot in reé@ntyears, but there are
still many problems that have not been solved. Sprablems result in sub-
optimal network selection results; while some peoid are serious enough
to make a network selection scheme unable to wbnkse problems are
described as follows:

- A network selection scheme usually considers mieltgroups of
factors simultaneously, including network attritgjteoperator
policies, terminal properties, customer prefereneggplication QoS
levels, VHO properties, etc. Some factors are nighielated, such
as cell radius, coverage percentage, terminal igJoelHO and
VHO properties, etc. These factors are gatheregl {® an MIH



information server [802.21]) and used to repreddNs’ mobility

features and networks’ mobility support capab#iieand are
important for network selection. For example, adoog to these
factors, high speed MTs should not select a netwattk small cell
radius; otherwise, live applications will be sewwerdisturbed by
frequent handovers.

However, these factors are not well used in relatedks. To the
best of our knowledge, before our work, nobodyiredl and raised
that the usage of mobility-related factors is quitemplicated than
other factors. Mobility-related factors are diffitin usage because
VHO properties (e.g. signaling cost) are correspandto the
ordering of networks. Hence, when a scheme is drym find the
solution with minimum VHO signaling cost, it corpasds to an
ordering of networks (called the ‘best permutatiom this
dissertation), not a network. Moreover, the numifepermutations
is the factorial of the number of networks, so #&ynrequire too
much time to calculate total costs and to find best permutation.
For further information of this study, please refechapter 4.

Besides attributes, another important part in avagk selection
scheme is the weights of these attributes. Weidétgde the relative
importance of different attributes, while this tela importance
usually decides the best network. Therefore, corvesights are
necessary, while wrong weights usually lead to gralecision.
However, weighting in network selection is quitemmicated.
Various factors should be considered, as mentianethe above
paragraphs. And, there are both objective and stixgeweights.

Entropy method can be used to obtain the objeatigghts which

denote the relative differences of candidate neisvoespecting to
various attributes. However, it is not enough te osly objective

weights to represent these attributes relative mapoe because
most factors for deciding the weights are subjectinformation

which requires subjective weighting methods.

AHP was usually considered for calculating subyectiveights in
recent research papers. However, this method habamous
problem in the network selection procedure. As wevk pair-wise
comparison matrices in this method are given bydgngsion maker
(DM) based on his subjective feelings on the aitab, and the DM
is usually human beings in most decision making cesses.
However, for the network selection issue, an aut@maethod is
required because customers usually do not haveasie knowledge
to construct the pair-wise comparison matrix. Mwexo the matrix
changes in different situations (e.g. different lejapions and
terminal properties), so customers do not wantetanolved in the



complicated pair-wise comparison process for edtttaton, even
though they know how to do it. To sum up, when gleisig a
network selection scheme, we should not supposeubl®mers to
be the DMs who could provide pair-wise comparisoatrir to
calculate subjective weights. This means the stibgoveights
should be calculated automatically by the MT (onedwork-side
entity). However, MTs cannot be DMs, because mashido not
have subjective feelings on the attributes. Moreotras weighting
procedure should be fast enough to avoid disturbiH® which is
usually performed after network selection.

In a word, evaluating the subjective weights intleéwork selection
procedure is a tough work. A trigger-based autammatibjective
weighting method is going to be proposed in chapemwhich
satisfies all the above requirements.

Another problem is the consideration of traffic doduring network
selection because a network with limited resoutdceulkl not be
selected. As we will explain in chapter 2 and 3mgamodel,
knapsack model and bin packing model can balanedoidd, but
they focus too much on the capacities of netwonkd seriously
compromise other network attributes.

Traffic load can be used as a network attributtnénMADM model,
and it will be combined with other attributes based certain
combination rule. However, different from most iatiktes, traffic
load is dynamic, so the information of traffic losidould be gathered
from multiple networks.

Furthermore, when all the networks have enoughureso the usage
of traffic load in MADM will compromise other atbutes. This
sometimes obviously affects the selection of thst Imetwork. For
more information, please refer to the discussiontraffic load
assignment in section 6.1.

After the best network is selected, handover ta thetwork is
usually performed. However, | would like to arguett it is not
always right to handover to the best network.

Network ranking schemes do not consider predictibhe future
events that the MT might encounter. Detailed spegkwhen we
find a better network with good QoS support cajiigbithere is still

the possibility that the MT is about to leave theverage of this
network. If the MT could predict that the better twerk’s

availability lasts only a little time, it should ndandover to this
network. Furthermore, when a better network is éhuhe MT may
predict that a much better network is going to &&lable in a little
time, so it may be not a good idea to handoveh¢ocurrent better



network. By contrast, waiting for the much bettextwork and
handing-over directly to it could avoid performitggo handovers
within a short period.

In a word, prediction is usually not consideredngtwork ranking
schemes, but it is necessary to take it into adcbefore handover.
In this dissertation, this issue is studied as ‘VH&aueoff’, which is
used before handing-over to the selected best mketvr more
information, please refer to the analysis in sec€d®.

1.3. Contributions

The goal of the study in this dissertation is thieece ABC in HWNSs.
Mobility and multihoming solutions for movement MWWNs have been
surveyed. They could be used to support sessiotincdy and location
management for terminal mobility and emergencies. (ek breaks down),
but that is not enough for ABC. The main featureA®C is to always
connect to the best network at any time anywhereahy customer, any
terminal, any session, and no matter what happegs fnovement or link
broken). In order to achieve this, the premier dhis to select the best
network. However, after surveying the network d&ecschemes raised in
recent years, we have to conclude that they aresuifitient to complete
this work. Therefore, many problems are identiisdshown in section 1.2.

The contributions of this dissertation are listeda@lows:
- State of the arts

o State of the arts is described for providing ABCvee to
customers. Two important components are studied and
summarized: one is mobility and multihoming solosipthe
other is information gathering and network seletBochemes.

o A simulation platform is established by Matlab for
simulations on network selection. The platform @awvprful
to simulate vast number of scenarios, and it wdl used
frequently during this study. Plus, the simulatiplatform
has a friendly GUI which makes it easy to operate.

0 By simulations on carefully designed scenarios litiag
terminal state change, different applications, edéht
weights, different MADM algorithms, traffic load ahge,
etc.), MADM model is shown suitable for networkeselon.
More important, we define many unsolved problemsctvh
greatly affect the performance of network seleciohemes.
These problems are about the usage of mobilityedla
factors, the evaluation of subjective weights, fitatoad



assignment, VHO tradeoff, etc. They will be studat by
one in this dissertation.

- Mobility-based network selection

(0]

The usage of mobility-related factors is analyzeds shown
that they are more complicated than you could imagi
beforehand. That is because VHO properties dependob
only features of terminal mobility and network coage, but
also the ordering of networks. Therefore, how te tlsese
factors becomes an issue.

To use VHO properties in MADM model, we propose a
totally new concept — best permutation selectionofider to
be distinguished with traditional best network sgém).
Permutation here means the ordering of networksnatter
they are currently available or not. Hence, thst favailable
network in the best permutation is selected as lbst
network. However, the selection of the best pertianais
not easy because the number of permutations ifatterial
of the number of networks. Hence, the selectiorcguare
takes too much time to find the best permutatiohjctv
might disturb real-time applications (time comptgxi
problem).

To solve the above problem, one proposal is taddiall the
networks into two groups: hotspot network group and
ubiquitous network group. This division of networks
proved reasonable by analysis and simulations. fDastion

of each group is defined, and a closed-form oftkneshold
between the two groups is derived.

Another proposal to solve the time complexity peoblis to

do ‘best network selection’ before best permutaselection.
The ‘best network selection’ used here is differémam
traditional best network selection schemes. A péatan-
based best network selection scheme is suggesteakes
VHO properties into account, but the selected ‘lmestvork’

is not precisely the best network because the cosgra
between permutations is not ergodic. However, this
imprecise ‘best network selection’ scheme is as &
traditional best network selection schemes.

Besides, a simplification method is proposed tothier
decrease the time cost of best permutation sefec8ace
ubiquitous networks cover the whole area (includmogspot
networks), it is not necessary to do comparisorwéeh



hotspot networks when a ubiquitous network is sspdao
have higher priority than them.

0 Based on the above analysis of best permutaticectsah,
cost functions of permutations are defined. NotydovHO
properties, but also all kinds of network attrilautare
considered in the defined cost functions. Simutatiesults
prove that best permutation selection out-perforipest
network selection in many aspects, including totait, VHO
rate, scheme trigger rate, etc.

o0 The effect on network selection by deploying moo¢spots
is analyzed. A velocity threshold is derived toideavhether
a terminal could select hotspot networks or notsection
4.1.3. It shows the trend that more customers piedespot
networks when deploying more hotspots or evolvirgnmf
802.11b to 802.11g.

- Subjective weighting method

o0 Weighting methods are surveyed, including both extbje
and objective methods. Objective weights denotedlative
difference between networks respecting to certétimbate,
and subjective weights denote subjective feelingsao
decision maker (DM) on these attributes’ importanthe
problem is on the calculation of subjective weightkich is
clearly explained in section 5.4.

0 Based on the analysis on the relationship betwebense
trigger events and network selection results, aehov
subjective weighting method is proposed, called gger-
based aUtomatic Subjective weighTing (TRUST). Ihca
efficiently calculate the subjective weights of ivas
network attributes based on both terminal-side retgvork-
side subjective requirements in the network sedactssue.
Trigger events of the selection procedure are fpalty
considered by this method, so the subjective weigire
calculated based on the effects that these evens to the
selection results.

0 The proposed method is compared in extensive sosnar
with eigenvector method, which is widely considenedhe
study of network selection in recent years. Theaioled
weights from the two methods are quite close tdesber.
The difference is that TRUST could calculate thesghts
automatically and fast, but eigenvector method irequa
DM to provide his/her subjective feelings (slow andt
automatic).



- Mobility signaling cost evaluation and MAP selectio

o0 Since mobility is a key factor to distinguish beemevireless
networks, it becomes an important task to evaloability
signaling cost. In previous proposals (i.e. mopibased
network selection schemes), HHO and VHO costs are
assumed to be known. In chapter 6, mobility sigrgpdost in
HMIPv6 networks are evaluated, so that it can bElwss a
key factor in network selection schemes.

0 Moreover, a scheme for selecting the mobility amgbhaint
(MAP) that corresponds to the minimum total costliding
mobility signaling cost and packet tunneling coss)
proposed, and this scheme is compared with mangr oth
schemes, showing its advantages in many aspects.

- Traffic load assignment, VHO tradeoff, integratenlategy and
network selection for NEMO

o Traffic load assignment during network selectiongadure
is analyzed. By using traffic load as a networkilaite in
MADM model, load balancing feature is obtained. Hwer,
if linear of sigmoidal utility function is used fahis attribute,
the problem is that it might greatly compromise esth
attributes. Therefore, a specific utility functioior the
attribute ‘traffic load’ should be used.

o VHO tradeoff is analyzed. Many scenarios are cared
and tradeoff threshold are found for each scenario.

0 Based on all the study above, an integrated netaeidction
strategy is proposed. MADM is used as the corelenttility
theory and fuzzy logic are used to process theegalof
attributes. Multiple groups of network attributese a
considered, including traffic information for loddlancing.
The strategy uses TRUST as its subjective weightiathod,
and combines best network selection and best pationt
selection. Moreover, VHO tradeoff is consideredhs end
of this strategy.

o Finally, network selection for NEMO is analyzed. eTh
difficulty is to gather all the information becausetwork
attributes are transparent to customers in a NER@e to
this reason, the network selection functional grditould not
be on the terminals. Meanwhile, information of teaminal-
side (e.g. customer preference and application @e8) is
difficult to be delivered to a network-side functa entity
(e.g. ABC server). One suggestion is to gather tiadi
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information to the mobile router of the NEMO, and d
network selection there.

1.4. Organization of this dissertation

This chapter provides an overview of this disserat including
background, problem statement and contributionse Téminder of this
dissertation is organized as follows:

Chapter 2 provides the state of the arts, including featuséswireless
networks, mobility and multihoming, always best wected, information
gathering strategies and mathematical models favar& selection.

Chapter 3 shows our simulation study on MADM-based netwalestion

schemes. Effects of terminal-side requirementsfficaants and selection
results of various MADM algorithms, traffic load ssgnment feature of
MADM-based schemes are simulated. And, some impbidaservations
and existing issues are described at the end ottapter.

Chapter 4 proposes a mobility-based network selection schamewo
steps: two network clusters andchetwork clusters. In the scenario with two
network clusters, we study the usage of mobilitetexl factors based on
sigmoidal utility function, calculate average costdorizontal and vertical
handovers, and derive a threshold between the lugbecs. In the scenario
with n network clusters, we formulize the total handovestcand propose
methods Bespery to obtain the best permutation of networks rapidl
Simulation results demonstrate the performanceaippeooposals.

Chapter 5 proposes a trigger-based automatic subjective hiiem

(TRUST) method, which considers the relationship betwemgger events
and their effects on subjective weights. Comparet analytical hierarchy
process (AHP) subjective weighting, TRUST is a e@fficient method to
obtain similar subjective weights. Finally, we sagg combine the
subjective weights obtained by TRUST and the objeatveights obtained
by Entropy method as the hybrid weights used in ibawvork selection
procedure.

Chapter 6 analyzes the signaling cost of mobility in a HM&Prmetwork.
Then, a MAP selection scheme in HMIPv6 networkgrisposed, which
location history of an MT is used to decide theimpt MAP in a multi-
layer hierarchy of MAPs. The mobility signaling to$ using the best MAP
can be used as a key attribute in the proposed litgetsed network
selection schemes.

Chapter 7 describes studies and suggestions on some othamonke
selection issues, including traffic load assignmewertical handover
tradeoff, etc. Based on all the study above, aegiaited network selection
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strategy is proposed. Besides, some suggestionsoonto do network
selection for NEMO are given at the end of thisptba

Chapter 8 finally summarizes the whole work and contribusipand points
out some potential directions for further reseactivities.

Appendix A, besides, describes a network selection simulataigh is
established by Matlab and used for simulationsnduaill the studies in this
dissertation.
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2. STATE OF THE ARTS

This chapter provides the state of the arts, inotackground of the topic,
information gathering schemes and most importasuivey of network
selection schemes mainly based on mathematicallshaded for this issue.

2.1. Background

Before presenting our study on network selectioa,fiwstly provide, in this
section, three indispensable preliminaries: evotutiof HWNSs, IPv6
mobility and multihoming protocols, and ABC compatse

2.1.1. Evolutionary of HWNs

Nowadays, multiple wireless networks are being ged simultaneously,
and these networks have different characteristicdé @uld complement
each other. The relationship between these netweitksrespect to several
main characteristics is shown figure 2-1 In our study, a large number of
characteristics of these networks should be coresiencluding monetary
cost, power consumption, mobility support capapilbandwidth, bit error
rate, and so on. In this part, we are going to idewa brief description of
various wireless networks, including WWANs, WMAN&LANs, WPANSs
and satellite networks.

Bandwidth

& Power
Cost

Figure 2- 1 Relationship between various wirelessetworks.
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Wireless WAN Emerging in the mid of 1980s and experiencing an
exponential growth from the early 1990s, the WWAMIdar technologies
have been considered as a worldwide success. Antimeent of writing this
dissertation, both UMTS and cdma2000 achieves aévaundreds of
millions of subscribers on this planet.

Figure 2-2shows the evolutionary path of WWAN technologigaring the
past twenty years, WWAN has been developing fromt@Ghe current
widely deployed 3G mobile communication systems] are now evolving
towards the future beyond 3G heterogeneous alet®arks.

There are two main families of WWAN systems: molaleplication part
adopted by 80% of the subscriber base and IS-4dirfgpkhe remaining
20%. They are, respectively, standardized by twann@ganizations
working on standardization of WWAN communicatiorstgms, i.e. 3GPP
and 3GPP2. Along with the evolvement, the mostceatle feature of these
systems in both families is the greatly increasiownlink data throughput.

2G 3G B3G

\ 4
\ 4
\ 4

HSPA+

GPRS
GSM

TDMA

PDC

cdma2000

1XEV-DO rev 0
cdma

IS-95B 2000 1X
cdmaOne

IS-95A 2006-2007

2004-2005
2002-2003
2000-2001
1991-1999

Figure 2- 2 The evolutionary of WWAN technologiesl[P08].

Another feature of wireless communication systesnghe radio spectrum,
which is a critical and complex issue, due to tbharcse of resource and
historical reasons. GSM was initially built on tB@0MHz frequency band;
while other systems were assigned to use frequieaiogt around 2000MHz.

Wireless LAN There are two main organizations which produeadsrds
for WLAN systems (i.e. IEEE and ETSI). IEEE 802ddries are the most
popular used standards for WLAN. The developmentMifAN can be
traced back to the mid of 1990s when the first IEFER2.11 standard and
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HyperLAN standard were defined. The evolution of AL standards
during the past decade is showrfigqure 2-3

Due to the large bandwidth of WLAN technologies, s many
applications for both indoor and outdoor custom¥faious services, e.g.
VolP, VoD, video conferencing, etc., can be supgmbiy WLAN networks.

Nowadays, this technology is used to set up sontsphbb access in both
public and private places, e.g. coffee houses,0dBp offices, etc. Seen
from large scale coverage, the deployment of hassigsorelatively random,
which might be modeled as a Poisson point proddssnadic usage is
common for WLANSs due to their small cell radius.

By contrast, according to the recent study on IEHBE2.11 wireless mesh
networks, WLAN is likely to be deployed for city-e\@ ubiquitous coverage,
but IP-layer handover is probably processed fretipes we know,
mobile IP requires the new care-of address (CoAndoeegistered to the
home agent (HA) which might be far away from theited network, so
certain scheme, e.g. fast handover, may be used.

2.4GHz 5GHz
(80MHz bandwidth) (450MHz bandwidth)
1996 Proxim Open Air ETSI BRAN
FH 1.6Mbps H1 23 Mbps
1997 IEEE 802.11 IEEE 802.11
FH 1.2Mbps DS 1.2Mbps
1998 WLAN products
1999 Home RFFH / IEEE 802.11b HR IEEE 802.11a
1.6Mbps 1,2,5.5, 11Mbps 9-54 Mbps
2000- . IEEE 802.11a
2006 IEEE 802.11 b/g/i/e 9-54 Mbps

Figure 2- 3 The evolution of WLAN standards.

Wireless MAN As a technology complementing the gap between \WWA
and WLAN, there have been many standards, e.g. ®MiBKorea and ETSI
HiperMAN in Europe. Among all the standards, the rideide
Interoperability for Microwave Access (WiMax), ddéeped by IEEE
802.16 working group, is the most popular. Accogdio recent studies,
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WiMax has now mainly two types of usage modelseditViMax (IEEE
802.16-2004) and Mobile WiMax (IEEE 802.16€), 8gare 2-4

IEEE 802.16-2004 is designed to serve as a wirel¥SE replacement
technology, to compete with the incumbent DSL ooadodband cable
providers or to provide basic voice and broadbatwkss in under-served
areas where no other technology exists. It is @swviable solution for
wireless backhaul of WiFi access points or potdigtfar cellular networks.

Moreover, it can be used as a T1 replacement oponhigh-value

corporate subscribers. By contrast, IEEE 802.16entended to offer

portability and eventually full-scale mobility.

Unlike WWAN with a large coverage but small thropghor WLAN with

a large throughput but small coverage, WiMax tedtgw could reach a
theoretical 30 miles coverage radius and achieva iddes up to 75 Mbps.
However, there is surely a tradeoff between themye and the throughput.

?%612? 10-66GHz Li“ec')‘;fl'ysight 32-134Mbps  Fixed
}
|

soi;;;:f04 2-11GHz Ljnéﬁgiﬁght Iﬁggizzisf Fixed
|

|

WiMax forum architecture specification release 1

(2007)

\/

WiMax forum architecture specification release 1.5

(In progress)

Figure 2- 4 Development and key features of WiMaxtandards [Erxn].

Wireless PANWPAN was firstly studied in the 1990s, and it vdgesigned
for low-power short-range connectivity. Bluetooshoine of the most typical

16



WPAN versions. The maximum transmission range ia@e as 100 meters,
but its general applicationare only around 10 meters. Bluetooth works on
unlicensed Industrial-Scientific-Medical (ISM) baBdiGHz.

Considering the short coverage range of Bluetatthdistribution could be
similar to that of WLAN networks. Compared with WNA WPAN has a
better power saving property, but the maximum dati® of traditional
WPAN is not attractive. WPAN with UWB technology ght provide a
large data rate in the near future.

Up to now, the main usage of Bluetooth technolaggs a replacement of
low-rate personal area cables, but there is thesilpby to use it for
establishing short-range access networks.

Satellite networksSatellite communications have been used a lttarpast
decades. Although the uplink bandwidth is usualyw | and the
communication quality might be largely affectedenoy. moisture in the sky,
it still has many useful applications, e.g. positng. Besides, satellite
network is an important complement to the otheeless networks. That is
because a satellite could cover an extremely larga with even billions of
population. Many applications can choose to bestratted through satellite
networks, such as emails, broadcasting, positigrand so on.

Satellite technology has many advantages over steiak communication
technologies, including

» large coverage area,
e point to point broadcast, and

* rapid development as compared to erecting groulay tewers or
laying cables over long distances or difficult &émr

Interworking of HWNsThe future HWNs require a flexible architectuoe t
combine QoS with resource management and handtrateges. Various
networks described above might interwork togetleerptovide different
types of services to customers using multi-modenolti-homed terminals.
And, when new access technology is deployed, itdcbe easily combined
with previous interworking networks. In recent i@s and standardization
process, the internetworking of WLAN and 3G hasnbstidied and many
proposals, e.g. loose coupling and tight couplingye been proposed.
Loose coupling interconnects different networksemeindently, by utilizing
a common subscription, as shown figure 2-5(a) By contrast, tight
coupling suggests transfer data and signallinguiinca single core mobile

network, as irfigure 2-5(b)
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2.1.2.  IP mobility and multihoming

Therefore, in this section, we are going to provadérief description of
several main protocols on IPv6 mobility and multifing, which is an
important preliminary of our work on network seleat

Node B & UMTS core
= network

UMTS AAA
server

Internet

Gateway

(a) Loose coupling

Node B £ UMTS core

Gateway

Internet

Gateway
(b) Tight coupling
Figure 2- 5 Interworking of HWNSs.
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Mobile IPv6 [JD04]: IP mobility support for IPv4 and IPv6 habeen
specified by RFC 3344 in 2002 and RFC 3775 in 20€gpectively. Mobile
IPv4 (MIPv4) has been deployed on a wide basis (elga2000 networks),
by contrast, the deployment of Mobile IPv6 (MIPu§)still rare (e.g. HP-
UX MIPv6) [HPUX]. According to research on IPv6-a&td techniques and
support of IPv6 on operating systems in the pagedmf years, MIPv6
seems have more chance to be utilized in the narefthan before.

MIPvV6 is one of the main protocols for IP macro migbof MTs in the
future HWN environment [SD04]. The basic idea oM6 is to use a home
agent (HA) in the home network of the MT for detivg packets between
the MT and its correspondent nodes (CNs). An MThwitIPv6 has one
home address (HoA) assigned by its HA. When therivbves to a visited
network, it gets a care-of address (CoA) from tl&tad network and
registers the CoA to its HA as a binding betwesnHbA and CoA. Once
the binding registration is finished, the MT cocal@mmunicate with its CNs
through the HA. That is, the MT packs packets usangMIPv6 header
destined to the HA. The HA unpacks the packetsciiedks the bindings in
its cache to deliver these packets to the CNs. RRelye a CN sends packets
destined to the MT’s home network. The HA catchessé packets and
delivers to the MT by packing it with an MIPv6 headBriefly speaking,
MIPv6 establishes a tunnel between the MT and Astél deliver packets
when the MT is not in the home network.

Obviously, the basic MIPv6 operation has a triaagubuting problem
(dog-leg problem). That is, even the MT is close¢h® CN, all the packets
have to pass through the HA which might be far avayrder to solve this
problem, Route Optimization (RO) mode was desigmedyhich the MN
registers its CoA to not only the HA but also &l CNs, so that packets
between the MN and its CNs don’t have to routeugtothe HA (except the
first packet, which is used to indicate its CoAtlte CN). Besides, a type-2
routing header is defined to carry the MT’s HoOA. wéwver, RO mode
requires the CN-side terminal to support the MIRrétocol, which is
probably an obvious disadvantage for its popularity

Besides, MIPv6 does not support the registratiomaftiple CoAs to the
HA or CNs, so a selection procedure should be Uwethe MT itself to
select the primary CoA and register it to HA andsCNhus, the existence
of multiple CoAs is transparent to the MT's HA oN€&

Hierarchical Mobile IPv6[SHO5]: When a MN with RO mode moves
frequently in a VN, it has to send binding updd@&JY messages to the HA
(and CNs in RO mode) any time it updates its CoAicl leads to a large
traffic load, especially when the MN is far awagrfr its CNs. To decline
the BU cost, several micro-mobility protocols wepeoposed [CAO02]
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[AI04], including HAWAII, cellular I[P, Hierarchical Mobile IPv6
(HMIPvV6), etc. In all these protocols, HMIPvV6 isigpanore attention than
others in recent years.

In HMIPV6, a Mobility Anchor Point (MAP) which seeg as a local HA is
used for micro-mobility. When a MN moves into a ViNfirst gets an on-
link CoA (LCoA) which belongs to the prefix of ttatached router (AR).
Then, the MN registers this LCoA to a MAP and bind&ith a Regional
CoA (RCoA) which belongs to the prefix of the MARfter local
registration, only the RCoOA is registered to the ldAd CNs, while the
LCoA is totally transparent to the outside of tM&P region. When the
MN moves within the coverage of a MAP, it chande4d.CCoA and registers
it to the MAP, which means no global BU registratis needed. Since one
MAP usually covers a large group of ARs, most haed® are achieved by
local BU registration, while only those handoveetween MAPs should
still require global BU registration. Therefore, HRM6 greatly decreases
BU cost by changing global BU registrations intodbones.

Proxy Mobile IPv6[SHO5]: As a micro mobility protocol, HMIPv6 could
decrease signalling cost when the MN is not irhsne network, but this
protocol requires modification on the terminal-si@®nsidering that, in this
world, there are billions of MTs without IP mobylisupport, to improve
their IP mobility functionality with these new pombls could be
inconvenient. Therefore, it can be better if thearge is only on the
network-side, and a new protocol, called proxy neobPv6 (PMIPv6),

satisfies this requirement.

PMIPV6 is a protocol for network-based mobility ragament. It enables IP
mobility for a host without requiring its participan in any mobility-related
signalling. The network is responsible for managiRgmobility on behalf
of the host. The mobility entities in the network aesponsible for tracking
the movements of the host and initiating the resghimobility signalling on
its behalf.

Detailed speaking, PMIPv6 uses mobile access gat¢MAG) and local
mobility anchor (LMA) to manage mobility. MAG is function on an
access router that tracks a MN’s movement and nesndige mobility-
related signalling taking the place of the MN whishattached to its access
link. LMA is as a HA in the PMIPv6 domain, so it nages binding updates
sent from MAGSs in this domain.

When a MN enters a PMIPv6 domain and attaches A&, the MAG
assigns a proxy care-of address from the home mktprefix to this MN.
Since the home network prefix for the MN does nbarge during the
movement of the MN in the PMIPv6 domain, this praare-of address
does not have to change and the MN feels itselaygwconnecting to the
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same link. That is why the participation of MN fimobility support is not
required.

Service — Socket Service — Socket
End-point End-point Host identity
Location == [P address Location =~ == [P address

Previous Stack HIP

Figure 2- 6 Host identity protocol stack.

HIP [MRO6]: host identity protocol (HIP) is specifidy IETF HIP working
group. The idea is to separate the functionalibb$® address on identity
and location. Hence, a new identity, called endpdiost identity, is
defined, as shown ifigure 2-6 The IP address continues to be the locator,
while host identifier is used above IP layer as asthidentity. Worth
mentioning that this host identity is differentrinaan interface identity and a
single host identity can be reachable through milelinterfaces.

Sender A Sender B
ULPs ULPs
Src ULID(A)=L1(A) Src ULID(A)=L1(A) A
Dst ULID(B)=L1(B) Dst ULID(B)=L1(B)
Shim6 Shim6
Src L2(A) Src L2(A)
Dst L3(B) Dst L3(B)
IP IP
4 Cloud with
ﬁ

some routers
Figure 2- 7 Mapping with changing locators in shimé

Shim6 [NEQO7]: Shim6 is specified by IETF site multihomiryy IPv6
intermediation working group. Similar to HIP, shinga layer 3 protocol
for providing locator agility below the transportropcols, so that
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multihoming can be provided for IPv6 with failovand load sharing
properties.

As shown infigure 2-7, shim6 layer is placed within the IP layer, abdRe
routing sub-layer and below IP endpoint sub-layed dJpper Layer
Protocols (ULPs), e.g. TCP and UDP. Upper layers upper layer
identifier (ULID) which is mapped to different lacas by the shim layer.
To perform this mapping, the shim6 layer maintaanb/LID-pair context
state per ULID pair, so that upper layers see gackent with ULIDs from
end to end.

LISP [FDQO9]: Proposals on separating locator and identire widely
discussed, and Shim6 and HIP are just two of themether mentionable
proposal is Locator/ID separation protocol (LISBpmpared with Shim6
and HIP, the best part of LISP is that no changedsired on the host-side.

Detailedly, IP addresses, called Endpoint Idensf(&IDs) in LISP, are still
used for tracking sockets, connections, and fordisgn and receiving
packets as they are now. Between sender and ingressl router (ITR)
and between egress tunnel router (ETR) and regeigaters continue to
forward packets based on IP destination addreskmsever, between ITR
and ETR, packets are transmitted by LISP encapsnlatsing a LISP
header. The address used to deliver the packdtisLWP headers is called
a routing locator (RLOC). Therefore, protocols arsts stay the same as
before, while the change is the LISP tunnel pad #r® mapping between
EIDs and RLOCs on both ITRs and ETRs.

Monami6 [WRO07]: A MN may have multiple CoAs because of nmd
interfaces or multiple prefixes on single interfabestead of registering the
first CoA to the HA and CN, a new MIPv6 extensiomsvdefined by
MONAMI6 IETF working group to register multiple C@A

A new identification number called Binding uniguBehtification (BID)
number was proposed for each binding cache entryadcommodate
multiple bindings’ registration. The BID is assigh& either interface or
prefix bound to a single HoOA of a MN to distinguisletween multiple
bindings. The MN notifies the BID to both its HAGRNSs by containing a
newly defined BID sub-option in the BU message.sAsewn infigure 2-8
the BID is recorded into the HA and CNs’ bindingloas as a search key.
When one of the CoAs changes, the MN sends a Bldagesncluding the
new CoA and the corresponding BID. HA and CNs dedheir entries
according to the HoA and the BID, and update the eatry. If a MN
decides to act as a regular MIPv6 MN, it just semdJ) without a BID sub-

22



option, so that the receiver of this BU could delell the other bindings for
this MN registered with BIDs.

Besides, HMIPv6 can have a similar extension asMONAMI6 solution.

The only difference is that multiple LCoAs could tegyistered to the MAP
instead of multiple CoAs to the HA. Similarly, tlmase where multiple
proxy CoAs assigned by multiple MAGs in PMIPv6 netks has been
discussed in the scope of IETF Multiple interfa¢bdF) working group

[BCO9].

Bindingl: HoA BID1 CoAl
Binding2: HoA BID2 CoA2
Binding3: HoA BID3 CoA3

Figure 2- 8 Searching Binding Entries with MONAMI6.

Network Mobility[DVO05]: A NEMO is an entire network, moving as a unit,
which dynamically changes its point of attachmemtthe Internet. It is
composed of one or multiple IP-subnets and is octexeto the global
Internet via one or multiple Mobile Routers (MR8)NEMO is composed
of MRs and mobile network nodes (MNN) which carfiged in the NEMO
or mobile.

A basic mobility approach of NEMO is for each MRHhave a HA, and use
bidirectional tunneling between the MR and HA toegarve session
continuity while the NEMO moves. The MR will acqeiia CoA from its
attachment point much like what is done for MTsngsMobile IPv6. This
approach allows nesting of NEMOs, since each MR wapipear to its
attachment point as a single node. This mobilitgrapch is an extension of
MIPv6 to network’s mobility, so it is backward coatmple with MIPV6. It
is worth mentioning that a NEMO compliant HA carecgte as a MIPv6
HA.

HAHA [TPO0O6] [DV06] [WRO04]: Although the mobility of a NHO is
similar to that of a host, Route Optimization (R®)only suitable for
mobile host, not for NEMO. That is because a NEM@yrhave hundreds
of CNs leading to large traffic cost for BU updatiesthe RO mode.
Therefore, it is necessary to find another metlmdvoid the overhead of
triangular routing bypass HA between CN and MN.B&alcHAHA protocol
was proposed to achieve a relatively optimal rouben MN to CN by
deploying multiple HAs globally.
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In the Global HAHA protocol, a proxy located ateanby site of the MN is
introduced, which acts as a HA for the MN and a dNthe original HA.
Specifically, this proxy terminates the MN-HA tuhrend the associated
encryption, extracts packets and re-encapsulatss tb the other side of
the tunnel, as shown figure 2-9

Proxy HA
1 Y
Visited Home
network network

Figure 2- 9 Sub-optimal route and HAHA tunnel with Global HAHA protocol.

The MN can find its nearest proxy by DHAAD mechamisThen, it
registers to this proxy with ordinary BU messagéeAthat, the proxy will
perform BU to the MN’s primary HA pretending to ttee MN. The proxy
can find out the MN’'s primary HA, because it couldceive Router
Advertisement (RA) messages from other agents. Wit kind of BU
registration, packets sent by MN could be transfétoy the proxy directly
to its CN, which is supposed as a relatively optiR@ mode, but packets
from CN to MN still have to pass through the prignBfA and the proxy.

To further optimize the route, the proxy pretending MN with RO mode
could send BU to all the CNs. Thus, CNs will serrdkets directly to the
proxy because they think the updated address qdrthey is the MN’s CoA.
Since the proxy is usually on the top of the hiehgrof the visited network,
the MN does not have to update its CoA while mowwithin the visited
network.

It is worth mentioning that this proxy is similao & gateway MAP in
HMIPv6 with RO mode.

2.1.3.  Always best connected

During the 1990s, the widespread deployment of2Be WWAN system
brought to us the notion of beinglways connectedAlong with the
development of communication technologies in thet pavo decades,
multiple wireless access technologies came outcamaplement with each
other, as explained isection 2.1 In an environment of heterogeneous
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wireless access networks, the previous concepeinigbalways connected
becomesalways best connectedrhis refers to being not only always
connected, but also being connected in the besilgesvay, combining the

usage of various networks’ resources.

ABC brings plenty of advantages to customers. VABC functionality,
MNs could select appropriate access networks to fdit various
applications’ QoS requirements; MNs could avoicesehg a network with
high traffic load hence avoiding congestion; MNsuldopredict networks’
availability so that they do not connect to netvgovihich disappear soon;
MNs could minimize signaling costs by using netwas&lection and
handover decision strategies specifically for {hispose. Moreover, ABC
benefits operators. Since ABC has the feature fiftasg the assignment of
traffic load to multiple networks, operators coufgximize the utilization
rate of the resource of the networks they operabeshce maximizing
revenue; according to network selection strateg@srators could analyze
and decide the number of WiFi access points theyldhdeploy to attract
customers to WLANSs. Finally, ABC is suitable to #®yetically consider
customers’ and operators’ benefits, so that a wm-partnership can be
achieved.

During our studies, we designed a series of scesiarhich could be used to
explain the requirements of ABC for customers’ yl@bmmunications, as
shown infigure 2-10and further explained imble 2-1 In this series of
scenarios, Caro holding a multi-homed MT and Walding a multi-mode
MT work together in the same company. One mornitgy surf the
Internet for some project-related information, gstheir MTs. During this
period, wireless networks, including WWAN, WMAN, VAN and WPAN,
are all available. Then, they attend a meetingh&irtcompany’s meeting
room, where there are a lot of colleagues using WPAfter the meeting,
they take coffee in a coffee house, where WLANé® fonly for those who
buys staffs from the coffee house. After havingrtheffee, they take a taxi
to a university to give a presentation during afemnce. However, on the
way to the university, they realize that the coafe has been started, so
they have to use video conferencing software tendtit in the taxi. In one
hour, they arrive and give their presentation ie @uditorium of the
conference, where WLAN is totally free for attenslegnfortunately, their
MTs are about to be out of power, but they canhatrge them during their
presentation.

During the above scenarios, there is more than awagdable network in
each scenario. For some scenarios, we have thegdbat certain networks
can offer a better connectivity quality than othdmst for some ambiguous
scenarios, we really cannot intuitively tell ouefarence. That is because
every network has some reasons to be selected handinal selection
depends highly on how we evaluate the relative n@maoe of these reasons.
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ABC service means to being always connected tdo#st network in any
specific scenario, and a good ABC solution shoudd dble to select
appropriate networks even in those ambiguous siosnar

UMTS
WiMAX
\ (/_'\) \ \ \ WLAN (ﬂ\)
\
\

Pluetooth

\ \
R
N

i Oy

e V3N @ N e Neo

Figure 2- 10 A series of scenarios for ABC.

Table 2- 1 Details of a series of scenarios for ABC

N. Location Changes of Apps  Changes of Networks & MTs
1)  office + WWW -

2)  meeting room - WPAN High-traffic

3)  coffee house - WLAN NOT Totally Free
4)  taxi - WPAN Low-traffic

5)  taxi + Video Conf. -

6)  auditorium - WLAN Free

7)  auditorium - Battery Low

Content adaptation

Profile handling

Mobility management

AAA support

Access selection

Access dicovery

Figure 2- 11 Technical components of an ABC solutio[GEO03].
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In order to build an ABC solution, we need many clional blocks:
network discovery, network selection, AAA, mobilitmanagement, profile
handling, content adaptation, etc., as showfidaye 2-11 In the following,
we are going to briefly explain these blocks oneby.

Network discoveryBefore using any scheme to select the best netwask,
necessary to firstly discover all the availablewwgks. For a terminal-side
network selection scheme, this process is for the t know the key
features of these networks. By contrast, if thevoek selection entity is on
the network-side, there should be a similar stepransfer all the network
and terminal information to the network selectionity.

There are many issues for this step. One is tonédfie set of parameters
that should be utilized for describing these neksbikey features, e.g.
monetary cost, bandwidth, coverage, etc. The usdget of parameters
largely decides the quality of the ABC service pded to the customers.

Another issue is how to gather all the informatidmetworks, because this
ABC service might increase a lot of signaling betweaccess operators,
ABC service provider and MTs. Moreover, the servmevider may be
independent from the network operator, so some rdiymaformation, e.g.
traffic status of networks, may be difficult to dbtained.

A third issue is when to do network discovery. Thi®cedure can be

triggered either periodically or by a specificalliigsigned set of trigger
events. Many functional entities in an ABC solutmould sense the change
of condition and provide related information t@grer a content adaptation.
An obvious entity that could provide these triggsrthe MN. Once the MN

has selected an access network or the sessioransfdarred to a new

personal device, trigger should be sent to appnaservers to adapt the
current applications. Another entity is the ABCwsgrwhich gathers all the

information and analyzes whether an adaptationgsired. The third entity

is access providers, but this entity might not seti®e change on the
customer-side.

Besides, the gathered information could be incotapde even incorrect, so
some effort might be required to process incomplete incorrect
information.

Network selectionNetwork selection is to selection the best nekwand
access technology based on information of a largeber of parameters
collected during the network discovery step. In therent literature, there
are plenty of proposals on how to select the bestvark among multiple
options.

Network selection scheme is the main contributidntios dissertation,
which will be further explained in latter chapters.
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AAA Since ABC service is provided by a HWN environment,
authentication, authorization and accounting foriowes services to the
customer is required to be designed for collabonatif these networks. The
detailed AAA scheme depends on the interworkingitegy of multiple
networks. For loose coupling, each network showadehan AAA server,
and signalling between these AAA servers shouldiégigned to support
ABC service. For tight coupling, it is possible uee a single AAA server
for all the networks, but AAA scheme must be mudrencomplicated than
that of loose coupling, due to its management dfipie networks.

Mobility management Mobility management includes handover and
location management. Since ABC service is providgthin a HWN
environment, we require a macro-mobility solutieg( Mobile IP) for
location management when the MN is moving amongseheetworks.
Similarly, handover here is mainly about VHO amafifferent networks.
My work in this dissertation is highly related witrminal mobility within
HWNSs. For more information, please refersction 2.2

Profile handling AAA is about the logon information concerning iagle
network; by contrary, an ABC customer should previis or her ABC
profile before using this service, which is callpbfile handling. Profile
handling should also include the delivery of thetomer’'s preference on
network selection. Probably also include the teahiand application
properties.

Content adaptationDue to the difference between various networks and
between various personal devices concerning sessmbility, the
application should be able to adapt its key featueeg. size of the video
picture and quality of music, to the current coiodit When a multi-homed
terminal uses multiple access networks to sharetrdiic of a single
application, it is necessary to consider transmissithrough all the
networks in order to perform a precise content tedam.

2.2. Information gathering

2.2.1. Required information

Among all the components of ABC, network discovegs a quite close
relationship with network selection. That is be@auke design and the
performance of a network selection scheme is higbligted with both the
available information used in the scheme and how itiformation is
gathered before usage. Due to related works, tfeemation is usually
classified into various groups to facilitate itsags. Therefore, here we first
describe our classification of information for netk selection.
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Network selection information is called in generéctors’ in this
dissertation. Factors are the basis of selectiad#st network for an MT or
a traffic flow of a multi-homed MT. A network selean scheme should
synthetically consider multiple factors. In factlamge number of factors
should be considered, including not only networkritaites but also
terminal properties. In related work, a large numbkfactors have ever
been used by one or multiple proposals, but treeligtle specific discussion
on why these factors are chosen and why they & inssuch ways. As we
know, using certain essential factor in a wrong wagy result in sub-
optimal selection results, so we emphasize thathioéce and the usage of
factors are quite important in the network selectgsue.

In our categorization, we first classify all thectiars into two groups:
network-side attributes and terminal-side requineiieThe former group
includes static network properties, dynamic netwpré&perties and VHO
properties; while the latter group includes terrhipeoperties, customer
preferences and application QoS levels. Now, tlggseps of factors are
further explained as follows:

Static and dynamic network propertiethese attributes represent the
candidate networks’ properties, including monetogt, bandwidth, power
consumption capability, security level, bit erroate, jitter, horizontal
handover (HHO) signaling cost and latency, signegngth, traffic load
information, etc. Among these attributes, someséaéc, such as monetary
cost; some are dynamic, such as signal strengthe wbme attributes are
semi-dynamic, such as bit error rate. Bit erroe ragt dynamic because it
might change due to the change of wireless chasoraition, but bit error
rate (BER) of a network does not change a lot coagpavith BER of other
networks, so we called it a semi-dynamic attribiteour later research, we
will use specifically mobility-related attributes alynamic attributes for
mobility-based network selection. By contrast, istaind semi-dynamic
attributes are both supposed with stationary valuesaverage values).

VHO properties they are not network attributes because they rere

properties of a certain network but that of an arde of networks. This

group includes two main factors: VHO signaling c@sg. binding update
cost and packet tunneling cost of MIPv6, skapter ¥ and VHO latency.

VHO signaling cost is dynamic, while VHO latencycisnsidered as semi-
dynamic in our research. We use this group for btwork ranking and
VHO tradeoff.

Terminal propertiesbattery state and MT velocity are two main fastor
this group. Battery state is an important factodécide whether a network
with good power saving feature is strongly requiretiile MT velocity is
highly related with mobility-related network attutes and VHO properties.
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Customer preferencesthis group includes several options, e.g. low
monetary cost, high bandwidth, high security lewt. Customers should
have the right to select one or multiple of the \abmptions while
purchasing the service or through their user-iatafsoftware. Similar to
customer preferences, there are actually also tpereferences (i.e.
policies), which might be considered by a netwalestion scheme.

Application QoS levelsapplications can be divided into the followingifo
levels based on their QoS requirements [3gpp]: emational, streaming,
interactive and background. Applications of differéevels have different
requirements and prefer different networks. Fomgxa, video-streaming
requires bandwidth; Mobile VolP requires low jitmd low handover cost;
while E-mail requires security.

After explaining our categorization of all the faxt, we then survey the
most important related work on information gathgrirRecently, many
works have been performed for this purpose, inagdlEEE 802.21
working group, IEEE P1900.4 working group, and ntone proposals on
context-aware network selection architectures, windl be described one
by one in the following sub-sections.

Applications
Connection Management Handover Policy
Handover Management

Mobility Management Protocols

Upper Layers
802.21 MIH Function Layer
Smart Trieeers Handover Information
&8 Messages Service
L2 Trigger Handover Information
Events Messages Service
HWNs
WLAN WWAN WMAN

Figure 2- 12 IEEE 802.21 architecture.

2.2.2. IEEE 802.21 standard

In IEEE 802.21 standard [802.21], a media independé@ndover (MIH)
framework is presented to facilitate handover witleasurements and
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triggers from link layers. IEEE 802.21 defined avnlyer between link
layer and IP layer, which is called 802.21 MIH ftion layer. This new
layer is used to handle handover triggers, handmesmsages and handover
related information initiated by link layeEigure 2-12shows the service
architecture of IEEE 802.21 standard. IEEE 802pkc#ication defines the
interaction between the 802.21 MIH function layed &he link layers of
various wireless networks.

However, network selection decision making requimes only information
of link layers. In [WYO08] and [WY08-2], an enhancetkdia independent
handover (EMIH) framework is proposed to collectrenmformation from
application layers and user context information.

The architecture of EMIH is shown iigure 2-13 The motivation is to
collect and make full use of available informatimnboth client side and
network side to optimize network selection. EMIHesiIgnany trigger events
and collects the static and dynamic informatione Tollowing entities are
defined to help gathering the information:

Client-side entities:

CEMIH MIIS CAS
EMIH HOM & < > & < > =
Servers = Information = =
= Server Module = CAw =
HCM E
HWNs %
ANI1 I AN2
) HCM %
Client E
CAM m

Figure 2- 13 EMIH architecture.

* EMIHF (EMIH function): to provide link layer intaience and offer
a unified interface between different access teples and upper
layer applications;

* CAM (context-aware module): to identify informatioh the mobile
terminal, to generate trigger events, to transfene and related
information to HCM,;

« HCM (handover control module): to support the MTnizolled
handover.
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Network-side entities:
* AN (access networks);

* MIIS Server: including EMIHF and information sergiamodule.
Network features collected in MIIS can be accessedther entities;

» CAS (Context-aware server): to identify network teo, to
generate trigger events, to transmit these evergshiscribers;

» CEMIH (control EMIH): to collect trigger events, tmitiate a
handover, to control handover signaling to pass oetwork, and to
do network selection.

2.2.3. |IEEE P1900.4

The objective of the IEEE P1900.4 [1900.4] is tdfirde standardized
protocols and corresponding reconfiguration manaygm system
architecture for the optimization of resource mamgnt, in order to
provide improved capacity, efficiency and utilityitn heterogeneous
wireless networks wherein devices support multigie interfaces, with
multihoming and dynamic spectrum access capasilitre licensed and
unlicensed bands.

More specifically, the scope of IEEE P1900.4 cdsdis

» providing protocols carrying information betweertvmark resource
managers and device resource managers supportingless
terminal and network reconfiguration managementjutchng the
context of heterogeneous networks;

» providing corresponding reconfiguration managenfienttionalities
of the wireless system for the support of efficieptimization of
resource usage;

» providing corresponding management functions armhdstrdized
rules to allow the multi-mode and/or dynamic spatiraccess
capable devices making decisions in a distribueghibn whilst
providing operators with fair and effective expétion of network
resources thanks to an exhaustive set of ruleg followed by user
equipments.

The functional architecture defined in the IEEE Q¢ standard is
depicted infigure 2-14 This architecture specifies seven entities amd Si
interfaces. The interfaces ensure interoperabibtfy equipment from
different manufacturers covering different partsled 1900.4 system. Four
entities are defined on the network side with fioreg described as follows:
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Terminal

TRM

Operator spectrum manager (OSM) is the entity tbaables
operator to control dynamic spectrum assignmentsies of the
NRM;

RAN measurement collector (RMC) is the entity tballects RAN
context information and provides it to the NRM,;

Network reconfiguration manager (NRM) is the entligt manages
the wireless networks and terminals for networkniaal distributed
optimization of radio resource usage and improveraéQosS;

RAN reconfiguration controller (RRC) is the entitljat controls
reconfiguration of RANs based on requests froniNRé.

Packet-based Core Network

TRC Z RRC OSM
= =3 N']:M Spectrum
Terminal Reconfiguration, 2 E 2 Network Reconfiguration, ASSignH}em
Decision and Control k] g Decision and Control Evaluation
2 —p 2
Information Extraction, 2 ; Information Extraction, Policy Derivation,
Collection and Storage é § Collection and Storage Efficiency
Evalution
TMC RMC

Figure 2- 14 IEEE P1900.4 functional architecture.

On the terminal side, three entities are defined fadio resource
optimization:

Terminal measurement collector (TMC) is the enthgt collects
terminal context information and provides it to TReM,;

Terminal reconfiguration manager (TRM) is the gntitat manages
the terminal for network-terminal distributed opization of radio
resource usage and improvement of QoS within thendwork
defined by the NRM and in a manner consistent wiger
preferences and available context information;

Terminal reconfiguration controller (TRC) is thetignthat controls
reconfiguration of terminal based on requests ftoenTRM

2.2.4. Context-aware information gathering

The concept of context-aware network selectionbmdefined as a network
selection procedure that selects a target netwaskd not only on the signal
guality or explicit advertisements sent by netwside entities, but also on
the knowledge of the context information of MN ametworks, in order to
take an intelligent decision.
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In a HWN environment, the selection of the bestvoek is much more
complicated than the handover decision between Isiadons of a
traditional homogeneous wireless network. ConteMbrimation of both
terminal-side and network-side are important fokimg this final decision.
Therefore, a context-aware network selection gfsate necessary, as long
as it is with an acceptable complexity.

To design a context-aware network selection styatedey issue is how to
gather all the information, including network cotitederminal context, user
and application information, etc. All the informai should be gathered as
soon as possible, because the user cannot waat ltarg time for the final
decision. Moreover, some information might changegdently, which is an
important feature of the information that a contawtare network selection
strategy should consider.

Therefore, a context-aware network selection ggsateequires first an

architecture of context information management tssuee that the

information can be available in time. Second, tkehange of information

between networks and the terminal should be mimthito save wireless
resources. Third, after the gathering of the infation, a scheme is required
to combine all the information together for makthg final decision. In this

subsection, we focus on information gathering, #rel third step will be

discussed in subsection 2.

[BS04] provided a context-aware model which desatilboth static and
dynamic detailed information that should be gattiere

In [WQO06], an architecture was proposed for contaxtire network
selection, as shown iigure 2-15 Context information is stored in context
information repositories, such hecation information server (LIS), network
traffic monitor (NTM) and user profile repository/JPR). Moreover, a
handover manageis introduced to filter and process handover-relate
context information collected from various contegpositories. AService
deployment server (SD®) used to manage and install the service modules
needed on both network-side and terminal-sideiesitit

A detailed architecture of context-aware networlec®n was given by
[ATO6]. As shown infigure 2-16 this architecture uses the gathered
context-aware information for network selection hwihe following five
steps:

» taking user inputs;

* mapping limit values from discrete preferences;

* assigning scores to available networks;

» calculating network ranking based on AHP method;

* session management.
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Figure 2- 15 An architecture of context-aware netwd selection.
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Figure 2- 16 A detailed architecture of context-awae network selection.

2.2.5. Pilot channel

Pilot channel is another way to gather require@drmftion for network
selection.
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[HPO6] proposed to use a common pilot channel tbvete necessary
information to initiate its connection. When a M3 switched on, it has
neither information about the available networkgsrarea, nor information
on the current spectrum allocation. In order toidtbhe scanning of all the
spectrum range and to facilitate the initial cornimecto the network, this
terminal could listen to this pilot channel for hdrasted information to
initiate its connection. Information of the commpifot channel should be
received everywhere, so a wide-range access temndge.g. UMTS) is
suitable for this task.

In [YJO7], a cognitive pilot channel is used fotlggring the information of
networks. Cognitive pilot channel is being inveated within the European
project E2R. It is a channel that would bring imf@tion to the terminal in
order to facilitate its initial connection and hawdr to the surrounding
networks. The terminal would benefit from lower mywconsumption,
because of avoiding a scanning process of the wihedgiency range. This
pilot channel assisted network selection proceduséown infigure 2-17

CPC Information

Terminal-side Information

| |

CPC-assisted network selection algorithm

Security
Price
Integrity
Delay

Figure 2- 17 CPC-based network selection scheme.

2.3. Network ranking schemes
2.3.1. Cost/Utility function

The traditional handover decision policies are daee received signal
strength (RSS) [PKO0, PG96], e.g.

 Handover ifRSQew > RSSi;

 Handover ifRSQew> RSSq andRSSq < T, whereT is a threshold to
avoid frequent handovers;

* Handover ifRSQew > RSSq¢ + H, where is called a hysteresis, in
order to avoid ping-pong effect;

e Handover iRSQew> RSSQy + H andRSSGy < T; etc.
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For HHO, it is common to use RSS as the critermnmbke a handover
decision, but this is not sufficient for VHO deoisi because RSSs of
different networks cannot be compared directly, emudeover, RSS cannot
reflect network features adequately.

As early as 1999, [WH99] proposed a cost functiaselal network selection
scheme which considers bandwidth, power consumaiitinmonetary cost.

Cost function is a measurement of the benefit abthby handing over to a
particular network. A general form of cost functionthe network selection
issue is given in [MJO04], which integrates all tQ@S values and their
corresponding weights, and furthermore, they combia network
elimination factor with the function, given by

£ :z(l_l EQJ)Z fs,j(Ws,j)N(VQ,j)a (2-1)

wherev, ; represents the QoS parameters, such as bandjitigth,etc.n in

this equation is to represent thidr network.s is the index of services, and
represents thith networkN(vg; )represents the normalized value of QoS

parameters, fg;(w; )represents their weights. And, the network

elimination factorEg ; is used to reflect whether current network condiio

are suitable for requested services. For example network cannot
guarantee the delay requirement of certain rea-tirservice, its
corresponding elimination factor will be set to imie. Hence, the
corresponding cost becomes also infinite, whichiglates this network.

In micro-economics, utility means the ability ofyjaod or service to satisfy
a human need. An associated term is utility fumctichich relates to the
utility derived by a consumer from a good or sezviDifferent consumers
with different user preferences will have differenility values for a same
product. Thus, the individual preferences shouldalken into account in the
utility evaluation.

When evaluating the utility of an access networle should distinguish
between the upward and downward criteria associatéda network. The
criteria of the higher preference relation is indaof the higher value are
called upward criteria. Conversely, the downwardtegda encompass
various costs.

Given a criteria, its utility could be calculatedsled on its utility function.
And, the utility function of one criterion could lbfferent from those of
other criteria. Some common utility functions aisteld intable 2-2 Note

that it is important to select the suitable utilitynction for each criterion.
The authors of [NVO08] pointed out that sigmoidallityt functions are

suitable for the network selection issue. And, & faodifications on the
sigmoidal function is made to fit for further regepments.
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Table 2- 2 Examples of several common utility fun@bns.

Utility form Generalized formula Dli'quz:eei?i:t?iliy C\(;ir:;/:a- Czir:;//e-
0 X< Xmin
i X = Xmi
Linear u(x) = X Xmin S XS Xmax Yes No No
piecewise Xmax ~ Xmin
otherwise
u(x) =In(x) or u(x) =In(1+ax)
Logarithm Yes Yes No
(a>0)
Expo;]entlal u(x) — e(x—M) (OS X< l\/l) Yes No Yes
Exponential _ —ax
5 u(x)=1-e (a>0) Yes Yes No
Sigmoidal 1 u(x) = _r ({,xn>0) Yes Yes Yes
1+ eZ(Xm_X)
X/ Xp)
Sigmoidal 2 | U(X) = (—m)Z Xn>0,{=2) Yes Yes Yes
1+ (X! Xy)

In the network selection issue, we should congmleltiple criteria together,
so the utilities of multiple criteria should be coimed as a total utility. The
authors of [NVO08] pointed out that a valid form ¢ombine these criteria
together should satisfy the following requirements:

UM .,
ou

(2-2)

sign(al;—)éx)) = sign(u;"(x))
uI‘irPOU (x)=0 Oi=1.n

lim U((x)=1
u,...u, -1
whereU(x) is the total utility of the criterion vectorandu; is the utility of
criterioni. Based on the requirements, the authors of [N\&8) pointed
out the multiplicative exponent weighting (MEW) tition is the one that
satisfies all the requirements.

In the literature, there are many works on cosithutifunction based
network selection scheme. In [SWO08] and [SWO07],0at-¢unction-based
network selection strategy was proposed, which idens from a system’s
perspective, and also considers a user’'s needsalSgength and network
resource are specifically considered, so that ystem could decide to
whether accept or block an originating call / adwrer call. Besides, the
authors also provide a theoretical analysis methiod evaluate the
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performance of the system, e.g. blocking probabilaverage received
signal, etc.

In [WTO08], a cost-aware handover decision algorittvas proposed for
cooperative cellular relaying networks. Two coshdiions, namely the
triggering and priority decision cost functions asloited, which involves
the signal transmission quality, handover signatogt, handover latency
and interference estimation.

The triggering cost function is used in a trigggrstep, given by
f,=aS—- [P+ )T, (2-3)

where S denotes the signaling cost induced by the handd¥etenotes
received power and denotes HO latency timex, £ and y are weights
with a sum equals 1.

The priority decision cost function is used in &gty decision step, given
by

f2 = (1_/7)S|Rel—cur -G, (2-4)

wheren is the weight factor which is changing with thé&etent weight of
the two parameterss is defined as a resource release gain to destirédoe
channel resource utilization difference before after HO. SIR, .,

denotes the relative SIR gain between the curnekitand the link with the
highest SIR in the network candidate list.

In [OO05], a network selection scheme was proposdudch is mainly
about to meet the users’ data transfer requirem8&mntse the nature of radio
links is unreliable, the scheme needs to prediet data rate of each
available network and make the decision based @setpredictions.

In [OO06] and [O0O06-2], an intelligent utility-basenetwork selection
strategy was proposed, which focuses on the monetsgyects of various
networks. A number of utility functions are examdnevhich explore
different user attributes to risk for money andagepreferences related to
their current application.

Generally speaking, users will seek value for momey will have a

patience limitation on their willingness-to-waitrfmobile system response
to their requests. In this strategy, users aim @ximize their positive

consumer surplus while meeting their transfer cetiph time deadline.

Consumer surplus (CS) is a term of microeconoméprasenting the

difference between the monetary value of the obthitata to the user and
the actual price charged by the network operator.

The strategy is shown ifigure 2-18 Tcl is used to represent the user’s
expectation on the transfer time cost, and Tc2efwrasent the maximum
limitation. That is to say the user is not willibg-pay if transfer time cost is
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larger than Tc2. All the networks will be checkedeoby one. If the
cheapest network has a transfer time cost smatlen Tcl, it will be
selected directly. Otherwise, all the networks vininsfer time cost smaller
than Tc2 will be added into an eligible network.li$hen, the list will be
ranked based on CS and the network with maximumvii®e selected. In
a special case when all networks’ transfer timeéscase larger than Tc2, the
cheapest network is selected.

|

|¢

Nets++

v

Calculate Predicted:
Te, Utility, CS

v

Te<=Tel Te>Te2

ﬁ Predicted Transfer Time Tc ?
Cheapest Net ? 4,¢ Tel<Te<=Tc2
N

Add to list of eligible
Y available networks
(LEAN) & rank in
order of highest CS
Decision = lo
Cheapest Net

Last in available list ?

VY

LEAN has no entry
Yl lN

Decision = Decision =
Cheapest Net Head of LEAN

I |
v

Send the decision

Figure 2- 18 A utility-based network selection streegy focusing on transfer time cost.

Moreover, in [REO06], the network selection issueswstudied with the goal
of getting the minimum RTT delay during communioas.

Besides the transmitting time, another importargues is to reduce
unnecessary handovers. Since network-side and rakside contexts
change frequently, it is common that the best nekvahanges a lot from
time to time. If handover is performed at any tim@ew network is found
better than the current network, it is possiblet theany unnecessary
handovers are performed. In [CX07], three costionebased algorithms
were proposed to reduce unnecessary handovers.

Algorithm 1: Handover is triggered when
I:best_ I:(:urrent 2A, (2-5)
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where F .o IS the current used network,. is the new best network,

and A is a pre-defined threshold which should be catgfsklected.

Algorithm 2: Handover is triggered wheR, is better tharF,. for at

leastD units of time. The key issue is to deicide theugabfD, and the
authors suggested thatshould be at least larger than the handover lgtenc

Algorithm 3: Handover is triggered when the tendencyRgf is to be
larger thanF,,.; particularly in the most recent instants. The &1y can
be tracked with the help of an exponential moviagrage function.

2.3.2.MADM

Multiple attributes decision making (MADM) refers taking preference
decision over the available alternatives that draracterized by multiple
(usually conflicting) attributes. MADM is a branabf multiple criteria
decision making (MCDM) which also includes multiglbjectives decision
making (MODM). MODM problems involve designing thest alternative
given a set of conflicting objectives. For examplautomobile
manufacturers with to design a car that maximizéisg comfort and fuel
economy and minimizes production cost. The altéreatare created by the
design process. MADM problems are considered haxeral common
characteristics [HY81]:

Alternatives: a finite number of alternatives are screenedorpied,
selected and/or ranked for making the final deacisithe term ‘alternative’
is synonymous with ‘option’, ‘policy’, ‘action’ oicandidate’, etc.

Multiple Attributes : the DM should consider multiple attributes ofd@e
alternatives. The term ‘attribute’ can also be mefé to as ‘goal’, ‘criterion’,
‘property’, characteristic’, etc.

Incommensurable Units Attributes have different units of measurement,
so some adjustment (e.g. normalization) is requiefdre combining them
together.

Attribute Weights: Different DMs might focus on different aspects (i
attributes) when ranking the alternatives, solaite weights must be used
to represent their relative importance.

Decision Matrix: a MADM problem can be concisely expressed in &rima
format, where columns indicate attributes and ramgicate alternatives.
Thus, a typical elemen(i, j) of the matrix indicates the value of thé
alternative, with respect to tljgh attribute.

Normalization: different attributes have different measuremenits, so
normalization is treated as a necessary step ofonktselection. There are
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several methods of normalization, which are congbamgable 2-3 In this
table,N represents the number of networkgepresents the value of thé
criterion, and p; represents its normalized value. The third method
categorizes all the network-side criteria into éhseib-groups, i.e. LB, SB
and nominal-the-best (NB), $¢B(v;) represents the nominal value of itte
criterion. The difference between the first and thied method is that the
first one does not consider the NB group. For usagé these four
normalization methods, please refer to [BF07-3]QB2] [BBO7] [OMO7],
respectively.

Table 2- 3Examples of normalization operations.

__ Vi —min(v)
h= max; ) — min(v;)

v —max(:)|
max(;) —min(v;)
Vi =min(v)|
max(;) —min(v;)
[vi = NB(v)
1- -
max{max(; ) — NB(v;), NB(% ) — min(v; )}

for LB

for SB

for NB

MADM algorithms can be divided into compensatory damon-
compensatory ones. [BF07] described a compreherdaegsion making
process to rank candidate networks for serviceveslito the terminal,
which is based on a unique decision process theg asmpensatory and
non-compensatory multi-attribute decision makingoathms jointly to
assist the terminal in selecting the top candidatevork.

The network selection procedure was suggested @snsin figure 2-19
Non-compensatory algorithms (dominance, conjunctidésjunctive or
sequential elimination) are firstly used to sepathe given alternatives into
acceptable and unacceptable groups. Acceptablnatinees are those that
satisfy the minimum cutoff criteria. Then, compdosgalgorithms are used
to select a network from the acceptable group.
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Network selection request received from the
user terminal
Retrieve relevant information from network
entities for use in the decision making

Narrow the list of candidate networks by
using non-compensatory MADM algorithm
with attributes, e.g. the access network types,
user credentials supported, services
requested, etc.

Non-
Compensatory

Further refine the list of candidate networks
using compensatory MADM algorithm with Compensatory
attributes, e.g. QoS related parameters

Provide the candidate network related
information to the terminal

Figure 2- 19 Compensatory and non-compensatory ingeated network selection.

MADM algorithms that have been used for networkkmag include SAW,
MEW, GRA, TOPSIS, ELECTRE, AHP, etc. The first faalgorithms rank
networks based on their coefficients (such as totats or total utilities)
calculated by combining adjusted values of all thiteria, while the last
algorithm use pair-wise comparisons among all teevarks, which is a
totally different procedure.

In SAW and MEW, the coefficients are calculatedasately by additive
and multiplicative operations [SNO6]:

M
Csaw =2 W,V ; , and (2-6)
j=1
Mo
Cyvew = | Viijo (2-7)

where wj represents the weight of thén criterion, v, ; represents the
adjusted value of thgh attribute of theth network.

Equation (2-7) can be modified as

M
C*vew = IN(Cyew) = ZWJ' In(v; ;). (2-8)
j=1
Considering the characteristic of the natural lgbar, the attribute whose
cost being close to 0 has large impact on the ttat than others. For
example, Bluetooth is more often selected by MEWnthby other
algorithms due to its low monetary and power caassshown in our later
simulations.

The application of TOPSIS to network selection wascribed in [BF07-2],
which contains the following steps:
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normalizing of all the attributes;
evaluating weights of all the attributes;

defining the best and worst reference networksclwhare formed by
the best and worst values of each attribute, réispég

calculating the Euclidean distances of each canelidatwork to the
best and worst reference networks;

calculating the coefficient of TOPSIS as
D

C; = —wi (2-9)
oPSIS Dy; + Dy,

M
where D,y =\/zj:1sz(Vi,j =Ruim,)’ -

selecting the network with the largest C_TOPSIS.

The application of ELECTRE to network selection wiascribed in [BFO7-
3], which contains the following steps:

identifying attributes of different networks asection matrix;
defining an ideal network;

calculating the absolute difference between eadivark and the
ideal network;

normalizing the absolute difference;
multiplying weights of attributes;
calculating concordance and discordance matrices;

making decision based on concordance and discoedamatrices
according to certain rules.

In step 6, concordance and discordance matricesalcellated based on
CSetandDSet which are obtained by comparing attributes of tvetworks.
CSefi, j) contains the attributes on which netwoliik better than networjk
andDSeti, )) is inverse. Therefore, we have

as follows:

CSef1, 2) +DSetl, 2) = {all the attributes}. (2-10)
Then, the elements in concordance and discordama¢eces are calculated
Cq= D.W,,and (2-11)
jOCSet,
_ Z (NWnorm)kj - (NWnorm)Ij ‘
dy =1 (2-12)

B Z‘(anorm)kj - (NWnorm)Ij‘ .
J
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Finally, the best network will be decided basedus above matrices. The
authors also proposed two approaches to rank ttveories based on the
concordance and discordance matrices.

Network selection schemes combining AHP and GRA wesposed in
[SQO05], [SQ05-2], [CD08] and [OMO07]. As shownfigure 2-2Q AHP is to
decide the relative weights of attributes accordingvarious kinds of
subjective information, while GRA is to rank thetwerk alternatives by
combining both the values and weights of multigteilautes.

For more details, AHP is carried out with the fallog steps:

e Structuring the weighting issue as a decision hotna of all the
criteria. A hierarchy used by [SQ05] is showrfigure 2-21

» Comparing criteria pair-wise on each level in therdrchy to obtain
several matrices of relative priorities. For exaepgkiteria on Level-
1 will be pair-wise compared to get a 5*5 matrixyil@ criteria on
Level-2 will be pair-wise compared to get two 3*atmces.

e Calculating the weights of criteria on each leetlze eigenvector of
each matrix.

* Synthesizing the above results as an overall vedftareights of all
the criteria. That means eigenvectors of thesensaivices should be
multiplied by their parent weights to obtain thewerall weights.

Information gathering

we | [

Structureing a hierarchy of
all the criteria

| |

Pair-wise comparison
of QoS criteria and
sub-criteira

Classifying attributes

Normalization of all the
attributes

|

Calculating weights on Defining an ideal network

each level of the hierarchy

| |

Synthesizing the hierarchy l Calculating GRCs of

to get the weights networks
VHO execution < Decision making

Figure 2- 20 Combined procedure of AHP and GRA.
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Network

Objective selection
Attributes Throughput = Timeliness = Reliability Security Cost
Level-1
° o
& 5|2
Attributes 595 5 E
Level-2 BEE =y
evel- A gr i §
5] m B
=4 &~
Alternatives Network-1 =~ Network-2 =~ ...... Network-n

Figure 2- 21 An example of an AHP hierarchy of criéria.

One of the key characteristics of AHP is the suijég of those pair-wise
comparisons, that’'s why adjustment is required wienconsistency ratio
(CR) of the matrix of overall priorities is too ¢ge (e.g. >10%).

GRA is one of the popular MADM algorithms, which Isased on

comparisons of grey relationships between elemehtsvo series. Every
alternative will be compared with a pre-definedaideference alternative to
get its preference. The procedure is as follows:

» classifying the attributes;

» defining the lower, upper and moderate bounds off @dtribute;
* normalizing attributes;

» defining an ideal network with best values forthé attributes;

» calculating GRCs (grey relational coefficients) pétworks by
comparing with the ideal network, given by

o - 1
GRA — y
DLWl —Ry[+1

(2-13)

where R; represents the ideal value of fte criterion.

e the network with the maximum GRC is the best nekwor

Note: If we firstly inverse all the ‘larger-the-let’ criteria into ‘smaller-
the-better’ ones, the operation of calculatingdbsolute value in the above
equation is eliminated. Thus, we can see that GRéulg have similar
performance with SAW.

[SNO6] provided a comparison of the performancenben four vertical
handover decision algorithms, i.e. SAW, MEW, TOP&i8 GRA. Results
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show that SAW, MEW and TOPSIS have similar perfarosato all four
traffic classes, while GRA provides a slightly hegtbandwidth and lower
delay for interactive and background traffic classe

Generally, the utility of an attribute is monotaadly increasing or
decreasing, but it is possible to define the wtibf certain attribute to be
non-monotonic. Take the attribute ‘delay’ as annepke, the network with
minimum delay may not have the maximum utility. tead, the network
with a large delay could have a large utility foelwbrowsing applications.
[BFO7-4] studied the scenarios when some attribbage non-monotonic
utilities and argued that GRA is more suitable th@PSIS or ELECTRE in
these scenarios.

2.3.3. Fuzzy logic

Fuzzy logic theory is an important mathematic modsed for network

selection. In the literature, there are many stidie combining fuzzy logic

with MADM algorithms for network selection. Heregwresent some of the
key contributions.

In [CP02] and [CPO01], a segment selection schersedan fuzzy multiple
objective decision making algorithm is presentetle Tise of fuzzy logic
allows a sensitivity analysis to be performed idlesrto determine which
factors are critical to the efficient utilizatiorf the network. Two specific
groups of attributes are given particular attenticharging model and
guality of service.

A fuzzifier is used to adjust the attributes befooembining them together.
For different attributes, the fuzzifier could befelient. An example of a
membership function of the fuzzifier is givenfigure 2-22

Membership
A
1 Weak Midium Strong
Signal
Strength

»

Figure 2- 22 Membership function of ‘signal strengh’.

In [HJO6], a novel fuzzy logic based decision magkialgorithm was
proposed, which is capable of combining the merfitsoth immediate VHO
and dwell VHO to achieve excellent handover in temh packet transfer
delay. The FL is used to handle the exploited uagerand conflicting
decision metrics.
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Three input fuzzy variables are identified: the haboility of a short
interruption, the failure probability of handovey tadio, and the size of
unsent messages. Two input fuzzy sets are defioedh& first and the
second fuzzy variable, i.e. high and low. And, timput fuzzy sets are
defined for the third fuzzy variable, i.e. largedamall.

Figure 2-23shows the procedure of the proposed fuzzy loggethavHO
decision. A singleton fuzzifier and a largest-ofxmaum defuzzifier are
employed. In the fuzzy inference engine, an algelpeoduct operation is
used to fuzzy implication. At the beginning, the#y variables are fuzzified
and converted into fuzzy sets. Then, the fuzzyrerfee engine maps the
input fuzzy sets into output fuzzy sets. Finallpe tout fuzzy sets are
defuzzified into a crisp decision point, which Ha® waiting-time options
corresponding to the two VHO algorithms.

Fuzzy rule
base

handover to radio

“Large”

“Small”
I

The probability of a
short interuption
The failure probability of
The size of unsent
messages

I Crisp
¢ Fuzzy decision
Fuzzifier * f » inference —r> Defuzzifier —
engine
| | |
| | |
“High” “High” “Long”
“Low” “Low” “Short”

Figure 2- 23 The procedure of fuzzy logic based VH@ecision.

In [AMOQ7], a combined fuzzy logic control and MCD&theme for network
selection was proposed. The first step of the sehismo use small fuzzy
logic based subsystems for representing inputr@iteuzzy logic is used to
overcome the complexity and fuzziness associat¢ld thie heterogeneous
wireless environments and their services. The ske&@p uses a MCDM
technique that takes the first layer’s output asrput. MCDM ensures that
all the different characteristics and view points &ken into account for the
decision. The details of the scheme are showfigmre 2-24 For each
criteria, fuzzy logic based subsystem is perforin@sed on a group of fuzzy
rules composed of IF/THEN statements.

During the gathering process of network selectidarmation, it is possible

that some information is imprecise due to, for eplanthe frequent change
of some dynamic parameters. Classic MADM schemesatamake the

decision based on these attributes, so there aree smntributions on

combining fuzzy logic with MADM to solve this pradh.

In [ZWO04], a fuzzy MADM network selection scheme svproposed, in
which fuzzy logic is applied to deal with the impige information of some
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criteria and user preference. According to the dtgta of the alternative’s
performance, fuzzy MADM scheme can be categorirgéd three groups:
data are all fuzzy, all crisp, and either fuzzycasp. [ZW04] suggested that
the scheme in [CS92] will be used to convert imgedinguistic terms to
crisp numbers, while SAW or TOPSIS will be applfedthe final ranking.

Information gathering

| | | |

<«

Criterion 1 Criterion 2 Criterion m
fuzzy based fuzzy based = ... fuzzy based o0
control control control =
)
(]
} } } |2
Multiple Criteria Decision Making (MCDM) <—

Figure 2- 24 Fuzzy MCDM network selection scheme.

[BFO7-5] provided a comprehensive approach towaretsvork selection
mechanism that leverages parameter estimation itpes) fuzzy theory,
MADM algorithms, and so on. The main idea is tonegte missing data
with forecasting techniques before MADM algorithm performed, as

shown infigure 2-25

| Start |

v

High sensitivity to missing
input information ?

Apply standard MADM
algorithm with
imprecise information

Apply data forecasting
techniques to estimate
missing data

— Forecasted data is fuzzy ?

Application of fuzzy

MADM algorithm to
\4 fuzzy input
Apply standard MADM
algorithm with - '
forecasted information Defuzzification of
fuzzy MADM

algorithm output to get
network ranking

v v

Estimation of confidence level in ranking while selecting the network

Figure 2- 25 Fuzzy MADM with imprecise information.
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In [KSO05], a network selection scheme combininguweek-specific and user
specific in modern peer-to-peer systems was prap@seshown ifigure 2-
26. The network operator provides network attributethe fuzzy modules.
The fuzzy module composes of two schemes that tiamlnetwork as per
service, or as per user demand. The fuzzy decisystem in each of the
schemes fits a non-linear function to the datarsband, and derives a rank
for the network. Thus, the networks are rankedRasThen, this rank is
used as input for the user-specific ranking scheané, a new raniRu is
generated to fit a user’s particular requirements.

Since some dynamic factors change frequently, ghinbe not sufficient
and not timely to detect the current state of tHas®rs. Therefore, to make
a better decision, some recursion is used to camthie current detected
states with the previous ones or the previous renkiesults, e.g. the
combination of rank Ru) with user-specific information idigure 2-26
Another idea is to use neural network for learniofy some specific
parameters, as shownfigure 2-27

[GQO5] combined fuzzy logic technique with a moalifineural network for

network selection. Fuzzy inference system is adbgte adjusting the

crucial criteria as the input variables and makes decision based on a
defined rule set. Elman neural network is used riedipt the number of

users using certain network after the selection.

Fuzzy Module

Network-specific =~ =3 Rank (Rn)

Network operator

User-specific —>» Rank (Ru)

User <¢

1

Figure 2- 26 Network specific and user specific cdamed network selection.

50
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Information
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based learning and <
prediction

Figure 2- 27 Network selection combining fuzzy logiand neural network.

[SHO7] also proposed a network selection schemmebeung fuzzy logic
and neural network. The functionalities of the t@ohniques in the scheme
are similar, but the attributes used in the nemealvork module for learning
different.

Instead of neural network, [VBO7] used online kérrearning to
dynamically adapt tradeoffs between the variousbaties. This combines
the maximum margin idea from kernel methods suchswgsport vector
machines with stochastic approximation for onlinptimization. The
procedure of the proposed scheme is given in thedibelow.

2.3.4. Markovian model

Markov decision process is a common mathematic idfmle decision
making. In the literature of network selection, matudies using Markov
decision theory have been proposed. Here, we preseveral most
important proposals on Markov decision theory bassaork selection.

In [SNO8] and [SNO7], the vertical handover deaisissue was modeled as
a Markov decision process, in which the objectéoi maximize the total
expected reward per connection. The network regsutttat are utilized by
the connection are captured by a link reward fwmcta signaling cost is
used to model the signaling and processing loadriad on the network
when vertical handover is performed, and the vdeetion algorithm is
used to compute a stationary deterministic polRgsides, this model could
take into account the connection duration of vagiaatworks, which is an
important feature for making the vertical handosgecision.
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An obvious advantage of this model is the integratof all the above
parameters together. In other words, the decisaridcbe made based on
just one final decision function which considerstiaé above parameters.

But, according to my understanding, there mightsbme difficulty in its
implementation and testing, because any adjustoietite model will lead
to different final decision function. That is nainvenient for an engineer to
derive again and again different final decisioncions.

In [SCO08], the vertical handover decision issue father modeled as a
constrained Markov decision process (CMDP). Theljective is to
maximize the expected total reward of a connecsiginject to the expected
total access cost constraint.

A benefit function is used to assess the qualityhef connection, and a
penalty function is used to model signaling andi arapping.

According to the authors’ evaluations, this algantoutperforms the MDP
algorithm in [SNOS8], thanks to the usage of usetdocity information.
Detailedly, an MT’s velocity is assumed to be clated in time and can be
modeled by a discrete Gauss-Markov random procé&ks. following
recursive realization is used to calculate thesitam probability of the
MT’s velocity:

V=av+(1-a)u+ovl-a’e, (2-14)

wherev is the MT’s velocity at the current decision epoc¢his the MT'’s
velocity at the next decision epoa,is the memory levely ando are
the mean and standard deviationwpfand ¢ is an uncorrelated Gaussian
process with zero mean and unit variance whichdependent of.

In order to combine multiple attributes togethe/Y[08] proposed two

network selection approaches based on rank aggpagatd using weighted
Markov chain (WMC).

The procedure of the proposed network selectioarsels are as follows:

* based on each attribute, a ranking list of allribevorks is obtained
as its corresponding ordering;

» construct the transition matrix of weighted Marlkahain, given by

00.0
0. .0
MC = (2-15)
00 ..
0 0.0

wheremd(, j) represents the transition probability from netkvbto
networkj;
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for each attribute and its corresponding orderititgg transition
matrix MC is updated as follows (this step is repeated fbr a
attributes):

- WMC scheme 1:
if network j is not preferred to network i, we leav
W,

g 2-16
rq(p) (2-16)

mg =mg +

where w, is the weight of attribute and 7,(p; ) denotes the

position the networki in the corresponding ordering of
attributeq.

- WMC scheme 2:

if network i is preferred to network j, we have
w,
mg =mg +Wq (2-17)
else if networkj and network have the same performance,

we have

N - 1
Tq[\(|g)+ "

whereN is the number of available network.

mG =mg + (2-18)

compute the stationary distribution vec&ID = {sd,, sd,, ... sd\} as
SD=SDxMC (2-19)
wheresd, is the element for network

the network with maximumd, value is the best one.

Besides, [SQ08] modeled the network selection isssiea semi-Markov
decision process.

2.3.5. Game theory

Game theory is related to the actions of decisi@kars who are conscious
that their actions affect each other. The esseel@&hents of a game are
players, actions, payoffs, information, etc. Thelmments are explained as
follows:

Players are the individuals who make the decisiach player’s
goal is to maximize his own utility by a choiceaaitions.
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* An action is a choice of a player as his one-rostidtegy in the
game. For a certain player, he must have an acbombination as
his strategies during the whole game.

» Payoff means the utility that a player can recdiyetaking certain
action while all the other players’ actions areided. Therefore, the
payoff of one action of one player could changetlier players’
actions have any change.

* For each player, there should be a strategy sethmdantains all the
strategies he might choose. In each round, theeplaelgooses one
strategy from the set.

* Information, including that of the player himseldathat of other
players, is important in a game.

* An equilibrium is a strategy profile consisting @foest strategy for
each of the players in the game. The equilibriuratsgies are those
which lead to the maximum payoffs. A Nash equilibni is a
solution of a game, in which no player has any nuagoff to gain
by changing only his own strategies.

Game theory techniqgues can be easily adapted fer insresource
management mechanisms in a heterogeneous wireasgerk environment.
[JAO7] provided a gaming model for network selectiny defining a game
between access networks, given by

G=MN,R i), V(i j)), (2-20)
where N denotes the set of players, i.e. the set of aquetsgorks;
R denotes the set of game resources, i.e. the serwate requests;
(i) denotes the set of strategies for playgrand

V(i, j) denotes the payoff related to playaj (when choosing
resourcej(.

The aim of this game is to maximize the total p&ygyf choosing different
resources for different players. To solve the gaseeeral rounds should be
taken. Taking the first round shown table 2-4as an example, the best
choice is the left corner with 6 + 6 payoffs. THere, in the first round,
player (1) and player (2) will select resource @ egsource 1, respectively.

This model has at least the following difficulties:

» payoff values are not easy to be defined. Thisne of the most
important parts in the game model,

» service and network information is usually dynamnbjch increases
the difficulty to solve the game.
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Besides, [CDO08] also proposed to model the accgsssaion control as a
non-cooperative game. In this sense, networks gdmynst each other so as
to maximize their payoffs and admission controliggoensures maximum
QoS for all service requests.

Table 2- 4 The first round of an example of a gambetween networks.

Player 2
Strategy| 1 2 3 4 5 6
1 15| 14| 1,3 12 1,1
2 2,6 24] 23| 2,2 2,1
Player 1 3 3,6 35 3,3| 3,2| 3,1
4 46| 4,5 4,4 42| 4,1
5 56| 55 54 5,3 51
6 6,6| 6,5 6,4 6,3 6,

2.3.6.NP hard

2.3.6.1 Knapsack

Knapsack problems are a family of optimization peais that require a
subset of some given items to be chosen so thatdhesponding profit
sum is maximized without exceeding the capacitthefknapsack(s).

A typical knapsack problem with a single knapsacid &N items is
formulated as follows:

N N
Maximize Z = px , st.Y_ wx <C, (2-21)
i=1 i=1

whereZ is the total profit,p; is the profit of item, w is the capacity cost
of itemi, x J[01] is the fraction of item placed in the knapsack, a@dis
the capacity of the knapsack.

However, this single knapsack model does not fitthe network selection
issue. A more general model that fits network tede issue is a combine
of the 0 — 1 knapsack model and the multiple chomstiple dimension

(MMKP) model [GV05]. This generalized model, mulapknapsacks are
used and one item can only be put into one knapsecghown below:
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N M N
Maximize Z =" p;%; ,» sty wx; <C;, (2-22)
i=1

i=1j=1

whereZ is still the total profit, p; is the profit of itemi placed in knapsagk
w; is the capacity cost of item placed in knapsack x; U{01} is the
placement of item in the knapsack when it equals ‘1’, and; is the
capacity of the knapsack.

To model the network selection issue,
» the traffic flows are mapped to items,
» networks are mapped to knapsacks,
» the user utility is mapped to the profit,

» the resource constraints of networks are mappedapacities of
knapsacks,

* QoS profiles of traffic flows in given network aneapped to profits
of items in given knapsack, and

» costs of traffic flows for a given network’s resoerare mapped to
costs of items for a given knapsack’s capacity.

It is worth mentioning that
» this knapsack model is NP-complex;

» this model is trying to maximize one objective,.dlge user utility,
not multiple objectives. By contrast, network séten issue usually
has multiple objectives;

» this model fits for the case when networks’ capesiare limited or
load balancing are strongly demanded, but the nétvgelection
issue is generally making a decision for a comiaffit flow among
multiple available networks;

» the weights are quite difficult to be defined;

* when the capacity of networks is enough for a cgntnaffic flow,
this model becomes a simple additive weighted model

2.3.6.2 Bin packing

The classical bin packing problem is a well studigdimization problem:
Givenn objects with sizeay, ..., a, belongs to (0, 1], find a packing in unit-
sized bins that minimizes the number of bins usedhe off-line version of
this problem, it is possible to consider all thgegbs and choose the order of
assignment. In the online version however, eachabbjpust be assigned in
turn, without knowledge of the next objects. Thgtgivenn — 1 already
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packed objects with sizes, ..., a, belongs to (0, 1], the new objattwith
size @ belongs to (0, 1] must be packed in such a matia¢rthe number of
used bins is minimized. Finding an optimal packmgnown as an NP-hard
problem.

Network selection can be formulated as the proldéfnding the best way
of allocating applications in networks in orderronimize the number of
rejected applications, i.e. the blocking probagiliand maximize whole
system’s capacity. In [MDO06], the authors mappeal phoblem of network
selection into the bin packing problem, where adisjeare applications
arriving and bins are networks where these apminatshould be packed.

Five algorithms for the online bin packing problemare compared: FirstFit,
BestFit, WorstFit, LessVoice and Random.

FirstFit: a network is randomly selected with equal proligbamong all
the networks. The application is allocated to thlected network if there is
enough space for this application. Otherwise, at network will be
randomly selected until a network with enough sp&cdound. If no
network has enough space, the application is egect

BestFit a network is selected if there is enough spacaalable for the
application and if by allocating the applicatiotiggre will be less free space
left in that network compared with others.

WorstFit a network is selected if there is enough spaaalable for the
application and if by allocating the applicationette will be more free space
left in that network compared with others.

LessVoicethe network with optimal(s) will be selected, given as follows
r(s) = Sizéa,s)/ Siz€voices), (2-23)
whereSiz€x, s) represents the capacity of applicatioin networks.

Random a network is randomly selected with equal proligbamong all
the networks. The application is allocated to tieswork if there is enough
space, rejected otherwise. Compared with FirstRi§ algorithm will not
select other networks when the first selected net\was no space.

2.3.7.Power saving

Power saving is an important issue during netwaglection. Multiple
interfaces are available on the terminal, but uguatly one or several of
them are used at any moment. Since some interfaapswWiFi) cost a lot of
power, it is a waste of power to let the unuse@rfaces active. In the
literature, there are many proposals on networkcseln with power saving
feature.
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[1J07] proposed a network selection scheme consiglepower saving,

which is achieved by predicting the expected lifetiof the mobile terminal
regarding to the current battery level, trafficssaand power consumption
capabilities of various networks.

[NVO7] and [NVO08-2] proposed a terminal-controllestwork selection
scheme, which is user-centric, power-saving, cegtra and performance-
aware. Power-saving is achieved by a policy-basede smanager of
available interfaces, as shownfigure 2-28 The idea is to turn off the non-
cellular interfaces when they are not used, becaosecellular interfaces
usually consume a large portion of power.

Network selection

f !

Information Interface
gathering management

1 .

Access networks

Figure 2- 28 Terminal-controlled network selectiorscheme.

Besides, [JHO7] proposed a distributed uplink edlnission control (CAC)
and network selection scheme for hybrid CDMA/OFDMétworks. When
the incoming call can be admitted by both of the &wecess networks, the
one requiring less transmit power from the MT i¢eseed as the target
network for power saving purpose.

With power saving feature, it is quite possiblet tiie interface of the newly
selected best network should be activated aftengbselected. [WLO7]
suggested wait for a short period of time after lhbst network is decided,
so that some necessary processes (e.g. channehisgaand awakening)
could be achieved.

2.3.8. User/operator combined strategy

Most of the schemes are user-centric, that is, #iyw mobile users to
decide when to handover and which network to attaabed on users’
preferences and perceived QoS. However, these ssheamnot completely
guarantee successful handovers because networitorsehave the right to
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reject (or redirect from the preferred network tmther one) any handover
in order to maximize long-term revenue or save ugses for the first-class
users. Therefore, some proposals in the literagsiuglied a tradeoff of
benefits between operators and customers.

[AGO5] considered a negotiation between networkabépies/availabilities
and service requirements to decide whether a selawtwork can accept
handover request.

In [JHO6], a low-complexity, centralized networklesgion scheming was
proposed, aiming to optimally distribute the endrago the networks of the
heterogeneous wireless system, in the sense ofmmmmg the global

spectrum efficiency. Two suboptimal algorithms, iadsolute bandwidth
request (ABR) based algorithm and relative bandwidjuest (RBR) based
algorithm, were proposed.

[SSO07] proposed a network selection process froensirvice provider’s

point of view. Utility functions for different seises are defined, the
competing service providers are defined as playeasgame model, and the
goal of the network selection is to maximize thempteting service

providers’ revenue, i.e. achieving equilibrium.

In [SQO06] and [SQO08], an efficient QoS negotiatimsed scheme was
developed to balance between user satisfactiomatwadork efficiency. The
negotiation and decision step is formulated as rai-8arkov decision
process. The considered information includes ndy aiser preferences,
network conditions, application requirements imterof QoS parameters,
but also network operator’s interests, e.g. serpweey for different classes
of users and the plan for long-term revenue.

After all the candidate network list are sorted ttser will check with the
network operators from the top of the list to sdacl network would like

to accept the handover request and allocate th@reeqresource to him.
The operators accept handover requests selectivetyder to maximize

resource utilization and long-term revenue. Thusersi have the right to
decide the rank of network, while operators haeerigpht to accept, redirect
or reject users’ handover requests.

2.3.9. Integrated solution

Different mathematical models have different fuoctlities, so it is
possible to combine multiple of above models asntegrated solution for
the network selection issue. Context-aware netwsglection schemes
described in subsection 2.4.4 and fuzzy MADM démadiin subsection
2.5.2 are examples of integrated solutions. It animon to combine
context-aware information gathering with fuzzy logaind MADM as an
integrated network selection solution.
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After providing an overview of the most interestiagd recent network
selection schemes, classifying them into categoaesl comparing their
main features, [KMO08] and [KM08-2] proposed a swtith strategy that
takes advantage of several interesting solutions.

The procedure of the strategy is givenfigure 2-29 It contains mainly
three parts: information gathering, handover denisiand handover

execution.

* Information gathering part collects (through moritg and
measurements) all the required context information network
selection.

* Handover decision part contains two steps. The dtep is handover
initiation performed by a Fuzzy Logic System, whidécides if a
handover is needed at any point of time or not. 3&eond step is
network selection, which decides the best targeess network.
This step includes criteria scoring, network sapramd decision
making.

» After the best network is selected, Handover Exeouis used to
establish IP connectivity based on Mobile IP fuoiclity.

It is worth mentioning that this strategy storesid@ver policies in a pot
(called Handover Policies Repository), and thesdicips (e.g. user

preferences and operator policies) express decigien that govern choices
of the whole process.

Information gathering

|

HOPR

Fuzzy logic module Weighting

v

Network Scoring <

|

AHP-based
Decision making

R——

Figure 2- 29 A synthetic strategy of network selein.
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3. MADM-BASED NETWORK SELECTION

Network selection has been studied a lot in recgedrs. Different
mathematical tools have been used for this issiéleacribed ithapter 2

focusing on different aspects. In this dissertgtiochoose MADM theory
as the core of network selection scheme, for theviing reasons:

- network selection issue is exactly to make a decidhased on
multiple attributes (as MADM);

- network selection scheme should make a decisiona irffew
milliseconds, MADM fits this requirement. By corgtathose which
model network selection into a NP-complex problem definitely
out of account;

- Game theory, knapsack model and bin packing modekider
mainly the capacities of networks, so they fit wiell the case when
congestion is serious. My study is looking for agy@éc scheme that
fits in all cases, so they are out of account;

- Markovian decision process is suitable for netwselection issue,
but this model also combines multiple attributesdoh on their
weights, so it is just another form of MADM. Pludarkov chain
can be used to describe terminal mobility among HWNt it is not
used for making a decision on which network ishibst;

- Fuzzy logic and utility theory are usually combingith MADM in
related works, and MADM was always the core thewrythose
combined schemes;

- Power saving is important, but not the only purposenetwork
selection. It could be considered together witheotbbjectives in
MADM. Both user’'s and operator’'s benefits should dmnsidered
and compromised while doing network selection, MAD for
compromising multiple entities’ benefits.

To sum up, MADM is selected as the core of thegle=i network selection
scheme in this dissertation. For more informatiartlee above theories and
better understand my choice on MADM, please refesettion 2.3.2

3.1. Configuration of simulator

To do extensive simulations, we established a ndtwelection simulator
which is configured as follows (for the detailstbis simulator, please refer

to Appendix A):
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Criteria: numerous network attributes are used as decmsiaking criteria

together, e.g. monetary cost (MC), bandwidth (Bpower consumption
(PC), security level (SL), traffic load (TL), signstrength (SS), bit error
rate (BER), jitter (JT), cell radius (CR), coveragercentage (CP), etc.

Requirementstwo terminal properties (i.e. power condition avelocity)
and four QoS levels (i.e. conversational, streamingeractive and
background) are considered. Besides, the customeferp low monetary
cost and good signal strength; while the operatants/load balancing to
avoid congestion in the best network.

Networks the HWNs is composed of WPAN, WLAN, WMAN and WWAN

Weighting weights of different criteria are calculated Whe teigenvector
method (explained in section 5.3) based on 9*9-w&@e comparison
matrices, the calculated weights are showtalne 3-1

Adjusting all the attributes’ values are normalized andthiewr adjusted
through sigmoidal utility function.

Network ranking five MADM algorithms, as explained above, are
considered.

Table 3- 1 Weights of various scenarios (%).

Slg|2|2|2|2|E|5|8]|8

o5 | Con |36 ] 2|6 |4 ]10[10]2 [22]4]4
220 Sr |29029[3 |37 [7 |2 ]14]3]3
2% | e [32]2 |4 [3]10[10]2]2]3]3
" Bac |36 [ 3 [ 4 |1l |11 [11|11]3]5]5
~5 | Con |22 2 |33 |6 |62 [10]23]23
22 sw [20]16] 2255 [2]87]20]20
2% | I |20 212 J2 |6 |6]2]2[2]20
“|Bac | 23| 2 |3 |66 |6 |6 |2 |23]23
oy | Con |27 |2 [27]4[8 [8 |2 |14]4]4
2z | Sw 22222231662 |11]3]3
By | It [24]2 [24]24]7 |7 ]3[3]3]3
Bac {28 | 2 |28 | 8 | 8 | 8 [ 8 |2 |4 | 4

o5 | Con | 19| 2 [19]2 |5 (5|2 |8 |19]19
szl su | lalul2lalal1 7 [17]17
G [t |17 |1 [8 I8 5 |5 [ 1|1 [17]17
Bac | 19| 2 [ 19 5[5 [5]|5 ]2 [19]19

(Con: Conversational; Str: Streaming; Int: InteragtBac: Background)
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3.2. Effects of terminal-side requirements

In MADM-based network selection schemes, terminabpprties and
application QoS requirements could affect the wisigii network attributes,
hence affect the selection result. However, we needknow how the
selection result is affected and how much it ieet#d by the change of
terminal properties or applications. In this subt®a, we study the impacts
of terminal properties and application QoS requeata on network
selection results by simulation. Weights affectgdviarious requirements
are listed intable 3-2 where left-hand requirements can result in high
weights of right-hand criteria.

Table 3- 2 High weights corresponding to subjectiveequirements.
Subjective requirements Criteria with high weights
low price monetary cost

high speed mobility-related criteria
poor power condition power consumption
conversational applications Jitter

streaming applications bandwidth and jitter
mteractive applications security level

background applications BER and security level

crrrld

Total Cost

Conversational Streaming Interactive Background

(a) Low-speed MT with good power condition

Total Cost

Conversational Streaming Interactive Background

(b) High-speed MT with good power condition

Total Cost

Conversational Streaming Interactive Background

(c) Low-speed MT with poor power condition

Total Cost

Conversational Streaming Interactive Background

(d) High-speed MT with poor power condition

Figure 3- 1 Total costs for different terminal properties and applications (from left to
right: WPAN, WLAN, WMAN and WWAN).
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Total costs of four networks in these scenarios sim@wn infigure 3-1
When terminal properties and applications changg Wweights are used for
corresponding criteria, hence total costs of nekewarthange and different
networks are selected in different scenarios.

3.3.Coefficients of various MADM
algorithms

MADM algorithms calculate coefficients of networksp that the best
network can be selected based on these coefficielowever, we wonder
how these coefficients change and how their chaffgets the selection
result. In this sub-section, we simulate four MAD&Mporithms (SAW,

MEW, TOPSIS and GRA), and show their coefficientdsianges with
respect to certain criterion’s weight, as showfiganre 3-2 ELECTRE is an

algorithm that uses pair-wise comparisons betweereint networks, so it
is not considered in this simulation.

For SAW and MEW, the best network is the one wiithimum coefficient;
while for TOPSIS and GRA, it is the one with maximwoefficient, see
section 2.3.2

We can see frorfigure 3-2that, some networks have similar performance,
while some others are totally different. In mostses several high-
performed networks’ coefficients are close, whicleams there is little
difference by selecting any of them. This featureviales us the following
information:

* VHO tradeoff is important, otherwise a customer mmiggandover
frequently between two networks with similar perf@ance;

* load balancing is important, otherwise all the ousrs in an area
might select the same network and ignore those ar&svwith
similar high performance. For example, WWAN is oalyittle bit
better than WMAN infigure 3-2(a) when w>0.395, but all the
customers will use WWAN (leading to congestion) aigtore
WMAN if load balancing is not considered;

* due to normalization and sigmoidal utility functjisome networks’
coefficients increase, while some decrease. Thitife fits for most
of the criteria (e.g. mobility-related criteria jMVL09-3]), so it is
easy to distinguish between good and poor netwarks classify
them into different groups.
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Figure 3- 2 Coefficients’ changes with respect taectain criterion’s weight.
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3.4.Selection results of various MADM
algorithms

In this sub-section, we utilize the series of /nse®s described itable 2-1
of section 2.1.30 evaluate different MADM algorithms’ selectioasults.
Two customers using separately single-homed MT (BB multi-homed
MT (MMT) move together within a heterogeneous emwment consisting
of four networks. SMT can only connect to the In&gr through one
interface at one time, so the selection of its edtvork should consider
simultaneously all the applications together. Bygtcast, MMT is capable of
connecting through multiple interfaces, so différepplications might
select different networks if necessary.

Figure 3-3shows separately the two MTs selection resultstf®first four

scenarios, the single application uses the sameonetfor both SMT and
MMT; by contrast, for the last three scenarios, Migduld select different
networks for different applications.

—%— MEW
‘‘‘‘‘ TOPSIS

WWAN| = = =GRA
—8— ELECTRE

1 2 3 4 5 6 7 5 6 7

(a) SMT (b) Appl of MMT

(c) App2 of MMT

Figure 3- 3 Selection results of MADM algorithms.
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3.5. Traffic load assignment for MADM-
based network selection

By considering traffic load as a dynamic attribinethe network ranking
module, it is possible to affect the network satettesult. Thus, networks
with more resource will have more chance to becsede

In this simulation, we assume that 1000 sessiorand¥iT with high speed
and good power condition arrive one by one, and edcthem occupies
0.1% of the selected network’s resource. As shawiigure 3-4 when the
weight of traffic load is small, WMAN is selected #he best network.
Along with the increase of the weight, this netwsirkraffic load is
considered in the network ranking procedure, soerothetworks are
gradually selected. Finally, when the weight officdoad is relatively large,
each network takes approximately 1/4 of the whia#ic.

[y

o
o0

Traffic Load
o
(o))

©
~

o
[N

o
~

0 0.2 0.4 0.6 0.8 1
Weight of Traffic Load Values

Figure 3- 4 Load balancing feature.

3.6. Important observations and issues

Based on the simulations above, we briefly summeaoar most important
observations as follows:

» it is feasible to use terminal-side and operatde giequirements to
impact the weights of different criteria, but tha&rpvise comparison
matrix in AHP changes dynamically and frequently thfferent
scenarios. In other words, for each scenario, ahteg matrix
should be calculated by pair-wise comparison analhtpe network
attributes. For different scenarios, the matrigesdifferent;

e it is common to have several networks with perfarogaclose to the
best one, so load balancing and VHO tradeoff até boportant.
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Moreover, it is possible to divide all the netwonki groups, which
will be further discussed ichapter 4

« MADM algorithms may have different coefficients asélection
results, but all of them can generally select reabte networks in
various scenarios;

» using traffic load as a criterion in the networkkeng algorithm is a
simple method of load balancing, and it works weathong the
networks with similar performance.

Then, we find several existing issues in the safddADM-based network
selection:

Weighting methadit is inconvenient to manually evaluate weights f
different scenarios based on pair-wise comparisatrioes by AHP, so
novel weighting method is required to efficientlydaquickly evaluate
weights for different scenarios (seleapter ¥,

Mobility-related factors VHO properties depend on the priorities of
networks (i.e. permutation) and cannot be easigdwss criteria for network
ranking, so further study on how to combine the#er@a with other criteria

iS required (seehapter ¥

VHO tradeoff after a better network is found by the MADM-basedwork
ranking algorithm, the MT might not want to handove it in lots of
scenarios. For example, the better network mighoidg a little bit better
than the current network, the better network midglsappear rapidly, a
much better network might appear in a few time, €herefore, a tradeoff is
required before executing VHO (sgection 7.,

Load balancingit is possible to balance the load by using iraffad as a
criterion in the same way as others, but weighhisfcriterion compromises
other criteria’s importance, even when load balagds not required (see
section 7.}
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4. MOBILITY-BASED NETWORK SELECTION

This chapter discusses one of our main contribatibm the network
selection issue: mobility-based network selectisingi the concept of
permutation. Proposals are divided into two sesti@mme with two groups
of networks and the other withgroups.

4.1.Introduction

A network selection scheme usually considers mleltgroups of factors
simultan-eously, including network attributes, aer policies, terminal
properties, customer preferences, application @o8ld, VHO properties,
etc., as described section 2.2.1Some factors are mobility-related, such as
cell radius, coverage percentage, terminal velpctfHO and VHO
properties, etc. These factors, representing MTebihty features and
networks’ mobility support capabilities, can be lgaed (e.g. by an MIH
information server [802.21]) for network selectidror example, according
to these factors, high speed MTs should not seleatwork with small cell
radius; otherwise, live applications will be sewerdisturbed by frequent
handovers.

Unfortunately, only a few proposals in the liter&ticonsidered mobility-
related factors. For example, authors of [MJO4testahat some dynamic
factors (e.g. terminal velocity, moving pattern,wimg history and location
information) should be considered by network s@ecschemes; a Markov
decision process (MDP) model was proposed by [Sk®&ke into account
connection duration and VHO signaling load; thewation in [CJ06] used
diameter of access point (AP); the study in [WH®@8hsidered cellular
diameter and handover latency; the simulation iE(Q8] showed different
schemes’ network re-selection frequencies; andsttfeeme proposed in
[SQO5] assumed that the availability of a hotspeans that not only signal
strength is strong enough for transmitting datd,diso the MT would stay
in its coverage for enough time to reduce the pdiagi of frequent
handover. However, none of the above proposalsiestu@hether these
mobility-related factors can be used in the samg agaother factors.

VHO properties include VHO signaling cost, latencate, etc., which are
all important mobility-related factors for netwodelection. However, the
usage of these factors in the above network setedtamework is quite
complicated. That is because VHO properties dep@nabt only features of
the MT’'s mobilty and different networks’ coveragbut also the
permutation of networks. Apermutation here is an ordering of all the
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networks which represents these networks’ prigitgthout considering
their availability. At anytime and anywhere, thesfiavailable network in
the permutation should be selected.

For example, in an HWNs with 3 networks (e.g. UMTSIMAX and
WLAN), network selection scheme selects the begswodk based on
networks’ total costs, including VHO cost (MT moginnto or out of
WLAN hotspots) and other costs (e.g. monetary ¢oktsorder to explain
the idea of permutation clearly, let's consideryo’HO cost. VHO cost is
not a cost of certain network but a cost of cerp@mmutation. Using >’ to
denote that the left-side network has higher pyathan the right-side one,
the left-side one should be selected when botherhtare available. With 3
networks (UMTS, WIMAX and WLAN), there are 6 permtions, i.e.
UMTS>WiIMAX>WLAN,

UMTS>WLAN>WIMAX,

WIMAX>UMTS>WLAN,

WIMAX>WLAN>UMTS,

WLAN>UMTS>WIMAX and

WLAN>WIMAX>UMTS.

Detailedly, permutation ‘UMTS>WIMAX>WLAN’ correspats to ‘no
VHO cost’ because UMTS is assumed always availdbéeto its ubiquity.
By contrast, permutation ‘WLAN>UMTS>WIMAX’ correspals to ‘large
VHO cost’. Similarly, 6 permutations correspond@adlifferent (or maybe
the same) VHO costs, and the one with the minimud©\tost is the best
(that is ‘UMTS>WIMAX>WLAN’ or ‘UMTS>WLAN>WIMAX’). T he
above decision is based on only VHO cost, and &8t permutation may
change if other costs are also considered (e.getapncost). Moreover, the
complexity of scheme becomes much higher if mdtgdsts are considered.

To sum up, different permutations lead to differ®iO properties, hence
different total costs. Thus, when we use a ranldfgprithm to select an
alternative based on different networks’ total spshis selected alternative
is actually a permutation not a network. Thus, sedection of the best
network should be the selection of the best pernamtawhen VHO
properties are used in network ranking algorithms.

However, when the heterogeneous environment censi® networks, the
number of permutations will be the factorial Mf Thus, coefficients of a
large number of permutations should be calculatedlcampared to find the
best one. Moreover, the evaluation of VHO properté each permutation
is also complicated due to irregular coverage dfvoeks and various
moving patterns of MTs. To solve the above probleims chapter provides
solutions by two steps to use mobility-related dast especially VHO
properties, in network ranking algorithms of th@wad framework.
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4.2.Mobility-based scheme considering
two groups of networks

4.2.1. Mobility modeling

As shown in section 3.1, a number of network aftes should be
combined by the network ranking algorithm. Sincesth attributes usually
have different units, they should be normalizedbb®icombining together.
However, normalized values are not enough to reptethese networks’
capabilities. For example, considering some apjdina with certain
minimum bandwidth requirement, one network couldvate exactly this
required bandwidth and the other could provide @% For the latter, this
application may not even work, so the utility ist 9% of the former but
much lower than it. Therefore, to combine multiptéributes together, it is
better to combine their utilities, not their norimat values.

Based on the study of utility functions in [NVO&igmoidal form utility
functions are suitable for adjusting values of @asi network attributes,
given by:

%)y S0 2) (4-1)

UZ(X) = 1+ (X/Xm)ﬂ !

where x,, corresponds to the threshold between satisfied warsatisfied

areas (i.e. the centre of the utility curvg)determines the steepness of the

utility curve, which makes it possible to model theer sensitivity to
variation of network attributes.

Considering an HWNs with UMTS, WIMAX, WLAN and Bltmoth, these
networks can be classified into two groupBiquitous networkgi.e. UMTS
and WiMAX) andhotspot networkgi.e. WLAN and Bluetooth). Networks
in the same group usually have similar values omymaiteria, such as
monetary cost, power consumption, security levebbifity support
capability, etc. Imagining that normalized valudscertain attribute (e.g.
monetary cost) are going to be adjusted by the @idgh utility function in
figure 4-1 ubiquitous networks usually have large monetarstx (hence
low utilities) and hotspot networks have high tig. Linear utility function
does not change the relative difference of thedevar&s, but sigmoidal
utility function could greatly increase the diffae between the two groups
of networks. This feature is also true for lotsnetwork attributes that a
network ranking algorithm considers. Therefore HMINs with two groups
of networks is studies in this section.
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Figure 4- 1 Utilities of different networks through sigmoidal function.

We assume the hotspot network’s deployment is basedcustomers’
requirements. For example, personal areas coulkbtered by Bluetooth,
coffee houses and offices could be covered by WL&td, According to the
randomicity of distributions of customers, coffeeukes, offices, etc., we
assume that hotspots are randomly distributed, thed deployment is
independent of the ubiquitous network.

Figure 4-2shows a square ar&= D x D (can be imagined as small as a
cell of the ubiquitous network, or as large as t)cwith the hotspot
network’sK hotspots distributed by Poisson point process. Wheandom
walking MT leaves one of these hotspots, the pribbalof transiting
directly into another hotspot equals exactly thecpetage of the former
hotspot’s border being covered by others. For examihe border of
hotspot A’ in figure 4-2is covered by two other hotspots, so the prokgbili
of directly transiting from this hotspot to anotherlarge. By contrast, the
MT has no possibility to transit directly to anathetspot when leaving
hotspot B’. Thus, considering the randomicity of hotspotstdbution, the
transiting-out probability can be calculated as

P=1-Qc, (4-2)

Figure 4- 2 Distribution of hotspots.

whereP is thetransiting-out probabilitywhich represents the probability of
transiting out of the coverage of the hotspot nekwmehen an MT moves

out of a hotspot; an@, represents the average coverage probabiliti of
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random hotspots. Here, we have to assume that ihere ‘border effect’,
which means only part of the hotspot area is withm whole square area
when it is distributed near the border of the wherlea.

Based on the inclusion-exclusion principle [HIJOAls¢ known as the sieve
principle), the average coverage probabilitykofandom hotspots can be

expressed as
Q= ﬁ{(—l)“mai }

where a,{2<i <K} represents the average probability covered iby

(4-3)

hotspots, andr, =Q, = 7[t*/S, wherer is the radius of hotspot. It is quite
difficult to calculatea,{2<i< K } so here an experimental resultaf is
given below infigure 4-3 Then,Q, can be expressed &5 =2a, —a,, as
shown in figure 4-3(a).

In the analysis below, a large areg €overed with a large number of
hotspots is considered, so there is approximately

P=1-Q,,=1-Q. (4-4)
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Figure 4- 4 Monte Carlo simulation results.
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For simplification,Q will be used from now on to represent the coverage
K hotspots instead d@, . For the formulation of Q by stochastic geometry

for a network with dense hotspots, please refefNtd07]. In this thesis,
Monte Carlo simulation is used to get its value.

Figure 4-4shows the verification of eq. (4-4) by Monte Casionulation.
Given K uniformly distributed hotspotsQ) is calculated by randomly
distributing a large number of points. To calculBfe number of points are
distributed on the border of each hotspot with asglniformly distributed
within [0, 2r). Each figure in Figure 4-4 shows six groups ofildations
with differentr / R, wherer andR are respectively the radius of hotspots
and the equivalent radius of the whole square srdigure 4-2, which can
be treated as the cell radius of certain ubiquiteetsvork or a whole city. In
each of the six groups, 10 simulations are perfdrigsteadily increase the
number of hotspots from 10 to 100). In each sinmatall the hotspots are
distributed many times. We can see that the cuivesll to eq. (4-4) when
r / Ris small, and a little bit different wher/ R increases. The Difference
between figure 4-4 (a) and (b) is the area to ibiste hotspots. Since we
have to use a limited square area in our simulatistead of a really large
area, so there is surely border effect in MonteldCsimulation. Therefore,
in the left figure, hotspots are distributed in teatral part of the simulation
area, i.e. (R —n*(R —r), while in the right fige) hotspots are distributed in
the whole simulation area, i.e. R*R. We can seg ttha simulation results
are a little bit lower than the curve P = 1 — Qhe left figure, but a little bit
higher in the right figure. This demonstrates thattiny difference between
the simulation results and P = 1 — Q is due to bbeder effect of the
simulation, hence further verifies the correctnafssg. (4-4).

Figure 4-5shows a Markov chain that denotes the MT’s moveraemng
this network’s hotspotsa® and ‘d’ represent separately the states that the
MT is covered by one hotspot or uncovered by antspui. U, is the

transiting rate out of one hotspot (i¥U, is the mean residence time
within a hotspot), andll ; is the transiting rate out of aredi (i.e. 1/U is

the mean residence time in the uncovered arPa)is transiting-out
probability, so the probability of moving directisom one hotspot to others
is 1-P . Considering there ar& —1 other hotspots, the probability of
moving from the current hotspoti to another hotpostj is
p; =(@-P)/(K-1). The area of a hotspot is represented by its egeer

probability asA/S, whereA is the area of one hotspot.
When the Markov chain is stationary, the transifmgbability from left to
right equals that from right to left. This can Ineagined as a huge number

of uniformly distributed MTs randomly walking ingéhwhole area, so these
MTs will be always uniformly distributed in the fute (assuming no ‘border
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effect’ as explained below eq. (4-2)). Thus, thdlofeing equation is
obtained
A
l%a—Qrﬂ%PgK. (4-5)

When considering a large area covered by a numbkotspots which are
not densely deployed, we hawl[K/S=Q . Thus, figure 4-5 can be
simplified asfigure 4-6and eq. (4-5) turns into

U,a-Q)=U,PQ. (4-6)

UsK

i-0

(1-P)U,

Figure 4- 6 Transition of an MT within 2 states.

Taking eq. (4-4) into eq. (4-6), we get
U, =QU, (4-7)

To support the above analysis and simplificatidsnte Carlo simulations
are done as follows: In a simulation arf®a& 200 * 200,K hotspots are
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randomly deployed. Then, one MT starts its randaakvirom the centre of
the simulation ared) is calculated as explained below figure 4-4. Thvea,

record the time points when the MT moves into dr @fua hotspot, so that
the mean cell residence tinig can be calculated, hentk, . Similarly, U,

could also be calculated. Notice that, in orderdéxline ‘border effect’
when calculatingJ , , hotspots should be not be deployed near the bofde

the simulation area. However, this will affect dadculation ofU, whenQ

is large, which will be shown below. Detailed siatitdn parameters are
given inTable 4-1

Figure 4-7shows some simulation results. Seen from figui&aj-and 4-
7(b), the only difference is the consideration lodrder effect’. We can see
that the green line is lower than the red linehe first figure but higher in
the second figure, which demonstrates the seri@ssmiethe ‘border effect’.
Figure 4-7(c) and 4-7(d) show the effect of thepdification in eq. (4-6).
The left figure verifies the correctness of eq5§4We can see that the two
lines are quite close except when Q is large Gagder effect). The right
figure shows the disparity betweéh, and QU, when more and more
hotspots are deployed. Figure 4-7(e) is an enlaegéwf 4-7(d) forQ < 0.2,
which demonstrates the accordance betwedp and QU, when Q is
relatively small.

Table 4- 1 Simulation parameters.
Simulation areaS) | 200*200

5 cases (from 3 to 15) or 4 cases (from 5 to
20)

Number of hotspot() | 10 cases (from 10 to 100)

Radius f)

Number of rounds in each casd00

Random walking steps in ea
round

Step length| 3

" 0000

When Q is calculated by deploying APs within the center part (200-2r)*(200-2r)
0.08 T T T T T T T T

0.071

r=5
Ud*(1
-Q Ua*P*N*pi*?/S

0.06 P . /“'
005} )f r= 1V/
004} 'r'r . / i
0.03f j‘ / ol e
0.02 "/ /3 “40

s /%
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When Q is calculated by deploying APs within 200*200

(b)

Verification of the unsimplified equation
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Figure 4- 7 Monte Carlo simulation results.
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According to fluid flow model [XH93] and by assumgirall the hotspots
have circular coverage area, we could further get

U, = EV]IL/7E=2E[V]/mrr, (4-8)
whereL andS are perimeter and area of cell, respecties the velocity of
MT. Taking eq. (4-8) into eq. (4-7), we get

U, =2QEV]/mr. (4-9)

4.2.2.Evaluation of HHO and VHO costs

Handover rates for both HHO and VHO are summarinddble 4-2 And,
we simply define costs of the four handoverxa¥, Z, and Z,, including
signaling costs, latency, etc., because the evafuaff these costs is out of
the scope of this paper. Now, we can evaluate geerandover costs of
different permutations. Two permutations are cosrEd: ‘ubiquitous
networks better than hotspot networks (UBN>HSNY amtspot networks
better than ubiquitous networks (HSN>UBN)'.

Table 4- 2 Handover rates and costs.

HO || HO Rate | Cost per HO
UBN — UBN Uar/R X
HSN — HSN || U.(1 - P)Q Y
HSN — UBN Ua PQ Z1
UBN — HSN || U4(1—Q) Zs

For permutation ‘UBN>HSN’, ubiquitous networks wile always used.
Thus, the average handover céKL contains only HHO cost among the
cells of ubiquitous networks, which is
2E[V]
HC onopey = —— X 4-10
UBN>HSN 7TR ( )

By contrast HC of the permutation ‘HSN>UBN’ contains the four {zaas
shown intable 4-2 To simplify the following derivation, we assume n

hotspot spans two or more cells of a ubiquitousvagt [ZA07], so we get
HC as

_ V] , 2EVIA-PIQ 1y, 2EVIPQ  , 2EIVIQU-Q)

TR mr mr mr

(4-11)
Generally speaking, a network selection scheme ealhsider multiple
criteria besides the average handover cost, so wgpose that the
combination of all the other criteria 8th,g, for ubiquitous networks and

HCHSN>UBN
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Oth,sy for hotspot networks with a combined weightVdf, andHC has a

weight of W, (W, =1-W,). Therefore, taking SAW as an example, the total
cost of ‘UBN>HSN’ can be expressed as

TClanshsn = HCusnsHsn (W, + Othusn W, (4-12)

where HC represents the normalized valueHE® and Oth represents the
combination of other criteria. Meanwhile, the tatakt of ‘HSN>UBN' is

TC snsun = HC hsnsusn (W, +[ﬁHSN [@ + Othuen [(1-Q)]W,. (4-13)

Hotspot networks are preferred to ubiquitous neksoif they have a
smaller total cost, written as

TCHSN>UBN < TCJBN>HSN. (4_14)

Taking eq. (4-12) and eq. (4-13) into eq. (4-14,abtain the threshold as

W2 < %UBN—HSN H_C | (4_15)
Othuen-nsn + HSN>UBN Q UBN>HSN

where Othusn-Hsn represents the difference between the other exser
combination of ubiquitous network©thusn) and that of hotspot networks
(ﬁmsm). Taking eq. (4-4), eq. (4-10) and eq. (4-11) ietp (4-15), this

threshold can be further expressed as

O_thJBN—HSN
QY + (1_Q)(Zl + Zz) ,
Norm

W, <—
Othugn-Hsn +

(4-16)

where Norm= \/ rziz + {% +QQY+(1-Q)(Z, + Zz)]} :

4.2.3. Performance evaluations

4.2.2.1 Configuration of network selection simufato

In this section, we evaluated the performance efahove mobility-based
network selection scheme. Detailed configuratiomsoor simulator are
explained as follows:

» Criteria: besides the average handover cost, nine otheriariare
considered, i.e. monetary cost, bandwidth, powensgmption,
security level, bit error rate, burst error raitigy, traffic load and
signal strength.
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Requirementsthe terminal velocity is relatively high and thewer
condition is good; the customer prefers low priaad application
flow is conversational.

Networks the HWN environment is composed of four networles,
Bluetooth, WLAN, WIMAX and UMTS.

Adjusting criteria are adjusted firstly by normalizatiohen through
sigmoidal utility functions as shown figure 4-1

Weighting AHP is used to evaluate the weights.

Ranking four MCDM algorithms, i.e. SAW, MEW, TOPSIS and
GRA, are used for network ranking.

Matrix: an mxn value matrix is used to represent the values of
different criteria of different networks, whene andn represent the
number of networks and criteria, respectively. um simulation, we
suppose the values of the two dynamic criteria {raffic load and
signal strength) of different networks are the samerder that the
results focus on the impact of the average handowst. We also
simply assume that costs per handover are
(X:Y:2,:Z,=2:3:4:4) because performance evaluation of

various handover strategies is out of the scoiptudy.

4.2.2.2 Simulation results

Simulation results irfigure 4-8 and figure 4-9 show change of the four
networks’ coefficients along with the increase bé tweight of average
handover cost \(,) and the coverage percentad®),(respectively. For
SAW and MEW, the coefficient is the total cost, isas the smaller the
better. For TOPSIS and GRA, the coefficient ispheference value, so it is
the larger the better. Based on these figures, aee ithe following

important observations:

networks in the same group have similar performance

as shown in figure 4-9, along with the increaséaftpot networks’
coverage, the advantage of hotspot networks grpdiradreases.
Meanwhile, the advantage of ubiquitous networksrekses due to
the normalization process;

when the average handover cost is not consideredtlie weight of
average handover cost equals 0 in figure 4-8, bbtsptworks are
generally better than ubiquitous networks;

when the weight of the average handover cost isessaubiquitous
networks gradually have more chance to be selecéad, the
threshold between selecting the two groups of neksvas also
shown in figure 4-8;
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* moreover, we can see that different MCDM algorithingve
different coefficients and different thresholdst the trends in these
figures are all the same. SAW, TOPSIS and GRA e similar
thresholds.

4.2.4.Coverage of small-scale networks vs. network
selection

Define the probability density function (PDF) oetMT speed afV), and
the weight of handover cost for a MT with speéasW(V). Thus, MTs
whose speed is smaller thefp will prefer WLAN:

Others, s

W(V,) = MIS-WLAN . 4-17

YV -0+ 2) , opers @40
MTS-WLAN

Norm

Therefore, the number of consumers who prefer WIcAN be expressed as

Vo
Q) =QMN,[ * f(v)dv, (4-18)
where N, is the total number of consumers, and
] Othuen-sw
Vo =W™H(— — ). (4-19)
Othusn-nsn + QY+{1-Q£,*Z,)
Norm

At the same time, we could get the WLAN'’s CIR as tlerivative of eq. (4-
18) with respect taQ. For example, if we assume the total number of
consumers is 1,000,000, affe) andW(V) are

f(V)=e", andW(V)=1-¢€", VO[O0 + ), (4-20)

respectively, as shown in figure 4-10. And, als&irng eq. (4-4) into
account, the CIR can be calculated as shown indigull. Along with the
deployment of more hotspots are deployed, morermaoie customers will
prefer WLAN and the rate (CIR) will not decreasleta

However, the increase of WLAN hotspots may notdrali the consumers
to use this technology, as shown in figure 4-11T@keQ = 1 andP = 0
into eq. (4-19), we find that WLAN will never be gferred by those
consumers whose speed is larger than certain disniollows:

V > W 1 ). (4-21)
1
1+
o 2y 2 2
Othusn-Hsn ' sz + ﬁ+:|.
R7Y RY
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Figure 4- 11 Consumer increment rate (CIR) of WLAN.

4.3. Mobility-based scheme considerimg
groups of networks

We studied in the last section the scenario with groups of network, but
when the heterogeneous environment consistsnatworks, the number of
permutations will be the factorial oh. Thus, a large number of
permutations’ total costs should be calculated @mdpared to find the best
one. Moreover, calculation of the average VHO adstach permutation is
also complicated due to irregular coverage of netw@nd various moving
patterns of MTs.

To solve the time complexity problem of permutatlmased schemes, our
previous proposal [WL09-1] was to classify all th&eless networks into
two groups, i.e. hotspot networks and ubiquitousvoeks. We modelled an
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MT’s mobility in this 2-network environment and calated a threshold
between the two groups. When sigmoidal utility fuoe is used to adjust
attributes’ normalized values, it works well to s3&y all the networks into
the above two groups, because this function erdatpe difference of
networks on its two sides. However, sigmoidal wytifunction is not always
used. For QoS-related attributes (e.g. bandwidth$, necessary to have a
value better than a threshold, hence sigmoidakyfiinction is suitable;
while for non-QoS-related attributes (e.g. monetewgt), sigmoidal utility
function has no obvious advantage compared witkalinor other utility
functions.

Mobility-related factors are non-QoS-related, spn®idal function might
not be used for them. Hence, it is quite possihéd hetworks are classified
into more than two groups based on their mobiligEort capabilities. For
example, a common classification of all the netvgowkith four groups is
WPAN, WLAN, WMAN and WWAN. Moreover, classifying tgorks into
groups leads to"2round selection within the best group, which hag=tra
time cost. In a word, it is necessary to study shenario when there are
more than two groups of networks. Therefore, thestion discusses
permutation-based network selection schemes innargescenario witiN
groups of networks.

4.3.1.Evaluating total costs of permutations in a
generic scenario

In an HWNs withN groups of networks, an MT can be covered by any
subset of thes&l groups. By assuming deployments of all the groofps
networks are independent of one another, we coagdyeobtain the MT’s
mobility properties within these HWNSs.

Figure 4-6shows an MT'’s transitions within a single netwerkvironment.
‘a’ and ‘d’ represent separately the states that the MT el and
uncovered by this networkl is the transiting-out rate from a cell of this
network (i.e.1/U, is the mean cell residence time), adg is the
transiting-in rate fromd’ to certain cell of the network (i.d/U is the
mean residence time in the uncovered ara$. transiting-out probability,
so the probability of moving directly to anotherllagf this network (i.e.
HHO within this network) is I-P). Q is the coverage percentage of this
network.

For a generic scenario, we definestate as an area covered by the same
groups of networks, so there are totaly states folN groups of networks.

Figure 4-12shows transitions amon®® states in the Markov chain of an
HWNs with 3 groups of networks. For example, st#&8 means a MT
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being currently covered by groub and groupB. Transition rates in this
Markov chain are calculated based on the assumphian all networks’
deployments are independent. Symbols used in tigisref and later
derivations of a generic scenario are summarizedble 4-3 For example,
U,; has a similar meaning &f, in the 2-group scenario, but it represents

specifically the transiting-out rate of certainlcef groupi in a generic
scenario withN groups.

To calculate the average VHO cost of certain peatmut, we combine the
states which have both the same number of groupstla® same first
available group as onag state Taking the scenario shown fiyure 4-12
as an example, sta#®B and stateAC form a big state when permutation
‘A>B>C’ is considered. Moreover, we assume a group ofjuitnus
networks is always available, so tNell state is eliminated. Thus, the total
number of states decreasesN¢N +1)/2. As shown in the second Markov
chain offigure 4-12 states in the same row have the same first dlaila
group. Thus, VHO is required when an MT transit ia state that contains
a better first available group (i.e. from bottorfi-t® top-right) or a state
that does not contain the former first availableugr (i.e. from top-right to
bottom-left). Therefore, there is no need to comsall the transitions in the
Markov chain, instead, the number of transitiorsdieg to VHO can be

decreased fronQEiN: [CV'IC] to ZDZ?':_llzit;j+l[(i -1)C/?]. In the

proposed scheme, the average VHO cost of a pernowtat calculated by
considering only the transitions that lead to VHOs.

Based orfigure 4-12 we now derive the formula of average handovet.cos
Handover cost is not only related with permutatidi] mobility and
network coverage, but also related with mobility n@gement strategy.
However, performance evaluation of various mobilitpanagement
strategies is out of the scope of this paper. Here, only focus on
transitions of an MT among HWNs, so that a genexdbeme can be
obtained. The derivation of the total cost of petation ‘g, > g, >...> g’

is as follows:

There are two types of handovers, i.e. HHO and VKBO®,the average
handover cost contains both HHO and VHO costs. Aling to the Markov
chain of figure 4- the rate of HHO to another hotspot for groufs
Q@-P)U,,, so the average HHO cost in unit time can be dailled as

a,i?

N

HCpo = Z{[ I: (1_Qj)]Qi @-R)U ai [hhq } (4-22)
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(b) Simplified transitions

Figure 4- 12 Transitions in a 3-group scenario.

Table 4- 3 Symbols for a generic scenario.

UhOi,j
Vi, j
WHC

w;

i

number of networks

number of groups of networks

number of attributes except HC

number of groups better than the ubiquitous
the ¢th group in a permutation
transiting-out rate from a cell of group
transiting-in rate to certain cell of group 4
transiting-out probability of group 2
coverage percentage of group 14

cell radius of group 3

cost of HHO within group %

cost of VHO from group ¢ to group j
value of the jth attribute of the ith group
weight of HC'

weight of attribute 4 (except HC)
arriving rate of the scheme trigger event
total transiting rate of group ¢

MT velocity
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For VHO, when the MT moves from a state uncovengdhle firsti groups
(i.e. 9y, 9,, ... ,Qy) to a state covered by groupit should handover to

groupi. Considering this VHO could be from any group of.(, 9.2, - »
gy ), the average cost of one VHO to graugan be expressed as

k-1

HCsingle vio (i) =QL-Q)Uyg, [ﬂlj (1_Qj)] E{VhQ+LiQi+1 + Z [vho,; Q, I_l (1_Qj )]

k=i+2 j=i+l

(4-23)

Thus, the average VHO cost of moving into a bejteup can be calculated
by summing up costs of VHOs to any group gf(d,, ... , 9y-1), Which

can be written as
i=1 k=i+1

HC\;rHo = %{Ud,i DZ[VhQ,i Q |j (1_Qj )]} : (4-24)

Similarly, the average VHO cost of moving out oé hormer first available
group is calculated as

NA[OPU.. N k-1
HC\;HO = ;{Q:II__IQE“ DK;I[VhQ,ka D (1_Qj )]} (4'25)

By combining eq. (4-22), eq. (4-24) and eq. (4-2B¢ average handover
cost is obtained as

HC = HCyy40 + HClyo + HCio.- (4-26)

On the other hand, other attributes should also ebaluated. For
permutation g, > g, >...> g, , the other attributes are combined as

N i-1
oth=>"[oth @ ] @-Q). (4-27)
i=1 =0

where Oth = ZLVLJ‘WJ' .

After HC and Oth are obtained as described above, the two partesib
should be normalized and summed up. Therefore, tttal cost of
permutation g, > g, >...> g, is finally obtained as

TC = HC W, +Oth[{l- W), (4-28)

where HC and Oth represent the normalized value of certain atteiband
the combination of a group of attributes, respetyiv
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4.3.2. Methods to get the best permutation
4.2.2.1 Simplified Besper

In classic best network schemd®eénety sorting algorithms, e.g. bubble
sort, are used to get the rank of all the netwotkspermutation-based
scheme, it is not necessary to rank all the periomaecause the best
permutation is already the rank of all the groupseiworks. Therefore, the
basic best permutation schenigagic Bespéris to calculate total costs of
all the permutations based on the results obtaineskction above. Then,
the permutation with the minimum total cost is stdd as the best one.
However, Basic Besper has an obvious problem, wisi¢he time spent for
all the calculations. More precisely, when there Mrgroups of networks,
the number of permutations is the factoriaNofHence, Basic Besper has to
calculateN! permutations’ total costs, and find the best with N!-1 pair-
wise comparisons between them. This is not efficienreal-time network
selection during VHOs.

Due to this reason, we propose a modified mett®ichiflified Bespgrto
find the best permutation in a quicker way. Since agsume the group of
ubiquitous networks always exists, the first sté@mnplified Besper is to
decide the position of this group in the best peation. This is achieved by
comparing each non-ubiquitous group with the ulbaus one, which has
been studied in our previous work of a 2-networdnseio and a threshold
between the two groups was obtained as eq. (4rlS¢dtion 4.2.4. For the
generic scenario discussed in this section, thestimid can be modified as

Othy-i
Qhhg + @1-Q)(vhq, +Vvhq;)
Norm

6 = Wic ), (4-29)

Othy-i +

where Othy - represents the difference of the other attributeghbinations
between the ubiquitous grourD_(hu) and groupi (ﬁwi ), Norm is for
normalization ofHCs of different groups, and/,-(V % a function of MT
velocity. Assumingw,,(V )is monotonically increasing, groupis found
better than the ubiquitous groupMfis smaller tharg, .

By doing the above comparisons, we gef0< L <N —1) groups better
than the ubiquitous one, hente—- L —1 groups worse. Due to the ubiquity
of ubiquitous group, the groups worse than it Hasoat no opportunity to
be used. Hence, the ordering of these groups iaswohportant as the better
ones.

In the end, total costs dff permutations based on thebetter groups are
calculated, and the permutation with the minimumaltoost will be selected.
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Simplified Besper does not decrease the time coxtplef Basic Besper
(still O(N!), but it really decreases the time cost for iggttthe best
permutation in most scenarios. The number of peatimris we need to
consider decreases th!, and the number of pair-wise comparisons
decreases t¢L!-1). Since the number of groups of networks is geheral
not large (e.g. four groups as WPAN, WLAN, WMAN awdWAN), this
simplification is actually quite helpful to decrea$e time cost.

4.2.2.2 Enhanced Besper

Compared with Basic Besper, Simplified Besper obsip decreases the
time cost, but there is the possibility that itseicost is still large in some
scenarios. For example, when the ubiquitous gredpund to be the worst
after comparisons with other groups, we still ngedconsider(N —1)

permutations in later calculations, which has novimls advantage
compared with the calculation of! permutations in Basic Besper.
Therefore, we propose in this section a further ifrext method Enhanced
Bespe) which contains two steps and is very practicalffetwork selection
with a time complexity of only Q) for getting the best group before VHO.

Step 1 figure 4-13shows the procedure of Enhanced Besper. Thestiegt
is to find the best group with permutation-based-pése comparisons,
which is different from Besnets because we consit¢® properties in this
step.

Since we assume the deployments of networks arepément, the
selection of a high rank group has nothing to dthvai low rank group’s
coverage. By assuming thag, and g, are the best two groups,

permutations ©, >g,>...>g, and ‘g, >g;, >... >g,’ represent the
two cases whemg, and g, are the best, respectively. The ordering frggn

to gy is not important because they are low rank grodjperefore, we
obtain total costs of the two permutationsT&{g, >g, >...>g, angd
T g, >0, >..., >0y} where TC of each permutation can be obtained
based on the results in Section Il.

By comparing the two total costs above, we find ltke&ter permutatiory,
of g, andg,. Then, we comparg, with g; by assumingg, and g; are

the best two groups in a similar way. Thus, we campare through all the
groups by (N —1) comparisons and find the best org | at the end of Step

1.

The above procedure of Step 1 has a time complexit9(N), which is as
fast as using Besnets to find the best group. Hewevhen several groups
have similar performance, it is possible that tlestbgroup got by this
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procedure is different from Basic Besper. Theref@arenore robust option
for Step 1 is to ddN x N pair-wise comparisons among all the groups,

which is similar to ELECTRE and has a time compilegif O(N?).

Step 2 After Step 1, the MT performs VHO immediately. e Step 2 is

performed to get the best permutation. We alsoigeotwo options for Step
2: a fast option is Simplified Besper; while a psecoption is Basic Besper.
Since the best group has been decided in Stegerk th generally no need
to consider it again in Step 2, which decreasesitine cost of Step 2.

Since Enhanced Besper separates the task of gééngest permutation
into two steps, it is quite suitable for practicahge. As shown ifigure 4-
13, the scheme is triggered gt and Step 1 is firstly processed. When Step

1 completes at,, a best group is obtained based on permutatioeebpair-

wise comparisons, and VHO is performed to a cemaitwork in the best
group. Then, Step 2 is processed to get the bestypation, which takes a
relatively long time and ends up gt, but VHO is not disturbed by it.

Trigger Event of Permutation-based Scheme

e ¥ ,0

Step 1:
Permutation-based Best Network Selection

NA

L—Bestehvark—‘—tl

Step 2:
Basic Besper or Simplified Besper
with (N — 1) groups

N

Figure 4- 13 Procedure of Enhanced Besper.

4.3.3. Performance evaluations

To evaluate the performance of Bespers, we estaliisthis section a
network selection simulator, which is configured@ows:

Attributes besides average handover cost, we also considgat ether
attributes, i.e. monetary cost, bandwidth, powenscanption capability,
security level, bit error rate, jitter, traffic Idand signal strength.

Weights to calculate all the attributes’ weights, we asstthat the terminal
velocity is relatively high, the power conditiongsod, the customer prefers
low price and large bandwidth, the operator waraad| balancing,
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application flows are streaming and conversatioeat, Based on these
assumptions, AHP is used to calculate the weights.

Networks for simulations ofN = 2, the HWN environment is composed of
WLAN and WWAN; forN = 3, of WPAN, WLAN and WWAN; folN = 4,
of WPAN, WLAN, WMAN and WWAN.

Parameters an N x (M +1) value matrix is normalized and processed in
our simulations. We assume firstly values of the tlynamic attributes (i.e.
traffic load and signal strength) of various netkgoare the same, in order to
focus on the effects of mobility-related factorgc8ndly,vhq ; and hhq

are all assumed the same because the comparisaarious mobility
management strategies is out of the scope of thggem Thirdly, by
assuming the cells of all the networks are circ@ad according to fluid
flow model [LX95], the transiting-out rate of a tef groupi is obtained as
U,; = 2E[V]/ mrr;. Further assuming that the Markov chain showfigre

4-6 for each group is stationary, we get the trargitmrate of group as
Uy, =2QE[V]/mr;. And, coverage percentages of the four groups are

assumed as 20%, 40%, 90% and 100%, respectively.

VHO rate and Total costBespers consider mobility-related factors, so a
network is not preferred if it does not fit for theobility requirement of MT,
customer or applications. In numerous scenariog. @ MT with high
velocity), a network with small cells is not seledtby Bespers, so the VHO
rate is greatly decreased, as showiigare 4-14 Due to the same reason,
Bespers usually have lower total cost than Bessseeshown irfigure 4-15
Moreover, we can also see that the difference tal tosts between Besper
and Besnet becomes large when the weight®@fncreases.

Scheme trigger rateanother important advantage of Bespers is the low
trigger rate. As we know, any of the following etewill trigger Besnet:

* Event-1: availability of one network;

 Event-2: parameter of terminal properties, appiicet, dynamic
network properties or customer preferences.

Since Bespers provide a permutation of all the gsouhe first available
group will be used when the MT moves across vargiages, e.g. states in
figure 4-12 Hence, the change of any network’s availabiliill not trigger
Bespers, which greatly decreases the trigger ratkeoscheme (especially
for high speed MTs).

Assuming the average arriving rates of Event-2/4rd,,.. A respectively,

the total trigger rate by Event-2 Eiil)li . Total transmitting rate for théh
group includes both transiting-in and -out ratedcWwhcan be written as
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u=QPRU, +(1-Q)U,; based onfigure 4-6 Since all the groups are

assumed independent, the total trigger rate byEVe‘mZi'ilyi .

To sum up, the trigger rate of BesnetEﬁlAi +Zi|11'“i , while that of

Besper is onIyZiK:l)li . Figure 4-16shows a comparison of trigger rates

between Besnet and Besper. We can see that whdviTtheelocity or the
number of networks is large, the trigger rate o§jiz is much lower than
Besnet.

Time complexity this is a common problem of permutation-basecses.
As shown infigure 4-17 the increment rate of the time cost of Basic Besp
is more than exponential growth with respect\NtoSeen fronfigure 4-17
and figure 4-18 Simplified Besper and Enhanced Besper both hawehm
lower time cost than Basic Besper, and the timd msfinding the best
permutation decreases when the weightH@f is large. More important,
time cost of Step 1 in Enhanced Besper increasearly with respect tol,
which is similar to that of Besnet. Therefore, ttime complexity of
permutation-based network selection schemes iamgtsue any more.

Based on our simulation results, we obtain sevienpbrtant observations.
For MTs who seldom move, Bespers and Besnets ardasi otherwise,
Bespers are greatly better. For Basic Besper amdplfied Besper,
networks should not be classified into too manyugsy while for Enhanced
Besper, the number of groups is not a problem Isec#e time cost of its
Step 1 is always small due to linear growth. Thuastead of dividing
networks into groups, we might use networks indieilly in Enhanced
Besper.
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Figure 4- 14 Vertical handover rate comparison.
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5. TRUST: ANOVEL WEIGHTING METHOD FOR
NETWORK SELECTION

This chapter describes a new subjective weightirghod specifically for
the network selection issue. This method is callegjer-based because the
weights are calculated based on the events triggetie current network
selection. More important, as a weighting methodretwork selection, it
should be fast and automatic.

5.1.Modeling the weighting issue for
network selection

In the MADM-based network selection procedure, Ipidt attributes are
usually adjusted by normalization, fuzzy logic,litstifunctions, etc. Then,
they are combined based on their weights to oldaiatal utility (or total

cost) for each network. Finally, the network wittetmaximum utility (or

minimum cost) will be chosen as the best networkights are calculated in
two parts: network attributes are used for calengatobjective weights,
while subjective requirements (including terminalogerties, customer
preferences, application QoS requirements, operatdicies, etc., see
section 2.2.] are used for subjective weights. Therefore, wel@hdhe

weighting procedure as follows:

Supposen attributes are used in a network selection schemdethe number
of candidate networks i, we have the following decision matrix:

&1 Q& -
NW = R Ay - Gy, , (5-1)
An Anp -

where a,,, represents the value of tmth attribute of themth candidate

network.

In order to combine these attributes togethers mecessary to know their
relative importance in advance, so weights of thaabutes should be
calculated and employed in network selection sclsefikere are two types

of weights: objective and subjective. Objective gies are directly obtained
based on the above decision matrix, which are septed as

WO:[wol wo, ... won]. (5-2)
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Dissimilarly, subjective weights are usually ob&dn based on the
subjective feelings of decision maker (DM). In tietwork selection issue,
the DM is not exactly the customer. Subjective tinfation should actually
include customer preferences, terminal propertiepplication QoS
requirements, operator policies, and so on. Basedhese information,
subjective weights can be obtained, which are sspried as

WS:[WS,l ws, ... wsn]. (5-3)

The final weights are obtained by combining theechbye and subjective
weights, as follows:

wvA
W:WO—S;:[Wl W, ..ow], (5-4)
WO |]/\/S

where w; is the combined weight of attribugtegiven by

ws; Wvoj

W =— :
>, (ws Do)

J

and W¢ is a diagonal matrix, given by

ws 0 . O
0O ws, . O
ws = >
0O 0 . ws,

In the following two sections, we will discuss ietdil on the methods to
obtain the objective weightd/, and the subjective weightd/.

5.2.0bjective weighting methods

To obtain objective weights, entropy is a wideledisveighting method in
various research and industrial fields. In inforimattheory, entropy is a
criterion for the amount of uncertainty represeritgca discrete probability
distribution which agrees that a broad distributioepresents more
uncertainty than does a sharply peaked one [BBUNjs measure of
uncertainty is given by Shannon as

m
E=9p P, - Pml=-K2 [P In(p)I, (5-5)
i=1
where p, are normalized values witlfi";lpi = 4&nd k is a positive

constant.
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When all p; are equal to each other, the entrdpyeaches its maximum
value, which represents the information denoted Ipy p> ... pm] is
minimum.

For calculating the objective weights in the netikveelection procedure, the
decision matriNW is firstly normalized as follows

X1 X2 Xin
X X . X
X1 X 2n
NWyorm = : (5-6)
Xml Xm2 . an

m
wherex; =a; /) _ a; .

The entropy of each attribute is calculated as
m
1=

wherek =1/In(m) to guarantee thald<E; < .1

The degree of diversificatiorD; of the information provided by the
outcomes of attributpcan be defined as
D, =1-E;. (5-8)
Finally, the objective weight of attribujecan be obtained by normalization
as
D.

Wo; = ———. (5-9)
D
i=1 |

Another objective weighting method is the variameethod which decides
the weights of attributes according to their vaoias among all the
candidate alternatives [JWO08], given by

i 2 (5-10)

Dj :V[xlj Xpj e xmj]

where ;q represents the mean value of tjike attribute. The objective

weights of the jth attribute can be finally obtained by the same
normalization as the entropy method.
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5.3. Subjective weighting methods

To obtain subjective weights, pair-wise comparis@tween each pair of
attributes is usually performed by the DM. By doigs, ann-by-n square
matrix is obtained as

b, b, . b,
b, b, .

PW — 21 22 bZn ' (5_11)
bnl bn2 * bnn

where by; represents the comparison between attribugnd j, given as
b, =ws /ws; for precise subjective estimation. Therefore, fe &bove
pair-wise comparison matrix, we hate =1/b; andb; = 1for alli, jU{1,
2, ...,nk

Based on the above matrix, there are two commosbdumethods for
calculating the subjective weights: eigenvectorhuodtand weighted least
square method.

In ideal case, the pair-wise comparison matrix @f ®-11) can be written
as

ws o ws WS |
WS, Wws,  Ws,
ws, Ws, WS,
PW=|ws ws, ~ ws, | (5-12)
ws, ws,  Ws,
lws, ws, ws, |

Multiplying this matrix with subjective weightg/g = [wsl ws, ... wsn]
yields
PW Wg =n Wjq. (5-13)

The above derivation is based on the assumptidy) efws /ws; for alli,
ju{1, 2, ...,n}. Actually, the precise values df; are unknown and must be

estimated. In other words, the judgments by the Bid subjective and
cannot be completely accurate to satisfy the aloterevation. Since small
perturbations in the coefficients imply small pepations in the eigenvalues,
we can define a matrRW as the DM’s estimate of matriXW (surely with

small perturbations). Then, a vector of subjectiveights Wg can be
calculated as the eigenvector of matH¥V corresponding to its largest
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eigenvalued,,,y . The eigenvector can be obtained by solving theviang
system of linear equations:

(PW" = Ayax) W5 =0 (5-14)
wherel is an identity matrix.

Combining with the eigenvector method, AHP is ulguamployed, which
is defined as a procedure to divide a complex pmbinto a number of
deciding criteria and sub-criteria and integrateirtihelative importance to
find the optimal solution. Based on AHP, attribuireshe network selection
issue are structured as a decision hierarchy. Téigenvector of each sub-
layer is calculated to represent the weights aibattes in this sub-layer. In
the end, weights of different sub-layers are sysitegl as the final weights.
An example of using AHP to calculate weights of Q@efated attributes can
be found in [SQO5].

Another method to obtain the subjective weighthiésweighted least square
method, but this method has not been well uselderstudies of the network
selection issue. The concept of this method is dtvesthe following
constrained optimization problem:

min zzznlzn:(q;wsj -ws )? (5-15)

i=1j=1

s.t.Zn: ws =1,

i=1
whereb; represents the value in the estimated maetix .

The weights in the above model can be obtainedobying a system of
linear equations as follows:

> (b ws, —ws )by = (bws; —ws,) +7 =0, (5-16)
i=1 j=1

and > ws =1, k=12,...n,

i=1

wheren represents the Lagrangian mutiplier.

5.4.Inappropriateness of the eigenvector
method

For weighting the attributes in the network setattissue, various factors
should be considered. Entropy method can be usedbttn the objective

99



weights which denote the relative differences ohdidate networks
respecting to various attributes. However, it ig poough to use only
objective weights for representing these attributeltive importance
because most of the factors for deciding the wsight this issue are
subjective information which requires subjectivagiting methods.

The two subjective weighting methods described abasth use pair-wise
comparison matrices, but only eigenvector methatt WHP is commonly
used in the literature of network selection. Weoalsave the same
preference in our research because the calculatiothe eigenvector is
relatively simpler than solving am + 1 system of linear equations in the
weighted least square method, whemrepresenting the number of attributes
is usually large.

Unfortunately, the eigenvector method has an olsvoblem while being

used in the network selection procedure. As we krgaw-wise comparison
matrices in this method are given by the DM basedh& subjective

feelings on the attributes, and the DM is usuallynan beings in most
decision making processes. However, for the netvgalkection issue, an
automatic method is required because customerdlysieca not have the

basic knowledge to construct the pair-wise comparisiatrix. Moreover,

the matrix changes in different situations (e.dfedent applications and
terminal properties), so customers do not want ¢oifvolved in the

complicated pair-wise comparison process for edtclaton, even though

they know how to do it. To sum up, when designingeawork selection

scheme, we should not suppose the customers tbeb®Ms who could

provide pair-wise comparison matrix to calculatebjsative weights.

Furthermore, mobile terminals cannot be DMs eithecause machines do
not have subjective feelings on the attributesalmword, evaluating the
subjective weights in the network selection proceds a tough work.

One possible approach to solve this problem is dothds work by the
designer of the network selection scheme and te stee matrices for all
scenarios in a ROM of the mobile terminal in adwarnmagining a mobile
terminal which stores matrices of all the scenanogs ROM, numerous
factors should be considered, including applicat@@oS levels, customer
preferences, terminal properties, operator policidgnamic network
attributes, etc.

All the above factors contain two or more optiofa (example, terminal
velocity could be divided into static, low speeddmspeed, high speed, etc.),
so there are actually thousands of scenarios thatveork selection scheme
should consider. Furthermore, if the terminal mudti-mode one which can
only use one access at one time, the scheme séyntloketically consider all
the on-going applications to make the final decisiwhich leads to much
more scenarios to consider. Therefore, we canlsseittis not efficient to
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store in advance the pair-wise comparison matées| the scenarios into
a ROM of the terminal by the scheme designer.

In order to evaluate the subjective weights in #Hitient and automatic
manner, we propose in the following sub-sectiomaehweighting method,
named TRUST, which can be considered as an extendade of the
eigenvector (plus AHP) method, but only specific thie network selection
issue.

5.5. TRUST

Once the network selection procedure is triggeeedubjective weighting
method will be performed to calculate the subjextiveights. The widely
employed eigenvector method in research is actuallysuitable for this
task in practice, as we explained in the abovesadbion. We emphasize
here that the subjective weighting method for teemork selection issue
should satisfy at least the following conditions:

» subjective weights should be automatically obtaingdhe MT (or a
network-side entity), not by customer’s pair-wisemparisons for
each scenario;

» the procedure should be efficient and fast for ioibtg appropriate
weights in different scenarios.

As we know, the network selection procedure is Ipueggered by the
following events:

* new application comes or previous application ends;
» terminal property (e.g. velocity) obviously changes
e customer or operator changes his preference;

» certain dynamic network-side attribute (e.g. tafbad) obviously
changes, etc.

Now that the above events can trigger the netwelécson procedure, we
wonder what kind of effect a given event actualfings into the network
selection procedurdable 5-1shows the relationship between trigger events
and changes of subjective weights. We can sedhbatontent of this table

is generally fixed, such as streaming applicatimguire large bandwidth;
conversational applications require low jitter; iigpeed terminals require
good handover capability. Therefore, in order tdawb the subjective
weightsWg, we just need to know the on-going events and ttedative

importance, then we will be able to evaluaig based ornable 5-1
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Therefore, we define kby-n matrix EA as follows to represent the right
part of table 5-1, wherk is the total number of events ands the number
of attributes considered by the scheme:

Ci1 Cpp . G
C C . C

EA =| G2t C22 2n | (5-17)
Ci1 G2 - Gy

wherec; represents the effect of thh event on theth attribute, and the
value ofc; is either TRUE (1) or FALSE (0).

The on-going events can be obtained by checkinthalevents one by one
in the table. Since there are only a few dozensvehts in the table, this
process can actually be completed very quickly.dBing so, we obtain a
diagonal matrixT F with k non-negative integer as follows:

tft, O . O
0 tf,, . O

TF = 22 , (5-18)
0 0 . tf,

Table 5- 1 Relationship between trigger events arslibjective weights.

Events & Weights Attributes
Layer-1 | Layer-2 PR [ BD [ SC[PC[BER [JT[TL]HO [ss]..
Streaming 0.12 .
Application QoS levels 0.37 (.‘0[]"81'5:]1?0]]{!1 0.16 *
Interactive 0.06 . .
Background 0.03
Mid speed 0.03 .
Terminal properties 0.21 H]gh speed 0-12 ¢
Mid power 0.01 .
Low power 0.05 .
Low price 0.05 .
Customer preferences 0.13 High security 0.05 .
Large bandwidth | 0.03 .
Operator preference 0.07 Load balancing 0.07 .
Traffic load 0.07 .
Extreme dynamic attributes | 0.22 Single strength 007 *
BER 0.03 .
Jitter 0.05 .

where elementf; in this matrix represents whether the eveistcurrently

true or not. For applications, this integer repnéséow many of this type of
application are on-going at the moment of netwealkcion.

The relative importance of these events is com@atéo be obtained, but it
is much easier than calculating the weights oftattes because weights of
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these events do not change frequently. For exangiepperator of a

telecommunication network providing some voice maw feels that

conversational application has higher importanamntbther applications;

‘mid-speed’ is less important than ‘high-speedthaligh both of the two

events require good handover capability; whethad Ibalancing is more
important than customer's preferences is decidethéyperator's policy,

etc. Therefore, the weights of these events wiltdleulated in advance and
sent to the mobile terminal when the terminal isiated by the customer.
We useW¢ to represent the weights of all the eventslle 5-1 given by

WEz[wel we, ... wg]. (5-19)

Eigenvector method (plus AHP) is suggested forutattng W, by the
scheme designer or the operator in advance. Arcleyaof several trigger
events is formed ifigure 5-1 There are two levels in the hierarchy: for the
upper level, weights are obtained as

W, =[wel, wel, ... wel], (5-20)
and for the bottom level, weights of each groupaddotained as

wherei represents thigh group. The synthesized weights of jtreevents in
theith group can be obtained as

we ; = wel e ;. (5-22)

Based on the preparation above, the procedure tISIIRis carried out as
follows:

Events

Application Terminal Customer’s Operator’s Extreme dynamic
QoS levels properties preferences preferences attributes

AN AN AN

Streaming
Conversational
Interactive
Background
Mid-speed
High-speed
Mid-power
Low-power
Low price
High security
Large bandwidth
Load balancing
Traffic load
Signal strength
BER
Jitter

Figure 5- 1 Hierarchy of trigger events.

* In the mobile terminaltable 5-1is stored. Suppose network
attributes andk events are considered for network selection, this
table forms &-by-n matrix EA;
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* Since the relative importance of these events duomschange
frequently, their weight&V can be calculated and transmitted to

the terminal when it is initiated by the customer;

* When the network selection procedure is triggeedidihe k events
are checked to obtain a diagonal maffix with k non-negative
integer as explained above;

* Finally, the subjective weights are obtained by
We=[ws ws, ... ws]|=W.TFLEA, (5-23)

where the subjective weight of tfté attribute is

k
ws; =Zi:1wq [1f; e .

5.6. Performance comparisons

In this section, we compare the proposed method SRWith the widely

used eigenvector method in extensive scenarios. Wwhaghts of the

eigenvector method are obtained by subjective \pee- comparison
matrices formed by the authors, while the weightSRUST are calculated
automatically by a simulation program using Matlgb. attributes are
considered in the following comparisons, i.e. piiER), bandwidth (BD),

security (SC), power consumption (PC), bit erraeré@BER), jitter (JT),

traffic load (TL), handover properties (HO) andr&gstrength (SS). Three
applications are used for comparison, i.e. stregmaonversational and
interactive (the 3 columns in figure 5-2).

Table 5-1is just a simple example d&A that is used in this paper to
calculate the weights by TRUST. If this matrix ies@gned carefully, the
weights obtained by TRUST can be much closer towke&hts by the

eigenvector method. Here we use a simple exam&doh order to show

not only the consistency but also the differenctheftwo methods.

Table 5-2shows weights of the 9 attributes obtained byt methods in
24 scenarios. We can see that the main trendesétiveights are the same
for the two methods in various scenarios.

In order to further evaluate our proposed method$R, we calculate the
mean of differencand thecorrelation of weights obtained by the two
methods, as shown figure 5-2 We can see that weights of some attributes
in some scenarios are obviously different when ulated by the two
methods, e.g. the weight of bandwidth for streamapplications, the
weight of jitter for conversational applicationsdatine weight of biter error
rate for interactive applications. Meanwhile, wa sae that the correlations
of the first two attributes are low but the cortla of the third attribute is
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high. To further explain this problem, we draw gfieally the three
attributes’ weights in three sub-figures (the Hmsee sub-figures), and find
that distribution of the third attribute’s weighsslinear, which is the reason
that their correlation approaches 1. In the lastdalsub-figures, each figure
(each application) contains 8 points representingaSes with different
terminal properties, customer preferences andidrathtes, as shown in
table 5-2.

Actually, the above analysis finds out two unexpdcphenomena of the
TRUST method. One phenomenon is that the impormtnibute usually
obtains a larger weight by the TRUST, which is beeathe unimportant
attributes’ weights are considered as Os by thidhotk By contrast, weights
of these attributes by the eigenvector method atmlly tiny values. The
adjustment is quite easy if the designer feels uhanportant attributes
should be still somewhat considered. One possibletisn is to insert a
virtual eventinto table 5-1 which has a tiny weight (e.g. 0.02) but requires
considering all the attributes.

Another phenomenon is that, sometimes, the difteresf weights by the
two methods is obvious but the correlation is gasuath as the bit error rate
of the interactive application ifigure 5-2 This regular difference between
the two methods is actually caused by tBA matrix. For example,
interactive applications require large weights othbsecurity and bit error
rate and we suppose security is more important ktiaarror rate, but the
EA matrix of TRUST intable 5-2cannot take the two attributes’ relative
importance into account. One simple solution iseparate one event into
two semi-eventghat correspond to the two important attributes.

By doing the above two adjustments, the obtainegjht® by TRUST can
be quite close to the weights by the eigenvectahatk Hence, TRUST is
much more promising because it does not requireptoated pair-wise
comparisons.
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Figure 5- 2 Comparison results between TRUST and Benvector method.
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Table 5- 2Comparisons between TRUST and Eigenvector method.

QoS | Terminal Customer Dynamic Weighting PR BD SC PC BER T TR HO SS
level | property preference | attribute method
Some networks | TRUST 0.19 | 0.44 0.26 | 0.11
Low PR with high traffic | Eigenvector|| 0.17 | 043 | 0.02 | 0.02 | 0.02 | 0.02 | 0.20 | 0.10 | 0.02
All networks TRUST 0.25 | 0.60 0.15
Mid Speed with low traffic | Eigenvector|| 0.20 | 048 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.14 | 0.03
P Some networks | TRUST 0.60 0.28 | 0.12
L BD with high traffic | Eigenvector|| 0.03 | 0.40 | 0.03 | 0.03 | 0.03 | 0.03 | 0.28 | 0.14 | 0.03
arge
€ All networks TRUST 0.83 0.17
with high traffic | Eigenvector|| 0.04 | 0.52 | 0.04 | 0.04 | 0.04 | 0.04 | 0.04 | 0.20 | 0.04
Some networks | TRUST 0.14 | 034 0.18 | 0.34
Low PR with high traffic | Eigenvector|| 0.10 | 0.26 | 0.02 | 0.02 | 0.02 | 0.02 | 0.16 | 0.38 | 0.02
All networks TRUST 0.16 | 0.42 0.42
Hieh speed with low traffic | Eigenvector|| 0.11 | 0.27 | 0.03 | 0.03 | 0.03 | 0.03 | 0.03 | 0.44 | 0.03
e Some networks | TRUST 0.44 021 | 0.35
Laree BD with high traffic | Eigenvector|| 0.03 | 0.33 | 0.03 | 0.03 | 0.03 | 0.03 | 0.16 | 0.33 | 0.03
o All networks TRUST 0.56 0.44
with low traffic | Eigenvector|| 0.04 | 0.36 | 0.04 | 0.04 | 0.04 | 0.04 [ 0.04 | 0.36 | 0.04
Some networks | TRUST 0.16 0.51 | 0.23 | 0.10
Low PR with high traffic | Eigenvector|| 0.17 | 0.02 | 0.02 | 0.02 | 0.02 | 043 | 0.20 | 0.10 | 0.02
All networks TRUST 0.21 0.67 0.12
Mid Speed with low traffic Eigenvector|| 0.20 | 0.03 | 0.03 | 0.03 | 0.03 048 | 0.03 | 0.14 | 0.03
i ee
P Some networks | TRUST 0.10 0.56 | 0.24 | 0.10
_ Laree BD with high traffic | Eigenvector|| 0.02 | 0.11 0.02 | 0.02 | 0.02 | 047 | 0.21 | O.1T | 0.02
% = All networks TRUST 0.14 0.72 0.14
‘% with high traffic | Eigenvector|| 0.03 | 0.18 | 0.03 | 0.03 | 0.03 0.59 | 0.03 | 0.15 | 0.03
2 Some networks | TRUST 0.13 0.40 | 0.17 | 030
S Low PR with high traffic | Eigenvector(| 0.10 | 0.02 | 0.02 | 0.02 | 0.02 | 0.26 | 0.16 | 0.38 | 0.02
All networks TRUST 0.15 0.49 0.36
Hieh speed with low traffic | Eigenvector|| 0.11 | 0.03 | 0.03 | 0.03 | 0.03 | 0.27 | 0.03 | 0.44 | 0.03
& sp Some networks | TRUST 0.08 042 | 0.18 | 0.32
Laree BD with high traffic | Eigenvector{| 0.02 | 0.13 | 0.02 [ 0.02 | 0.02 | 025 | 0.13 | 0.39 | 0.02
= All networks TRUST 0.10 0.51 0.39
with low traffic | Eigenvector|| 0.03 | 0.I1 | 0.03 | 0.03 | 0.03 | 0.27 | 0.03 | 0.41 | 0.03
Some networks | TRUST 0.19 0.22 0.22 026 | 0.11
Low PR with high traffic | Eigenvector|| 0.22 | 0.02 | 0.22 | 0.02 | 0.12 | 0.02 | 0.22 | 0.14 | 0.02
ow
All networks TRUST 0.25 0.30 0.30 0.15
Mid Speed with low traffic | Eigenvector|| 0.28 | 0.02 | 0.28 | 0.02 | 0.17 | 0.02 | 0.02 | 0.17 | 0.02
P Some networks | TRUST 0.12 | 0.24 0.24 028 | 0.12
Large BD with high traffic | Eigenvector|| 0.02 | 0.14 | 0.24 | 0.02 | 0.14 | 0.02 | 0.24 | 0.16 | 0.02
5] oe All networks TRUST 0.17 | 0.33 0.33 0.17
§ with high traffic | Eigenvector|| 0.02 | 0.19 | 0.31 | 0.02 [ 0.19 | 0.02 | 0.02 | 0.21 | 0.02
i: Some networks | TRUST 0.14 0.17 0.17 0.19 | 0.33
- Low PR with high traffic | Eigenvector|| 0.16 | 0.02 | 0.16 | 0.02 | 0.09 | 0.02 | 0.16 | 0.35 | 0.02
All networks TRUST 0.17 0.21 0.21 0.41
Hich speed with low traffic | Eigenvector|| 0.19 | 0.02 | 0.19 | 0.02 | 0.12 | 0.02 | 0.02 | 0.40 | 0.02
&hsp Some networks | TRUST 0.09 | 0.18 0.18 020 | 035
L BD with high traffic | Eigenvector|| 0.02 | 0.16 [ 0.16 | 0.02 | 0.09 | 0.02 | 0.16 | 0.35 | 0.02
arge
- All networks TRUST 0.11 | 0.22 0.22 0.45
with low traffic | Eigenvector|| 0.02 | 0.19 [ 0.19 | 0.02 | 0.12 | 0.02 | 0.02 | 0.40 | 0.02
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6. MOBILITY SIGNALING COST EVALUATION
AND MAP SELECTION

This chapter studies the signaling cost of termmability which could be
used as an important parameter of the previousussed mobility-based
network selection scheme. Moreover, a mobility amcipoint (MAP)
selection scheme is proposed for hierarchical MIRetvorks.

6.1. Mobility signaling cost evaluation
6.1.1. Background on HMIPVv6 signaling

In the mobility-based network selection schemeseareed in chapter 4, cost
of one handover (HHO or VHO) is assumed to be ailatve parameter. In
order to obtain a generic expression, costs of hHit@etworki and costs of
VHO from networki to networkj are represented biyhq andvhq ; during

the derivation. To use the proposed mobility-basedwork selection
scheme, it is necessary to evaluate clearly theeablHO and VHO costs.
However, these costs are related with many aspects:

- network structure, e.g. intra-MSC handover andriM8C handover.
- coupling manner, e.g. loose coupling and tight dagp

- location management, e.g. MIPv6, route optimizatibtMIPV6,
PMIPVG6, etc.

- handover scheme, e.g. soft handover, fast handetcer,

Therefore, it is necessary to evaluate the exastscbased on the actual
situations, so that the network selection schenuddcgelect a network with
really large benefit.

In this section, HMIPV6 is used as an example twasthe evaluation of
signaling cost of IP layer. This IP-layer signaliogst is named ‘mobility
signaling cost’, which is composed of binding umdatessages sent to both
HA and CNs. | would like to point out that this nidlg signaling cost
forms only a part of the total handover cost in iigybbased network
selection schemeshhq and vhq; should be more complicated, as

explained above. In order to evaluate the mobsiigynaling cost of HMIPV6,
let’s start from the signaling of MIPV6.

MIPv6 specification [JD04], allowing MNs to remaieachable while
moving around in the IPv6 Internet, describes twodes depending on
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whether RO is used or not. When RO is not usedNardgisters its CoA to
its HA with a BU message, so that its CNs coulddspackets to its HOA.
All the packets are intercepted by the HA and @eéd to the MN's CoA
through a tunnel between the MN and its HA. In ROdms the MN
registers its CoA not only to the HA but also tbital CNs, so that packets
between the MN and its CNs can be routed dirediggiits CoA. However,
both of the two modes have obvious problems: nondRGde has a
triangular routing problem, and RO mode increasestaffic all over the
Internet. Besides, the BU latency to HA or CNsssially large enough in
either of the two modes to increase seriously headiatency.

Micro-mobility architectures [CA02] (e.g. HAWAII, &lular IP, HMIPV6)

could be used to decrease BU cost and handoverclatémong these
architectures, people have paid a particular atterto HMIPV6 in recent
years. In HMIPv6 [SHO5], a MAP which serves as ealdHA is used for
micro-mobility. When a MN enters a Visited NetwdikN), it first obtains

a LCoA belonging to the prefix of the attached ARen, the MN registers
this LCoA to a MAP and binds it to a RCoA belongiagthe prefix of the
MAP. After this local registration, only the RCoA registered in the HA
and CNs, while the LCoA is totally transparenthe butside of this MAP’s
coverage. When the MN performs a handover betweRs Ander the
coverage of the same MAP, it only needs a locastegion with that MAP,

hence greatly decreasing BU cost and handoverckaten

CN AMAPO)y-CN
MAP(0)

AMAP(O-HA  HA

Figure 6- 1 A three-layer MAP model for HMIPv6 networks.

6.1.2. Defining a new parameter ‘location rate’

MNs could have different mobility characteristicsp the capability of
categorizing and distinguishing MNs’ mobility pattie is essential for
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evaluating mobility signalling cost. In this sectjahe following types of
MNs are considered:

* almost static,

* moving straight with certain velocity,

randomly walking, and

moving mainly within a relatively small region.

A new parameter is defined, called ‘location ratehich could help to
evaluate mobility signalling cost for MNs moving imig within a relatively
small region. Compared with terminal velocitgcation rateis defined as
the number oflifferentARs the MN has previously attached to in unit time
Therefore, an AR visited by the MN for several tarappears in the AR list
only once. Visited ARs’ addresses are recordechbyMN with an AR list
which, by the way, requires a quite smaller stordgen a group of MAP
lists used in the scheme of [XY03]. The AR lismanaged as follows:

* At the beginning of an observation period, the AR is cleared,
and the address of the currently attached AR ig@dlito the list as
the first entry;

* When the MN changes its attachment to a new ABgatcks if the
new AR’s address is in the list. If not, a new gigradded,;

* At the end of the observation period, the MN couhtsnumber of
entries in the list. The location rate is calculates the number of
entries in the list divided by the observation péri

6.1.3. Mobility signaling cost

The network model is shown figure 6-1 Symbols are listed itable 6-1
Assumptions for the following derivations are gianfollows:

» distances between the MN and the MAPs in the savyer lare
equal;

» distance between the MN and a MAP of ith layerns dop larger
than the distance between the MN and a MAPiofl)th layer:
dun-mar) = dun-mari-gy +15

» all the packets between MN and HA are routed thnotlhg MAP,
SO dyn-mari) t Amari)-Ha = Aun-Ha

» the average number of ith layer MAPs the MN hageds is the

number of visited ARs divided by the square roothaf number of
ARs that anth layer MAP averagely covers, shown in eq. (6-3).
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Table 6- 1 Symbols in the proposal

MAR() MAPs on theth layer
das Hop distance between A and B
T Observation period
Uar Rate of the MN passes ARs
Us Session rate
P Average number of packets per session
U ocation Location rate
Unmarg) Rate of the MN passéth layer MAPs
LgusLeack Length of BU and BACK message
Lot Length of tunneling header
M (i) Number of ARsth layer MAP averagely covers
C(i) Mobility Signalling Cost ofth layer MAP
lowest Level number of the lowest MAP

About the last assumption, the crossing rate chRrcould be expressed as
[LX95]

U=vL /7S (6-1)

wherev is the velocityL is the boundary length, aiis the surface area of
the cell. Therefore, the relationship betweer, and u is

Uwmari)=U ar/4/M(i) [PSO4] [BF94].

MAP(i)

The above conclusion is based on the assumptiardigtabutions of MNs’
positions and moving directions are both uniforsjraBRWMM. However,
this is not precise enough to describe the real Mihsbility characteristic.
In reality, the probability of moving within a regi (e.g. campus, sci&tech
park, commercial district, residential area, ei.generally larger than the
probability of moving out.

Considering the following three cases: first, whde MN is static or
moving straight, it visits each AR only once, so hWaveu, ...
second, when the MN walks randomly, the probabtiidyre-visit a lot of
former ARs is small, so we can assug,,,,,=U,s in this case; third,

when the MN is moving in a limited region, both ttstribution density
near the boundary and the probability to move agdlre centre are smaller
than those of random walk, sg__. . is more suitable thao,, to be used

=U ke
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to calculatey Based on the above analysis, the following resfestiip

MAR() *
is used in our proposal:

UMAP(i) = ULocatior/\/ M (l) : (6_2)

Table 6- 2 Costs of RO and Non-RO modes for one nement.

Cieu(i) | (Lgu *Leack)dun-marg)

Non-
RO | Cggy(i) | (Lgu *Leack)dmn-na * 2Lprdun-marg)
mode )
Cor(i) | UsPLler (2dyn-marg)y * dmapq)-ra)
Ciau(i) | (Lgu *Leack)dun-marg)
RO . —
mode Cepu(i) | [(Lgy *+Leack)dun-cnana t2LprQun-mar)I(1+ N)

Cpr(i) | UsPler dyn-warq)

We summarize mobility signalling costs of non-RCd @RO modes per
movement intable 6-2(d,,-cvena FEPresents the average distance from a

MN to its HA and all CNs, and\ represents the number of CNs
communicating with this MN). The mobility signalgncost in unit time is
composed of LBU cost and GBU cost, written as:

C(i) =U s [C gy (1) +U yapiiy gy (i) - (6-3)

6.2. MAP selection in HMIPv6 networks
6.2.1. Related work

However, HMIPv6 brings new cost. That is the inceam of Packet

Tunneling (PT) cost, as a tunnel between the MN i&dMAP must be

established to deliver packets. This PT cost besorital when the session
rate becomes large, and could even results in nmene of the total cost
(consisting of BU and PT costs). A threshold wasnfb to notify whether

the usage of HMIPv6 could result in lower totaltcmisnot [PS07].

An important issue of HMIPVv6 is MAP selection [SHOSince the mobility

signaling cost of HMIPv6 has been well evaluatedhim last section, it is
sure that this evaluated cost could be used for MélBction. Thus, a MAP
selection scheme leading to minimum mobility sigmicost can be found.
And, compared with those MAP selection schemes doanot correctly

evaluate (or even do not consider) this cost, ihas a surprise that the
proposed scheme could have some obvious benehtseibre, a location
history based MAP selection scheme is proposedis gection, and the
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performance is evaluated and compared with othberses to show its
advantages. Let’s first review the existing scheofdd AP selection.

In HMIPv6 networks, a MAP is a local HA which pr@ses not only BU
registration but also encapsulation and decapsulati tunneled packets. If
only a single MAP is deployed in a HMIPv6 netwoitkcould become a
traffic bottleneck when the number of MNs becomesgéeh Therefore,
multiple MAPs are deployed, and they are on diffieldayers on top of the
ARs. The total cost [PS03] [PS04] and handover ydé¢lar07], when
different MAPs are selected, could be consideralffgrent. For example,
the local BU cost and PT cost are both much smé#llarnearer MAP is
selected rather than a further one, while the dlBkhhcost could be huge if
this MN moves fast. In a word, it's quite necesstryfind out a good
scheme to select preferred MAPs for different MNSs.

When a MN enters a HMIPVv6 network, it firstly sefethe furthest MAP as
default in order to avoid frequent re-registratiofhen, it starts an
observation period to collect the information farther MAP selection, and
calculates the parameters of its preference atetite of the observation
period in order that certain selection scheme coeldised to select a better
MAP.

In the HMIPV6 specification, two MAP selection sofes are recommended
[SHO5]. One is distance-based scheme, which alvgajects the furthest
available MAP in order to avoid frequent global B&gistration. However,
this scheme is only suitable for MNs that contirglpumove across a large
region. Besides, if all MNs use the furthest MARS tMAP could become a
bottleneck as we explained above. Another kindcbeses based on MN's
preference is also recommended. This kind of scheawohieves several
benefits, such as low handover delay, low trafbstc load balancing, etc.
However, it's not easy to select the optimal MARcéuse it's difficult to
find out the variable that could well describe thEN's preference. In
previous schemes, the MN'’s velocity, mobility radession rate and MAPS’
traffic load information are generally used. Thosghemes are briefly
described in the following paragraphs.

To begin with, some schemes take networks’ curteaffic loads into
consideration in order to have load balancing Ler&fX05] [TTO5]
[CYO06], but there are others which do not. In opim@n, as long as MNs
have enough probability to select lower layer MABased on their
preferences, there would be load balancing beeedh if traffic load is not
considered. In mobility-based schemes [NEO5] [KKO4élocity can be
estimated by MN itself in different ways. When a MiNters a new MAP
domain, its residence time in the previous MAP dionmgthe new BU time
minus the old BU time, and the velocity is calcathfis distance divided by
the residence time. However, distance is quitacdilf to estimate [CYO06]
[KKO4], so some other methods are used to get ¢hecity information. In
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session-to-mobility ratio (SMR) based scheme [PS@4]ocity (named
mobility rate in this scheme) is calculated asnbenber of ARs visited by
the MN in unit time. SMR is used for MAP selectibecause both the
mobility rate and the session rate are importdnhdbility rate is relatively
large, a higher level MAP should be selected toekese the global BU cost.
On the other hand, if session rate is relativetgda a lower level MAP
should be selected to decrease the local BU anad3T. Actually, this
SMR-based scheme has already achieved an optiteatisa to minimize
the total cost with Random Walk Mobility Model (RWW#).

Mobility rate is calculated as number of ARs the NAisses in unit time,
but this is not enough to describe the MN’s mopifitature, because the
scope information, i.e. the span of the region wh&e MN is moving, is
not contained. In the literature, some schemes wayposed to use scope
information. In [XYO03], all the MAPs are organizeas a tree before
selection. With this MAP tree, a list containinge tMAPs ranging from the
tree root to each AR is broadcasted to every MNciwvipasses this AR.
After passing several ARs in observation period,MN records a bunch of
MAP lists. Then, an intersection operation is usetind MAPs that exist in
all received MAP lists, and the nearest of all hB8APs is finally selected.
In [KTO4], each MN holds a mobility history listiosing IP addresses of
previously visited ARs. After a MN attaches to avn@R, it submits this
mobility history list, so that the AR could selext appropriate MAP for it
based on this information. The rule is to seleetlttwest MAP which could
cover more thaX-percent number of ARs in the mobility history list

The above two schemes take the mobility scope nmébion into account,
but they have obvious drawbacks. Firstly, theiruieements are rigorous:
the first scheme requires every MN to have a latgeage for a bunch of
MAP lists; the second scheme requires ARs to kndlwthe coverage
information of their upper layer MAPs. Secondlygyhdon’'t simultaneously
consider any other information, e.g. mobility ratesession rate. In order to
find a better scheme, we use location history (toica confusion with
mobility-based and SMR-based schemes, we don'tthuesderm mobility
history in this paper) information together with loiidy rate and session
rate to find the MAP with minimum total cost. A cpound variable and a
group of thresholds are derived for simplifying tkelection procedure.
Simulations based on a modified RWMM show that sclieme achieves
good and steady performance in different situatiovisle other schemes
are only suitable for certain cases.
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6.2.2. Location history based MAP selection
scheme

As we explained section 6.2.1, the usage of thebldAgs in mainly two
additional costs: BU cost and PT cost. MAPs in Hiilecreases BU cost
by changing Global BU (GBU) into Local BU (LBU), viln PT cost
increases, since a tunnel has to be establishecd&ethe MN and its MAP.
In table 6-2 PT cost is also formulated. Hence, the total,aostuding both
mobility signaling cost and PT cost can be writhasn

C(i) =U ar [C.gy (i) +Umapgy FCopu () + Cpr (i) - (6-4)

Lemma: For certain HMIPv6 network structure, costs of MAdtsdifferent
layers obey the following two statements (a sefficiwhile not necessary
condition is briefly deduced later):

1) if c(i-1)=C(i), thenc(i-x)>C(i) for all xU[1, i];

2) if c(i+1)=C(i) , thenc(i+x)=C(i) for all xt[1, lowesH].

Prove of the Lemmalhe two statements in the lemma are similar whea
other, so we only derive the first one here. Coinigireq. (6-2), eq. (6-4)
andtable 6-2 mobility signaling cost oMAP(i—x) can be expressed as

C(i =X) =U pr(Cipy (i) + XLgy *+ XLgack )

#pLosmlOn (G i)+ 2XLpr) + (Cor(i) + XUsPLer) (6-5)

JM (i -x)
Therefore, we have the following analysis:
C(i-1)2C(i) = Upr(Lgy *+Lgack) *UsPLer

D (G () + 2Lpr) ~ S Copy ()20 (6-6)

Ci-x)2C(i) = Upr(Lgy *Lgack) +UsPLer

U Location i — u Location i . 6-7
+Xm (Cogu (i) + 2xLpr) XMCGBU(I)EO (6-7)

Considering the two inequations above, we can &ndufficient but not
necessary condition as follows

Statement)
(6-8)
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U Locati - Y Locar i
[ —lon_ (Cg, (i) + 2XLpy) ——H2AUN C (i)

XM (i = x) X/ M (i)
u Location H _ u Location H
2 7\/m (Copu(i) +2Lp1) \/W Coru(i)
1 1, x=1 [Cep, 1 1

TMi-%0 yMG-D  x/M() | 2Ler  JMG-D) M-

Let c.g, ()/2L,; =nx, Wheren is a generally much larger than 1. Take the
network structure ifigure 6-1as an example could be around 10.

Let M(i)=A,, M(i-2)=AA @NdM (i -x) = AJA - A, , Where A  is the
average number of ARs in ah layer MAP’s coverage, and, {1<j<X} is

the average number of—{+1)th layer MAPs in ai{)th layer MAP’s
coverage.

Takingn and A, {1 <j<x} into the above inequation, we finally obtain

Statement(l) O (6-9)

1
——(n+Y) + JA(hx-n)=nx+1-
VAR A A

Moreover, statement (2) can be derived with a simgrocedure, and the
result is obtained as

Statement(2) O /B,B;--- B, (n-1) +\/1§(nx— n)=nx-1: (6-10)
1

where B, {1 <j<x} represents the average numberief)th layer MAPs in

a (+j-1)th layer MAP’s coverage. Therefore, we finallgtain the two
inequations above as a sufficient but not necessamglition for the lemma.
|

According to the lemma, we don't need to comp@f@ with all the other
MAP’s total costs. Instead, oni@(i—1) andC(i+1) need to be compared
with C(i) to find out the condition under whidlAP(i) achieves minimum
total cost. Let’s take non-RO mode as an example.

According to eq. (6-4) and assumptions made in.@rtif MAP(i) is
selected, while nd¥lAP(i—1), their costs must satisfy

Ci-1)2C() o

(6-11)
U ar(Lgy *+ Lgack) +UsPLpr > 1 1 y
U Location IM(Q) M-
2lpr

[(LBU + Lgack)dun-na * 2LPTdMN—MAP(i)]_ M(-D '

And, if MAR(i) is selected, while ndlAP(i+1), we obtain
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C(i +1) = C(i) =

(6-12)
U ar(Lgy *+ Leack) *UsPLpr S( 1 1 Jx
U Location IM(i+1) M)
2L
Lg, +L d 2L, d oy | =
[( BU + BACK) MN—HA+ PT MN—MAP(|+1)] \/W
To sum up with eq. (6-5) and eq. (6-6), the complowariable is
Z:UAR(LBU+LBACK)+USPLPT , (6-13)

ULocation
and thresholds for a group of MAPs are writtengag@-14) below.

When a MN enters a HMIPV6 network, it selects te&adlt MAP and starts
an observation period. Thresholds could be caledladuring the
observation period, while the varialdeis calculated when the observation
period is over. Then, the varialideis compared with the thresholds to find
the optimal MAP. The rule of our MAP selection i§he LARGER the
variable Z the LOWER the MAP-layér

In RO mode, the form of variabEis the same as eq. (6-13), but thresholds
are a little more complex, because GBU should b&ssent to a group of
CNs, as show in eq. (6-15).

Thds= {{\/Ml(l) - M ;LI ) ][(LBU + Lgack )dun-na * 2LPTdMN—MAP(i)]_\/%lS i< Iowest}
(6-14)
Thds_ RO = (6-15)
1 1 [ —
{[\/TU) M _l)][(LBU *Leack)un - HA T NN - e g HA) e (N # Dy MAP(i)}
—Mlsi < Iowest}
M (-1

6.2.3. Performance evaluation

In order to evaluate the performance of the propasteme and compare
with previous schemes, we would like to modify BR&/MM to fit for more
types of mobility.

In the literature, RWMM is used to calculate thessing rate of MAPs. The
probabilities of moving toward and against the cemf a MAP region for
one movement are given in [Al02]. However, the RWM$not precise
enough to describe the mobility characteristicddfs, because it assumes
that MNs are randomly moving. In reality, MNs woulthve more
probability to stay within than to move out of agien (e.g. customers in
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campus, sci&tech park, commercial district, residggrarea, etc.), so this
model is not suitable for MNs in reality.

Our modification to the RWMM is to multiply the grability of moving
against the centre by a residence faetofl, 1], so the modified RWMM’s
probabilities become:

L 1 if (r=0) (6-16)
"L eOu/3+1ier)]  if A<t <R),

b, =2/3-601/3+1/(6r)] for all l<r < R), (6-17)

where a andp are the probabilities of moving against and toward

rr+l rr-1
the centre respectively, ari®l represents the outmost circle of this MAP
region. For a parallel study of this modificatigaease refer to [MIO8] and
[CV09]. The two publications provided quite simildout much more
detailed studies, which could be used to furthaealwate the novel MAP

selection scheme’s performance.

With the above equations, we can see that the pildlgaof moving toward
the MAP centre becomes larger, hence decreasingrdibability of moving
across MAPs. This fits for the reality that MNs fereto move within a
limited region, compared with the RWMM. The residerfactorg is not
the same for MNs with different mobility preferescdts floor limitl is an
experimental parameter related with MNs’ preferenemd the network
structure. In the following simulation, we de0.2, which is small enough
to describe the MN who seldom moves out.

With this modified RWMM, crossing rate of MAP(2)dslculated as

24 U, (6-18)

whereq, , is the probability of residence in circlesf an area witty total

circles. Crossing rates ®MAP(1) andMAP(O) are calculated in the same
way as in RWMM, respectively given by

Uwvar @) = 212Q11Y map 2) » (6-19)
U map (0) = 201Q0,0Y map @y [2/3- (6-20)

The network structure we used for simulation is shene adigure 6-1
Parameters are shown iable 6-3 where t represents unit time. In our
simulation, the novel scheme is compared with father schemes:
“furthest”, “nearest”, mobility-based and SMR-basédhe “furthest” and
the “nearest” schemes are selecting respectivelyutthest and the nearest
layer of MAPs, such aMAP(0) andMARP(2) in figure 6-1 The mobility-
based scheme used for comparison in our simulasiathe same as the
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HMIP-UP algorithm [NEO5], in which the velocity #sholds are uniformly
distributed. Further adjustment of thresholds farbifity-based schemes is
based on different factors [KK04], but the ameliana is limited according

to our experience. As SMR-based scheme achievasalmelection using

RWMM, we calculate costs of different MAP layersed on this mobility

model and find the one with minimum cost. Then,ca&ulate this MAP’s

actual mobility signalling cost in the modified RVi#Mfor comparison.

In our scheme, addresses of ARs are recorded ARahst, which makes
our scheme not memoryless. To avoid complex netwmnklation, we still
use mobility model to evaluate the performance,dssumptions should be
made: intuitively, location rate is distributedtime interval (Qu ,;], and its

probability density function is related wig. Wheng is relatively small,
the MN has larger probability to move toward theatoe than to move
against, so the probability of returning to a forrA® is relatively large, in
other words, the location rate is relatively smuaite versa. However, we
can’t know exactly the distribution of the locaticate for certain HMIPv6
network. In our simulation, we simply assume thaf, .. obeys a uniform

distribution within the interval of § -0.2,6 ). To our experience, the
simulation curves are not exactly the same if tiseridution is changed, but
they could generally show the same conclusionssasissed below.

The simulation results of mobility signalling cosibtained with different
schemes are shownfigure 6-2 When the residence factor equals 1, SMR-
based scheme is better than the others, becauseb@b4® scheme achieves
an optimal selection for RWMM [PS03]. However, whtre residence
factor is small, SMR-based scheme’s performancerbes poor. Compared
with others, our scheme is good in different sitred. When the residence
factor is very small, which means MNs have morebphality to move
among a few ARs, our scheme’s performance is theesas the nearest
scheme and much better than the others. When sigenee factor is very
close to 1, which means MNs are almost randomlykwg) the only
scheme that is a little better than ours is the SdBed scheme. Generally,
residence factor should be neither very small revy close to 1 for most
MNs, so our scheme is the best choice for seletchiegninimum-cost MAP,
as illustrated by the middle segment of resideaceof infigure 6-2(b)

Besides mobility signalling cost, we also evaluatadover delay of the
novel scheme. Average handover delay contains béofehlocal BU delays.
The two delays are calculated based on inter- ardh-i handover
procedures of HMIPV6, analyzed as in [LYO7]. Thaobabilities should be
calculated based on eq. (6-18) eq. (6-19) andeg0) due to our modified
RWMM. Layer 2 handover delay, wireless link transsion delay, one-hop
transmission delay in wired link and router adwemnent interval are 0.2,
0.5, 0.2 and 1 of unit time, respectivelyigure 6-3(ajshows comparison of
average handover delays for different schemes. A&s kwow, global
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registration incurs a large delay, so some mechen[$1W04] have been

proposed to change the global registration intooeall registration to

previous FA (PFA) or previous AR (PAR). In this papwe also evaluate a
scenario with RCoA registered to previous MAP (PNIA® decrease

handover delay. We can see frdigure 6-3(b)that the handover delay in
most schemes is decreased compared figire 6-3(a) except for the

“furthest” scheme as it doesn’t bring any globajiseration.

Then, we evaluate these schemes with different SMBsshown infigure
6-4 andfigure 6-5 we can see that our scheme is better than SM&dbas
scheme when the residence factor is small, no matt& much SMR is.
When the SMR is large, the two schemes are botle Inaere and more
preference to select the nearest MAP.

For further study on the MAP selection issue, wggest: optimal length of
observation period; strategy of initiating new séten procedures; storage
cost (AR list vs. MAP list); computation cost (cooynd variable Z & thds

vs. SMR & its thresholds). In our near future wowe are also going to
improve our scheme with different optimizing tagetind extend this
location history based scheme for agent selectiahfferent multiple-agent

scenarios (e.g. Proxy-MIP and Global-HAHA).

Table 6- 3 Main simulation parameters.

dyap ©)-cn | 20 hops Ler | 40 bytes
dyvap 0)-na | 20 hops Uar | [0, 5] handoffs/t
dpa-cn | 20 hops Us | [0, 1] sessions/t
Leus Leack | 52 bytes p | 10 packets/session
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7. OTHER ISSUES ON NETWORK SELECTION

In this chapter, some other issues about netwddctsen are discussed,
including the usage of traffic load as a parametenetwork selection,
vertical handover decision, the way to integratedious proposals and
network selection for mobile networks (NEMO).

7.1.Traffic load assignment during
network selection

When selecting a network for a given mobile terrjitais necessary to

know the current traffic condition of all the aable networks. Otherwise, a
network without enough resource might be selectddch breaks the on-
going applications and affects the usage of newiagimns. However, it is

not easy to combine this information with othergcduse a network’s
traffic condition changes from time to time. Thenef, we will study how to

usage the networks’ traffic conditions to affectwmrk selection result in

this section.

According to the summary of WG IEEE P1900.4, thare the following
forms of resource assigning and sharing:

* single operator: when the resource of one accdsgrieis mostly
occupied, new users might not be able to get adtessigh this
network (RAN1). If another network (RAN2) has enbugsource,
it can temporarily borrow to RAN1. This new assigmh of
resource can be operated by a ‘network reconfigurahanagement
(NRM)’ module of this operator.

* multiple operator with independent NRMs: when tm taccess
networks belong to two operators with independeRiVN, the two
NRMs should cooperate with each other to assigaures of the
two networks.

* multiple operators with a centralized NRM: it issgible to use a
centralized NRM between the two operators to mantusr
resource.

* terminal-side solution: in all the above solutiomesource of a
network can be borrowed to another network, sottiatatter could
support more users during its peak period. Anotlimfious way to
do this is to select the network with enough reseuduring the
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network selection procedure, but this method reguthe network
selection scheme consider networks’ traffic cooditi

In this thesis, the idea to consider networks’ eniritraffic load during the

network selection procedure is called ‘traffic loassignment’, in order to
distinguish with traffic load balancing. This isdaeise the load is usually
not balanced among all the networks, due to thetlifeat traffic load is only

considered as one of multiple factors (usually anatecisive factor, except
the preferred network has not enough resourceyeTére many methods to
do traffic load assignment:

Using traffic load as a criterion Seen from our simulation results in section
3.5, it is feasible to use traffic load values asrigerion in the ranking
algorithm for traffic load assignment, and it wonkell for networks with
similar performance. However, for networks with tquidifferent
performance, this method has an obvious immoderatmoblem.
Considering two networks with both low but totatlifferent traffic loads,
normalization process will ignore the two networ&stual low traffic loads
but retain only the relative large difference, whieads to immoderate
traffic load assignment between the two networkd aompromises the
importance of other criteria. For example, we sepdhere are two
networks with traffic load of 0.1% and 10%, respedy. Intuitively, both
0.1% and 10% are small percentages (representaigatitarge amount of
resource is still available), so it is not necegsar consider this factor
during network selection. However, after the twduga of the traffic load
attribute pass through the normalization moduley thecomes approximate
0% and 100%, respectively. This big difference hait normalized values
will obviously lead to the usage of the first netioso flows will select it
even though the latter has only 10% of its capawmityupied. This is called
‘immoderate traffic load assignment’ issue.

To solve this problem, | suggest not adjust tralfiad values in the same
way as other criteria. For example, we could usspacial sigmoidal
functionU (x) = x” /(1+ x" ), (7 = 2) to calculate the utility, where is the
traffic load value andy is an experiential constant. Compared with edL)(4-
this sigmoidal function has a centrexyf= . Eigure 7-1shows the above
function with different7. We could use a large value fgrto avoid the
immoderate traffic load assignment.

Let's check the example of two networks with 0.18¢6l 40% traffics again.
Based on the above sigmoidal function with= 10, we get the adjusted
values as 0.0% and 0.0%, respectively. Therefbirg factor will not affect
the selection of the best network. By contrasthé traffics of the two
networks are 10% and 90% respectively, the adjusadices will be 0.0%
and 51.7%, which could affect network selection.
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Figure 7- 1 Utility function for traffic load.

To sum up, using traffic load as a criterion ofwmtk selection is a feasible
method, but the adjustment of this attribute shawdd a special sigmoidal
function. This method overcomes the immoderatditrddad assignment
issue.

Using knapsack or game modehis is another way to combine the traffic
load information with other criteria. Load balargican be achieved by the
procedure of the model itself, while other criteaiee used as the profit or
payoff defined in the models. For more details, sssion 2.3.5 and 2.3.6.

Independent operation the above two methods use traffic loads by
combining with other criteria, but it is also pddsi to use a separated
operation. For example, we could check the traffied of all networks
before the network selection procedure and remdwe dnes without
resource from the available network list. Or, wealdacheck traffic load of
networks in the available list from top to bottoftea network ranking, so
the first network with enough resource will be sédel.

7.2.Vertical handover decision scheme

According to our study on mobility-based networlesgon, a network with

small cell radius could lead to plenty of handov@ysth horizontal and
vertical). Therefore, an average handover costoatmsilated by considering
the network’s coverage and the mobile terminal’sihty style based on
assumptions of random walking terminal and randodh$tributed cells.

Then, the average handover cost was used as #@utattto represent the
network’s mobility support capability in chapter 4.

However, the above scheme does not consider piedicf the future
events that the mobile terminal might encountertalle® speaking, when
we find a better network with good mobility suppoapability, there is still
the possibility that the terminal is about to leave coverage of this
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network. If we could predict that the better net®mvailability lasts only
a little time, we should not handover to this natwoVHO tradeoff
discussed in this section is exactly for this psgo

Since a mobile terminal’'s movement is not regulars quite difficult to
predict its movement during a long period. In otheords, the most
believable prediction results are those in a share. Therefore, only a
limited time of prediction for VHO tradeoff shoulsk considered.

Supposing a terminal is using network C and netvi®i& found better than
network C at time 0, many predicted events migfecafthe VHO tradeoff,
discussed one by one as follows

1) the better network is only a little bit better

Supposing the terminal finds a better network &t it is only a little bit
better than the current network (C). Then, VHOad$ suggested if

[U(B)-U(C)]T <VHO.(C,B), (7-1)

where T is the predictable time period)(i) represents the utility of
network i and VHO_ (i, ] ) represents the cost of one handover from
networki to network].

2) the better network might disappear soon

If network B is obviously better than network C,thuis predicted that
network B will be available for only timé In this case, if the terminal
handover to network B, it will normally have to lawver back to network C
after timet, leading to two handovers in tinte Therefore, VHO is not
suggested if

[U(B) ~U(C)] [ <VHO,4(C, B) +VHO,,, (B,C). (7-2)
3) a much better network might be available soon

If network B is obviously better than network Cdatcould last for a long
time, but we predict that a much better network \(#l) be available in time
tt. This means we will handover to network A in tirtie no matter we
choose network B or not. Then, VHO is not suggested

[U(B)-U(C)] it <VHO,,.(C, B). (7-3)

The above three scenarios are relatively simpleerdhare much more
complicated scenarios as follows:

4) a much better network (A) is predicted to bailable in time tt, but it is
not sure whether it is worth to handover to it.
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Figure 7- 2 VHO tradeoff scenario 4.

In this scenario, we suggest use the above figoréelp analyzing the
relationship between costs and utilities, where dblered area represents
utilities. There are three possibilities:

a) the terminal handover to network B at time @ntlhhandover to network
A at timett;

b) the terminal handover to network B but NOT hamdo network A att;

c) the terminal does NOT handover to network B, Hardover to network
A attt.

The comparison between (a) and (b) is easy, whaghires only to check
whether it is worth to handover to network AtatBased on eq. (7-1), it is
written by

[U(A)-U(B)] LT —-tt) <VHO,. (B, A) . (7-4)

The comparison between (a) and (c) is also easichwiequires only to
check whether it is worth to use network B for otltime. Based on eq. (7-
3), it is written by

[U(B)-U(C)] it <VHO,,.(C, B). (7-5)

After the above two comparisons, if (@) is foundtdrethan either (b) or (c)
(or both of them), the problem is solved. Otherw(s¢ is the worst case and
we have to compare between (b) and (c). (b) andbdtd) require only one
handover, so the comparison is actually about tigyuarea in the two
figures), given by

[U(B)-U(O)]Iltt <[U(A) -U((B)] (T —tt), for (c) better than (b). (7-
6)

5) a much better network (A) is predicted to beilabée at time tt, but it is
not sure whether it is worth to handover to it. Maver, network B is going
to be unavailable at time t (tt<t<T).
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Figure 7- 3 VHO tradeoff scenario 5.

According to the figures above, it is obvious t(&tis better than (b), so we
only compare between (a) and (c), given by

[U(B)-U(C)]tt <VHO,(C,B). (7-7)
This scenario seems simpler than the fourth onat iBhbecause network B
is predicted to be unavailable before tine

6) a much better network (A) is predicted to beilat¢e at time tt, and is
going to be unavailable at time t (tt<t<T), so & not sure whether it is
worth to handover to it.

Figure 7- 4 VHO tradeoff scenario 6.

This scenario is a little bit complicated than #h@efore, but the conditions
can be easily obtained with similar analysis asrabo

It is necessary to point out that the above scesaover only part of the
possibilities. It is also possible that network BdaA both become
unavailable beforel. Or, this tradeoff could involve more than three
networks.

To sum up, there are quite a few scenarios thasheeld consider, and the
number of scenarios increases dramatically whem téwe more networks.
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7.3.An Integrated strategy of network
selection

In this sub-section, we propose an integrated esiyafor MADM-based
network selection, based on our study of the ahesaes, as shown in
figure 7-5 The strategy contains four steps: the first $ef@ monitor the
triggers and to gather the required informatiore gecond step is the
preparation before combining all the criteria, utthg weighting and
adjusting of attributes; the third step is to comebmultiple criteria based on
certain MADM algorithm; and the last step is a VH@deoff algorithm.
Further explanation on some key designs in outegiyais as follows:

Efficient subjective weightingthe proposed weighting method TRUST will
be used for subjective weighting, while entropy et will be used for
objective weighting. Then, the two groups of wegttll be combined as
explained inchapter 5

Mobility-based network selectioras explained ichapter 4 mobility-based
factors should be carefully considered in a netvsalection scheme. In our
integrated strategy, both Besnet and Besper ack use

In Besnet, we get the best network by permutatmsed pair-wise
comparisons among all the networks, and VHO isgoaréd immediately.
Meanwhile, in Besper, we find the best permutatés the one with
minimum total cost. The result of Besnet will beedidor urgent selection,
while the result of Besper for precise selection.

Moreover, when there are many access networks, lssify all the
networks into several groups at the end of thesticigt module, in order to
further decrease the time cost. This grouping djperas based on adjusted
values of several most important criteria, e.g.l catius, bandwidth,
monetary cost, etc., which is reasonable accortingur simulations in

chapter 3

VHO tradeoff scheme:as explained irsection 7.2 a VHO tradeoff is
required at the end of the network selection scheNwtworks in the
available list will be checked one by one from tbp to the bottom, the first
network that passes the tradeoff will be seleckmlvever, if no network
passes the tradeoff, the current network continodse used, which means
no network is really worth to be handed-over to.

Traffic load assignment:traffic load information is used as a criterion of
the MADM-based network ranking. For more informatiseesection 7.1
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Figure 7- 5 An integrated strategy of network seldg@n.

7.4.An analysis of network selection for
NEMO

Mobility and multihoming of a NEMO can be totallyahsparent to the
mobile network nodes in the NEMO. As shownfimure 7-§ the mobile
router (MR) is in charge of the NEMO’s mobility asdme of multihoming
issues (at least regarding access systems the Eibhigected to). Besides, it
connects to one or multiple access networks, alidede packets between
mobile network nodes (MNNSs) and these access n&swor

However, RFC3963 does not define any functionaitynetwork selection
on MR. Moreover, an MNN which has functionality wétwork selection
can not decide the delivery of its packets throtilghMR based on current
NEMO protocols. Therefore, it requires further stuwh how to do network
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selection for a NEMO. Here, we suggest a MR-sidevok selection
scheme which can be simply deployed based on RRRC396

Information gathering: similar to network selectioior a terminal,

information should be gathered for network selectidere, all the

information is gathered to the MR, including netlw@roperties, operator
policies, NEMO mobility properties, application Qa8quirements, etc.
Among all the above groups of information, netwsitte ones can be
delivered through access networks and NEMO mobjitgperties (e.g.
velocity) can be detected by the MR itself with tiep of some functions
(e.g. GPS). By contrast, application QoS requirgmare known by MNNSs,
and should be delivered to the MR within the NEMdawever, NEMO

protocols have not defined this functionality, amel do not want to change
too much of these protocols.

One possible method is to change the routing heagerserting just a few
bits to indicate the packet’s QoS requirementedalDoS indicator. This is
to say that the MR has its network selection stater different QoS levels,
and the only thing it needs to do is to check taekpt’'s QoS indicator. In
other words, the routing policy of the MR is dié&t from a common router
which delivers packets based on the destinatiomeadd By contrary, after
the MR receives packets from a MNN, it deliverskeds to different access
networks based on the packet’s source addresshan@QdS indicator. The
source address is used to identify the MNN whiclghthhas specific user
preferences. And, the QoS indicator is used tccatdithe QoS requirement.

Advantages: this method is relatively simple, whidbes not need to
increase signaling between the MR and its MNNs. Ppheket delivery
process is fast, because the check of source adaindsQoS indicator in the
routing header requires almost the same time ashbek of destination
address.

Disadvantages: the routing function of MR changesaurce routing, which
is a relatively big change.

\

\\ Network-side information
b |
MR

1
I

Detecting NEMO properties

Network selection module

QoS indicator for Application QoS level
Source address for user preferences

MNN

Figure 7- 6 MR-side network selection.
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8. CONCLUSIONS

In this dissertation, the challenge of selectirglikst network for a terminal
or its applications was addressed. Current andrdutuireless access
technologies bring us a heterogeneous wirelessomnktanvironment, which
contains multiple networks with different featur@fius, ABC becomes an
important issue, in which network selection is oh&s main components.

In our study, we firstly surveyed the existing netk selection schemes.
And, we established a simulator for MADM-based r@twselection and
simulated vast scenarios to demonstrate the féigsibi using the MADM
mathematical model for the network selection issdereover, we found
out several existing issues based on our simulgtiowluding usage of
mobility-related factors, requirement of efficiestubjective weighting
method, immoderate load balancing compromising rottréeria during
network selection, and VHO tradeoff for handingfove the new best
network after network ranking.

Secondly, we pointed out that the selection ofitést network becomes the
selection of the best permutation when VHO propsrtare taking into
account. Then, we studied specifically on mobibgsed network selection
for scenarios with two ana groups of networks, respectively. For the
scenario with two groups of networks, we studied tisage of mobility-
related factors based on sigmoidal utility functioalculated horizontal and
vertical handover costs, and derived a threshotd/den selections of the
two groups. Simulations showed that it was readen@bcategorize all the
networks into two groups when sigmoidal utility @ion was used. They
also showed that our proposal could easily sefecbest group of networks
based on mobility-related factors. Then, for thenseio withn groups of
networks, we formulized the total handover costl proposed methods to
obtain the best permutation of networks rapidly. Wempared by
simulations best network schemes (Besnets) and maposed best
permutation schemes (Bespers), and found that Bespat-performed
Besnets in many aspects, including total cost, @, trigger rate of the
selection procedure, time cost for finding the mettvork, etc.

Thirdly, we explained that due to AHP method’s slamd complicated pair-
wise comparison of attributes, it does not fit fralculating attributes’
subjective weights in the network selection issdence, we proposed a
trigger-based automatic subjective weightmgthod, called TRUST, which
considers the relationship between trigger evemtd their effects on
subjective weights. Compared with AHP subjectivagieng, TRUST is a
quick and efficient method to obtain similar sulbjez weights. Finally, we
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suggest combine the subjective weights obtainedTRYJST and the
objective weights obtained by Entropy method asweehts used in the
network selection procedure.

Fourthly, we analyzed the signaling cost for mapilwithin HMIPv6
networks. This signaling cost can be used as aorapt mobility-related
attribute in network selection schemes. A locatlustory based MAP
selection scheme was also proposed.

Finally, we studied and provided suggestions orewssdvother issues of
network selection, including traffic load assignmeduring network
selection, VHO tradeoff for handing-over to the nasst network. Based on
all the above studies, an integrated network selestructure was proposed.
Besides, we analyzed the possibility to use owatetyy for NEMO, and
mentioned a MR-side information gathering and nekveelection strategy.

To sum up, we have done a throughout study ong¢heark selection issue.
Several research articles are published in difteirgernational conferences
in related domain. An initial study on mobility-lesnetwork selection with
two groups of networks in section 4.2 was publisimeVL09-3]. The best
permutation for a generic scenario in section 4a8 published in [WL09-1].
The novel subjective weighting method in chaptew&s published in
[WL09-4]. The simulative study in chapter 3 and theal integrated
strategy was published in [WL09-2]. The locatiorstbry based MAP
selection scheme in chapter 6 was published in [8YRD

However, | would like to point out that many topissll require further
study, including

» appropriate utility function for traffic load valseaccording to the
analysis in section 7-1, traffic load should beuatBd by a specific
utility function in the proposed integrated struetuof network
selection. Figure 7-1 gives some examples of wtilitnctions for
traffic load values. However, it is difficult to awate different
utility functions and which function is the besteofor traffic load is
still unknown.

» appropriate tradeoff function for VHO tradepfin section 7-2,
different scenarios are analyzed for VHO tradebfbwever, in a
network selection scheme, it is inefficient to ddes separately
different scenarios. Hence, a generic VHO traddeffision function
IS required.

» evaluation of mobility signaling cost and averagmtiover costit
is important to know these costs for network séectout it is quite
complicated to evaluate them precisely. Chaptehdws a way to
evaluate the mobility signaling cost in HMIPv6 netks, but more
studies are required for more generic scenarios.
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» network selection for NEMCthis topic is not widely studied, but
there are really something interesting. First, iNEBMO, different
information exists at different places (e.g. thestomer's MT and
the MR), so this gives new challenge to informatgathering and
network selection. Second, a NEMO could resultroug handover,
and network selection during group handover cowddse some
issues.

Moreover, it would be interesting to implement #hasetwork selection
schemes on smartphones or laptops to do some itestee current
UMTS/WLAN environment.
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APPENDIX

A. Network selection simulator

For our study on network selection, we need tobdistaa simulator to
evaluate the performance of various schemes. Tiislator should be able
to simulate integratively consider multiple factéosmake the decision on
network selection. Moreover, it should be able hove the difference of
selection between different specific cases.

—F Config Simulation Config

Unid d Undefinedl Uniefined2

e - _ _

— Simulatort

0g

08

04
02
0 | | | | | | | | | I
] 0.1 02 03 04 05 08 0.7 0.8 0.9 1
— Simulator?
1
08
06
04
02
0 | | | | | | | | | |
] 0.1 0z 03 04 05 08 07 0.8 0.9 1

Figure A- 1 Main-board of our simulator.

Figure A-1 shows the main-board of our simulator Mgtlab, which
includes three parts: parameter config, simulatonfig and simulation
results.

» The parameter config field is used to configure thié basic
information that is required for making the deamiosuch as
network-side information, terminal-side informatiorsimulated
network selection scheme, etc.
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* The simulation config is to configure some inforioat of the
simulation, that is, what kind of simulation is védgd and what
simulation result needs to be shown below.

» Simulation results part shows the simulation curvidsere are two
windows, so that you could easily compare diffeidets. This part
is only for a first view of the results, becausesmsimulations are
too complicated that we have to collect the resatts draw figures
separately. Therefore, all the simulation resultt ke stored in a
file called num_rslt.maxn numerical format, so that the user could
draw different types of figures as required.

Before a simulation is run, there are many things ghould configure. In
this appendix, all the configurations are explained by one as follows:

1) framework the first button on the main-board opens the é&aprk
window, which shows the main procedure of the fram and some key
options, as shown in figure A-2. These options deevhat kind of scheme
is simulated, including MADM algorithm, weightingnormalization,
fuzzification, VHO tradeoff, etc.

e For MADM algorithms, we have realized SAW, MEW, GRA
TOPSIS, ELECTRE, etc.

* For weighting methods, we have Equality, Entrop#APA TRUST,

etc.
<} framework =10l x|
— Framework
| Ternumal propertics | | |
- _I_“:» — |
| Cuslomner preferences | R Weighting | % s I
P _i e s ' I .
| Application (oS 1avels | | Ik .m—k kN I'inal
Ranking [£ —:-" .
——————————— F-——————— |~ Decision
| Stalie nelwurk erilerions | s -—lu ] Making
S w | Adjusting [ I
| Dynamic nelwork orilerions | _i s T |
: I ..
| NI g lies | P —
— Configuration
MCDM Algorithrm: Weighting: Morrmalization:
[ = [Equality = [Methodt -]
Fuzzification: YWHO Tradeoff:
INDne 'I IND 'I

Figure A- 2 Framework window.
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* For normalization, we have the methods as explaimetapter 2.

* For fuzzification and VHO tradeoff, you could sdlegther use it or
not.

It is worth mentioning that the simulation resultlwe the best network by
network ranking algorithm if you do not use VHOdeaff. Otherwise, the
simulation result will tell you whether it is wortlo handover to another
network or not. During the study of our thesis, ma/e not complete the
VHO tradeoff function, so simulations in this tresinly use the no VHO
tradeoff option.

2) Network propertieshis window is used to configure the availableess
networks and the considered criteria for netwol&c®n.

The button Factor value databasdrings you to the .m file containing the
matrix of all the networks’ attributes. This can treated as an advanced
configuration when the user wants to change thaulte¥alues of networks’
attributes.

-} network_properties =] B

— Networks i your simulation Networl propefies group
™ WLANBOZ 11a) I WLAMBOZ 11h) ¥ Monetary cost ¥ Bandwidth
¥ WLARBOZ. 1) ™ WWLANEBO2.11n) ¥ Power cansumption [ Security
¥ GPRS ¥ EDGE v Traffic load Iv¥ Signal strength
I WWCOMA ¥ BER v Jitter
[~ Fixed WikdAx [~ Mohile Wikt ¥ Handaver cost I~ Cell radius
™ Bluetooth{g02 1513 I Blustooth{with EDR) ™ Burst error rate [T Cowerage rate
I Blustooth(UWE) [ Zighee(802.15.4) — -

Figure A- 3 Network properties window.

3) Customer preferencesdifferent customers might have different
preferences, so this window provides you the chatweselect the
preferences of customers in your simulation.

It is worth mentioning that you should do corregiog configurations in

other windows too. For example, if you are simuigta user who prefers
Low monetary costyou need make sure at leastonetary costis chosen

as a considered attribute in thetwork properties windovtherwise, there
is no difference between selection this optionair n
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) custom sl

— Customer preferences

¥ Low monetary cost

[~ Large bandwidth

[ High security

[T Low power consumption

™ Better mobhility

Figure A- 4 Customer preferences window.

-} application_qos_reg

— Apphication G0l requirerment

0 [ 2

& Far a single flow

™ For a customer

& Conversatiohal
 Streaming
" Interactive

 Background

Conversational 25 Y

Streaming | o5 Ya
Interactive | 25 %

Background |T %

Figure A- 5 Application QoS requirements window.

4) Application QoS requirements/e divide all the applications into four
levels (i.e. conversational, streaming, interactaved background). The
simulation could be the selection of a network d&single flow or for a

customer with multiple flows. For the latter cageu could freely decide

the percentages of these applications, as shoviguire A-5.

5) Terminal propertiesthis window is used to configure the propertiés o
the terminal, e.g. percentage of battery, velo@tg,, as shown in figure A-
6. It is possible to add more options, such asmbgon style of the terminal,
but we did not have time to consider other motityles except random
walking, in our simulations during this thesis.
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) terminal_pros:yil (sl P

— Terminal propertie

Battery 100 Y

Speed 5 s

& Straight line motion

= Randam walking

Figure A- 6 Terminal properties window.

6) Simulation_NF_gui (network vs. factoifyyou want to know the change
of the best network with regard to certain attréhuhis simulation should be
performed.

—1alx]

— Please select z factor as the X-axis of the owtput figure——

" Monetary cost " Bandwidth
" Power Consumption " Security

" Traffic load T BER

" Signal strength  litter

" Burst error rate " Speed

" Coverage rate " Handower cost

— Please decide the weight of the factor you selected

Note: relative weights after normalization

Figure A- 7 Network vs. factor simulation.

Configured by the window shown in figure A-7, tlsisnulation could show
us the change of the best network with respecth& value of certain
network attribute. A simple example is given by figure below, which
shows the change of the best network from ‘WiMax'802.119’ when the
weight of the criterion ‘monetary cost’ becomegtarthan 15.5%.
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WCDMA
Fixed WikiAX
WLAN(802.11g)
Bluetocth(802.15 1

G,

Figure A- 8 Simulation results ofSimulation_NF_gui

If you simulate and compare the results of differeetwork selection

schemes, t

here will be multiple curves drawn inifegA-8.

7) Simulation_TF_gui (coefficient vs. factofj you want to know the
change of total costs of different networks witlyaed to certain attribute,
this simulation should be performed.

-) simulation_TF_g _ ol x|

— Please select a factor as the X-axis of the output figure——

&+ Maonetary cost " Bandwidth
" Power Consumption " Security

" Traffic load " BER

" Signal strength " itter

" Burst error rate o Cell radius
" Coverage rate " Handover cost

— Please decide the welight of the factor you selected

Note: relative weights after normalization

Figure A- 9 Coefficient vs. factor simulation.

With a similar configuration window to figure A-7this simulation
configuration window is shown in figure A-9. An erple is shown in
figure A-10, which draws the total costs of all tieailable networks and

the switch

point of the best network (15.5%).
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Figure A- 10 Simulation results ofSimulation_TF_gui

8) Simulation_SS_gui (single scenarith)is simulation is used to show only
the best network to you. It is used for some cocapdid scenarios when you

want to know the best network.

9) Simulation_ES gui (event serieghis simulation is the key option
provided by our simulator. The user could configare/ series of events
and see the change of the best network triggeredhége events. The
default events include change of signal strengthffi¢ load of certain

network, application, battery, terminal velocityyjstomer preference, etc.
You could easily configure the event time and #lated value of an event.

A usage of this simulation option is shown in sact3.4.

J simulation_ES_gui

o] X

Ewents that may trigger an HO :

Signal Strength of WLANE02 113)
Signal Strength of WLANBOZ. 11h)
Signal Strength of WLAMBOZ 11q)
Signal Strength of WLAM302.11n)
Signal Strength of GPRS

Signal Strength of EDGE

Signal Strength of WCDMA

Signal Strength of Fixed WikdAX
Signal Strength of Mohile WildAX
Signal Strength of Blustooth(S02.15.1)
Signal Strength of Bluetoothfwith EOR)
Signal Strength of Bluetooth(UWE)
Signal Strength of fighee(302.15.4)

[

Mote:

Signal Strength =0 means moving out of the coverage of that network

Please make sure your event series is logically correct and consistent with your config

Events series in your simulation

MT speed

[

[

Event time [ 4 Mewe value - | 0

Figure A- 11 Event series simulation.

10) Advanced simulation options
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Besides the above simulations, our simulator caldd plenty of other
simulations after only a few changes, such as thailgtion of ‘best
network vs. certain network’s coverage’, ‘best ratwvs. the terminal’s
velocity’, ‘best network vs. traffic load’, etc. Bmples of these simulations
could be found in performance evaluations of owppsals in chapter 3, 4
and 5.
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