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Abstract

Ce mémoire de thèse porte sur la conception, la validation, et l’application du codage
canal en mode relais dans le candre de système WiFi. A cette fin, le modèle de trans-
mission coopératif est introduit dans le chapitre 1. Pour l’application d’une diversité de
coopération, il est nécessaire de mettre en oeuvre le codage et le décodage de code spatio-
temporel. C’est l’objet du chapitre 2 qui se consacre à l’étude du décodeur MIMO intégré
dans le système coopératif.

Le chapitre 3 se consacre à l’étude du protocole baptisé Relais-SISO et sa mise en oeuvre
dans le standard IEEE802.11a à 5 GHz. Pour cela de nouvelles structures de trame
pour la couche physiques sont proposées en ajoutant des préambules destinés à être
exploités par le mode coopératif. On caractérise ainsi une transmission à 3 terminaux
source, relais et destinataire. Des résultats de simulation démontrent l’avantage de la
technique coopérative. A notre connaissance, ces travaux sont les premiers à proposer
une application du codage relais au WiFi.

Le chapitre 4, une stratégie hybride basée sur la solution Relais-SISO est présentée car
elle améliore les performances du système Relais-SISO. Le mode hybride proposé s’appuie
sur l’évaluation de la qualité du lien coopératif pour activer ce mode.

Dans le chapitre 5, l’optimisation du mode coopératif de la couche physique est réalisé
en mettant en oeuvre la châıne de partitionnement du Golden Code. On met en évidence
le fait qu’une simple combinaison de ce dernier et d’un code convolutif, fournit un gain
de codage grâce au gain du déterminant du Golden code.

Le travail serait incomplet sans tenir compte du nouveau standard WiFi IEEE802.11n
ratifié en Octobre 2009. C’est l’objet du chapitre 6, qui propose un protocole coopératif,
baptisé Relais-MIMO, qui exploite d’une manière conjointe la diversité MIMO et la di-
versité de coopération. Un scénario mettant oeuvre un émetteur à 2 antennes, un relais
à 2 antennes, un destinaire à 2 antennes, est proposé en appliquant un schéma de codage
parfait de type 4× 4.
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Introduction

The Wi-Fi system has been largely deployed for indoor or outdoor applications. This
technology builds on IEEE 802.11 standards and operates on both 2.4GHz and 5.2GHz.
Like many other wireless communication systems, this system suffers from the fading
problem that the transmissions experience severe signal attenuation. The Multiple-Input
Multiple-Output (MIMO) technology, which has been introduced in the new Wi-Fi gener-
ation IEEE 802.11n, can be an efficient method to combat the fading problem. However,
multi-antennas solution will be expensive and sometimes MIMO technology can not be
implemented due the device’s size.

Recently, a new diversity technique, names cooperative diversity, suggests an evolutive so-
lution. In the works of Laneman and Wornell [1, 2], the authors introduced a new family of
transmission protocols that exploit the distributed antennas network. These transmission
protocols propose a users’ cooperation scheme in which the diversity gain is achieved by
applying the relaying technique. Research works in [3, 4] show the advantages of different
cooperation protocols in terms of the diversity and multiplexing gain tradeoff[5].

Generally, the relaying techniques is divided into two categories: decode-and-forward and
amplify-and-forward. Compared with decode-and-forward cooperation, the amplify-and-
forward mode is easier to be applied in the current Wi-Fi system. Considering the spectral
efficiency, the non-orthogonal amplify-and-forward scenario is more attractive than the
orthogonal amplify-and-forward scenario. In this thesis, we focus on the application of the
cooperative codes for the non-orthogonal amplify-and-forward cooperation in the context
of Wi-Fi networks. As far as we know today, this is the first application of the cooperative
diversity in the Wi-Fi systems.

This thesis is organized as follows: in chapter 1, the NAF cooperation scenario is presented
as well as the coding schemes for the single-relay single-antenna and single-relay two-
antenna cooperation systems. In chapter 2, we will focus on the MIMO decoders to
evaluate the performance and the complexity of different decoder algorithms. Based on
IEEE 802.11a, the cooperative system Relay-SISO is proposed in chapter 3 and in chapter
4 we will show a hybrid cooperative strategy which operates in 802.11a mode and Relay-
SISO mode alternatively. A new coding scheme will be introduced in chapter 5 to improve
the performance of Relay-SISO system. We present also the Relay-MIMO system in
chapter 6 as a cooperative solution for the new arriving Wi-Fi standard 802.11n.
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Chapter 1

Cooperative Diversity

It is well-known that the MIMO technology provides a spatial diversity to protect the
wireless communication from fading phenomenon. However in the real environment, the
MIMO technology has always the physical constraints for example the number of antennas
is often limited by the equipment’s size. In [6, 7], the authors prosposed in the cellular
system a new diversity strategy which requires the cooperation of differents terminals
(users). Unlike the classic communication system which involves only the transmitter
and the receiver, the cooperative communication system includes one or several relay
terminals which can provide extra spatial diversity gain. In this chapter, we will present
the cooperative system, especially the Non-orthogonal AF system as well as the proposed
cooperative space-time code.

1.1 Cooperative system

The cooperative system can be found in the early works of Cover and Gamal in [8] where
the capacity for the cooperative system using relay protocol is studied. According to
the processing at the relay’s side, the cooperation system can be generally classified into
2 categories [9, 10]: the amplify-and-forward (AF) and the decode-and-forward (DF).
In DF mode the relay terminal decodes the received information and resends it to the
destination terminal while in AF mode the relay terminal forwards directly the received
signal. Due to the decoding latency at the relay’s side, the application of DF cooperation
is more difficult than AF cooperation in the real-time environment 1.

For the AF cooperation system, the half-duplex constraint is always imposed. In [11],
Laneman et al. propose an AF scheme which consists of 2 periods: in the first period the
source transmits the signals to both the relays and the destination; in the second period,
the relays send the received signals to the destination. The destination will combine the
received signals to decode the information. In this AF protocol, the transmissions of the
source and the relays are configured in orthogonal subchannels and there is a loss of
spectral efficiency because of the retransmission. This AF protocol is named Orthogo-

1The decoding processing will produce certainly the delay at the relay terminal’s side that we should
consider the time synchronization issue for the source, relay and destination terminals. The cooperation
with quick amplify-and-forward strategy is more adapted to solve the synchronization problem in the
Wi-Fi network
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nal AF (OAF) protocol. In [3], Azarian et al. prosose a new AF scheme where in the
second period the source and the relays transmit simultaneously. Since this transmission
is no longer orthogonal, it is named Non-orthogonal AF (NAF) protocol. This scheme
makes full use of the radio resource and it outperforms the original OAF scheme in terms
of Diversity-Multiplexing gain Tradeoff (DMT)[5]. The single-relay single-antenna NAF
scheme is studied in [3] and the MIMO NAF is discussed in [4], where Yang et al. gener-
alize the DMT analyse and propose the family of Space-Time Block Code (STBC) which
can achieve the optimal DMT for different NAF cooperation systems.

1.2 Cooperative diversity and STBC

The single-relay single antenna NAF cooperative system consists of 3 terminals: the
source terminal, the destination terminal and the relay terminal. For the convenience of
notation, the terminals will be denoted by: s for the source terminal, d for the destination
terminal and r for the relay terminal. Let us consider the one antenna case where hij
represents the channel coefficient from terminal i to terminal j. We suppose the quasi-
static Rayleigh channel that the channel coefficients are independant Gaussian variables
that hij ∼ CN (0, σ2

ij).

We divide the cooperation into 2 timeslots. Let x
(i)
t denote the transmit symbol by ter-

minal i and y
(j)
t denote the received symbol by terminal j in timeslot t. Let wt denote

the Additive White Gaussian Noise (AWGN) term at the destination and vt denote the
AWGN term at the relay that we have vt ∼ CN (0, N0), wt ∼ CN (0, N0).

In the first timeslot, the source transmits with power πs1. The received signals at relay
terminal and destination terminal are given by:{

y
(r)
1 =

√
πs1hsrx

(s)
1 + v1

y
(d)
1 =

√
πs1hsdx

(s)
1 + w1

(1.1)

In the second timeslot, the relay retransmits the received symbol y
(r)
1 which is normalized

by a scalar factor b:
x

(r)
2 = by

(r)
1 (1.2)

The normalization factor b is calculated in order to meet the power constraint E{|x(r)
2 |2} ≤

1 that this parameter is given by:

b =

√
1

πs1|hsr|2 +N0

(1.3)

The source terminal transmits x
(s)
2 with power πs2 while the relay terminal transmits x

(r)
2

with power πr2. The destination receives in the second timeslot:

y
(d)
2 =

√
πs2hsdx

(s)
2 +

√
πr2hrdx

(r)
2 + w2 (1.4)

In order to keep the same transmitting power, the power coefficients are subjected to:

πs1 + πs2 + πr2 = 2 (1.5)
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This transmission can be described by:[
y

(d)
1

y
(d)
2

]
=

[ √
πs1hsd 0√

πs1πr2bhrdhsr
√
πs2hsd

][
x

(s)
1

x
(s)
2

]
+

[
0√

πr2bhrdv1

]
+

[
w1

w2

]
(1.6)

For the power allocation issue, we use the configution πs1 = 1, πs2 = 0.5 and πr2 = 0.5
that the power for each timeslot is normalized to 1.

The Golden code [12] can be applied in single-relay single-antenna scenario and it is

proven that the Golden code achieves the optimal DMT [4]. Let X =

[
x11 x12

x21 x22

]
denote

the codeword. The cooperation is realized as follows: in the first 2 timeslots, the source
terminal send x11 and x12 then x21 and x22 in the following 2 timeslots.

From 1.6, the system with Golden code can be described as:

Y = HX + V + W (1.7)

where, 

Y =

[
y11 y12

y21 y22

]
H =

[ √
πs1hsd 0√

πs1πr2bhrdhsr
√
πs2hsd

]
X =

[
x11 x12

x21 x22

]
V =

[
0 0√

πr2bhrdv21
√
πr2bhrdv22

]
W =

[
w11 w12

w21 w22

]
(1.8)

The NAF cooperation system turns into a MIMO-like system and the MIMO decoding
technique can be applied on this cooperation system.

We notice that the noise power in first period is not the same as the one in the second
period. Thus, it is necessary to perform the noise normalization before decoding X. This

normalization is achieved by left-multiplying a diagonal matrix

[
1 0
0 ρ

]
:[

1 0
0 ρ

]
Y =

[
1 0
0 ρ

]
HX +

[
1 0
0 ρ

]
(V + W) (1.9)

where,

ρ =

√
1

1 + πr2b2|hrd|2
(1.10)

Let us define: 

Ỹ =

[
1 0
0 ρ

]
Y

H̃ =

[
1 0
0 ρ

]
H

W̃ =

[
1 0
0 ρ

]
(V + W)

(1.11)
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The noise terms W̃ are i.i.d AWGN that E{W̃W̃H} = 2N0I.

The Signal-to-Noise Ratio (SNR) is defined by:

SNR =
σ2
sd

N0

(1.12)

Moreover, the relay terminal may have a geographical advantage that the quality of link
s→ r or r → d is better than the direct link s→ d. We define Gsr the gain of link s→ r
to link s→ d in SNR and Grd the one of link r → d, respectively, that:

Gsr =
σ2
sr

σ2
sd

, Grd =
σ2
rd

σ2
sd

(1.13)

For the single-relay multiple antennas NAF cooperation system, let us suppose M anten-
nas at the source, N antennas at the destination and K antennas at the relay. Like the
single-relay single-antenna system, the cooperation is accomplished in 2 periods and we
suppose that each period contains T timeslots.

Let xp,m,t denote the transmitted signal on antenna m and yp,n,t is the received signal

on antenna n in period p at timeslot t, respectively. X
(i)
p = [xp,m,t] denotes the signal

transmitted by terminal i and Y
(j)
p = [yp,n,t] denotes the signal received by terminal j in

period p. Let Hij =
[
h

(ij)
n,m

]
denote the coefficient matrix of channel j → i where h

(ij)
n,m

is the channel response from transmit antenna m to receive antenna n. The i.i.d AWGN
terms are denoted by Wp = [wp,n,t] at destination and by Vp = [vp,k,t] at the relay. We
have wp,n,t ∼ CN (0, N0), vp,k,t ∼ CN (0, N0) and E

{
WpW

H
p

}
= E

{
VpV

H
p

}
= N0T I.

The source transmits with power πs1 in the first period and the signals received at the
relay and at the destination are given by:{

Y
(d)
1 =

√
πs1HsdX

(s)
1 + W1

Y
(r)
1 =

√
πs1HsrX

(s)
1 + V1

(1.14)

In the second period, the relay amplifies the received signals by multiplying the normal-
ization matrix B:

X
(r)
2 = BY

(r)
1 (1.15)

The relay transmits X
(r)
2 with power πr2 while the source transmits the second part of

signal with power πs2. At the destination, the received signal is expressed by:

Y
(d)
2 =

√
πs2HsdX

(s)
2 +

√
πr2HrdX

(r)
2 + W2 (1.16)

The matrix B is aK×K matrix which is calculated to meet the transmit power constraint:

Prelay =
1

T
Tr

(
E

{
X

(r)
2

(
X

(r)
2

)H})
≤ K (1.17)

Let us define:  Σ
X

(r)
1

= E

{
X

(r)
1

(
X

(r)
1

)H}
ΣV1 = E

{
V1V

H
1

} (1.18)
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By (1.15), we have:

Tr
(
B
(
πs1HsrΣX

(s)
1

HH
sr + ΣV

)
BH
)
≤ K (1.19)

The transmit power condition can alternatively be given by:

Tr
((
πs1HsrΣX

(s)
1

HH
sr + ΣV

)
BHB

)
≤ K (1.20)

By combining (1.14) (1.15) and (1.16), the single-relay multiple-antennas cooperation
system is described by:[

Y1

Y2

]
=

[ √
πs1Hsd 0√

πr2πs1HrdBHsr
√
πs2Hsd

] [
X1

X2

]
+

[
0√

πr2HrdBV

]
+

[
W1

W2

]
(1.21)

We can simplify the above expression by:

Y = HX + U + W (1.22)

where 

Y =

[
Y1

Y2

]
H =

[ √
πs1Hsd 0√

πr2πs1HrdBHsr
√
πs2Hsd

]
X =

[
X1

X2

]
U =

[
0√

πr2HrdBV

]
W =

[
W1

W2

]
(1.23)

In order to achieve the AWGN condition, we normalize the system by left-multiplying[
I 0
0 Γ

]
: [

I 0
0 Γ

]
Y =

[
I 0
0 Γ

]
HX +

[
I 0
0 Γ

]
(U + W) (1.24)

For the noise terms, the AWGN condition is equivalent to:

E
{

Γ(
√
πr2HrdBV + W2)(

√
πr2HrdBV + W2)HΓH

}
= E

{
W1W

H
1

}
(1.25)

which gives:

Γ
(
π2HrdBBHHH

rd + I
)
ΓH = I (1.26)

Let us define: {
Σ = (πr2PPH + I)−1

P = HrdB
(1.27)

The matrix Γ is then obtained by performing Cholesky decomposition on Σ:

ΓHΓ = Σ (1.28)
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The 4× 4 Perfect code [13] is proposed for the single-relay two-antenna NAF scenario, in
[4] where we configure M = N = K = 2 and T = 4. Let X denote a codeword that:

X =


x1

x2

x3

x4

 (1.29)

where xi is the ith row.

For the cooperation, the source terminal transmits in the first period

[
x1

x2

]
and in the

second period

[
x3

x4

]
in the second period.

The 4×4 Perfect code and the Golden code belong to a full-diversity full-rate STBC family
with non-vanishing determinant and this STBC family will be presented in section 1.3.

1.3 Cyclic division algebra based STBC

The perfect codes family, including the Golden code and the 4× 4 Perfect code, is a type
of STBC derived from the Cyclic Division Algebra (CDA). Let a CDA be denoted by
A = A(K/F, σ, γ), where F = Q(i) is the center and K is the algebraic extension over F
of degree n with σ the generator of its Galois group Gal(K/F).

This CDA is generated by:

A =

{
n−1∑
i=0

zi · ei, zi ∈ K

}
(1.30)

where z · e = e · σ, en = γ, γ ∈ F and γ is not a norm in K.

For the Golden code, the K is selected as K = F(θ) = Q(i, θ) that:

K = {s1 + s2θ, s1, s2 ∈ Q(i)} (1.31)

with {
θ = 1+

√
5

2

θ = σ(θ) = 1−
√

5
2

(1.32)

The construction of A can be described by:

A = {x+ y · e, x, y ∈ K/F} (1.33)

There exists a matrix representation of the element in A. Let M denote the mapping
from an element in A to its matrix representation. The element e is mapped to:

M(e) =

[
0 1
γ 0

]
(1.34)
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For x ∈ K, its matrix representation is given by:

M(x) = diag
(
x, σ(x)

)
=

[
x 0
0 σ(x)

]
(1.35)

where [x, σ(x)] is the canonic embedding of x ∈ K.

The element (x+ y · e) ∈ A can be expressed by:

M(x+ y · e) =M(x) +M(y)M(e) =

[
x y

γσ(y) σ(x)

]
(1.36)

To give the contruction of Golden code, we start from the integer ring of K, denoted by
OK.

The integer ring OK is generated by:

OK = {s1b1 + s2b2, s1, s2 ∈ Z(i)} (1.37)

with b1 = 1, b2 = θ are the integer basis of K.

This interger ring is isomorphic to the lattice whose basis are generated by canonical
embedding of the integer basis of K/F.

Let Λ(OK) denote this lattice then its generator is given by:

ΦΛ(OK) =

[
1 θ

1 θ

]
(1.38)

However, the basis are not orthonormal which means the lattice Λ(OK) is not a rotated
version of Z2(i). It is worthy to notice that a lattice is a rotation version of Zn(i) implies
this lattice keeps thesame performance as Zn(i) in AWGN channel. This is a necessary
condition for STBC code design. For this purpose, we take the ideal I = I(α) in OK
where α = 1 + i+ iθ2:

I(α) = αOK (1.39)

The generator of the lattice Λ(I) is:

ΦΛ(I) =
1√
5

[
α αθ

α αθ

]
(1.40)

where the factor
√

5 is for normalization. We can verify that the generated lattice is a
rotated version of Z2(i) since ΦΛ(I) is unitary.

The Golden code is generated by taking x, y ∈ αOK in (1.33):

G =
{
x+ y · e, x, y ∈ αOK

}
(1.41)

By using the matrix representation, the Golden code can be described as:

G =
{

X = diag
(
ΦΛ(I)x

)
+ diag

(
ΦΛ(I)y

)
M(e), x, y ∈ Z2(i)

}
(1.42)

2I(α) denotes the principal ideal generated by α.
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From (1.40), the Golden code is given by:

G =

{
X =

1√
5

[
α(s1 + θs2) α(s3 + θs4)

γα(s3 + θs4) α(s1 + θs2)

]
, si ∈ Z(i)

}
(1.43)

The element γ is selected as γ = i ∈ OK which is not a norm of any element in OK.
The condition |γ| = 1 is necessary such that we transmit with the same power on each
antenna for a good spectral efficiency.

Let xij denote the ith row jth column entry of a codeword X then the coding procedure
is: 

x11

x12

x21

x22

 =
1√
5


α αθ 0 0
0 0 α αθ

0 0 γα γαθ

α αθ 0 0



s1

s2

s3

s4

 (1.44)

The Golden code’s generation matrix MG is given by:

MG =
1√
5


α αθ 0 0
0 0 α αθ

0 0 γα γαθ

α αθ 0 0

 (1.45)

For the 4× 4 Perfect code, we keep Q(i) as the center F and K is an algebraic extension
of degree 4 over F that:

K = F(θ) = Q(i, θ) (1.46)

Here, θ is a 4-degree primary element over Q(i):

θ = ξ15 + ξ−1
15 = 2 cos

(
2π

15

)
(1.47)

where ξ = ei
2π
15 with the minimal polynomial µ(x) = x4 − x3 − 4x2 + 4x+ 1.

Let us write K by:
K = {s0 + s1θ + s2θ

2 + s3θ
3, si ∈ F} (1.48)

with its Galois group Gal(K/F) = {1, σ, σ2, σ3}:
σ : ξ15 + ξ−1

15 7→ ξ2
15 + ξ−2

15

σ2 : ξ15 + ξ−1
15 7→ ξ4

15 + ξ−4
15

σ3 : ξ15 + ξ−1
15 7→ ξ8

15 + ξ−8
15

(1.49)

A is generated by:

A(K/F, σ, γ) =
{
x0 + x1 · e+ x2 · e2 + x3 · e3, xi ∈ K/F

}
(1.50)

with e4 = γ = i.

10



The matrix representation mapping M is given by:
M(x) = diag

(
x, σ(x), σ2(x), σ3(x)

)
, x ∈ K

M(e) =


0 1 0 0
0 0 1 0
0 0 0 1
γ 0 0 0

 (1.51)

where [x, σ(x), σ2(x), σ3(x)] is the canonical embedding of x ∈ K.

Let X = x0 +x1 · e+x2 · e2 +x3 · e3, xi ∈ K denote an element in A(K/F, σ, γ). Its matrix
representation is given by:

M(X) = M(x0) +M(x1 · e) +M(x2 · e2) +M(x3 · e3)

=


x0 x1 x2 x3

γσ(x3) σ(x0) σ(x1) σ(x2)
γσ2(x2) γσ2(x3) σ2(x0) σ2(x1)
γσ3(x1) γσ3(x2) γσ3(x3) γσ3(x0)

 (1.52)

Like the Golden code, the 4× 4 Perfect code is constructed by taking the elements xi in
an ideal of OK which is a rotated version Z4(i). This ideal IK is constructed by:

IK = {s0b0 + s1b1 + s2b2 + s3b3, si ∈ Z(i)} (1.53)

where [b0, b1, b2, b3] are the basis:
b0

b1

b2

b3

 =


(1− 3i) + iθ2

(1− 3i)θ + iθ3

−i+ (−3 + 4i)θ + (1− i)θ3

(−1 + i)− 3θ + θ2 + θ3

 (1.54)

By using the canonical embedding of the basis, the generator of the latice Λ(IK) is given
by:

ΦΛ(I) =
1√
15


b0 b1 b2 b3

σ(b0) σ(b1) σ(b2) σ(b3)
σ2(b0) σ2(b1) σ2(b2) σ2(b3)
σ3(b0) σ3(b1) σ3(b2) σ3(b3)

 (1.55)

where
√

15 is a normalization factor and ΦΛ(I) is a unitary matrix. The lattice Λ(I) is
then a rotated version of Z4(i).

The 4× 4 Perfect code is given by:

X =
{

X =
3∑

k=0

diag(ΦΛ(I)sk)M(ek), sk ∈ Z4(i)
}

(1.56)

A codeword is generated from sj,k ∈ Z(i) by:

X =
1√
15


∑3

k=0 s0,kbk
∑3

i=0 s1,kbk
∑3

k=0 s2,kbk
∑3

k=0 s3,kbk
γ
∑3

k=0 s3,kσ(bk)
∑3

k=0 s0,kσ(bk)
∑3

k=0 s1,kσ(bk)
∑3

k=0 s2,kσ(bk)

γ
∑3

k=0 s2,kσ
2(bk) γ

∑3
k=0 s3,kσ

2(bk)
∑3

k=0 s0,kσ
2(bk)

∑3
k=0 s1,kσ

2(bk)

γ
∑3

k=0 s1,kσ
3(bk) γ

∑3
k=0 s2,kσ

3(bk) γ
∑3

k=0 s3,kσ
3(bk)

∑3
k=0 s0,kσ

3(bk)


(1.57)
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Let xi denote the ith column of X, sj denote [sj,0, sj,1, sj,2, sj,3]T and b denote [b0, b1, b2, b3].
By writing the codeword in the vectorial form, (1.57) is equivalent to:

x1

x2

x3

x4

 = MX


s0

s1

s2

s3

 (1.58)

where MX is the generation matrix of the 4× 4 Perfect code:

MX =
1√
15



b 0 0 0
0 0 0 γσ(b)
0 0 γσ2(b) 0
0 γσ3(b) 0 0
0 b 0 0

σ(b) 0 0 0
0 0 0 γσ2(b)
0 0 γσ3(b) 0
0 0 b 0
0 σ(b) 0 0

σ2(b) 0 0 0
0 0 0 γσ3(b)
0 0 0 b
0 0 σ(b) 0
0 σ2(b) 0 0

σ3(b) 0 0 0



(1.59)
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Chapter 2

MIMO Decoder

As discussed in chapter 1, the NAF cooperation system can be given in a MIMO represen-
tation. To decode this cooperation system, we can apply the known decoding algorithms
in the MIMO system. In context of MIMO system, we will some known decoder algorithms
which concern the channel matrix processing and the lattice searching method.

The MIMO decoder is an important factor for the MIMO system or the virtual-MIMO
system like NAF cooperation system. Our goal in this chapter is to find an “imple-
mentable” decoder algorithm that provides good decoding performance with acceptable
complexity.

2.1 MIMO system description

We consider a MIMO system with M transmit antennas and N receive antennas. Let
X denote the sent codeword for duration T and let Y denote the received signal. The
system is represented by:

YN×T = HN×MXM×T + WN×T (2.1)

where H is the channel matrix, E
{
XHX

}
= I and W denotes the independant and

identically-distributed (i.i.d) AWGN terms, such that wij ∼ CN (0, N0).

We suppose the Channel State Information (CSI) is perfectly known at the receiver side
and the Maximum Likelihood (ML) decoding aims to find the X̂ which satisfies:

X̂ = arg max
X∈X

Pr
{

X|Y,H
}

(2.2)

where X denotes the set of codewords.

Since the noise is AWGN, the ML decoding is equivalent to find the codeword X̂ that:

X̂ = arg min
X∈X
||Y −HX||2F (2.3)

where || · ||2F denotes the Frobenius norm.
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Let ω denote the transformation from a matrix to its vectorial form by writing the columns
vertically such that:

y = ω(Y)

ω : Y =
[
y1 y2 · · · yT

]
→ y =


y1

y2
...
yT

 (2.4)

Let Ω denote the following matrix transformation:

H̃ = Ω(H)

Ω : H→ H̃ =


H 0 · · · 0
0 H · · · 0
...

...
. . .

...
0 0 · · · H


T times

(2.5)

The MIMO system can be equivalently expressed by:

y = H̃x+ w (2.6)

where x = ω(X) and w = ω(W).

The transmitted signal X can be a STBC codeword. When the STBC is applied, the
codewords are linearly generated from the Quadrature Amplitude Modulation (QAM)
symbols. Let x denote the transmitted codeword and let s denote the QAM symbols.
The coding procedure can be expressed by:

x = KmodMX (s+ c), si ∈ S (2.7)

where MX is the STBC generation matrix as (1.45) and (1.59). S is the set of possible
constellation symbols. Kmod is the power normalization factor and c is a constant offset

such that E
{
s+ c

}
= 0 and E

{
K2

mod(s+ c)(s+ c)H
}

= I.

Table 2.1 shows S and Kmod for different constellations. The offset is configured as c = 0.5
for Binary Phase-Shift Keying (BPSK) and c = 0.5(1 + i) for the other constellations,
including Quadrature Phase-Shift Keying (QPSK), 16-QAM and 64-QAM.

Table 2.1: Lattice QAM symbols set S
Constellation <(S) =(S) Kmod

BPSK {−1, 0} {0} 2

QPSK {−1, 0} {−1, 0} 2/
√

2

16-QAM {−2,−1, 0, 1} {−2,−1, 0, 1} 2/
√

10

64-QAM {−4,−3,−2,−1, 0, 1, 2, 3} {−4,−3,−2,−1, 0, 1, 2, 3} 2/
√

42

Let the real signal be remarked by the letter r. We can denote the product of the channel
matrix and the coding matrix by defining:

Heq = KmodH̃MX (2.8)
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(2.6) turns to:
y = Heq(s+ c) + w (2.9)

The system can be expressed in using the real signals:

yr = Hr
eq(sr + cr) + wr (2.10)

where 

yr =

[
<(y)
=(y)

]
sr + cr =

[
<(s+ c)
=(s+ c)

]
wr =

[
<(w)
=(w)

] (2.11)

and

Hr
eq =

[
<(Heq) −=(Heq)
=(Heq) <(Heq)

]
(2.12)

The entries of sr are real integers such that sr ∈ Z ⊂ Z2MT , whereZ =
{
<MT (S),=MT (S)

}T
.

Let the metric of sr be denoted by:

M(sr) =
(
yr −Hr

eq(sr + cr)
)T(

yr −Hr
eq(sr + cr)

)
(2.13)

The ML condition in (2.1) is equal to find ŝr that:

ŝr = arg min
sr∈Z

M(sr) (2.14)

To decode this system, an “exhaustive” way is to examine all the candidates in the code
book. This decoding method can operate when the number of codewords is not too large.
For example, in a MIMO system using 2×2 BLAST code with QPSK constellation, there
are totally 16 candidates. It is possible to implement a parellel structure for the metric
calculation of all the possible contellation points. However, when the dimension is high
or the constellation is complex, this decoding method is too expensive to realize.

In the following sections, we will discuss the MIMO decoder problem with the real lattice
generated by Hr

eq:

Λ(Hr
eq) =

{
yr|yr = Hr

eqz, z ∈ Zn
}

(2.15)

The decoding problem turns to be the well-known Closest Lattice Point Search (CLPS)
problem: to find in the Λ(Hr

eq) the neartest point to yr −Hr
eqc

r.

2.2 Left processing: MMSE-GDFE

Some matrix processings need to be taken before performing the lattice point searching.
For the left-processing, the Minimum Mean Square Error Generalized Decision-Feedback
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Equalizer (MMSE-GDFE) [14] is performed to minimize the noise impact and to give an
upper triangular structure of the lattice generator matrix.

Let Hext =

[
Hr

eq
1
2
N0I

]
denote the extended matrix of Hr

eq, where 1
2
N0 is the real noise

power.

We apply QR-decomposition to Hext that:

Hext = QextR =

[
Q

1
2
N0R

−1

]
R (2.16)

The matrix Qext is orthogonormal and R is an upper triangular matrix with RTR =(
Hr

eq

)T
Hr

eq + 1
2
N0I.

By left multiplying P = QT at both sides of (2.10), we have:

y′ = Pyr

= R(sr + cr) + Pwr + (PH−R)(sr + cr)

= R(sr + cr) + w′ (2.17)

where w′ = Pwr + (PH−R)(sr + cr) is the equivalent noise term.

It is noticeable that the equivalent noise term contains the AWGN noise contribution
Pwr and the signal-dependent noise term (PH−R)(sr + cr).

The noise term Pwr may not be i.i.d for the reason the matrix P can be non-orthogonormal
and the signal-dependent term (PH−R)(sr + cr) is non-Gaussian. However, considering
E
{

(sr + cr)(sr + cr)T
}

= K−2
modI, it can be shown that the equivalent noise term w′ keeps

white that E
{
w′w′T

}
= N ′0I [15]. This operation will change the noise’s AWGN property

but the minimum distance criteria is expected to be only slightly sub-optimal [16].

The constant offset cr is removed from y′ by:

y′′ = y′ −Rcr

= Rsr + wr (2.18)

For the convenience of notation, in the following sections we use y for y′′, s for sr and w
for wr.

2.3 Right processing : column permutation and lat-

tice reduction

Let H denote the real channel matrix. The QR-decomposition on H may generate an “ill-
conditioned” matrix R whose diagonal entries can be very small. For the MIMO decoders,
an ill-conditioned matrix introduces either large complexity or a bad performance. To
sovle this problem, it is suggested to perform the right-processing on the channel matrix
before the lattice searching step.
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This processing can be considered to decomposite H as:

H = HredU (2.19)

where U is a unimodular marix such that ui,j ∈ Z and UTU = I.

The matrix U can be a permutation matrix which gives a decoding schedule. In the other
hand, it can be a lattice reduction matrix which simplifies the lattice basis. In general, the
lattice reduction matrix gives better performance than the permutation matrix. However,
it is worthy to notice that it takes more time to calculate the lattice reduction matrix.
Another inconvenience of the lattice reduction matrix is the shaping problem that the
constellation set S are changed for the lattice searching step.

For the permutation matrix, the algorithm Greedy Ordering (GO) proposed in [17, 18]
can be applied to find a good decoding order. It is shown that the permutation matrix
provides the optimal order for the Decision Feedback Equalizer (DFE) algorithm which
will be presented in section 2.4.

Let hi denote the ith column of channel matrix H that H =
[
h1, h2, · · · , hM

]
. For a given

column permutation function π, the column-permuted matrix H(π) is defined by:

H(π) =
[
hπ(1), hπ(2), · · · , hπ(M)

]
(2.20)

The GO algorithm aims to find a permutation function π such that for the matrix R
obtained by applying QR-decomposition on H(π), min1≤i≤M ri,i is maximized. This algo-
rithm yields the optimal permutation π in M steps. Let Hk denote the index set of the
not yet chosen columns at step k. For k = 1, · · · ,M , the permutation function π is given
by:

π(k) = arg max
j∈Hk

{
h
T

j

[
I−Hk,j

(
HT
k,jHk,j

)−1

HT
k,j

]
hj

}
(2.21)

where Hk,j is a N × (k − 1) matrix formed by the unchosen columns except hj: Hk,j is
composed of the columns hi with i ∈ Hk − {j}.

For the lattice reduction problem, we propose the famous Lenstra, Lenstra and Lovasz
(LLL) reduction[19]. The LLL reduction algorithm aims to give the “shortest” basis from
the initial lattice generate matrix H. Therefore, the LLL reduction can greatly improve
the sub-optimal algorithm or reduce the complexity of the ML decoding algorithm.

2.4 Lattice decoding

In this section, the ML decoding algorithm for lattice searching problem is presented
as well as some sub-optimal algorithms. The ML decoding algorithm yields the best
performance but it introduces also great complexity. In most cases, it is necessary to find
a sub-optimal algorithm to provide a tradeoff between the decoding performance and the
complexity.

We discuss two families of the algorithm: one with fixed latency and the other with
variant latency. The fixed latency means the algorithm terminates with a predictable
number of computations. This property is important for the hardware implementation of
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such a decoder. At the other hand, the variant latency algorithms are generally applied
in software level.

2.4.1 ML decoding algorithm

Sphere Decoder (SD) [20] and Schnorr-Euchner (SE) decoder [21] are the two ML al-
gorithms most used in lattice decoding. In [22], the authors give a comparaison on the
complexity of these two algorithms. Briefly speaking, the SE algorithm has a little ad-
vantage to the SD algorithm for small amount of antennas and low SNR. We present the
SE algorithm in Algorithm 1.
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Algorithm 1 Schnorr Euchner (ML)

Let H be the lattice generator matrix, y be the received vector. This algorithm outputs
coodinates s ∈ Zn of the closest point to y in lattice Λ(H) = HZn, such that L(y, s,H) =
(y −Hs)T (y −Hs) ≤ L(y, s′,H), ∀s′ ∈ Zn and also the value of L(y, s,H).

1.[Prepare] H = QR (apply QR-decomposition to H)
y ← QTy

2.[Start] dist← {0, · · · , 0}
k ← n
bestdist← +∞

3.[Calculate] ek ← yk −
∑n

j=k+1 rk,juj

uk ←
[
ek
rk,k

]
int

d← ek − rk,k · uk
stepk ← sgn(d)

4.[Compare] newdist← distk + d2

if newdist > bestdist
if k = n

output s, bestdist
terminate the algorithm

else
go to step 5

endif
else

if k = 1
s← u
bestdist← newdist
go to step 5

else
go to step 6

endif
endif

5.[Backward] k ← k + 1
uk ← uk + stepk
stepk ← −stepk − sgn(stepk)
d← ek − rk,k · uk
go to step 4

6.[Forward] k ← k − 1
distk ← newdist
go to step 3

where [x]int returns the closest integer to x.

The [Prepare] step in Algorithm 1 is done in the MMSE-GDFE processing and R is the
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upper triangular defined by:

R =


r1,1 r1,2 · · · r1,n

0 r2,2 · · · r2,n
...

...
. . .

...
0 0 · · · rn,n

 (2.22)

2.4.2 Algorithm Zero-Forcing

Let us review the MIMO system given in (2.10). The simplest way to decode this system
is to project directly the received signal yr in Zn by multiplying (Hr

eq)−1:

yproj = (Hr
eq)−1yr

= sr + cr + (Hr
eq)−1wr (2.23)

The detected vector is given by:

ŝr =
[
(Hr

eq)−1yr − cr
]

int
(2.24)

This method is called Zero-Forcing (ZF). When the noise power N0 is avaible, the ZF
algorithm can be extended to Minimum Mean Square Error (MMSE) detection by ap-
plying the projection matrix R−1QT instead of (Hr

eq)−1, where R and Q are defined in
(2.16).

The ZF or MMSE detection is very simple and we can implement it for low dimension
MIMO systems.

2.4.3 Heuristic algorithms: DFE and KSE

For high dimension MIMO systems, frequently we implement the algorithm DFE which
operates on the system with an upper trianglar channel matrix like (2.18). The DFE
algorithm is given in Algorithm 2.
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Algorithm 2 Decision-Feedback Equalizer lattice decoder

Let H be the lattice generator matrix, y be the received vector. This algorithm gives the
coordinates s ∈ Zn of the closest point found in the lattice Λ(H) = HZn in an heuristic
way. Both the lattice point and its Euclidian distance to y are given.

1.[Prepare] H = QR (apply QR-decomposition to H)
y ← QTy

2.[Start] k ← n
dist← 0

3.[Calculate] ek ← yk −
∑n

j=k+1 rk,juj

uk ←
[
ek
rk,k

]
int

d← ek − rk,k · uk
4.[Recursion] dist← dist + d2

if k = 1
s← u
output s, dist
terminate the algorithm

else
k ← k − 1
go to step 3

endif

This algorithm finds the so-called Babai point in n step. The QR-decomposition keeps the
nature of i.i.d AWGN1. The upper trianglar channel matrix implies that the detection at
step k has no impact on the precedent detection results. At step k, the precedents results
uj for k < j ≤ n are supposed to be correctly decoded and the detection result of uk is
independant to the precedent results.

However, the precedents results do have an impact on the current step. When an error
occurs at step k, it will engender the error propagation by influencing the results uj for
1 ≤ j < k. A solution to reduce the risk is to keep more candidates at each step and
the generalized algorithm, named K-best Schnorr-Euchner (KSE) decoder, is proposed in
Algorithm 3 where K candidates are taken into account at each step.

1This property changes slightly when MMSE-GDFE is applied.
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Algorithm 3 K-Best Schnorr-Euchner algorithm

Let H denote the lattice generator matrix, y be the received vector. Let {z1, z · · · , zM}
denote the set of possible integer points at each real dimension. This algorithm gives the
coordinates s ∈ Zn of the closest point found in the lattice Λ(H) = HZn in an heuristic
way. Both the lattice point and its Euclidean distance to y are given.

1.[Initialization] H = QR (apply QR-decomposition to H)
y ← QTy
{dist1, · · · , distK} ← {+∞, · · · ,+∞}
{u1, · · · , uK} ← {NULL, · · · ,NULL}
k ← n
dist1 ← 0

2.[Forward] for i = 1, · · · , K
for m = 1, · · · ,M

d← yk −
∑k

j=n+1 rj,kui,j − rk,kzm
Di,m ← distk + d2

endfor
endfor

3.[Selection] Let {Di1,m1 , · · · , DiK ,mK} denote the K smallest values among {Di,m}
in increasing order
for p = 1, · · · , K

Up ← [uip , smp ]
distp ← Dip,mp

endfor
4.[Judgement] if k = 1

s← U1

output s, dist1

terminate algorithm
else

for i = 1, · · · , K
ui ← U i

endfor
k ← k − 1
go to step 2

endif

At each step, the K memorized nodes have the same degree and these candidates are
considered the “best” at each step. Because the recursion is based on these K node,
these candidates are the father nodes of the following detected nodes. By keeping more
candidates, this processing avoids eventually eliminating the right candidate due to a
false detection. Like DFE algorithm, this algorithm operates with a constant decoding
complexity and the performance can be improved with larger K.

In addition, the diagonal coefficients of R are very important to the performance of DFE
or KSE algorithms. An efficient way to improve the system performance is to apply the
right-processing like GO or LLL reduction.
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2.4.4 Sequential decoder based algorithm : Fano decoder and
stack decoder

The sequential decoders, like Fano decoder [23] and stack decoder [24], can be generalized
to perform the lattice decoding in exploiting the upper trianglar form of lattice generate
matrix R [16].

The principle of Fano decoder is to use a stage bias in order to give a “fair” metric
for different decoding stages that the Fano metric is “comparable” for different level.
The Fano metric is calculated from the accumulated squared Euclidean distance and we
associate for each level a bias of the real noise power N0/2:

f(xkn) =
n∑
i=k

(yi −
n∑
j=i

ri,jxj)
2 − (n− k)

N0

2
(2.25)

Following [16], Fano metric can take the general form:

f(xkn) =
n∑
i=k

(yi −
n∑
j=i

ri,jxj)
2 − b(n− k)

N0

2
(2.26)

It is notable that the stage bias factor b can be chosen arbitrarily which allows a flexible
tradeoff between the performance and the complexity.

Fano lattice decoder algorithm is given in Algorithm 4.

We notice that the discrete metric threshold T is a multiple of the increment ∆ so
the configuration ∆ is also important to the decoder’s performance: a too large value
will degrade the decoding performance and a too small one will introduce unnecessary
complexity.

The stack decoder described in Algorithm 5 is another type of sequential decoder where
a stack is employed to memorize the K “best” candidates. The decoding starts from the
root of the decoding tree. At each step, the child nodes of the best candidate in stack are
examined. Then the metrics of the new generated child nodes and the rest candidates in
stack are sorted and the K candidates with smallest metrics survive. This examination
continues til the best candidate is a leaf node.

Unlike the KSE decoder, the candidates can have different length, so the Fano-like metric
is applied in order to give a good comparison.
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Algorithm 4 Fano lattice decoder

Let R denote the upper-trianglar lattice generator matrix, y denote the received vector,
b denote the stage bias and ∆ denote the metric increment. This algorithm outputs
coodinates s ∈ Zn of the closest point to y in the lattice Λ(R) = RZn in an heuristic
way. Both the lattice point and its relative metric are given.

1.[Initialization] k ← n, T ← 0,m← 0

2.[Calculte] ek ← yk −
∑j=k+1

n rk,juj

uk ←
[
ek
rk,k

]
int

d← ek − rk,k · uk
stepk ← sgn(d)

3.[Compare] M ← mk + d2 − bN0/2
if M ≤ T

if k = 1
s← u
output s,M
terminate algorithm

else
go to step 4

endif
else

if k = n or mk+1 > T
T ← T + ∆
go to step 2

else
k ← k + 1
uk ← uk + stepk
stepk ← −stepk − sgn(stepk)
go to step 3

endif
endif

4.[Forward] k ← k − 1
mk ←M
if mk+1 > T −∆

while mk ≤ T −∆
T ← T −∆

endwhile
endif
go to step 2
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Algorithm 5 Stack lattice decoder

Let R be the upper-trianglar lattice generator matrix, y be the received vector, b be the
stage bias. This algorithm outputs coodinates s ∈ Zn of the closest point to y in the
lattice Λ(R) = RZn in an heuristic way. Both the lattice point and its relative metric are
given.

1.[Initialization] List = NULL, deg← NULL
m←∞

2.[Start] k ← n
metric← 0

3.[Calculate] if k = 0
s← u
output s,metric
terminate algorithm

else

ek ← yk −
∑j=k+1

n rk,juj

uk ←
[
ek
rk,k

]
int

d← ek − rk,k · uk
step← sgn(d)
go to step 4

endif
4.[Compare] M ← metric + d2 − bN0/2

if M < mK

go to step 5
else

go to step 7
endif

5.[Insertion] p← Pos(M,m)

List← {Listp−1
1 , u,ListK−1

p }
deg← {deg

p−1

1 , k − 1, deg
K−1

p }
m← {mp−1

1 ,M,mK−1
p }

if p = K
go to step 7

else
go to step 6

endif
6.[Next] uk ← uk + step

d← ek − rk,k · uk
step← −step− sgn(step)
go to step 4

7.[Forward] u← List1, k ← deg1

metric← m1

List← {ListK2 , NULL}
deg← {deg

K

2 , NULL},m← {mK
2 ,∞}

go to step 3

where m denotes the stack that records the candidates’ metrics in non-decreasing order
and the function Pos(M,m) returns the index p such that mp−1 ≤M < mp.
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2.4.5 Generalized Schnorr-Euchner decoder: SEF decoder

The ML decoding in general demands huge computations for high dimension lattice.
Inspired by the Fano metric, we associate a non-decreasing bias at each level which is
integrated in the metric calculation by modifying the calculation of newdist in step 4 of
Algorithm 1:

newdist← distk + d2 − b(n− k)
N0

2
(2.27)

This modified SE decoder is named SE decoder with Fano-like metric (SEF) [25]. The
biased metric can effectively accelerate the searching speed that the complexity is reduced
with trivial performance loss.

2.5 MIMO decoder performance

In this section, we will discuss the performance of MIMO decoders in terms of Word Error
Rate (WER) and decoding complexity. We suppose the CSI is perfectly known at the
receiver and the MMSE-GDFE is performed for the left-processing of channel matrix.

We group the MIMO decoders into 2 categories : the fixed-latency decoders and the
variant-latency decoders.

The fixed-latency decoders include ZF decoder, DFE decoder and KSE decoder. As shown
in section 2.4, the fixed-latency decoder uses the same structure in a recursive way. The
decoding complexity is linear to the MIMO system’s dimension which means the decoder’s
delay can be controlled. For the Wi-Fi system which demands a strict decoding latency2,
we are inclined to apply the fixed-latency decoders for hardware implementation [26].

The SE/SEF decoder, Fano decoder and stack decoder are considered as variant-latency
decoders. The variant-latency decoder is not suitable for hardware level implementation
since their processing delays are unpredictable. This type of decoders can be imple-
mented in software level like the platforms with microprocessor support or for systems
not sensitive to the latency. For the interest of complexity evaluation, we will evaluate the
algorithm’s efficiency by analysing the average number of visited points per level during
the lattice searching.

For the right-processing mentioned in section 2.3, we will investigate 3 situations: without
any right-processing (direct decoding), with permuation matrix using GO and with LLL
reduction method.

We use the uncoded V-BLAST in all MIMO configurations. The ML performance ob-
tained with SE decoder is provided as a reference. The MIMO channel is modelized as
quasi-static Rayleigh fading channel that for channel matrix H the channel coefficients
hi,j ∼ CN (0, 1) are i.i.d. The MIMO systems of 2×2, 4×4 and 16×163 are studied with
2 constellations: QPSK, 16-QAM.

2In 802.11a/n, the maximum of PHY layer processing delay is 12µs.
3The 4× 4 MIMO system simulates the decoding of the Golden code while the 16× 16 MIMO system

simulates the case of of 4× 4 Perfect code.
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2.5.1 Direct decoding

Let us first see the performances of the fixed-latency MIMO decoders which are shown in
Figures 2.1-2.6. It is not astonishing that ZF algorithm gives the worst performance. Even
in 2×2 MIMO case, the ZF’s performance is far from ML performance. The DFE decoder
outperforms the ZF algorithm in all the configurations, especially for high dimension
MIMO cases. However, both ZF algorithm and DFE algorithm lose the system’s diversity
gain which is essentiel to the application of cooperative diversity. The KSE algorithm
appears a good solution: with a buffer of size 4, its performance is very close to the ML
curve in 2 × 2 and 4 × 4 MIMO system. For the 16 × 16 MIMO case, the gap between
KSE and ML curves is greater that we lose about 6dB for WER=10−3 in 16× 16 MIMO
system with 16-QAM.
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Figure 2.1: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder, DFE
decoder and KSE decoder in 2x2 MIMO system with QPSK constellation
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Figure 2.2: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder, DFE
decoder and KSE decoder in 2x2 MIMO system with 16-QAM constellation
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Figure 2.3: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder, DFE
decoder and KSE decoder in 4x4 MIMO system with QPSK constellation
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Figure 2.4: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder, DFE
decoder and KSE decoder in 4x4 MIMO system with 16-QAM constellation
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Figure 2.5: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder, DFE
decoder and KSE decoder in 16x16 MIMO system with QPSK constellation

28



10
-3

10
-2

10
-1

10
0

 0  3  6  9  12  15  18  21  24  27  30  33  36  39  42  45  48

W
E

R

SNR(dB)

MIMO decoder over Rayleigh fading channel : 16x16 16QAM

SE
MMSE
DFE
KSE(4)

Figure 2.6: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder, DFE
decoder and KSE decoder in 16x16 MIMO system with 16-QAM constellation
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Now let us see the variant-latency decoders. For the parameter configuration, the bias b
is set to 1 for all decoders, ∆ is set to N0/8 which gives good tradeoff between decoding
performance and complexity. The buffer of stack decoder is set to 4.

As shown in Figures 2.7-2.12, Fano decoder and SEF decoder give both quasi-ML per-
formance. Stack decoder achieves also very good performance in 2× 2 and 4× 4 MIMO
systems but it loses about 8dB (WER=10−3) in 16×16 MIMO system with 16-QAM. We
need to increase the stack size to improve the decoder performance for high dimension
MIMO cases.

In terms of complexity, the sub-optimal decoders, Fano decoder, stack decoder and SEF
decoder, show great advantage to the ML decoder when the MIMO system dimension
or the number of constellation points increases. In 16 × 16 MIMO case, the complexity
of ML decoder is too high which prevents the implementation of a ML decoder in high
dimension MIMO, especially for the low and medium SNR ranges. In this case, the sub-
optimal decoders are prefered for their excellent decoding performance and affordable
calculation time.
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Figure 2.7: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder in 2x2 MIMO system with QPSK constellation
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Figure 2.8: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder in 2x2 MIMO system with 16-QAM constellation
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Figure 2.9: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder in 4x4 MIMO system with QPSK constellation
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Figure 2.10: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder in 4x4 MIMO system with 16-QAM constellation

10
-3

10
-2

10
-1

10
0

 0  3  6  9  12  15  18  21  24  27  30  33  36

W
E

R

SNR(dB)

MIMO decoder over Rayleigh fading channel : 16x16 QPSK

SE
Fano(1.0)
Stack(4)
SEF(1.0)

(a) Word error rate

0

50

100

 0  3  6  9  12  15

C
o

m
p

le
x

it
y

SNR(dB)

MIMO decoder over Rayleigh fading channel : 16x16 QPSK

SE
Fano(1.0)
Stack(4)
SEF(1.0)

(b) Average complexity

Figure 2.11: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder in 16x16 MIMO system in QPSK constellation
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Figure 2.12: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder in 16x16 MIMO system with 16-QAM constellation
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2.5.2 Greedy ordering

A good decoding order can bring great improvement in the decoding performance. The
simulation results illustrate the assistance of the GO method for the algorithms like
DFE/KSE decoder, Fano decoder, stack decoder and SE/SEF decoder4.

The performances of DFE and KSE using GO are shown in Figure 2.13-2.18. The perfor-
mance of DFE is significantly improved when applying GO and the decoding performance
is close to ML performance for QPSK case. This improvement is more obvious with KSE
decoder that achieves near ML performance: in 16 × 16 MIMO system with 16-QAM
constellation, we lose only 1dB to the ML curve.
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Figure 2.13: MIMO decoders’ performance over Rayleigh fading channel: DFE decoder
and KSE decoder with greedy ordering method in 2x2 MIMO system with QPSK con-
stellation
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Figure 2.14: MIMO decoders’ performance over Rayleigh fading channel: DFE decoder
and KSE decoder with greedy ordering method in 2x2 MIMO system with 16-QAM
constellation

4The ordering method does not impact the performance of ZF decoding.
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Figure 2.15: MIMO decoders’ performance over Rayleigh fading channel: DFE decoder
and KSE decoder with greedy ordering method in 4x4 MIMO system with QPSK con-
stellation
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Figure 2.16: MIMO decoders’ performance over Rayleigh fading channel: DFE decoder
and KSE decoder with greedy ordering method in 4x4 MIMO system with 16-QAM
constellation
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Figure 2.17: MIMO decoders’ performance over Rayleigh fading channel: DFE decoder
and KSE decoder with greedy ordering method in 16x16 MIMO system with QPSK
constellation
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Figure 2.18: MIMO decoders’ performance over Rayleigh fading channel: DFE decoder
and KSE decoder with greedy ordering method in 16x16 MIMO system with 16-QAM
constellation
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The simulation results for Fano decoder, stack decoder and SEF decoder are shown in
Figure 2.13-2.18. The GO processing improves the stack decoder’s performance: the loss
of stack decoder to ML performance is about 3dB (WER=10−3) in 16×16 MIMO system
with 16-QAM. Another advantage of this processing is that the complexity of SEF decoder
and Fano decoder decreases a bit. This result is more notable for the ML decoder using
SE decoder: in the 16 × 16 MIMO system, comparing Figure 2.17 and Figure 2.18, the
complexity is much reduced.
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Figure 2.19: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with greedy ordering method in 2x2 MIMO system with
QPSK constellation
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Figure 2.20: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with greedy ordering method in 2x2 MIMO system with
16-QAM constellation
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Figure 2.21: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with greedy ordering method in 4x4 MIMO system with
QPSK constellation
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Figure 2.22: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with greedy ordering method in 4x4 MIMO system with
16-QAM constellation
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Figure 2.23: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with greedy ordering method in 16x16 MIMO system
with QPSK constellation
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Figure 2.24: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with greedy ordering method in 16x16 MIMO system
with 16-QAM constellation
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2.5.3 LLL reduction

The LLL reduction is a very powerful tool to simplify the channel matrix. We show the
simulation results for ZF decoder, DFE decoder and KSE in Figures 2.25-2.30 and Fano
decoder, Stack decoder and SEF decoder in Figures 2.31-2.36.

With LLL reduction, the channel matrix is close to an “orthogonal” matrix that even the
ZF detection can achieve good performance. In 2× 2 and 4× 4 MIMO systems, the ZF
decoder with LLL reduction loses very little to the ML decoder. For DFE decoder and
KSE decoder, LLL reduction improves also the decoding performances which are slightly
better than the performances with GO processing.
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Figure 2.25: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder,
DFE decoder and KSE decoder with LLL reduction in 2x2 MIMO system with QPSK
constellation
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Figure 2.26: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder,
DFE decoder and KSE decoder with LLL reduction in 2x2 MIMO system with 16-QAM
constellation
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Figure 2.27: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder,
DEF decoder and KSE decoder with LLL reduction in 4x4 MIMO system with QPSK
constellation
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Figure 2.28: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder,
DFE decoder and KSE decoder with LLL reduction in 4x4 MIMO system with 16-QAM
constellation
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Figure 2.29: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder,
DFE decoder and KSE decoder with LLL reduction in 16x16 MIMO system with QPSK
constellation
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Figure 2.30: MIMO decoders’ performance over Rayleigh fading channel: ZF decoder,
DFE decoder and KSE decoder with LLL reduction in 16x16 MIMO system with 16-
QAM constellation
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Figures 2.31-2.36 show the simulation results of Fano decoder, stack decoder and SEF
decoder. The LLL reduction improves the stack decoder’s performance and decreases the
complexity of Fano decoder and SE/SEF decoder.

10
-3

10
-2

10
-1

10
0

 0  3  6  9  12  15  18  21  24  27  30  33  36

W
E

R

SNR(dB)

MIMO decoder over Rayleigh fading channel : 2x2 QPSK

LLL+SE
LLL+Fano(1.0)
LLL+Stack(4)
LLL+SEF(1.0)

(a) Word error rate

0

5

10

 0  3  6  9  12  15  18  21

C
o

m
p

le
x

it
y

SNR(dB)

MIMO decoder over Rayleigh fading channel : 2x2 QPSK

LLL+SE
LLL+Fano(1.0)
LLL+Stack(4)
LLL+SEF(1.0)

(b) Average complexity

Figure 2.31: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF deocder with LLL reduction in 2x2 MIMO system with QPSK
constellation
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Figure 2.32: MIMO decoder performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with LLL reduction in 2x2 MIMO system with 16-QAM
constellation
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Figure 2.33: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with LLL reduction in 4x4 MIMO system with QPSK
constellation
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Figure 2.34: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with LLL reduction in 4x4 MIMO system with 16-QAM
constellation
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Figure 2.35: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with LLL reduction in 16x16 MIMO system with QPSK
modulation
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Figure 2.36: MIMO decoders’ performance over Rayleigh fading channel: Fano decoder,
Stack decoder and SEF decoder with LLL reduction in 16x16 MIMO system with 16-
QAM constellation
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2.5.4 Conclusion

As shown in the simulation results, the right-processing on the channel matrix can bring
effectively improvements on the sub-optimal decoders’ performances. It is worthy to re-
mark that either GO processing or LLL reduction demands extra computations. The
advantage of the right-processing is that once it is done, the permuation or reduction
matrix can be used for the decoding of all the received codewords. Therefore, when the
channel is stable for long enough time, the GO processing or LLL reduction is acceptable
for the channel processing.

In cases of low dimension MIMO systems, the performance of DFE decoder with GO
processing or ZF detection with LLL reduction is very close to the ML performance. We
can apply these decoders instead of a ML one for the interest of complexity reduction.

In cases of high dimension MIMO systems, Fano decoder and SEF decoder achieve both
good performance. We suggest also to use the right-processing with the two decoders
in order to reduce the complexity. With right-processing and sufficient stack size, stack
decoder and KSE decoder give also quasi-ML performance. All these decoders can replace
the ML decoder for a reasonable complexity.

For the interest of hardware implementation, we are glad to evaluate the performance of
DFE/KSE decoder with greedy ordering. Hereafter, we use the ZF with LLL reduction in
low dimension MIMO cases and SEF with LLL reduction in high dimension MIMO cases
to generate a reference of “ML” performance. The DFE/KSE decoder with GO processing
is then evaluated by adjusting the parameter K to find a tradeoff of the complexity and
the sub-optimal performance regarding the ML performance.
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Chapter 3

Relay-SISO

The IEEE 802.11a-based Wi-Fi [27] system provides a rough data throughput up to
54Mbps. The OFDM modulation is used to simplify the equilization procedure for the
channel’s frequency-selectivity. This technique divides the bandwidth into orthogonal fre-
quency sub-channels. The 20MHz bandwidth is divided into 64 sub-channels (sub-carriers)
that the sub-carrier spacing is 312.5kHz. Considergint the typical channel spreading is up
to about 2000ns [28] which gives a coherent bandwidth about 500KHz, each sub-channel
is considered as a flat channel that the channel equilization is easily performed.

Like other wireless communication systems, IEEE 802.11a system suffers from the fading
phenomon which can be detailed in 2 aspects: the slow fading and the fast fading. The
slow fading is represented as a long-time degradation of SNR due to the shadowing effect
between the source terminal and the destination terminal. The fast fading is related to the
rapid environment’s changement of or the terminals’ mobility. The diversity technology
like MIMO technique, can effectively enhance the system’s robustness facing the fast
fading.

However, the multiple antennas solution is not always easy to realize and the existing
Wi-Fi devices are equipped generally with one antenna. The arising cooperative diversity
technique seems to be a good approach to upgrade the current Wi-Fi network by building
a virtual-MIMO system. In general, the terminals in a typical 802.11a network can be
considered well synchronized in time domain since the propagation delay is negligeable1.

Another advantage of the cooperation network is the geographic gain of the relay terminal.
Actually, the relay terminal can be found in a better transmission condition which means
both the source to relay link and the relay to destination link are better than the direct
source to destination link. A very simple example is when the relay is placed in the middle
of the source and destination terminals that the source to relay link has less attenuation
than the source to destination link, as well as the relay to destination link. This geographic
advantage is defined by the SNR gain of indirect links to the direct link.

We are going to incorporate the single-relay single-antenna NAF cooperation system in
the IEEE 802.11a standard by introducing minimum of modifications as possible. Both
the compatibility with legacy IEEE 802.11a standard and the feasibility of cooperative

1Consider an indoor environment where the distance between terminals is typically smaller than 30
meters. The propagation delay is about 0.1µs which is much smaller than the guard interval duration
0.8µs.
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diversity are considered in the proposal of this new cooperative physical layer, Relay-
SISO.

3.1 IEEE 802.11a PHY layer

IEEE 802.11a [27] Physical (PHY) layer operates with 20MHz band occupation in the
5GHz band. This system adopts the Orthogonal Frequency-Division Multiplexing (OFDM)
modulation which employs 64 sub-carriers, including 48 data sub-carriers, 4 pilots sub-
carriers and 12 unused sub-carriers. This modulation is achieved in using Fast Fourier
Transform (FFT) technique. The transmitter processing diagram of IEEE 802.11a PHY
layer is illustrated in Figure 3.1.

Scrambler
 FEC
 Interleaver
 Mapping
 IFFT 
 GI 

Symbol 
Wave 

Shaping


IQ 
Modulation
 HPA 


Figure 3.1: 802.11a general architecutre of processing

IEEE 802.11a supports 8 possible data rates which are the combinaison of 3 convolutional
coding rates, R = 1/2, 2/3 or 3/4, and 4 constellations, BPSK, QPSK, 16-QAM and 64-
QAM. The data rate dependent parameters are provided in Table 3.1.

Table 3.1: IEEE 802.11a rate-dependent parameters

Date rate
(Mbits/s) Modulation

Coding
rate (R)

Coded bits
per

subcarrier
(NBPSC)

Coded bits
per OFDM

symbol
(NCBPS)

Data bits
per OFDM

symbol
(NDBPS)

6 BPSK 1/2 1 48 24
9 BPSK 3/4 1 48 36
12 QPSK 1/2 2 96 48
18 QPSK 3/4 2 96 72
24 16-QAM 1/2 4 192 96
36 16-QAM 3/4 4 192 144
48 64-QAM 2/3 6 288 192
54 64-QAM 3/4 6 288 216

The Medium Access Control (MAC) layer sends the MAC Protocol Data Unit (MPDU)
to the PHY layer where the MPDU is encapsulated into the Physical Service Data Unit
(PSDU). The PSDU is scrambled and coded with an industry-standard convolutional
code2 in the Forward Error Correction (FEC) module, which is illustrated in Figure 3.2.

2The generator polynomials are g0 = (133)8 and g1 = (171)8.
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Output Data A 
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Figure 3.2: Convolutional encoder: R = 1/2 with g0 = (133)8 and g1 = (171)8

The encoded bits are assembled and then punctured if necessary for different coding rates,
as shown in Figures 3.3-3.5.

x1 x2 x3 x4 x5 x0 

a1 a2 a3 a4 a5 

b2 b3 b4 b5 b1 

a1 b1 a2 b2 a3 b3 a4 b4 a5 b5 

Source Data 

Encoded Data 

Send Data 

a0 

b0 

a0 b0 

Figure 3.3: Output of convolutional code at R = 1/2

x1 x2 x3 x4 x5 x0 

a1 a2 a3 a4 a5 
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a1 a2 b2 a3 a4 b4 a5 

Source Data 

Encoded Data 
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a0 

b0 

a0 b0 

Stolen bit 

Figure 3.4: Output of convolutional code at R = 2/3
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Encoded Data 
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Figure 3.5: Output of convolutional code at R = 3/4
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To avoid the frequency selective fading, the bit stream is processed in the classic rectan-
gular interleaver followed by a bit-rotation operation. The binary stream is then grouped
and mapped to constellation points using Gray code.

For the OFDM moludation, a 64-point IFFT/FFT block is used at the transmitter/receiver
side. 52 subcarriers for frequency index -26 to -1 and +1 to +26 are used while the other
12 subcarriers including DC sub-carrier are set to 0. Each OFDM data symbol contains
48 data sub-carriers and 4 pilote sub-carriers. The frequency mapping is illustrated in
Figure 3.6.

P-21 P-7 P+21 P+7 D0 D4 D5 D17 … D18 D23 … … D30 D42 … D43 D47 … 0 D24 D29 … 0 0 0 

f0 f+26 f-26 f-27 f+27 

… … 0 

f+31 f + 7 f+21 f-7 f-21 f-32 

D0 D4 … D5 D17 … D18 D23 … D24 D29 … D30 D42 … D43 D47 … P-21 P-7 P+21 P+7 

Serial to Parallel (48 complexsymbols) 

Mapping 

Pilots Generator 

6 zeros 5 zeros 

Subcarrier index 

Figure 3.6: 802.11a frequency mapping for the OFDM symbol: 48 subcarriers are used
for transmission of data symbol while 4 subcarriers are used for pilots at frequency index
-21,-7,+7,+21; the other 12 subcarriers including DC are kept no used which generate
protection band.

Let NGI = 16 denote the length of the Guard Interval (GI) and let NFFT = 64 denote
number of points for FFT/IFFT. The GI is a Cyclic Prefix (CP) which is the copy of the
last NGI samples of an OFDM symbol. A complete OFDM symbol contains NFFT +NGI =
80 samples which are sent at a sample rate of 20MHz.

Figure 3.7 illustrates the IEEE 802.11a frame which is composed of the PLCP preamble
field, the SIGNAL field of 1 OFDM symbol and the data field. The Physical Layer Conver-
gence Procedure (PLCP) preamble field consists of 10 short symbols and 2 long symbols
with a CP of 1.6µs, which is known as Guard Interval for long training symbols (GI2)
Each short symbol lasts for 0.8µs while the 2 long symbols last for 6.4µs without the
GI2. The SIGNAL field is always coded with coding rate R = 1/2 using modulation
BPSK. It contains the information on the length of MPDU, which represents the number
of transmitting bytes, and the constellation and the coding rate used in the data OFDM
symbols.

At the reveicer side, the short symbols will first be used for the Automatic Gain Control
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Short symbols Long symbols SIGNAL Data 1 Data 2 … Data NSYM 

Figure 3.7: IEEE 802.11a frame

(AGC) training and IEEE 802.11a signal detection. The carrier leakage or Direct Current
(DC) offset is also estimated during the reception of the short symbols and is removed
for the rest signal. The two long symbols are used to estimate the channel coefficients of
sub-carriers in use.

A crucial problem for this system is the Carrier Frequency Offset (CFO) problem. In fact,
the OFDM system is very sensitive to the CFO since a frequency offset will brings inter-
carrier interferences which break the orthogonality between sub-carriers. As demanded
in the IEEE 802.11a recommandatation, the transmitted center frequency tolerance shall
be ±20 ppm maximum, which is equal to ±100 KHz frequency offset for the carrier
frequency of 5GHz. This frequency offset should be estimated and removed for frequency
domain processing.

Generally, we need to estimate the CFO in 2 steps. The first step is the short symbols and
the long symbols based CFO estimation. Since the short symbols and long symbols are
periodic, it is easy to evaluate the frequency offset with baseband signal. The second step
of pilots based phase tracking. The estimation result in first step may be inaccurate so
the second step is necessary for the residual CFO error tracking by pursuiting the phase
evolution of the pilots.

The Sampling Frequency Offset (SFO) problem is less serious than the CFO problem.
We will focus only on the CFO problem in the system in supposing non SFO.

3.2 Relay-SISO PHY layer

As an extension of IEEE 802.11a PHY layer, the Relay-SISO PHY layer is proposed
with the following modifications for the application of cooperative code. Based on the
model single-relay single-antenna NAF cooperation schema as presented in section 1.2,
this cooperation system contains three terminals, source, destination and relay.

At the source terminal, an STBC unit is added between the QAM mapping unit and
IFFT unit, as shown in Figure 3.8.

STBC 
Buffer 

+ 
Sparser 

Interleaver Mapping IFFT GI 

Figure 3.8: Relay-SISO PHY layer where an STBC unit is added between mapping unit
and IFFT unit

Let {si} denote the QAM symbol stream entering the STBC unit. The QAM symbols are
grouped by 4 and each block is expressed by sq = {sq,1, sq,2, sq,3, sq,4} where sq,p = s4q+p

for p = 1, 2, 3, 4.
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We apply Golden coding on each sq and the QAM symbol block is encoded into the 2×2
space-time codeword, noted by Xq:

Xq =

[
Xq,11 Xq,12

Xq,21 Xq,22

]
=

1√
5

[
α(sq,1 + θsq,2) α(sq,3 + θsq,4)
γᾱ(sq,3 + θ̄sq,4) ᾱ(sq,1 + θ̄sq,2)

]
(3.1)

with {
θ = 1+

√
5

2

θ̄ = 1−
√

5
2

and


α = 1− i− iθ
ᾱ = 1− i− iθ̄
γ = i
i2 = −1

The codeword stream is segmented by 48 that Xn =
{

X48n, · · · ,X48n+47

}
, where Xn

represents a Cooperative Block (CB).

Let Xn,k =

[
Xn,k,11 Xn,k,12

Xn,k,21 Xn,k,22

]
denote a codeword on sub-carrier k of the nth CB and let

NCB denote the number of cooperative blocks. Xk =
{

X0,k, · · · ,XNCB−1,k

}
is then the

codeword stream on sub-carrier k.

The codeword streams are transmitted in 2 data fields: the first part is noted by data A
and the second part is noted by data B.

Let Am,k be the symbol transmitted in data A on sub-carrier k in mth OFDM symbol.

The sequence Ak =
{
Am,k

}
for m = 0, · · · , 2NCB − 1 is transmitted with power πs1:

Ak =
√
πs1

{
X0,k,11, X0,k,12, X1,k,11, X1,k,12, · · · , XNCB−1,k,11, XNCB−1,k,12

}
(3.2)

Using the same notation as data A, the sequence Bk of data B is transmitted with power
πs2:

Bk =
√
πs2

{
X0,k,21, X0,k,22, X1,k,21, X1,k,22, · · · , XNCB−1,k,21, XNCB−1,k,22

}
(3.3)

where πs1 and πs2 denote the power factors as defined in section 1.2. This power manip-
ulation can be realized by configuring the Power Amplifier (PA).

Regarding the format of IEEE 802.11a PHY frame, the Relay-SISO PHY frame sent by
the source terminal, namely S frame, is proposed in Figure 3.9 where Short Training
Field (STF) is the 10 short symbols, Long Training Field (LTF) is the 2 long symbols as
defined in IEEE 802.11a. STF, LTF and the SIGNAL symbols are all transmitted with
power factor πs1.

STF LTF SIGNAL 
Data 
A0 

Data 
B0 

… 
Data 

B2NCB-1 

Data 
A2NCB-1 

… Idle field 

Figure 3.9: Relay-SISO S frame format

The SIGNAL uses the same format like IEEE 802.11a exept the reserved bit3 is set to
’1’ in order to inform the relay and destination terminals the use of cooperation mode.

3By default the reserved bit is ’0’.
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The new data field consists of 3 parts: data A, idle field and data B. As defined in (3.2)
and (3.3), data A and data B possess the same length. Since data B is transmitted after
data A, the symbol streams Xk,21 and Xk,22 are memorized in the buffer when the data
streams are encoded. A vacant period of NI OFDM symbols is reserved for the idle field
during which the relay terminal switches from reception mode to transmission mode and
sends the additional preambles.

In this frame structure,
{
A2n,k, A2n+1,k, B2n,k, B2n+1,k

}
are the symbols from the same

codeword Xn,k. This implies also the number of OFDM symbols should be a multiple of 4
and the number of QAM symbols should be a multiple of 4× 48 = 192. Let NSYM denote
the number of OFDM data symbols, then the number of padding bits NPAD is calculated
as follows:

NSYM ← d(16 + 8× LENGTH + 6)/NDBPSe
NCB ← dNSYM/4e

NSYM ← 4× NCB

NPAD ← NSYM × NDBPS − (16 + 8× LENGTH + 6) (3.4)

where dxe denotes the smallest interger greater than or equal to x. NDBPS has been already
defined in Table 3.1 and the 16-bit service sequence and the 6-bit tail for convolutional
coding are both taken into account in the calculation. The LENGTH parameter denotes
the number of bytes in the sending MPDU. Based on the LENGTH parameter, the PHY
will calculate the frame’s duration which is reported to MAC layer to avoid collision.
However, for the same length of MPDU we need to add more padding bits to fill the CB
in some cases. Besides the additional NI idle OFDM symbols should also be taken into
account. This means the cooperation frame is longer than the legacy IEEE 802.11a frame
who is bearing the same quantity of information. Thus, here emerges a compatibility
problem between the Relay-SISO terminal and the legacy IEEE 802.11a terminals.

Inspired by the mixed mode of IEEE 802.11n, a practicable way is to modify the LENGTH
parameter to inform legacy terminals the real duration of the S frame. Considering in
worst case 3 extra OFDM symbols will be added, the LENGTH parameter is recalculated
by:

LENGTH← LENGTH + NDBPS(NI + 3)/8 (3.5)

The LENGTH is increased by NDBPS(NI +3)/8, which is the number of bytes that can be
transmitted during the idle OFDM symbols and 3 extra OFDM symbols using the same
modulation and coding rate. The legacy terminals can update their Network Allocation
Vector (NAV) regarding the LENGTH value although they do not interpret the data field.
At the relay terminal and the destination terminal, this add-on value will be removed to
get the real length.

For the relay terminal, we suppose in the network one terminal is selected to do the
Amplify-and-Forward (AF) task. When the relay terminal receives the S frame, it stores
the long symbols field of PLCP preamble and calculates the length of data A. The received
signals are memorized and then will be amplified by applying the normalization factor b.
This normalization factor is obtained by estimating the power of the received signal.

Due to the half-duplex contraint, the relay terminal needs some time, known as RX-to-
TX turnaround time ∼ 2µs [27], to switch from reception mode to transmission mode.
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Since the IEEE 802.11a PHY frame is slotted into OFDM symbols of duration 4µs, we
delay the relay’s amplification by one OFDM symbol to ensure the time synchronization
at the destination. This delay is the reason that we propose to group the OFDM symbols
by data A and data B instead of transmitting the CBs in one-by-one manner: in that
case at least one OFDM symbol is demanded for each CB.

The PHY frame format transmitted by the relay terminal is illustrated in Figure 3.10,
noted by R frame.

STF LTF SIGNAL Data A 

A-LTF R-LTF Data R 

×b ×b 

Idle field … 

R frame 

Figure 3.10: Relay-SISO R frame format

The R frame is sent with power πr2. Extra preambles for the cooperation channel training
are transmitted before the relayed data R, which is the amplified data A. The preamble
Amplified Long Training Field (A-LTF) is the relay-generated LTF while Relayed Long
Training Field (R-LTF) is the amplified LTF of S frame. The relay preambles are sent
during the idle field of S frame such that the data R is temporally synchronized with the
transmission of data B.

The destination terminal receives the combination of S frame and R frame, noted by D
frame. We propose that the idle field occupies NI = 5 OFDM time symbols that 1 idle
symbol for the turnaround time of relay terminal, 2 symbols for A-LTF and 2 symbols
R-LTF. In order to enhance the CFO estimation accuracy, we suggest that the source
terminal sends half STF which contains 5 short symbols between data A and A-LTF, as
shown in Figure 3.11.

STF LTF SIGNAL Data A Data B Idle symbols 

A-LTF R-LTF Data R 

STF LTF SIGNAL Data A Data B + Data R 

D frame 

A-LTF R-LTF 

Half STF 

Half STF 

Idle field 

Figure 3.11: Relay-SISO D frame format
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3.3 Relay-SISO preambles and cooperation proce-

dure

In this section, the operation [x ? y]N denotes the N -length circular discrete convolution
of sequence x and y. Without specifications, N is 64.

The operation [X · Y ] or [x · y] denotes the element-by-element multiplication of vectors

X and Y or row-vectors x and y.

For the notations, the time domain signal is denoted by a row-vector x and X denotes
the N -point unitary Discrete Fourier Transform (DFT) of x such that:

X =
1√
N

DFTN (x) (3.6)

By Parseval’s theorem, we have ‖X‖2 = ‖x‖2.

The impulsional response of channel4 p→ q is denoted by hpq which is sampled at 20MHz.

The Hpq is the corresponding frequency response which is the DFT of hpq:

H = DFTN (h) (3.7)

We notice that ‖H‖2 = N‖h‖2.

We suppose the perfect time synchronization for the OFDM symbols that we do not need
to consider the signal during the GI. For the signal within an OFDM symbol, we have:

[x ? h] = H ·X (3.8)

where x denotes the signal and h denotes the channel response.

Considering there are totally 52 sub-carriers in use, the transmitted symbols are normal-
ized in frequency domain by K = 8/

√
52 in order to have a power 1 in time domain.

Let h and H denote the channel reponse in time domain and frequency domain respec-
tively. The channel coefficients on non-used sub-carriers have no effect on the data or
training symbols. So the channel frequency responses are equivalent to H

′
= {H ′k} which

is defined by: {
H ′k = KHk, k is a used sub-carrier
H ′k = 0, k is not a used sub-carrier

(3.9)

Here K is considered as a part of the channel coefficient.

For the sake of simplicity, we use h′ = IDFTN

(
H
′
)

to denote the channel impulsional

response instead of h.

3.3.1 Data field

Following the notation in section 1.2, we use letter x for the sending signal and y for
the received signal. v,w stand for the AWGN terms at the relay terminal and destination
terminal, respectively.

4The length of any channel’s impulsional response is supposed less than GI.
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For the OFDM symbol of data A, we have: y(r)
1

=
√
πs1

[
hsr ? x

(s)
1

]
+ v1

y(d)
1

=
√
πs1

[
hsd ? x

(s)
1

]
+ w1

(3.10)

which in frequency domain is expressed by:{
Y

(r)

1 =
√
πs1Hsr ·X

(s)

1 + V 1

Y
(d)

1 =
√
πs1Hsd ·X

(s)

1 +W 1

(3.11)

For the OFDM symbol of data B, the received signal can also be represented in frequency
domain by:

Y
(d)

2 =
√
πs2Hsd ·X

(s)

2 +
√
πr2Hrd ·X

(r)

2 +W 2 (3.12)

where
X

(r)

2 = bY
(r)

1 (3.13)

Regrouping {A2n,k, A2n+1,k, B2n,k, B2n+1,k} gives:

Yn,k = HkXn,k + Vn,k + Wn,k (3.14)

where 

Yn,k =

[
Yn,k,11 Yn,k,12

Yn,k,21 Yn,k,22

]
Hk =

[ √
πs1Hk,sd 0√

πs1πr2bHk,rdHk,sr
√
πs2Hk,sd

]
Xn,k =

[
Xn,k,11 Xn,k,12

Xn,k,21 Xn,k,22

]
Vn,k =

[
0 0√

πr2bHk,rdVn,k,21
√
πr2bHk,rdVn,k,22

]
Wn,k =

[
Wn,k,11 Wn,k,12

Wn,k,21 Wn,k,22

]
(3.15)

On each data sub-carrier, the system is a single-relay single-antenna NAF cooperation
system. The problems are: first how to frequently synchronize the three terminals; sec-
ondly how estimate the CSI, including the channel coefficients and the noise power. To
give the answer to these questions, new preambles for cooperation are introduced and we
will discuss the use of these preambles as follows.

3.3.2 Carrier frequency offset estimation and correction

We suppose the channel response is a dirac function in the context of CFO estimation.
The estimation and correction processing can be extended to multipath channel cases.

Let xBB(t) denote the transmitted baseband signal. The transmitted signal in Radio
Frequency (RF) is given by:

xRF(t) = Re
(
e2jπftxBB(t)

)
(3.16)
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where f is the carrier frequency at transmitter’s side.

We omit the noise term at the receiver. The received RF signal is demodulated with the
receiver’s carrier frequency f ′:

y(t) = e−j(2πf
′t+φ0)xRF(t) =

1

2

[
e−j(2π∆ft+φ0) + e−j(2π(f ′+f)t+φ0)

]
xBB(t) (3.17)

where ∆f = f ′ − f and φ0 denotes the initial phase.

By applying Low-Pass Filter (LPF) with a gain of 2, the received based signal is given
by:

yBB(t) = e−j(2π∆ft+φ0)xBB(t) (3.18)

The ∆f is the CFO which needs to be estimated and removed in time domain.

In the single-relay cooperation system, let fj denote the local carrier frequency of terminal
j. We use the one of the source terminal fs as the reference so the destination CFO is
defined by ∆fd = fd − fs and relay CFO is defined by ∆fr = fr − fs.

Both the relay terminal and the destination terminal will estimate ∆fd based on obser-
vation of STF and LTF. Without loss of generality, let us see the CFO estimation at the
destination side. The transmitted signal is indicated by TX and the received signal is
indicated by RX.

We propose to estimate the CFO in two steps with STF (short symbols) and LTF (long
symbols) respectively. The STF is composed of 10 repetitions of the short symbol which
represents 16 samples. The first CFO estimation is based on the 4 concequetive short
symbols which are denoted by s = {s0, · · · , s63}. Considering the presence of ∆fd, the
received s can be given by:

s(RX) =
√
πs1[s(TX) ? h(sd)] · ξ + w (3.19)

with 
ξ =

{
ejφk

}
, k = 0, · · · , 63

φk = k∆φ− φ0

∆φ = −2π∆fd/fs

(3.20)

where φ0 is the initial phase, ∆φ is the CFO phase error increment per sample and fs
the sampling frequency which is set to 20MHz.

The CFO estimation is equal to estimate the ∆φ. The STF based estimation is given by:

∆φ̂STF =
1

32
Arg

(
31∑
k=0

s
(RX)
k+32s

∗(RX)
k

)
(3.21)

The estimated ∆φ̂STF is used to correct the phase error of LTF for channel coefficients’
estimation.

The second CFO estimation is based on the 2 corrected long symbols which contain 128
samples. Let li = {li,0, · · · , li,63} denote ith long symbol. In the same way, this estimation
is:

∆φ̂LTF =
1

64
Arg

(
63∑
k=0

l
(RX)
2,k l

∗(RX)
1,k

)
(3.22)
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The final CFO estimation result is the combination of ∆φ̂STF and ∆φ̂STF such:

∆φ̂ = ρ∆φ̂STF + (1− ρ)∆φ̂LTF (3.23)

where ρ = 0.25.

Let ∆φ̂d be the estimation result of the destination and ∆φ̂r be the one of the relay. At
the destination’s side, ∆φ̂d is used to correct the signals behind LTF, including SIGNAL
and the data field with cooperation preambles.

Let y = {yk} denote the received signal from the begining of SIGNAL til the end of data
B(R), this correction can be described by:

yk ← yke
−jk∆φ̂d (3.24)

At the relay’s side, the SIGNAL symbol is corrected in the same way as (3.24) in using
∆φ̂d. However, the CFO correction is not necessary for the R-LTF and the data R. From
(3.18), the received baseband signal (without noise) is given by:

y
(r)
BB(t) = e−j(2π∆frt+φ0,r)x

(s)
BB(t) (3.25)

The amplification by b gives:
x

(r)
BB(t) = by

(r)
BB(t) (3.26)

The amplified signal is received by the destination terminal:

y
(d)
BB = e−j(2π(fd−fr)t+φ0,d)x

(r)
BB(t) = be−j(π∆fdt+φ0,r+φ0,d)x

(s)
BB(t) (3.27)

We see that ∆fr is transparent to the destination terminal.

In fact, the field needs to be corrected is the relay-generated A-LTF which are sent with
the relay’s carrier frequency fr.

Let a = {ak} denote the transmit signal during A-LTF. This field are phase corrected by:

ak ← ake
jk∆φ̂r (3.28)

Unlike the CFO correction in (3.24), this correction is performed to synchronize the carrier
frequency of the relay transmitted signal to the one of source terminal. This processing
helps the destination terminal to estimate its CFO without complicating the calculation.

For the residual CFO, both the relay terminal and the destination terminal can refine
their estimation results in using the pilot sub-carriers5. For readers’ convenience, we
suppose the perfect CFO correction at both relay terminal and destination terminal in
the following part.

5For the residual CFO tracking at the relay terminal, we distill only the pilot sub-carriers instead of
the full frequency OFDM symbol.
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3.3.3 Amplify-and-forward procedure

The relay terminal receives and retransmits the LTF and data A with amplification. As
shown in the baseband model, the relay terminal calculates the amplify factor b in order
to normalize the transmission power.

The received signal’s power can be examinated with the 2 long symbols of LTF. In
frequency domain by, each transmitted long symbol can be expressed:

L = [L0, · · · , L63]T (3.29)

As described in [27], Lk takes the value of +1 or −1 at the 52 used sub-carriers, otherwise
Lk = 0.

The LTF is transmitted with power factor πs1 and the relay-received two long symbols
are given by:

l
(RX,r)
i =

√
πs1 [l ? hsr] + vi, i = 1, 2 (3.30)

where i is the index of long symbol and vt = {vk,t} represents the time domain noise that
vk,t ∼ CN (0, N0).

The received signal power is given by:

P = πs1 ‖hsr‖
2 +N0 (3.31)

We see that:

E

{∥∥∥l(RX,r)
t

∥∥∥2
}

= πs1 ‖[l ? hsr]‖
2 + 64N0 (3.32)

where
‖[l ? hsr]‖

2 =
∥∥L ·Hsr

∥∥2
=
∥∥Hsr

∥∥2
= 64hsr (3.33)

The received signal power is estimated with the two long symbols by:

P̂ =
1

128

(∥∥∥l(RX,r)
1

∥∥∥2

+
∥∥∥l(RX,r)

2

∥∥∥2
)

(3.34)

The estimation result is unbiased that:

E
{
P̂
}

= πs1 ‖hsr‖
2 +N0 (3.35)

The normalization factor is calculated by:

b =
1√
P̂

(3.36)

The A-LTF consists of the two long symbols, denoted by a1 and a2. This field is sent with
power πr2 that:

a
(TX,r)
i =

√
πr2l, i = 1, 2 (3.37)
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In fact, the normalization can be made on each sub-carrier for a better transmission
spectrum. We use the same b on all the sub-carriers in order to simplify the amplify-
and-forward procedure since the normalization can be done in time domain by scalar
production.

Let r1 and r2 denote the two relayed long symbols of R-LTF. This field is also sent with
power πr2 after normalization that:

r
(TX,r)
i = b

√
πr2l

(RX,r)
i = b

√
πs1πr2[l ? hsr] + b

√
πr2vi, i = 1, 2 (3.38)

3.3.4 Channel coefficients estimation

As shown in the baseband model, to reform the MIMO-like system on each data subcar-
rier, we need the coefficients of the channel s → d, noted by Hk,sd, the channel s → r,
noted by Hk,sr and the channel s→ d, noted by Hk,rd with k the frequency (sub-carrier)
index. Besides, the noise power at both the relay terminal and the destination terminal
are needed for the equivalent channel matrix.

These frequency parameters in Relay-SISO are estimated with the proposed preamble:

1. Use LTF to estimate the channel coefficients
√
πs1Hsd.

2. Use the preceding result to estimate the channel coefficients of data B,
√
πs2Hsd.

3. Use A-LTF to estimate the channel coefficients
√
πr2Hsr and the power of destina-

tion noise σ2
w = N0.

4. Use R-LTF to estimate the product channel coefficients of data R,
√
πs1πr2b

(
Hrd ·Hsr

)
and to estimate the total noise energy (introduced by the relay and the destination),
noted by Ev+w.

5. Use the results above to estimate the relay amplified noise power in order to evaluate
the noise normalisation factor ρ = {ρk} for each data sub-carrier.

This procedure is illustrated in Figure 3.12.

Details are provided in the following where x̂ denotes the estimation result of x.
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STF LTF SIGNAL Data A Half STF A-LTF R-LTF Data B + Data R 

√πs1Hk,sd 


Hk,rd


b√πr2√πs1Hk,rdHk,sr 


Ev+w


σ2w


√πs2Hk,sd 


ρk


Figure 3.12: Relay-SISO channel parameters estimation
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LTF

The coefficients of the channel s → d are estimated like in IEEE 802.11a case, where
we suppose the channel’s impulsional response hsd is shorter than GI. The received long
symbols can be given by:

l
(RX,d)
i =

√
πs1[l ? hsd] + wi, i = 1, 2 (3.39)

where w = {wk} represents the destination noise that wk ∼ CN (0, N0).

The channel coefficients
√
πs1Hsd are estimated using the average of the two received

long symbols by:

l̂
(RX,d)

=
1

2

(
l
(RX,d)
1 + l

(RX,d)
2

)
(3.40)

Considering L is the unitary DFT of l, we have:

√
πs1Ĥsd = L̂

(RX,d)

·
(
L
)−1

(3.41)

where
(
L
)−1

=
{
L−1
k

}
for non-zero sub-carriers.

The power factor πs1 and πs2 are known so the channel coefficients of data B are calculated
by:

√
πs2Ĥsd =

√
πs2
πs1

√
πs1Ĥsd (3.42)

A-LTF

The channel coefficients
√
πr2Hrd are estimated using A-LTF in the same way. The re-

ceived 2 long training symbols of A-LTF are:

a
(RX,d)
i =

√
πr2[l ? hrd] + wi, i = 1, 2 (3.43)

The channel coefficients are given by:

√
πr2Ĥrd = Â

(RX,d)

·
(
L
)−1

(3.44)

where Â
(RX,d)

is the DFT of â(RX,d) which is defined by:

â(RX,d) =
1

2

(
a

(RX,d)
1 + a

(RX,d)
2

)
(3.45)

The r → d channel coefficients will be used to calculate the noise power normalization
factor ρ = {ρk}. In addition, the A-LTF is also used to estimate the noise power N0.
Considering that:

E
{∥∥∥a(RX,d)

1 − a(RX,d)
2

∥∥∥} = 128N0 (3.46)

N0 is estimated by:

N̂0 =
1

128

∥∥∥a(RX,d)
1 − a(RX,d)

2

∥∥∥2

(3.47)
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We define the the energy of channel r → d by:

EH = 64πr2 ‖hrd‖
2 (3.48)

EH is estimated by:

ÊH =
∥∥∥â(RX,d)

∥∥∥2

− 32N̂0 (3.49)

This estimated results come from the fact that:

â(RX,d) =
√
πr2 [l ? hrd] +

1

2
(w1 + w2) (3.50)

We see that:

E

{∥∥∥â(RX,d)
∥∥∥2
}

= 64πr2 ‖hrd‖
2 + 32N0 (3.51)

R-LTF

From (3.38), the received two long symbols of R-LTF are given by:

r
(RX,d)
i = b

√
πs1πr2 [l ? hrd ? hsr] + b

√
πr2 [vi ? hrd] + wi, i = 1, 2 (3.52)

The estimation of the product channel b
√
πs1πr2

(
Hrd ·Hsr

)
is based on the average of

received symbols:

r̂(RX,d) =
1

2

(
r

(RX,d)
1 + r

(RX,d)
2

)
(3.53)

and

b
√
πs1πr2

(
Ĥrd · Ĥsr

)
= R̂

(RX,d)

·
(
L
)−1

(3.54)

Let us denote the sum of noise energy of 64 samples by Ev+w which is defined by:

Ev+w = E
{
‖b
√
πr2 [hrd ? v] + w‖2

}
= (b2EH + 64)N0 (3.55)

Like (3.47), Ev+w is estimated by:

Êv+w =
1

2

∥∥∥r(rd)
1 − r(rd)

2

∥∥∥2

(3.56)

For AWGN normalization, the destination terminal estimates the amplification factor b
with N̂0, ÊH and the noise term Êv+w:

b̂2 =
1

ÊHN̂0

(
Êv+w − 64N̂0

)
(3.57)

The normalization factors ρ are then calculated on each sub-carrier k by:

ρ̂k =
1√

1 +

(
πr2

∣∣∣Ĥk,rd

∣∣∣2) b̂2

(3.58)
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where the channel coefficients
√
πr2Ĥrd have been estimated precedently in (3.44). In

practice, the noise power can be estimated with error that the relay amplification factor
is actually given by:

b̂2 =
1

ÊHN̂0

Max
(

0, Êv+w − 64N̂0

)
(3.59)

where Max(x, y) denotes the maximum among x and y.

3.3.5 Cooperation procedure

For the Relay-SISO terminals, the cooperation procedure is guided by the MAC layer for
the transmission scheduling. The source terminal will active cooperation mode when the
cooperation mode is supported at the destination. Figure 3.13 gives a general processing
diagram of Relay-SISO PHY layer at the source terminal.

At the other hand, the reception procedure is described in Figure 3.146. This reception
procedure is for both the relay terminal and the destination terminal. The MAC layer
should indicate the PHY layer with “AF MODE” the mode of reception: “AF MODE”
is enabled for the relay terminal and it is disabled for the destination terminal.

6At present, the half-STF is not used.

64



No
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send data A
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Figure 3.13: Relay-SISO PHY layer transmission procedure
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PLCP Preamble

• detection

• synchronization

• channel estimation
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• LENGTH
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Figure 3.14: Relay-SISO PHY layer reception procedure
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3.4 Relay-SISO Performance

The Frame Error Rate (FER) performances of Relay-SISO and IEEE 802.11a are simu-
lated at data rate 12Mbps and 24Mbps with a MPDU=125 bytes. For the MIMO decoder
issue, we chose the combination of GO and KSE algorithm with K = 8. This decoder
achieves quasi-ML performance in cooperation mode. At the relay terminal, we take into
account of a random delay due to the radio transmission which is uniformly distributed
between 0µs and 0.1µs. Both the flat fading channel model and the WLAN multipath
channel are evaluated.

The multipath channel is modelized by several trajectories: each trajectory is character-
ized by its arrival time τi and its impulsional response hi, where hi is a complex random
variable that hi ∼ CN (0, σ2

i ). The σ2
i is the power of each trajectory which are normal-

ized in using the power of the first (direct) trajectory. In multipath channel case, SNR is
defined by:

SNR =

∑N
i=1 σ

2
i

N0

(3.60)

where N denotes the number of path and N0 is the noise power.

We define the path gains of channel s→ r and channel r → d by:

Gsr(dB) = SNRsr(dB)− SNRsd(dB)

Grd(dB) = SNRrd(dB)− SNRsd(dB) (3.61)

In the simulations, two geographic configurations are considered: in the Low Path Gain
(LPG) configuration, Gsr and Grd are configured to 0dB to simulate the cooperative
transmission in supposing that the direct transmission is not perturbed; in the High Path
Gain (HPG) configuration, Gsr and Grd are configured to 10dB in supposing that the
direct transmission is severely perturbed. As explain in section 1.2, the power factor is
chosen to meet the power condition πs1 + πs2 + πr2 = 2 and we choose πs1 = 1 and
πs2 = πr2 = 0.5 in all the simulations in order to have a constant power during the
transmission.

3.4.1 Flat fading channel

The flat fading channel is modelized as a simple Rayleigh fading channel with one trajec-
tory. As shown in Figures 3.15 and 3.16, the performance is like the single carrier case,
where “low” denotes LPG configuration and “high” denotes HPG configuration.

IEEE 802.11a system shows a FER performance of diversity 1 while Relay-SISO system
gives a diversity gain of 2. At FER=10−3, Relay-SISO outperforms IEEE 802.11a: for
data rate of 12Mbps, a system gain about 6dB in LPG configuration and about 11dB in
HPG configuration; for data rate of 24Mbps, a little system gain in LPG configuration
and about 6dB in HPG configuration.

The effecient throughput represents the successively transmitted data rate where the
impact of padding bits and the preambles are neglected. For data rate of 12Mbps, the
Relay-SISO in LPG configuration gives some improvement in throughput in medium and
high SNR range.
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However, when SNR is low there is no advantage of Relay-SISO. In all the configurations,
there is a crossing point of Relay-SISO and IEEE 802.11a curves which can be considered
as a SNR threshold. In the range where SNR is smaller than this threshold, the perfor-
mance of IEEE 802.11a is better than Relay-SISO which means Relay-SISO system can
outperform IEEE 802.11a only when the SNR is high enough. This phenomenom is more
obvious in case of 24Mbps where the crossing point is found at SNR'27dB in HPG case
and SNR'39dB in LPG case.
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Figure 3.15: Relay-SISO and 802.11a over flat fading channel: each MPDU contains 125
bytes and it is sent at 12Mbps.
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Figure 3.16: Relay-SISO and 802.11a over flat fading channel: each MPDU contains 125
bytes and it is sent at 24Mbps.

3.4.2 Multipath channel

We take the multipath channel type A in [28] as the multipath channel model. The
parameters of this model are given in Table 3.2, where τi is the ith path delay and σ2

i is
the normalized path power.

As shown in Figure 3.17 and 3.18, Relay-SISO shows a diversity gain greater than IEEE
802.11a’s. At FER=10−3, Relay-SISO in HPG configuration brings a system gain about
4dB for 12Mbps which improves the efficient throughput. However in the other cases, the
advantage of Relay-SISO is not observed.
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Table 3.2: Multipath channel type A
τ (ns) σ2 (dB)

0 0.0
10 -0.9
20 -1.7
30 -2.6
40 -3.5
50 -4.3
60 -5.2
70 -6.1
80 -6.9
90 -7.8
110 -4.7
140 -7.3
170 -9.9
200 -12.5
240 -13.7
290 -18.0
340 -22.4
390 -26.7
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(b) Efficient throughput

Figure 3.17: Relay-SISO and 802.11a over channel type A: each MPDU contains 125 bytes
and it is sent at 12Mbps.
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Figure 3.18: Relay-SISO and 802.11a over channel type A: each MPDU contains 125 bytes
and it is sent at 24Mbps.

3.4.3 Discussion on performance

The proposed Relay-SISO PHY layer illustrates a significant cooperative diversity gain
in flat fading channel as well as in multipath channel. In both channel environments, the
performances of Relay-SISO are better than legacy 802.11a system with a considerable
gain especially for low data rate and HPG configuration.

Application of cooperative diversity can enlarge the network coverage or alternatively
alllow a lower transmit power by providing good protection. This solution can be very
interesting to enhance the system quality for the applications that are very demanding
in terms of Quality of Service (QoS). For example the video broadcasting service needs
a FER about 10−4 and Relay-SISO can be implemented to update the present WiFi
networks with reasonable decoding complexity.

The inconvenience of Relay-SISO is that there is no significant gain in LPG configuration
known as “crossing point” problem. This phenomenon is due to that in low SNR range
the relay terminal amplifies the noise term that harms the reception quality. This problem
can be the optimization works in the future.
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Chapter 4

Hybrid Cooperation

In chapter 3, a new PHY layer Relay-SISO employing an additional terminal as a relay
node has been introduced. This single-relay single-antenna NAF system outperforms the
legacy IEEE 802.11a in the moderate and high SNR region with HPG configuration.
However, in the low-SNR region, Relay-SISO gives worse FER performance due to the
fact that in low-SNR region, the relay terminal amplifies the noise. In that case, the NAF
cooperation scenario is helpless or even destructive to the transmission quality.

We propose a new transmission strategy named Hybrid mode which is a combination
of IEEE 802.11a system and Relay-SISO system. We suppose the channels are stable
enough such that the performances of the cooperative and non-cooperative systems can
be evaluated with a probing frame. It is clear that when Relay-SISO’s performance is
not better than IEEE 802.11a, we can disable the cooperation in order not to disturb the
non-cooperative transmission. Our contribution in this chapter is that we realize a hybrid
strategy in using a good metric to inform the source terminal the quality of cooperation
channel.

4.1 Normalized minimum squared Euclidean distance

Let us first investigate the non-binary performance of a general MIMO system. We will
give a metric in terms of the error probability.

Let Y denote the received signal and let X denote the transmitted codeword which is an
element of the codewords ensemble X . We use H for the MIMO channel matrix and W
for the circular AWGN noise term.

The MIMO system is given by:

YN×T = HN×MXM×T + WN×T (4.1)

where wij ∼ CN (0, N0) and E{WWH} = N0T IN .

Let X̂ be the ML decoded codeword and the error probability of ML detection is expressed
by:

Pe(H,X ) = Pr(X̂ 6= X | H,X ) (4.2)
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In the communication systems, X is a subset of an infinite linear code and we denote the
infinite code by Xinf . Instead of analyzing the error probability within X , we will evaluate
Xinf that we investigate the Minimum Squared Euclidean Distance (MSED) of any two
received codewords d2

min(H,Xinf).

Since Xinf is linear, d2
min(H,Xinf) is given by:

d2
min(H,Xinf) = min

X∈Xinf ,X6=0
‖HX‖2 (4.3)

By normalizing this parameter in using the noise power, we define the Normalized Mini-
mum Squared Euclidean Distance (NMSED) for a given channel H and given code Xinf

by:

D2
min(H,Xinf) =

d2
min(H,Xinf)

N0

(4.4)

The error probability is then approximated by:

Pe(H,X ) ≈ NkissQ
(√d2

min(H,Xinf)

2N0

)
= NkissQ

(√D2
min(H,Xinf)

2

)
(4.5)

where Q-function is the normal cumulative distribution function and Nkiss is the kissing
number that denotes the number of codewords having the same minimum distance.

Because the Q-function is mono-decreasing function, D2
min can be used as a metric in any

MIMO systems when Nkiss is same. Bigger NMSED implies smaller Pe.

Now let us consider erro probalibity in the non-cooperative and cooperative systems.

The noise power N0 is supposed known as well as the channel matrix H and codewords
set X .

The non-cooperative is a SISO system which is described by:

y = hx+ w (4.6)

where h is the channel coefficient and w ∼ CN (0, N0) is the noise term.

As detailed in chapter 2, the transmitted signal is:

x = Kmod(s+ c) (4.7)

where c is the offset such that E {x} = 0 and Kmod is the normalization factor of QAM
symbol such that E {xx∗} = 1. s is a complex symbol in the constellation that s ∈ Z[i].
An example of 16-QAM is illustrated in Figure 4.1.

It is easy to see the MSED in the constellation is 1, then MSED of the received symbols,
denoted by d2

min,a is given by:

d2
min,a = K2

mod|h|2 (4.8)

In cooperative case, the system is equivalent to a MIMO system. We use the expression
in (2.9) that the system is described by:

yr = Hr
eqs

r + wr (4.9)
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Figure 4.1: 16-QAM constellation

In the single-relay single-antenna NAF case, the Hr
eq is a real matrix of dimension 8× 8.

yr, sr and wr are all the real vectors with length 8. The noise term wr is AWGN that
E{wrwrT} = 0.5N02I8.

Let X ⊂ Z8 denote the set of constellaion points that sr ∈ X . We use Λinf(H
r
eq) = Hr

eqZ8

to denote the lattice generated by Hr
eq and let Λ(Hr

eq) = Hr
eqX be its subset generated

from X .

Let d2
min,r denote the MSED of the received symbols that we see:

d2
min,r = min

x 6=0,x∈Λinf(Hr
eq)
‖x‖2 (4.10)

Therefore, to find d2
min,r is equivalent to find the shortest vector in lattice Λinf(H

r
eq). These

problems, known as Finding Small Vectors in Lattices (FSVL) problems, are discussed
in section 2.7.3 of [29] where Sphere Decoder based algorithms are used to search the
small vectors. However, this method needs always to give an initial search radius and the
algorithms may give several small vectors, not the smallest one. We propose in Algorithm
6 the method that gives the shortest vector in using the same architecture as decoder.
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Algorithm 6 Shortest Vector

Let H be the lattice generator matrix, this algorithm outputs the minimal non-zero vector
x ∈ Zn such that L(x,H) = xTHTHx ≤ L(x′,H),∀x′ 6= 0, x′ ∈ Zn and also the value of
L(x,H). Only one of the two vectors in pair (x, −x) is given.

1.[Initialize] y ← 0
u← {−1, 0, · · · , 0}
dist← {0, · · · , 0}
e← {0, · · · , 0}
step← {−1, · · · ,−1}
H = QR (apply QR-decomposition to H)

2.[Start] k ← 1
x← u
bestdist← r2

1,1

go to step 5
3.[Calculate] d← ek − rk,k · uk

newdist← distk + d2

4.[Compare] if newdist > bestdist
if k = n

output x, bestdist
terminate the algorithm

else
go to step 5

endif
else

if k = 1
x← u
bestdist← newdist
go to step 5

else
go to step 6

endif
endif

5.[Backward] k ← k + 1
uk ← uk + stepk
stepk ← −stepk − sgn(stepk)
go to step 3

6.[Forward] k ← k − 1
distk ← newdist
ek ← yk −

∑n
j=k+1 rk,juj

uk ← [ ek
rk,k

]int

d← ek − rk,kuk
stepk ← sgn(d)
newdist← distk + d2

go to step 4

where [x]int return the integer closest to x.
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This algorithm could be seen as a modified SE algorhitm with different initial condition:
start from the u = {−1, 0, . . . , 0} instead of 0. As discuss in in Algorithm 2.7.5 of [29],
this method is not very efficient when the dimension is high and we can apply the LLL
reduction to accelerate the searching as shown in Algorithm 7.

Algorithm 7 Shortest Vector for High Dimension Case

Let H be the lattice generator matrix, this algorithm outputs the non-zero vectors x ∈ Zn

such that L(x,H) = xTHTHx ≤ L(x′,H),∀x′ 6= 0, x′ ∈ Zn and also the value of L(x,H).
Only one of the two vectors in pair (x, −x) is given.

1.[LLL-Reduction] S = HU (apply LLL reduction to H,
then S is LLL reduced and U is a
unimodulo matrix.)

2.[Permutation] Let si denote the columns of S and
s′i denote the rows of S−1, find a
permutation σ on {1, · · · , n} such that
‖s′σ(1)‖ ≥ ‖s′σ(2)‖ ≥ · · · ≥ ‖s′σ(n)‖.
Set S′ ← SP with P the matrix of
permutation that

pij =

{
1 i = σ(j)
0 i 6= σ(j)

Set U′ ← PU then S′ = HU′

3.[Shortest Vector] Using Algorithm 6 on S′, find the
minimal nonzero vector y and L(y,S′).
Set x← U′y
output x, L(x,H) = L(y,S′)
terminate the algorithm

By normalizing with N0, the NMSED is:

D2
min,r =

d2
min,r

N0

(4.11)

The word error propability is approximated by:

Pe(H
r
eq,X ) ≈ NkissQ

(√D2
min,r

2

)
(4.12)

For comparison, the unity of transmission is a codeword of 4 QAM symbols in both
cooperative and non-cooperative transmissions1.

Since the the kissing number if less important than the NMSED, we will measure the
WER only in function of D2

min for both non-cooperation and cooperation systems with
QPSK and 16-QAM constellations. In the cooperation system, we suppose all the Rayleigh
fading channel condition and the simulation is in LPG configuration. The SNR is fixed to
15dB for QPSK and 18dB for 16-QAM. Simulation results are given in Figures 4.2 and
4.3:
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Figure 4.2: Word error rate in function of NMSED (D2
min) with QPSK modulation.
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Figure 4.3: Word error rate in function of NMSED (D2
min) with 16-QAM modulation.
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D2
min gives a good indication of WER performance for both QPSK and 16-QAM con-

stellations: we see especially for QPSK contellation the two curves are nearly the same.
Using this metric, a hybrid transmission mode is proposed as follows:

We suppose full CSI at the source terminal. Let N0 denote the power of noise, S denote
the constellation in use and let hsd, hsr and hrd denote the coefficients. By comparing the
NMSED metric which is noted by D2

min,r for single-relay single-antenna NAF system and
by D2

min,a for non-cooperative system, select the mode whose NMSED is greater.

This strategy means to active cooperation mode only when D2
min,r > D2

min,a. In Rayleigh-
fading channel, the WER performances of this hybrid mode are illustrated in Figures 4.4
and 4.5.
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Figure 4.4: Non-cooperation, cooperation and Hybrid transmission in Rayleigh-fading
channel with QPSK modulation: in cooperation(including Hybrid mode) case, the path
gain are configured to Gsr = 0dB, Grd = 0dB and Gsr = 10dB, Grd = 10dB.

In low SNR range, the performance of Hybrid mode is approaching to the non-cooperation
performance; in high SNR range, it follows the cooperation performance in keeping the
same diversity. This result is straightforward because for every realization of channel, we
select the more robust transmission mode.

Besides since the Hybrid mode the cooperation is actived when necessary, the global com-
plexity introduced by cooperation is reduced. In Figure 4.6 and Figure 4.7, the percentage
of cooperation is illutrated. It is remarkable that in the case of QPSK with Gsr = 0dB,
Grd = 0dB, the cooperation occupies only about 10% transmissions and we get a coding
gain about 9dB at WER= 10−3 compared with non-cooperation case.

1A transmitted codeword is s ∈ S4 ⊂ Z4(i).
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channel with 16-QAM modulation: in cooperation(including Hybrid mode) case, the path
gain are configured to Gsr = 0dB, Grd = 0dB and Gsr = 10dB, Grd = 10dB.
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Figure 4.6: Percentage of cooperation in Hybrid mode with QPSK modulation
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4.2 Equivalent metric for IEEE 802.11a and Relay-

SISO

It is important to remark that the metric D2
min in section 4.1 is related to the WER

performance . However in the communication systems using FEC, the FER performance
is not directly from the WER performance. More precisely, for the IEEE 802.11a and
Relay-SISO systems who utilize the hard Viterbi decoder for the convolutional code, the
Bit Error Rate (BER) performance at the output of QAM demapper or STBC decoder
is the determinant to the FER performance.

Mapping is the passage from the information bits to the trasnmitted symbols. In order
to minimize the BER, the Gray code (mapping) is often used such that the adjacent
constellation points have only one bit difference or to say their Hamming distance is
dH = 1. Since the Golden code is generated from a rotated version of Z4(i), we use the
same Gray mapping in the cooperation case.

However, considering the virtual MIMO system, for the cooperation system one detection
error is not translated into one bit error even for asymptotic performance when SNR→
+∞. This fact holds true for all MIMO system where the adjacent points having d2

min

can give a Hamming distance dH > 1: a simple illustration is given in Figure 4.8.
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Figure 4.8: Received adjacent points having Hamming distance dh > 1

Besides, we need to consider the randomization of the binary errors. The interleaving
technique is often introduced to randomize the binary errors. In IEEE 802.11a, a written-
in-row and read-in-column interleaver whose size is 3NBPSC×16. This interleaver seperates
the bits belonging to the same QAM symbol with 16 bits spcacing as shown in Figure 4.92.
In Relay-SISO case, since a codeword is generated from 4 QAM symbols, the correlation
of binary errors is even more important than IEEE 802.11a. Therefore, in the proposition
of Relay-SISO we use the interleaver of size 4NBPSK × 48 that the bits belonging to the
same codeword is seperated with 48 bits spacing.

Although D2
min gives a good indication on WER performance, it fails to give a metric

in terms of FER or BER. As shown in Figure 4.10 and 4.11 where the simulations are
taken over flat-fading channel with perfect knowledgement of CSI, the performance of
Relay-SISO in function of D2

min is far from the one of IEEE 802.11a,

We consider an equivalent metric in terms of BER which is easily acquired from the D2
min.

2A permutation of bits is also applied
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b0 b1 b2 b3 … b16 b17 b18 b19 … b32 b33 b34 b35 … b48 b49 b50 b51 … 

b0 b16 b32 b48 … b1 b17 b33 b49 … b2 b18 b34 b50 …. b3 b19 b35 b51 … 

b0 b1 b2 b3 … b16 b17 b18 b19 … b32 b33 b34 b35 … b48 b49 b50 b51 … 

Figure 4.9: Example of IEEE 802.11a interleaving/deinterleaving for 16-QAM

10
-3

10
-2

10
-1

10
0

 0  3  6  9  12  15  18  21  24  27  30  33  36

F
E

R

D
2

min

Relay-SISO vs. 802.11a

802.11a
Relay-SISO

Figure 4.10: Frame error rate in function of NMSED (D2
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min) over flat fading channel: one

frame contains a MPDU of 200 bytes at datarate 12Mbps.
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Let X denote the set of codewords whose size is |X | = 2m and the binary mapping
function is defined by:

µ : {0, 1}m → X
µ(b) = X

(4.13)

where, b = [b1b2 · · · bm]T ∈ {0, 1}m and X ∈ X .

The binary mapping is bijective that we have the demapping function:

µ−1 : X → {0, 1}m
µ−1(X) = b

(4.14)

In the communication systems, the codeword set X is taken from the infinite codeword
set Xinf . By applying the coset decomposition, the infinite codeword set Xinf can be
represented by:

Xinf = X (c)
inf + X (4.15)

such that X is the quotient set:

X =
[
Xinf/X (c)

inf

]
(4.16)

For ∀x ∈ Xinf , we have then:
x = x(c) + X (4.17)

with x(c) ∈ X (c)
inf and X ∈ X .

We are going to analyze the BER performance in Xinf instead of in X . For this purpose,
we define the µ-based coset labeling of the lattice Xinf as follows:

Definition µ-based Coset Labeling : Let µ be a binary mapping of a codewords set X .
Let Xinf denote the corresponding infinite lattice and then X ′inf is the sublattice of Xinf

that Xinf = X ′inf + X . The µ-based coset labeling is then defined as:

M : {0, 1}m → Xinf

M(b) = X ′inf + X, X = µ(b)

In this way, the binary mapping of X turns to a coset labeling of Xinf . For x ∈ Xinf , the
demapping is defined by:

µ−1
c (x) = µ−1

(
x mod X (c)

inf

)
= µ−1(X) = b (4.18)

Let x ∈ Xinf be the transmitted codeword, the upper bound of BER is given by the union
of pairwised binary error rate:

Peb,x ≤
∑

x′∈Xinf ,x′ 6=x

Pep,b(x
′|x,H)

=
∑

x′∈Xinf ,x′ 6=x

dH(x,x′)Pep(x
′|x,H) (4.19)
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where dH(x,x′) denotes the Hamming distance between b = µ−1
c (x) and b

′
= µ−1

c (x′) and
Pep(x

′|x,H) denotes the pairwised error probability.

By defining ∆x = x′ − x, the pairwised error probability depends only on ∆x that:

Pep (x′|x,H) = Pep (∆x|H) (4.20)

However, this property does not hold always for dH (x,x′) because dH (x,x′) depends on
x that:

dH(x,x′) = dH (∆x,x)

=
∑
i

dH(∆xi, xi) (4.21)

where xi is the entry of x and ∆xi = x′i − xi.

The second equality holds because the binary mapping is the same in each dimension.
With Gray mapping, it is easy to see dH(∆xi, xi) is independant to xi for BPSK, QPSK
and 16-QAM that:

dH,BPSK/QPSK(∆xi) =

{
0, ∆xi is even
1, ∆xi is odd

(4.22)

and

dH,16−QAM(∆xi) =


0, ∆xi ≡ 0 (mod 4)
1, ∆xi ≡ 1, 3 (mod 4)
2, ∆xi ≡ 2 (mod 4)

(4.23)

However, for 64-QAM it turns:

dH,64−QAM(∆xi) =


0, ∆xi ≡ 0 (mod 8)
1, ∆xi ≡ 1, 7 (mod 8)
2, ∆xi ≡ 2, 4, 6 (mod 8)
1 or 3, ∆xi ≡ 3, 5 (mod 8)

(4.24)

We see that there are 2 possible values of dH for xi mod 8 = 3 or 5. We define the function
d

(max)
H (∆xi) for 64-QAM by:

d
(max)
H (∆xi) = max

xi
dH(∆xi, xi) (4.25)

Then we have:

d
(max)
H,64−QAM(∆xi) =


0, ∆xi ≡ 0 (mod 8)
1, ∆xi ≡ 1, 7 (mod 8)
2, ∆xi ≡ 2, 4, 6 (mod 8)
3, ∆xi ≡ 3, 5 (mod 8)

(4.26)

With this notation, we see:

d
(max)
H (∆x) =

∑
i

d
(max)
H (∆xi) (4.27)
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From (4.19),(4.20) and (4.21), the upper bound of Peb is given by:

Peb(H) ≤
∑

x∈Xinf ,x 6=0

d
(max)
H (x)Pep(x|H) (4.28)

The goal is to give a D2
min-like metric in both Relay-SISO and IEEE 802.11a using D2

min.
Therefore, the equivalent D2

min metric is defined as below:

Definition ENMSED : Let H denote the channel matrix. The metric Equivalent Nor-
malized Minimum Squared Euclidean Distance (ENMSED) is the value of D2

min which
verifies the condition Pe(D2

min) = Peb(H).

The new metric ENMSED by definition is a mathematical indicator in terms of BER and
we can evaluate it as decribed (4.28).

To obtain this metric, we notice that:

Pep(x|H) = Q

√‖Hx‖2

2N0

 , x 6= 0 (4.29)

The Euclidean distance decides the ordre of error probability whereas the d
(max)
H is only a

scalar factor. Thus we need only examine several nearest points to 0 to evaluate the BER.
For example, we find K nearests points and then we calculate D2

min with these points.

For the first step, Algorithm 2.7.5 (Short Vectors) and 2.7.7 (Fincke-Pohst) in [29] have
already given the methods in both low dimensions case and high dimensions case, respec-
tively. However, these SD-based algorithms can not give the exact number of smallest
vectors. For this reason, some SE-based algorithms are introduced here to search K
shortest non-zero vectors: see Algorithm 83.

As we are also interested in the hardware level implementation, we can use a sub-optimal
Algorithm 9 which is based on K-Best algorithm.

By excluding the 0, we find the K − 1 nonzero shortest vectors. The K-Best algorithm
could be seen as a variant of the Decision-Feedback Equilizer, DFE. Instead of keeping
only 1 best candidate at each step, this algorithm keeps K best candidates, thus the last
K best candidates give the possible K shortest vectors (including 0).

For the second question on generation of D2
min, we suppose {xi} are coordinates of the K

smallest vectors in lattice generated by H. Let {d2
i } =

{
‖Hxi‖2} denote the correponding

squared Euclidean distances which are normalized with the noise power such that D2
i =

d2
i /N0. The BER is upper bounded by:

Peb(H) ≤
∑
i

d
(max)
H (xi)Q

(√
D2
i

2

)
(4.30)

3As same as algorithm Fincke-Pohst, we could apply the LLL-reduction and permutation for high
dimensions.
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Algorithm 8 SE-Based K Shortest Vectors

Let H denote the lattice generator matrix, this algorithm outputs the K shortest vectors
S = {si}, si ∈ Zn for i = 1, 2, · · · , K that L(s) = sTHTHs ≤ L(s′), ∀s ∈ S,∀s′ 6= 0, s′ ∈
Zn but s′ /∈ S in lattice.

1.[Initialize] y ← 0, u← [−1, 0, · · · , 0]

dist← [0, · · · , 0], e← [0, · · · , 0]
step← [−1, · · · ,−1]
H = QR (apply QR-decomposition to H)

2.[Start] k ← 1, c← 1
while c ≤ K

xc ← u, bestdistc ← r2
1,1u

2
k

stepk ← −stepk − sgn(stepk)
uk ← uk + stepk, c← c+ 1

endwhile
find the maximum among {bestdistc}, bestdistmax

let cmax denote its index that
bestdistmax = bestdistcmax

go to step 5
3.[Calculate] d← ek − rk,kuk, newdist← distk + d2

4.[Compare] if newdist > bestdistmax

if k = n
output {xc}, {bestdistc}
terminate the algorithm

else
go to step 5

endif
else

if k = 1
xcmax ← u, bestdistcmax ← newdist
find the maximum among {bestdistc}, bestdistmax

let cmax denote its index that
bestdistmax = bestdistcmax

go to step 5
else

go to step 6
endif

endif
5.[Backward] k ← k + 1, uk ← uk + stepk

stepk ← −stepk − sgn(stepk)
go to step 3

6.[Forward] k ← k − 1, distk ← newdist
ek ← yk −

∑n
j=k+1 rk,juj

uk ← [ ek
rk,k

]int, d← ek − rk,kuk
stepk ← sgn(d), newdist← distk + d2

go to step 4
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Algorithm 9 K-Best Based K Shortest Vectors

Let H denote the lattice generator matrix, this algorithm outputs the K shortest vectors
(including 0) S = {si}, si ∈ Zn for i = 1, 2, · · · , K that L(s) = sTHTHs ≤ L(s′),∀s ∈
S,∀s′ 6= 0, s′ ∈ Zn and s′ /∈ S in lattice in an heuristic way. Let {Zmin, · · · , Zmax} denote
the set of possible integer points at each real dimension then the points to be examined
at each dimension is {z1, · · · , zM} = {−(Zmax − Zmin), · · · ,+(Zmax − Zmin)}.

1.[Initialize] y ← 0
{dist1, · · · , distK} ← {0,+∞, · · · ,+∞}
k ← n
{u1, u2, · · · , uK} ← {0, · · · ,0}
H = QR (QR-decomposition)

2.[Forward] for i = 1, · · · , K
for m = 1, · · · ,M

d←
∑N

j=n+1 rn,jui,j + rn,nzm
Di,m ← disti + d2

endfor
endfor

3.[Selection] Let {Di1,m1 , · · · , DiK ,mK} denote the K smallest values among {Di,m}
for p = 1, · · · , K

Up ← [uTip , smp ]
T

distp ← Dkp,mp

endfor
4.[Judgement] if k = 1

output {U}
terminate algorithm

else
for i = 1, · · · , K

ui ← U i

endfor
k ← k − 1
go to step 2

endif
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By definition, we are going to find D2
min that:

Pe(D2
min) = Peb(H) (4.31)

which gives:

Q

(√
D2

min

2

)
=
∑
i

d
(max)
H (xi)Q

(√
D2
i

2

)
(4.32)

This procedure is achieved in 2 steps:

• Step 1, we calculate D2
i by:

Q

(√
D2
i

2

)
= d

(max)
H (xi)Q

(√
D2
i

2

)

• Step 2, we calculate D2
min from the previous {D2

i } by:

Q

(√
D2
min

2

)
=
∑
i

Q

(√
D2
i

2

)

Step 1 can be seen as a multiplication function on D2 that:

D2 = D2
(
D2, d

(max)
H

)
(4.33)

In the same way, step 2 is considered as a series of additions that:

Q

(√
D2

2

)
= Q

(√
D2

1

2

)
+Q

(√
D2

2

2

)
(4.34)

which is noted by:
D2 = D2

(
D2

1,D2
2

)
(4.35)

The lookup tables can be implemented for quick calculation. The multiplication table is
shown in Table 4.1 and the addition table is shown in Table 4.1.

In our implementation, the entries of both the mutiplication table and addition table are
rounded to intergers and we consider the cases dH less than 6 and D2 less than 50. Then
the multiplication table is of dimension 50 × 5 and the addition table is of dimension
50 × 50. In the simulations, the number of searching points in lattice is configured as
K = 16 for both QPSK and 16-QAM. This setting gives a good indication of Relay-
SISO’s performance as shown in Figure 4.12 and 4.13.
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Table 4.1: Simplified multiplication table of D2(D2, dH)
0 1 2 3 4 5

0 0 0 0 0 0 0
1 1 0 0 0 0 0
2 2 0 0 0 0 0
3 3 1 0 0 0 0
4 4 2 1 0 0 0
5 5 3 2 1 1 0
6 6 4 3 2 1 1
7 7 5 4 3 2 2
8 8 6 4 4 3 2
9 9 7 5 4 4 3

10 10 8 6 5 5 4
11 11 9 7 6 6 5
12 12 10 8 7 6 6
13 13 11 9 8 7 7
14 14 12 10 9 8 8
15 15 13 11 10 9 9
16 16 14 12 11 10 10
17 17 14 13 12 11 11
18 18 15 14 13 12 12
19 19 16 15 14 13 13

Table 4.2: Simplified addition table of D2(D2
1,D2

2)
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1
2 0 0 0 1 1 1 1 2 2 2 2 2 2 2 2 2
3 0 0 1 1 2 2 2 2 2 3 3 3 3 3 3 3
4 0 0 1 2 2 2 3 3 3 3 4 4 4 4 4 4
5 0 1 1 2 2 3 3 4 4 4 4 5 5 5 5 5
6 0 1 1 2 3 3 4 4 5 5 5 5 5 6 6 6
7 0 1 2 2 3 4 4 5 5 6 6 6 6 6 7 7
8 0 1 2 2 3 4 5 5 6 6 7 7 7 7 7 8
9 0 1 2 3 3 4 5 6 6 7 7 7 8 8 8 8

10 0 1 2 3 4 4 5 6 7 7 8 8 8 9 9 9
11 0 1 2 3 4 5 5 6 7 7 8 9 9 9 10 10
12 0 1 2 3 4 5 5 6 7 8 8 9 10 10 10 11
13 0 1 2 3 4 5 6 6 7 8 9 9 10 11 11 11
14 0 1 2 3 4 5 6 7 7 8 9 10 10 11 12 12
15 0 1 2 3 4 5 6 7 8 8 9 10 11 11 12 13
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Figure 4.12: Frame error rate in function of ENMSED (D2
min) over flat fading channel:

one frame contains a MPDU of 200 bytes at datarate 12Mbps.
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Figure 4.13: Frame error rate in function of ENMSED (D2
min) over flat fading channel:

one frame contains a MPDU of 400 bytes at datarate 24Mbps.
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4.3 Hybrid mode and performance

In the multi-carrier transmissions, the ENMSED is calculated on each sub-carrier then
we take the average of 6 smallest metrics as the system metric.

As the Hybrid mode decribed in section 4.2, we use the metric D2
min as an indicator

of FER performance. We apply the same hybrid principle in IEEE 802.11a/Relay-SISO
system and this Relay-SISO-Hybrid method is described as follows:

Before the transmission of MPDU in Relay-SISO mode, the terminals source, relay and
destination accomplish a cooperative transmission by transmitting a sounding frame
to probe the cooperation channel with data rate indication. The destination terminal
calculates the ENMSED metric of Relay-SISO system noted by D2

min,r and the one of
IEEE 802.11a system, noted by D2

min,a. Based on the two metrics, the destination termi-
nal informs the source terminal the mode decision by choosing Relay-SISO mode when
D2

min,r > D2
min,a.

The performance of Relay-SISO-Hybrid is simulated with data rate 12Mbps and 24Mbps
over flat fading channel and multipath channel type A where “low” denotes the LPG con-
figuration and “high ” denotes the HPG configurations. Simulation results are provided
in Figures 4.14, 4.15, 4.16 and 4.17.

The Hybrid mode can effectively improve the performance of cooperation system. In low
or medium SNR range, the Hybrid performance follows the IEEE 802.11a while in high
SNR range, Hybrid keeps the cooperative diversity gain with even a little coding gain.
As a result, Hybrid mode outperforms both 802.11a and Relay-SISO.

The crossing point problem disappears for the transmissions over the flat fading channel.
For the multipath channel, we notice that in case of 24Mbps with LPG configuration
the hybrid mode improves the cooperative performance but with a little loss in SNR
compared with the IEEE 802.11a system. This is due to the fact that the average of
ENMSED is less precise for frequency selective channel. Thus, the future research works
can be taken on this aspect.

10
-3

10
-2

10
-1

10
0

 0  3  6  9  12  15  18  21  24  27  30  33  36

F
E

R

SNR(dB)

Relay-SISO, 802.11a and Hybrid: Data-rate=12Mbps, MPDU=125Bytes over flat fading channel

802.11a
Relay-SISO (low)
Hybrid (low)
Relay-SISO (high)
Hybrid (high)

(a) Frame error rate

0

5

10

15

 0  3  6  9  12  15  18  21  24  27  30  33  36

T
h

ro
u

g
h

p
u

t(
M

b
p

s)

SNR(dB)

Relay-SISO, 802.11a and Hybrid: Data-rate=12Mbps, MPDU=125Bytes over flat fading channel

802.11a
Relay-SISO (low)
Hybrid (low)
Relay-SISO (high)
Hybrid (high)

(b) Efficient throughput

Figure 4.14: Relay-SISO, IEEE 802.11a and Hybrid over flat fading channel: each MPDU
contains 125 bytes and it is sent at 12Mbps.
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(b) Efficient throughput

Figure 4.15: Relay-SISO, IEEE 802.11a and Hybrid over flat fading channel: each MPDU
contains 125 bytes and it is sent at 24Mbps.
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Figure 4.16: Relay-SISO, IEEE 802.11a and Hybrid over channel type A: each MPDU
contains 125 bytes and it is sent at 12Mbps.

10
-3

10
-2

10
-1

10
0

 0  3  6  9  12  15  18  21  24  27  30  33  36  39  42  45  48

F
E

R

SNR(dB)

Relay-SISO, 802.11a and Hybrid: Data-rate=24Mbps, MPDU=125Bytes over channel type A

802.11a
Relay-SISO (low)
Hybrid (low)
Relay-SISO (high)
Hybrid (high)

(a) Frame error rate

0

10

20

30

 0  3  6  9  12  15  18  21  24  27  30  33  36  39  42  45  48

T
h

ro
u

g
h

p
u

t(
M

b
p

s)

SNR(dB)

Relay-SISO, 802.11a and Hybrid: Data-rate=24Mbps, MPDU=125Bytes over channel type A

802.11a
Relay-SISO (low)
Hybrid (low)
Relay-SISO (high)
Hybrid (high)

(b) Efficient throughput

Figure 4.17: Relay-SISO, IEEE 802.11a and Hybrid over channel type A: each MPDU
contains 125 bytes and it is sent at 24Mbps.
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Chapter 5

Golden Code Coset and Its
Application in Cooperation System

The Golden code is previously presented in section 1.3. This is a full-diversity and full-
throughput 2× 2 STBC with non-vanishing determinant. Research works on this family
of STBC show that this code can be extended by using the partition method to enlarge
the determinant gain.

However, as explained in [30], the direct use of partitioned Golden code will not bring
any gain of system since the gain in determinant is recompensated by the loss in spectral
efficiency. In order to take advantage of this determinant gain, the authors propose to use
a trellis coded Golden code by combining the Trellis Coded Modulation (TCM) with the
partitioned Golden code. This method sheds lights on the application of the partitioned
Golden code and it inspires the following research works.

In this chapter, we propose the use of the partitioned Golden code with IEEE 802.11a
strandard convolutional code to enhance the transmission quality. Simulation results show
the improvements of cooperative transmissions with a very little complexity cost.

5.1 Golden code and partition

Let us review the construction of Golden code in section 1.3.

Let K denote the quadratic extension of F = Q(i):

K = {s1 + s2θ, for s1, s2 ∈ F} (5.1)

where

θ =
1 +
√

5

2

θ̄ =
1−
√

5

2
(5.2)

with minimal polynomial µ(X) = X2 −X − 1.

With this construction, the basis BK = [1, θ] are also the integral basis of the intergers
ring of K, denoted by OK = Z[i][θ].
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The CDA A is defined over K/F by:

A(K/F, γ, σ) = {x+ e · y, for x, y ∈ K/F} (5.3)

with { e2 = γ ∈ F
x · e = e · σ(x),∀x ∈ K (5.4)

In the matrix representation we have:

e =

[
0 1
γ 0

]
(5.5)

and
x = diag(x, σ(x)) (5.6)

where σ is the generator of the Galois group Gal(K/F):

Gal(K/F) = {σ0, σ1} (5.7)

with σ(θ) = θ̄.

The canonical embedding is defined by:

Σ : K→ C2

Σ(x) = [x, σ(x)]T
(5.8)

and the complex generator matrix of ΛO is obtained by embedding the integer basis:

MO = Σ([1, θ]) =

[
1 θ
1 θ̄

]
(5.9)

Let I denote the principal ideal of K generated by α = 1 + i− iθ such that I = I(α).

The relative basis of I is then given by BI = [α, αθ] which gives the complex lattice
generator matrix:

MI =

[
α αθ
ᾱ ᾱθ̄

]
(5.10)

It is easy to see that:
MHM = 5I2 (5.11)

Therefore, the obtained lattice Λ(I) is a rotated version of
√

5Z2(i).

By restricting [x, y] ∈ I, the infinite Golden codewords can be expressed by:

G∞ =

{
X =

1√
5

[
x y

γσ(y) σ(x)

]
, for x, y ∈ I

}
(5.12)

where
√

5 is for power normalization and γ is chosen equal to i which is not a norm of K.

By (5.10) and (5.12), the general form of Golden code is given by:

G∞ =

{
X =

1√
5

[
α(s1 + s2θ) α(s3 + s4θ)
iᾱ(s3 + s4θ̄) ᾱ(s1 + s2θ)

]
, si ∈ Z(i)

}
(5.13)
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The infinite Golden code is viewed as an order of A that G∞ = (A, I(α)). We define the
reduced norm of g ∈ G∞ by the determinant of its matrix representation:

Nred(g) = det(M(g)) (5.14)

The information symbols {s1, s2, s3, s4} are chosen from the constellation assigned QAM
symbols set, denoted by C. The Golden code is given by:

GC =

{
X =

1√
5

[
α(s1 + s2θ) α(s3 + s4θ)
iᾱ(s3 + s4θ̄) ᾱ(s1 + s2θ)

]
, si ∈ C ⊂ KmodZ(i)

}
(5.15)

where Kmod is the constellation normalization factor.

Now consider the left principal ideal of A(K/F, γ, σ) which is generated by

A(βL) = {βL · z, for z ∈ A} (5.16)

In A, the determinants of the elements that are generated by the integer ring O are still
in Z(i) that Nred(a) ∈ Z(i) for a ∈ A and Nred = 0 only when a = 0. Let δmin(A,OK)
denote the minimum squared determinant of (A,OK) and we have:

δmin(A,OK) = min
{
|Nred(x+ e · y)|2, x, y ∈ OK and (x, y) 6= (0, 0)

}
= 1 (5.17)

The minimum squared determinant of G∞ is then given by:

δmin(G∞) =
1

25
·min {Nred(g), g ∈ I and g 6= 0}

=
1

25
·
∣∣NK/Z(i)(α)

∣∣2 |δmin(A,OK)|2 =
1

5
(5.18)

In matrix representation, for the determinant of the non-zero elements in A(βL) we have:

Nred(βL · z) = Nred(βL) ·Nred(z) (5.19)

Then the minimum determinant of (A(βL),OK) is:

δmin(A(βL),OK) = |Nred(βL)|2 |δmin(A,OK)|2 = |Nred(βL)|2 (5.20)

The same operation can be taken for the right side in generating a right principal ideal
of A by multiplying βR:

A(βR) = {z · βR, for z ∈ A} (5.21)

As the left principal ideal, the minimal determinant of (A(βR),OK) is

δmin (A(βR),OK) = |Nred(βR)|2 (5.22)

The same results can be applied to G∞ by generating:

G∞(βR) = {g · βR, for g ∈ G∞}
G∞(βL) = {βL · g, for g ∈ G∞} (5.23)
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then

δmin (G∞(βR)) =
1

5
|Nred(βR)|2

δmin (G∞(βL)) =
1

5
|Nred(βL)|2 (5.24)

In [31] and [32], the conception of set partition chain allows to construct the complex
lattice from Zn. We consider a chain of partitions from G∞ to 2G∞ that:

[G∞]/[G∞ · βR]/[βL · G∞ · βR]/[(1 + i)βL · G∞]/[2G∞]/ · · · (5.25)

where we define: 
βL = βR = θ̄ + e · θ
β̃R = −θ + e · θ
β̃L = −iθ + ie · θ

(5.26)

The element βR or βL is obtained as follows: consider an algebraic extension of K of degree
2 with the minimum polynomial µ(X) = X2 − i. In this way, the CDA A is associated
to L since e2 = i. Lattice (2)L can be factorized by (2)OL = I2(η) where the principal
ideal is generated by η = θ̄ + θ̄

√
i. By replacing

√
i with (·e), we can find a one-to-one

correspondance that Φ : L→ A and β = Φ(η) = θ̄ + θ̄ · e = θ̄ + e · θ.

In fact, there are many chains of partition from G∞ to 2G∞ by choosing the left or right
principal ideals and the element generating the principal ideal. We select the element β
as the element of both the left ideal βL · G∞ and right principal ideal G∞ · βR.

The β̃L and β̃R are calculated by writing:{
β̃L · βL = 1− i
βR · β̃R = 1 + i

(5.27)

It is remarkable that with this construction, we have:
|Nred(βL)|2 = |Nred(βR)|2 = | − 1 + i|2 = 2

|Nred(β̃R)|2 = | − 1 + i|2 = 2

|Nred(β̃L)|2 = |1− i|2 = 2

(5.28)
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The minimum squared determinant increases by 2 for each partition:

G∞ → δmin(G∞) = 1
5

⇓

G∞ · βR → δmin(G∞ · βR) = 2
5

⇓

βL · G∞ · βR → δmin(βL · G∞ · βR) = 4
5

⇓

βL · G∞ · βR · β̃R = (1 + i)βL · G∞ → δmin((1 + i)βL · G∞) = 8
5

⇓

(1 + i)β̃L · βL · G∞ = 2G∞ → δmin(2G∞) = 16
5

5.2 Golden code parition and coset bit mapping

The Golden code partition chain gives a method to increase the minimum squared deter-
minant and now we consider the bit mapping problem with this partition.

Fro Golden code, the bit mapping is achieved within 2 steps: first we generate the
4 complex QAM symbols {s1, s2, s3, s4} from 4NBPSC by Gray code; then we encode
{s1, s2, s3, s4} as shown in (5.15). This bit mapping of Golden code is simple since Golden
code is a rotated Z4(i).

However, this bit mapping method does not fit the partitioned Golden code. We propose
in this section a bit mapping method for the coset partition.

Let us take the partition [G∞·βR] for example. LetQ denote the quotient ring of [G∞/(G∞·
βR)] and Golden code is therefore decomposited by:

[G∞] = [G∞ · βR] + [Q] (5.29)

The order of Q is denoted by |Q| which gives |Q| = 4 for NL(η) = 4. Let {q0, q1, q2, q3}
denote the 4 elements of Q.

According to the ring property, Q contains the element 0 and (qi + qj) mod βR ∈ Q.
Without loss of generality, let q0 = 0, q1, q2 and q3 = q1 + q2 mod βR denote the elements
of the quotient ring.

Let Ψ denote the labelling such that:

Ψ : G∞ → Z4(i)
Ψ(x) = [s1, s2, s3, s4]

(5.30)
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where [s1, s2, s3, s4] generate g as shown in (5.13).

We see that: 
q1 = 1
q2 = θ
q3 = 1 + θ

(5.31)

which gives 
Ψ(q1) = [1, 0, 0, 0]
Ψ(q2) = [0, 1, 0, 0]
Ψ(q3) = [1, 1, 0, 0]

(5.32)

with 
Nred(q1) = 1
Nred(q2) = 1
Nred(q3) = 1

(5.33)

Because Nred(β) = −1 + i, {q1, q2, q3} are neither in G∞(βR) nor in G∞(βL), so Q =
{q0, q1, q2, q3} is the quotient ring of G∞(βR)/G∞ and G∞(βL)/G∞1.

We can continue the decomposition in (5.29) according to (5.25):

[G∞] = [G∞ · βR] + [Q]

= [βL · G∞ · βR] + [Q · βR] + [Q]

= [(1 + i)βL · G∞] + [βL · Q · βR] + [Q · βR] + [Q]

= [2G∞] + [(1 + i)βL · Q] + [βL · Q · βR] + [Q · βR] + [Q] (5.34)

Let [Q(0)] denote [Q], [Q(1)] denote [Q · βR], [Q(2)] denote [βL · Q · βR], [Q(3)] denote

1Q is also the quotient ring of G∞(β̃R)/G∞ and G∞(β̃L)/G∞.
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[(1 + i)βL · Q] and their coordinates are:
Ψ(q

(0)
0 ) = [0, 0, 0, 0]

Ψ(q
(0)
1 ) = [1, 0, 0, 0]

Ψ(q
(0)
2 ) = [0, 1, 0, 0]

Ψ(q
(0)
3 ) = [1, 1, 0, 0]

Ψ(q
(1)
0 ) = [0, 0, 0, 0]

Ψ(q
(1)
1 ) = [1, 1, 1, 1]

Ψ(q
(1)
2 ) = [1, 0, 1, 0]

Ψ(q
(1)
3 ) = [0, 1, 0, 1]

Ψ(q
(2)
0 ) = [0, 0, 0, 0]

Ψ(q
(2)
1 ) = [i, 1, i, 1]

Ψ(q
(2)
2 ) = [1 + i, 1 + i, 0, 0]

Ψ(q
(2)
3 ) = [1 + 2i, 2 + i, i, 1]

Ψ(q
(3)
0 ) = [0, 0, 0, 0]

Ψ(q
(3)
1 ) = [1 + i, 1 + i, 1 + i, 1 + i]

Ψ(q
(3)
2 ) = [1 + i, 0, 1 + i, 0]

Ψ(q
(3)
3 ) = [2 + 2i, 1 + i, 2 + 2i, 1 + i]

(5.35)

For each partition, the quotient elements can be labelled by 2 bits that (b1, b0)↔ qi. For
example in Q, we have: 

(0, 0) ↔ q0 = [0, 0, 0, 0]
(0, 1) ↔ q1 = [1, 0, 0, 0]
(1, 0) ↔ q2 = [0, 1, 0, 0]
(1, 1) ↔ q3 = [1, 1, 0, 0]

(5.36)

Therefore, the elements of the quotient ring [G∞/2G∞] can be labelled by 8 bits noted by
(b7 · · · b0). The coodinates can be calculated from (b7 · · · b0) by:

s̄ =


s1

s2

s3

s4

 = G
(c)
2G · [b7 · · · b0]T (5.37)

where G
(c)
2G is given by:

G
(c)
2G =


1 + i 1 + i 1 + i i 1 1 0 1

0 1 + i 1 + i 1 0 1 1 0
1 + i 1 + i 0 1 1 1 0 0

0 1 + i 0 1 0 1 0 0

 (5.38)

The generation of the [G∞/2G∞] holds for modulo 2G and the following operation gener-
ates the quotient element:

s =
(
G

(c)
2G · [b7 · · · b0]T

)
mod 2 (5.39)
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By separating the real part and imaginaire part, we have:[
<(s̄)
=(s̄)

]
= G2G · [b7 · · · b0]T mod 2 (5.40)

where

G2G =



1 1 1 0 1 1 0 1
0 1 1 1 0 1 1 0
1 1 0 1 1 1 0 0
0 1 0 1 0 1 0 0
1 1 1 1 0 0 0 0
0 1 1 0 0 0 0 0
1 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0


(5.41)

In fact, the bit mapping matrix G is unimodular and its inversion is given by:

G−1
2G =



0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 1
0 0 0 0 1 1 1 1
0 0 1 1 0 0 1 1
0 0 0 1 1 1 1 0
0 1 0 1 0 1 0 1
1 0 1 0 1 0 1 0


(5.42)

such that
G2G ·G−1

2G = I8 mod 2 (5.43)

The demapping procedure can be easily realized by:

[b7 · · · b0]T = G−1
2G ·

[
<(s̄)
=(s̄)

]
mod 2 (5.44)

This coset labelling can be developped to 4G∞ where the chain of partitions following
[4G∞/2G∞/G∞]. In the same way, the matrix generating the quotient ring [4G∞/G∞] is a
bit mapping matrix which maps 16 bits into 8 integers (or 4 complex integers) as follows:

G4G =



2 2 2 0 2 2 0 2 3 1 3 2 3 1 0 1
0 2 2 2 0 2 2 0 0 3 1 3 0 1 1 0
2 2 0 2 2 2 0 0 3 1 2 1 3 1 0 0
0 2 0 2 0 2 0 0 0 3 2 3 0 3 0 0
2 2 2 2 0 0 0 0 3 1 3 3 0 0 0 0
0 2 2 0 0 0 0 0 0 3 1 0 0 0 0 0
2 2 0 0 0 0 0 0 3 1 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 3 0 0 0 0 0 0


=

[
G4G/2G G?

4G
]

(5.45)

where G?
4G and G4G/2G are both 8× 8 matrix and we notice that G4G/2G is 2G2G.
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The coordinates of the quotient ring [4G∞/G∞] are generated by:[
<(s)
=(s)

]
= G4G · [b15 · · · b0]T mod 4 (5.46)

Now the question is how to demap from s to [b15 · · · b0]T . Considering the enties of
G4G/2G = 2G2G, we can project [<(s),=(s)]T by modulo 2 that:[

<(s)
=(s)

]
proj

=

[
<(s)
=(s)

]
mod 2 (5.47)

From (5.48), we have: [
<(s)
=(s)

]
proj

= G4G · [b15 · · · b0]T mod 2

=
(
G4G mod 2

)
· [b15 · · · b0]T (5.48)

where
G4G mod 2 =

[ (
G4G/2G mod 2

) (
G?

4G mod 2
) ]

=
[

0 G2G
]

(5.49)

Here
(
G?

4G mod 2
)

coincides with G2G because the partition chain follows [4G∞/2G∞/G∞].

We have then: [
<(s)
=(s)

]
proj

mod 2 = G2G · [b7 · · · b0]T mod 2 (5.50)

Therefore, we can give a demapping procedure of [b7 · · · b0] from the projected symbol as
we do in [2G∞/2G∞] case that

[b7 · · · b0]T = G−1
2G ·

[
<(s)
=(s)

]
proj

mod 2 (5.51)

The demapping of [b15 · · · b8] is based on the result of [b7 · · · b0]. Considering that:

G4G/2G · [b15 · · · b8]T mod 4 =
([ <(s)
=(s)

]
−G?

4G · [b7 · · · b0]T
)

mod 4 (5.52)

It is remarkable
([ <(s)
=(s)

]
−G?

4G · [b7 · · · b0]T
)

is a multiple of 2, then we have:

G2G · [b15 · · · b8]T mod 2 =
1

2

([ <(s)
=(s)

]
−G?

4G · [b7 · · · b0]T
)

mod 2 (5.53)

The demapping of [b15 · · · b8] is given by

[b15 · · · b8]T = G−1
2G ·

1

2

([ <(s)
=(s)

]
−G?

4G · [b7 · · · b0]T
)

mod 2 (5.54)

The mapping and demapping procedures are very easy to implemented in hardware level
since all the processings are done in binairy format.
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5.3 Application and performance

Now let us consider the Relay-SISO case where we use 1/2 based convolutional code as
the FEC. In order to adapt different throughputs, the convolutional code is punctured
to rate 2/3 and 3/4. For the partition chain of Golden code, each partition will bring a
determinant gain of 2 but also a loss of 2 bits in STBC coding. We propose to use the
punctured convolutional code to compensate the 2 bits loss.

It is true that the error-correction capacity will decrease with punctured convolutional
code. In Figure 5.1(a), the convolutional code performances of the 3 rates are evaluated
as well as the non-code case: we see the 2/3-rate code is with 0.5dB loss compared to
the 1/2-rate one and the 3/4-rate code is with about 1.0dB loss. Asymptotically, the
gap between the punctured convolutional codes and the original one can be shorten. For
Rayleigh fading channel, the loss due to the puncture can be even smaller, see Figure
5.1(b): there is nearly no loss for the 2/3-rate case while about 0.7dB loss in 3/4-rate case.
This performance is not astonishing since the channel fading plays a role more important
than the coding gain in this configuration. Thus a simple combination of the partitioned
Golden code with the punctured convolutional code can work in this case.
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Figure 5.1: 802.11a convolutional code (133,171) with different puncture mode

5.3.1 New modulation and coding scheme for data rate 12Mbps
in Relay-SISO

Let us investigate the data rate 12Mbps case as shown in Table 3.1 where the constellation
is QPSK and the convolutional code rate is 1/2. A codeword of Golden code contains 8
bits in this case. This codeword is generated from the 8 bits in using the bit mapping
procedure as described in 5.2.

Now let us restrict the coding in only in [G · βR] such that a codeword is generated from
6 bits by forcing the b1 and b0 to 0 in 5.37. This processing is equivalent to associate a
coding rate of 3/4 in the STBC coding procedure. For the FEC part, instead of using
1/2-rate convolutional code, we use the punctured version for a code rate of 2/3. Totally,
we have 1/2 code rate while the STBC part provides a determinant gain of 2.
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Figure 5.2: Partitioned Golden code for Relay-SISO 12Mbps

As shown in Figure 5.2, we find a coding gain about 0.8dB for the Relay-SISO in LPG
configuration at FER=10−3. However, there is nearly no gain for the HPG configuration.

5.3.2 New modulation and coding scheme for data rate 24Mbps
in Relay-SISO

The 24Mbps transmission uses the 16-QAM modulation and the 1/2-rate convolutional
code. By applying the partition chain, a Golden codeword will be generated from 12 bits
where we take the candidates in [βL · G · βR] instead of [G]. This operation will bring a
code rate of 3/4 for the STBC part and we keep use the 2/3-rate punctured convolutional
code as FEC.

In Figure 5.3, the coding gain is much important than the 12Mbps case since the extended
Golen code provides nearly 6dB gain in determinant while the FEC is still 2/3-rate
convolutional code. For FER=10−3, a coding gain about 2.2dB is found for the LPG
configuration and about 3dB is found for the HPG configuration.

5.3.3 Application in 2× 2 MIMO system

We can apply these modulation and coding schemes in the context of classic MIMO
system where the Golden colde is used conjointly with convolutional code. As shown in
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Figure 5.3: Partitioned Golden code for Relay-SISO 24Mbps

Figure 5.4, this combination shows better performance than the unpartitioned Golden
coding with 1/2-rate convolutional code. In the configuration of 16-QAM with 1/2-rate
convolutional code, this proposition can achieve a coding gain of 3dB.
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Chapter 6

Relay-MIMO

In the previous chapters, the application of cooperative transmission in the context of
IEEE 802.11a PHY layer has been presented. We will introduce in this chapter a coop-
erative system which is based on the single-relay two-antenna NAF scheme as described
in section 1.2.

In the new arriving IEEE 802.11n [33] standard, the MIMO technology is applied to
increase both the robustness, diversity gain, and the throughput, multiplexing gain. The
cooperation system, named Relay-MIMO PHY layer, is proposed as an extension of IEEE
802.11n. This system combines the cooperative diversity with the MIMO diverstity to
enhance the quality of transmission. Like Relay-SISO system, this new PHY protocol is
realized by introducing new STBC encoder/decoder in IEEE 802.11n system.

The cooperative scenario consists still of 3 terminals, respectively the source terminal, the
destination terminal and the relay terminal. We suppose that each terminal is equipped
with two antennas and the 4 × 4 Perfect code is applied. As shown in section 1.3, this
system is equivalent to a 16 × 16 MIMO system thus the decoding complexity can be
very high even for simple constellation. We use the sub-optimal decoder which is studied
in chapitre 2 to give a quick and near-ML performance. Simulation results are reported
in both flat fading channel context and multipath channel context.

6.1 IEEE 802.11n PHY Layer

We present the IEEE 802.11n PHY layer protocol in this section.

The IEEE 802.11n PHY layer operates with 20MHz/40MHz bandwidth, which corre-
sponds a 64-FFT or 128-FFT based OFDM modulation. As an extension of IEEE 802.11a
PHY layer, this standard has a lot of improvements related to use of MIMO technique.
We will focus on the modifications for the MIMO system.

Considering the compatibility with legacy IEEE 802.11a system, the Mixed Mode (MM)
is introduced as a very important transmission mode in the PLCP protocol. The other
supported modes are the legacy IEEE 802.11a mode and the Green Field (GF) mode.
The GF mode is incompatible with legacy system that we are intereseted only at the MM
transmission which is also the most implemented mode on the products in the market.
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The frame format on MM is shown in Figure 6.1.

L-STF
 L-LTF
 L-SIG 

HT-
SIG1


HT-
SIG2


HT-
STF 


HT-
LTF1


...

HT-
LTFn


HT-
Data1


...

HT-
DataN 


Figure 6.1: 802.11n mixed mode frame

This new frame format contains the legacy compatible preambles and a new portion for
the High-Throughput (HT) transmission. The legacy portion is composed of Legacy Short
Training Field (L-STF), Legacy Long Training Field (L-LTF) and Legacy SIGNAL Field
(L-SIG) and High-Throughput SIGNAL Field (HT-SIG). The HT portion is composed
of High-Throughput Short Training Field (HT-STF), High-Throughput Long Training
Field (HT-LTF) and High-Throughput Data Field (HT-DATA). The legacy IEEE 802.11a
terminals will translate the HT-SIG and HT portion as a valid IEEE 802.11a data field
which will be rejected as a wrong frame by the MAC layer.

Like in IEEE 802.11a, L-STF is used for AGC training, the signal detection and timing
recovery together with GI2 of L-LTF. L-LTF is used for the legacy channel coefficient
training which is demanded for the L-SIG and HT-SIG decoding. The HT-SIG field is
modulated in using Quadrature BPSK (Q-BPSK) modulation for the discremination of
HT mode from legacy mode. The HT-STF is used for additional CFO estimation. The
HT-LTFs provide the MIMO channel coefficients estimation.
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Figure 6.2: 802.11n general architecture of processing

Figure 6.2 gives a general 802.11n processing scheme. An MPDU is scrambled then fed
into the FEC module. In the FEC module, IEEE 802.11n standard introduces the Low-
Density Parity-Check (LDPC) code and adds the 5/6 convolutional code as shown in
Figure 6.3. With the encoder parser module, the binary stream is fed alternatively into
two convolutional encoders. This processing enables the use of two Viterbi decoders at
the receiver side in order to accelerate the decoding when the throughput is high.

The dimension of interleaver is configured to 4NBPSCS(iSS) × 13 for 20MHz case and
6NBPSCS(iSS)×18 for 40MHz case where iSS is the index of spatial stream and NBPSCS(iSS)
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Figure 6.3: Output of convolutional code at R = 5/6

is the number of coded bits per single carrier for each spatial stream. In addition to the
bits permutation, a frequency rotation is applied when there are more than one spatial
stream.

IEEE 802.11n supports up to NSS = 4 spatial streams. In the module of STBC, the
optional Alamouti STBC can be applied after the QAM symbol mapping and it will
generate NSTS space-time streams1. When beamforming or spatial expansion processing is
needed, spatial mapping will project NSTS space-time streams to NTX transmit antennas.
This operation is realized by multiplying at each sub-carrier the spatial mapping matrix
Qk whose dimension is NTX × NSTS.

A Cyclic Shift (CS) is also applied when there are more than one antenna: either by mul-
tiplying the Cyclic Shift Delay (CSD) matrix2 in frequency domain or by direct shifting
in time domain when NTX = NSTS. The CS parameters are detailed in Tables 6.1 and 6.2.

Table 6.1: 802.11n cyclic shift value definition for non-HT portion

Num. of Tx CS for chain 1 CS for chain 2 CS for chain 3 CS for chain 4

1 0ns - - -
2 0ns -200ns - -
3 0ns -100ns -200ns -
4 0ns -50ns -100ns -150ns

Table 6.2: 802.11n cyclic shift value definition for HT portion

Num. of Tx CS for chain 1 CS for chain 2 CS for chain 3 CS for chain 4

1 0ns - - -
2 0ns -400ns - -
3 0ns -400ns -200ns -
4 0ns -400ns -200ns -600ns

1In case of non STBC, NSS = NSTS.
2The spatial mapping matrix Qk takes into account the CSD matrix.
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At last, the complex symbols streams are modulated in the IFFT module where a new
frequency mapping using 56 sub-carriers is applied for HT portion. An illustration of this
frequency mapping for the bandwidth of 20MHz is shown in Figure 6.4.

P-21 P-7 P+21 P+7 D0 D6 D7 D19 … D20 D25 … … D32 D44 … D45 D51 … 0 D26 D31 … 0 0 0 0 

f0 f+28 f-28 f-29 f+29 

0 0 0 

f+31 f + 7 f+21 f-7 f-21 f-32 

D0 D6 … D7 D19 … D20 D25 … D26 D31 … D32 D44 … D45 D51 … P-21 P-7 P+21 P+7 

Serial to Parallel (52 complexsymbols) 

Mapping 

Pilots Generator 

Subcarrier index 

Figure 6.4: IEEE 802.11n 20MHz frequency mapping for the HT portion OFDM symbol:
52 subcarriers are used for transmission of data symbol while 4 subcarriers are used for
pilots at frequency index -21,-7,+7,+21; the other 8 subcarriers including DC are kept
no used which generate protection band.

We will introduce the single-relay two-antenna NAF system in the mandatory 20MHz part
of IEEE 802.11n standard with NSS = NSTS = NTX = 2 with EQual Modulation (EQM)
configuration. The supported Modulation and Coding Scheme (MCS) for NSS = 2 is listed
in Table 6.3, where NSS denotes the number of spatial streams, NSD denotes the number
of data sub-carriers, NSP denotes the number of pilots sub-carriers, NCBPS denotes the
number of coded bits per OFDM symbol and NDBPS denotes the number of data bits per
OFDM symbol. The Alamouti coding and spatial mapping options are not applied in this
context.
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Table 6.3: IEEE 802.11n MCS parameters for 20MHz, NSS = 2, GI=800ns, EQM

MCS
index

Date
rate

(Mbps)
Mod.

Coding
rate
(R)

NBPSCS

(iSS)
NSD NSP NCBPS NDBPS

8 13.0 BPSK 1/2 1 52 4 104 52
9 26.0 QPSK 1/2 2 52 4 208 104
10 39.0 QPSK 3/4 2 52 4 208 156
11 52.0 16-QAM 1/2 4 52 4 416 208
12 78.0 16-QAM 3/4 4 52 4 416 312
13 104.0 64-QAM 2/3 4 52 4 624 416
14 117.0 64-QAM 3/4 4 52 4 624 468
15 130.0 64-QAM 5/6 4 52 4 624 520
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6.2 Relay-MIMO PHY Layer

The proposed Relay-MIMO PHY layer is based on the single-relay two-antenna NAF
scenario described in section 1.2. This system is an adaption of the IEEE 802.11n standard
with cooperartive transmission support.

Relay-MIMO operates with 2 spatial streams. Let s(1) =
{
s

(1)
p

}
and s(2) =

{
s

(2)
p

}
denote

the 2 QAM symbol streams. We group them by 16:

sq = {sq,1, · · · , sq,16} =
{
s

(1)
8q , · · · , s

(1)
8q+7, s

(2)
8q , · · · , s

(2)
8q+7

}
(6.1)

We apply the 4× 4 Perfect code to each QAM block as in equation 1.57.

The coding procedure will generate a stream of 4× 4 codewords, denoted by
{

Xq

}
:

Xq =


Xq,11 Xq,12 Xq,13 Xq,14

Xq,21 Xq,22 Xq,23 Xq,24

Xq,31 Xq,32 Xq,33 Xq,34

Xq,41 Xq,42 Xq,43 Xq,44

 (6.2)

The number of data sub-carriers is 52 for the HT portion. Thus, the codeword stream is
grouped by 52 and a CB is defined by Xn:

Xn = {X52n, · · · ,X52n+51} (6.3)

Let Xn,k denote the codeword on sub-carrier k of the nth CB and let Xn,k,ij denote the ith-
row jth-column entry. Xk = {X0,k, · · · ,XNCB−1,k} is the codeword stream on sub-carrier
k, where NCB is the number of CB.

We follow the transmission pattern of Relay-SISO by transmitting in 2 parts of data,
denoted by data A and data B respectively. Then the coding prcessing is shown in Figures
6.5 and 6.6 where the 4× 4 Perfect encoder and a buffer are added.
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Mapping 

Figure 6.5: Relay-MIMO PHY layer for data A: the 4× 4 Perfect code is used where the
inputs are 2 parallel QAM symbol streams. The coded signal is partially sent on 2 Tx
antennas as in IEEE 802.11n configuration while the rests are kept in a buffer.

Let Ai,m,k denote the symbol of data A transmitted on ith antenna on sub-carrier k in
mth OFDM symbol and Bi,m,k for the symbol of data B. The transmitted sequences is
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Figure 6.6: Relay-MIMO PHY layer for data B: the memoried codewords are transmitted

given by:

A1,k =
√
πs1/2

{
X0,k,11, . . . , X0,k,14, · · · , XNCB−1,k,11, . . . , XNCB−1,k,14

}
A2,k =

√
πs1/2

{
X0,k,21, . . . , X0,k,24, · · · , XNCB−1,k,21, . . . , XNCB−1,k,24

}
B1,k =

√
πs2/2

{
X0,k,31, . . . , X0,k,34, · · · , XNCB−1,k,31, . . . , XNCB−1,k,34

}
B2,k =

√
πs2/2

{
X0,k,41, . . . , X0,k,44, · · · , XNCB−1,k,41, . . . , XNCB−1,k,44

} (6.4)

where πs1 and πs2 are the power factors and we normalize the transmit power by 1/
√

2.

In such way: 
[
A1,4n,k, · · · , A1,4n+3,k

A2,4n,k, · · · , A2,4n+3,k

]
[
B1,4n,k, · · · , B1,4n+3,k

B2,4n,k, · · · , B2,4n+3,k

] (6.5)

are from the same 4× 4 Perfect codeword Xn,k.

The system parameters are calculated as follows:

NSYM ← d(16 + 8× LENGTH + 6)/NDBPSe
NCB ← dNSYM/16e

NSYM ← 16× NCB (6.6)

NPAD ← NSYM × NDBPS − (16 + 8× LENGTH + 6) (6.7)

where NDBPS takes the value defined in Table 6.3.

The LENGTH in HT-SIG is modified by:

LENGTH← LENGTH + NDBPS × (NI + 7)/8 (6.8)

where the NI is the time occupation for the idle field and we consider Relay-MIMO adds
7 padding OFDM time symbols in the worst case. The legacy LENGTH in the L-SIG
should be also modified as shown in [33].

In addition, considering the CS processing applied in 802.11n, we remark that during the
transmission for data A, the signal sent on antenna 1 is non-shifted while the signal sent
on antenna 2 is cyclic-shifted by the CS1 block, see Table 6.2. The same processing is
taken on data B where the signal transmitted on antenna 1 is non-shifted and the signal
transmitted on antenna 2 is processed with the CS1 block.
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At the destination’s side, the system can be considered as a 4×4 virtual-MIMO system as
shown in Figure 6.7. This configuration helps to implement the STBC encoder/decoder
in the full transceiver chain.
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Figure 6.7: Relay-MIMO baseband equivalent transmission viewed at the receiver’s side

As Relay-SISO, we define the 3 cooperative frame formats: the S frame in Figure 6.8, the
R frame in Figure 6.9 and the D frame in Figure 6.10.
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 L-SIG 
 HT-
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 DATA-A 
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Figure 6.8: Relay-MIMO S frame: the S frame is sent by the source terminal
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Figure 6.9: Relay-MIMO R frame: the R frame is sent by the relay terminal
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 DATA-A 
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Pre-R 


Figure 6.10: Relay-MIMO D frame: the D frame is received by the destination terminal

In the S frame, the reserved bit of L-SIG is modified to inform the cooperation mode and
the IEEE 802.11n preambles are kept. The HT data field contains 3 subfields: the data
A field, the data B field and the idle field which is dedicated to the half-STF symbol and
the relay added preambles.

In the R frame, the relay added preambles are detailed in Figure 6.11. The legacy train-
ing field consists of A-LTF and R-LTF. The HT training field consists of Amplified
High-Throughput Long Training Field (AHT-LTF) and Relayed High-Throughput Long
Training Field (RHT-LTF),

The AHT-LTFs contains the same HT training symbols like HT-LTFs while the RHT-
LTFs are the relayed HT-LTFs. For the CFO consideration, the relay generated AHT-LTF
is phase-corrected like A-LTF as explained in section 3.3.
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Figure 6.11: Relay-MIMO R frame’s preambles

There is no extension HT-LTF3. We remark that the training symbols HT-LTFs are not
repeated that the noise power estimation should be performed with legacy long training
symboles, A-LTF and R-LTF. AHT-LTF are employed to estimate the the coefficients of
channel r → s and RHT-LTF is for the product channel. Both AHT-LTF and RHT-LTF
are configured with same number of HT long training symbols as HT-LTF.

In case of NSS = 2, HT-LTF contains 2 OFDM training symbols which is the same for
AHT-LTF and RHT-LTF. By taking into account the half-STF, A-LTF and R-LTF, we
attibute NI = 9 OFDM symbols in the idle field.

This structure of frame will be compatibile for IEEE 802.11a, IEEE 802.11n and Relay-
SISO systems because these system will update their NAV by verifying the LENGTH
parameter in L-SIG or HT-SIG field, as shown in Figure 6.12.
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Figure 6.12: Relay-MIMO compatibility with IEEE 802.11a, IEEE 802.11n and Relay-
SISO PHY layer

6.3 Relay-MIMO preambles and cooperation proce-

dure

We use the same notations as in section 3.3.

In the non-HT portion, 52 sub-carriers are used and the transmitted symbols are nor-
malized in frequency domain by K = 8/

√
52; in the HT portion, 56 sub-carriers are used

then transmitted symbols are normalized by KHT = 8
√

56. The normalization factors K
and KHT are both considered as a part of the channel coefficients.

3In IEEE 802.11n system, more HT-LTFs can be added as an extension of data HT-LTF for the
purpose of channel probing.
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6.3.1 HT data field

The channels between the terminals are all 2 × 2 MIMO channel. Let hpq,i,j denote the
channel impulsional response from TX antenna j of terminal p to RX antenna i of terminal
q .

In frequency domain, we have:

Hpq,i,j = DFT64

(
hpq,i,j

)
=
{
Hk,pq,i,j

}T
, i, j = 1, 2 (6.9)

On sub-carrier k, let Hpq,k denote the coefficients matrix of channel p→ q:

Hpq,k =

[
Hpq,k,1,1 Hpq,k,1,2

Hpq,k,2,1 Hpq,k,2,2

]
(6.10)

By regrouping the symbols of data A and data B which belong to the same codeword,
the system can be described on sub-carrier k by:

Yn,k = HkXn,k + Vn,k + Wn,k (6.11)

where we have: 
Hk =

[ √
πs1Hsd,k 0√

πs1πr2Hrd,kBkHsr,k
√
πs2Hsd,k

]
Vn,k =

[
0 0√

πr2Hrd,kBkVn,k,1
√
πr2Hrd,kBkVn,k,2

] (6.12)

The CS is also taken into account in MIMO channel coefficients matrix. Since the HT
data transmission are the same as the HT portion training field, we will explain more
precisely in the following parts.

The cooperative system’s parameters are estimated with the legacy and HT channel
preambles. We suppose the CFO is perfectly estimated and processed.

6.3.2 Cyclic shift processing

For notation, let j denote the source antenna index, m denote the relay antenna index
and i denote the destination antenna index. The transmitted signal is marked by TX and
the received signal is marked by RX. t is the index of OFDM symbol in each preamble
field.

The long training symbol of the legacy preamble is denoted as follows: l for L-LTF, a for
A-LTF and r for R-LTF. The long training symbol of the HT preambles is marked by
HT: lHT for HT-LTF, aHT for AHT-LTF and rHT for RHT-LTF.

In the configuration of 2 antennas, the time symbol stream on second antenna is a cyclic-
shifted version of the first antenna. According to Table 6.1, the second antenna is cyclic-
shifted by 4 samples in the non-HT portion and 8 samples in the HT portion.
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Let [x]n be the cyclic-shift operation of x by n samples such that:

[x]n = [x(n) mod N , . . . , x(N−1+n) mod N ] (6.13)

where N = 64 is the length of x.

For A-LTF and L-LTF, the transmitted signals can be given by:
l
(TX)
j=1,t =

√
πs1/2l

l
(TX)
j=2,t =

√
πs1/2 [l]4

a
(TX)
m=1,t =

√
πr2/2l

a
(TX)
m=2,t =

√
πr2/2 [l]4

, t = 1, 2 (6.14)

where l is the legacy long symbol time sequence as defined in [27].

The sequence of HT-LTF in frequency domain is given by LHT = KHT [LHT,0, · · · , LHT,63].
In IEEE 802.11n standard, the HT-LTFs are transmitted in an orthgonal manner that
for qth HT-LTF symbol, we send on the pth transmit antenna PpqLHT where Ppq is the
row-p column-q entry of a 4× 4 Hadamard matrix which is given by:

PHTLTF =


1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 1 1 1

 (6.15)

For HT-LTF and AHT-LTF, the transmitted signal can be given by:
l
(TX)
HT,j=1,t=1 =

√
πs1/2lHT

l
(TX)
HT,j=2,t=1 =

√
πs1/2 [lHT]8

l
(TX)
HT,j=1,t=2 = −

√
πs1/2lHT

l
(TX)
HT,j=2,t=2 =

√
πs1/2 [lHT]8

(6.16)

and 
a

(TX)
HT,m=1,t=1 =

√
πr2/2lHT

a
(TX)
HT,m=2,t=1 =

√
πr2/2 [lHT]8

a
(TX)
HT,m=1,t=2 = −

√
πr2/2lHT

a
(TX)
HT,m=2,t=2 =

√
πr2/2 [lHT]8

(6.17)

where lHT is the time sequence of HT long symbol.

6.3.3 AF procedure

The AF procedure concerns the power estimation and the relay preambles’ generation.

For the relay terminal, the received training symbols of L-LTF are given by:

l
(RX)
m,t =

2∑
j=1

[l
(TX)
j,t ? hsr,m,j] + vm,t, t = 1, 2 (6.18)
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where vm,t ∼ CN (0, σ2
v) with σ2

v = N0 is the AWGN noise term4.

By (6.14), we have:

l
(TX)
j=2,t ? hsr,m,j=2 =

√
πs1
2

[
[l]4 ? hsr,m,j=2

]
=

√
πs1
2

[
l ?
[
hsr,m,j=2

]
4

]
(6.19)

where the channel response hsr,m,j=2 is considered cyclic-shifted by 4 samples5. Hence,
the cyclic-shift is tranparent to the receiver and this processing is considered as a part
the channel response. For the non-HT portion part, the channel impulsional responses
from 2 TX antennas are overlapping in time domain.

Let hsr,m denote the sum of hsr,m,j=1 and
[
hsr,m,j=2

]
4
, equation (6.18) can be given by:

l
(RX)
m,t =

√
πs1
2

[
l ?
(
hsr,m,j=1 +

[
hsr,m,j=2

]
4

)]
+ vm,t

=

√
πs1
2

[l ? hsr,m] + vm,t (6.20)

For the HT-LTF, the received HT long training symbols are given by:

l
(RX)
HT,m,t =

√
πs1
2

2∑
j=1

[
l
(TX)
HT,j,t ? hsr,m,j

]
+ vm,t, t = 1, 2 (6.21)

Considering that:

l
(TX)
HT,j=2,t ? hsr,m,j=2 =

√
πs1
2
lHT ?

[
hsr,m,j=2

]
8

(6.22)

By (6.16) and (6.19), we have: l
(RX)
HT,m,t=1 =

√
πs1/2

[
lHT ?

(
hsr,m,j=1 +

[
hsr,m,j=2

]
8

)]
+ wm,t=1

l
(RX)
HT,m,t=2 =

√
πs1/2

[
lHT ?

(
− hsr,m,j=1 +

[
hsr,m,j=2

]
8

)]
+ wm,t=2

(6.23)

For the normalization fator b, let x denote one of the transmitted HT portion OFDM
symbols. The received OFDM symbol y is given by:

y(RX)

m,t
=
[
x

(TX)
j=1,t ? hsr,m,j=1

]
+
[
x

(TX)
j=2,t ?

[
hsr,m,j=2

]
8

]
+ wm,t (6.24)

The transmitted signals are independant and normalized that:

E

{
Tr

[(
x

(TX)
j,t

)T
x
∗(TX)
j,t

]}
= 32πs1

E

{(
x

(TX)
j=1,t

)T
x
∗(TX)
j=2,t

}
= 0

(6.25)

4We use wi,t ∼ CN (0, σ2
w) with σ2

w = N0 for the destination terminal.
5We suppose the all the channel reponses are in the GI.
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Then the received signal power on the HT portion is given by:

E
{
||y(RX)

m=1,t
||2 + ||y(RX)

m=2,t
||2
}

= 32πs1

2∑
m=1

2∑
j=1

||hsr,m,j||2 + 128N0 (6.26)

Therefore, the repeated L-LTF can not be used to estimate the power of the received
signal for HT data portion due to the overlapping of the channel responses. We use the
long training symbols of HT-LTF which are temporally orthogonal since:

E
{ 2∑

t=1

||l(RX)
HT,m,t||

2
}

= 32πs1

2∑
j=1

||hsr,m,j||2 + 128N0 (6.27)

The received power is estimated by:

P̂ =
1

256

2∑
m=1

2∑
t=1

||l(RX)
HT,m,t||

2 (6.28)

The received signals are normalized by multiplying the matrix B which is a diagonal
matrix:

B =

[
b 0
0 b

]
(6.29)

where

b =
1√
P̂

(6.30)

The amplified legacy training symbols R-LTF, denoted by r
(TX)
m,t , are given by:{

r
(TX)
m=1,t = b

√
πr2/2l

(RX)
m=1,t

r
(TX)
m=2,t = b

√
πr2/2[l

(RX)
m=2,t]4

(6.31)

The amplified HT training symbols of RHT-LTF, denoted by r
(TX)
m,t , are given by:{

r
(TX)
HT,m=1,t = b

√
πr2/2l

(RX)
HT,m=1,t

r
(TX)
HT,m=2,t = b

√
πr2/2

[
l
(RX)
HT,m=2,t

]
8

(6.32)

We remark that the non-HT portion CS is applied on R-LTF and the HT portion CS is
applied on RHT-LTF. The HT portion CS is also applied on the relayed data field R.
The A-LTF and AHT-LTF are defined as (6.14) and (6.17) except the transmit power
for the amplified frame is transmitted with power πr2.

By (6.20) and (6.23), we have:{
r

(TX)
m=1,t = b/2

√
πs1πr2[l ? hsr,m=1] + bvm=1,t

r
(TX)
m=2,t = b/2

√
πs1πr2[l ?

[
hsr,m=2

]
4
] + b

[
vm=2,t

]
4

, t = 1, 2 (6.33)
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and
r

(TX)
HT,m=1,t=1 = b/2

√
πs1πr2

[
lHT ?

(
hsr,m=1,j=1 +

[
hsr,m=1,j=2

]
8

)]
+ bvm=1,t=1

r
(TX)
HT,m=1,t=2 = b/2

√
πs1πr2

[
lHT ?

(
−hsr,m=1,j=1 +

[
hsr,m=1,j=2

]
8

)]
+ bvm=1,t=2

r
(TX)
HT,m=2,t=1 = b/2

√
πs1πr2

[
lHT ?

([
hsr,m=2,j=1

]
8

+
[
hsr,m=2,j=2

]
16

)]
+ b
[
vm=2,t=1

]
8

r
(TX)
HT,m=2,t=2 = b/2

√
πs1πr2

[
lHT ?

(
−
[
hsr,m=2,j=1

]
8

+
[
hsr,m=2,j=2

]
16

)]
+ b
[
vm=2,t=2

]
8

(6.34)

6.3.4 Channel coefficient estimation

Let Hpq = {Hpq,k} denote the frequency reponses of channel p → q for the HT portion
data and let x̂ denote the estimation result of x.

The Relay-MIMO channel parameters estimation is proprosed as follows:

1. Use HT-LTF to estimate the direct channel matrix,
√
πs1Hsd.

2. Use the preceding result to estimate the channel matrix for data B,
√
πs2Hsd.

3. Use AHT-LTF to estimate the channel matrix
√
πr2Hsr .

4. Use A-LTF to estimate the destination noise noise σ2
w = N0.

5. Use RHT-LTF to estimate the product channel matrix for data R, b
√
πs1πr2Hrd ·Hsr

where B = bI.

6. Use R-LTF to estimate the accumulated noise energy, noted by Ev+w.

7. Use the results above to estimate the power normalization factor b in order to
evaluate the noise normalization factor ρ = {ρk} at each data sub-carrier.

This procedure is illustrated in Figure 6.13.

L-LTF

Let Hsd,i,Non−HT denote the legacy channel coefficients on RX antenna i which are the
DFT of hsd,i. The estimation is performed by using the average of two long training
symbols as shown in section 3.3.

HT-LTF

By (6.23), the destination received HT-LTF is given by: l
(RX)
HT,i,t=1 =

√
πs1/2

[
lHT ?

(
hsd,i,j=1 +

[
hsd,i,j=2

]
8

)]
+ wi,t=1

l
(RX)
HT,i,t=2 =

√
πs1/2

[
lHT ?

(
− hsd,i,j=1 +

[
hsd,i,j=2

]
8

)]
+ wi,t=2

(6.35)
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Figure 6.13: Relay-MIMO channel parameters estimation

In frequency domain, the system is described by: L
(RX)

HT,i,t=1 =
√
πs1/2LHT ·

(
Hsd,i,j=1 +Hsd,i,j=2

)
+W i,t=1

L
(RX)

HT,i,t=2 =
√
πs1/2LHT ·

(
−Hsd,i,j=1 +Hsd,i,j=2

)
+W i,t=2

(6.36)

where Hsd,i,j=2 is the DFT of
[
hsd,i,j=2

]
8
.

On sub-carrier k, let the received HT-LTF be noted by:

L
(RX)
HT,k =

[
L

(RX)
HT,i=1,t=1 L

(RX)
HT,i=1,t=2

L
(RX)
HT,i=2,t=1 L

(RX)
HT,i=2,t=2

]
(6.37)

The channel matrix is denoted by:

Hsd,k =

[
Hsd,k,i=1,j=1 Hsd,k,i=1,j=2

Hsd,k,i=2,j=1 Hsd,k,i=2,j=2

]
(6.38)

By writing L
(RX)

HT =
{

L
(RX)
HT,k

}
and Hsd =

{
Hsd,k

}
, equation (6.36) turns to:

L
(RX)

HT =

√
πs1
2

Hsd ·
(
P2 ⊗ LHT

)
+ W (6.39)

where x⊗ y is the Kronecker production and:

P2 =

[
1 −1
1 1

]
(6.40)

The matrix P2 is the upper-left part of PHTLTF in equation (6.15).

The estimation of MIMO channel coefficients is realized by multiplying the P−1
2 ⊗

(
LHT

)−1
:

√
πs1Ĥsd =

√
2L

(RX)

HT ·
(
P−1

2 ⊗
(
LHT

)−1
)

(6.41)
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where
(
LHT

)−1
=
{
L−1
k

}
for non-zero sub-carriers and

P−1
2 =

1

2

[
1 1
−1 1

]
(6.42)

The channel matrix for data B is given by:

√
πs2Ĥsd =

√
πs2
πs1

√
πs1Ĥsd (6.43)

A-LTF

The A-LTF is like L-LTF that the received A-LTF is given by:

a
(RX)
i,t =

√
πrd
2

[l ? hrd,i] + wi,t, t = 1, 2 (6.44)

where
hrd,i = hrd,i,m=1 +

[
hrd,i,m=2

]
4

(6.45)

Like in Relay-SISO system, the noise power at detination terminal is estimated by:

N̂0 =
1

256

2∑
i=1

‖a(RX)
i,t=1 − a

(RX)
i,t=2‖2 (6.46)

R-LTF

The R-LTF reception is described as follows:

r
(RX)
i,t =

2∑
m=1

[
r

(TX)
m,t ? hrd,i,m

]
+ wi,t (6.47)

By (6.31), we can develop it by:

r
(RX)
i,t =

b
√
πs1πr2
2

[
l ?
(
hsr,m=1 ? hrd,i,m=1 +

[
hsr,m=2

]
4
? hrd,i,m=2

)]
+b

√
πr2
2

( [
vm=1,t ? hrd,i,m=1

]
+
[[
vm=2,t

]
4
? hrd,i,m=2

] )
+ wi,t (6.48)

The sum of noise energy is defined by:

Ev+w = E

{
2∑
i=1

∥∥∥∥b√πr2
2

( [
vm=1,t ? hrd,i,m=1

]
+
[[
vm=2,t

]
4
? hrd,i,m=2

] )
+ wi,t

∥∥∥∥2
}

=
(
b2EH + 128

)
N0 (6.49)

where the sum of the r → d channel energy:

EH = 32πr2

2∑
i=1

2∑
m=1

||hrd,i,m||2 (6.50)
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EH will be estimated with AHT-LTF.

The estimation of Ev+m is given by

Êv+w =
1

2

2∑
i=1

||r(RX)
i,t=1 − r

(RX)
i,t=2||2 (6.51)

AHT-LTF

The AHT-LTFs are used for the coefficients estimation of channel r → d. This procedure

is the same like HT-LTF. We use Ĥrd to denote the estimation results.

Besides, the AHT-LTFs are used to estimate EH .

Considering: a
(RX)
HT,i,t=1 =

√
πr2/2

[
lHT ?

(
hrd,i,j=1 +

[
hrd,i,j=2

]
8

)]
+ wi,t=1

a
(RX)
HT,i,t=2 =

√
πr2/2

[
lHT ?

(
− hrd,i,j=1 +

[
hrd,i,j=2

]
8

)]
+ wi,t=2

(6.52)

We have:

E

{
2∑
i=1

2∑
t=1

∥∥∥a(RX)
HT,i,t

∥∥∥2
}

= 64πr2

2∑
i=1

2∑
m=1

∥∥hrd,i,m∥∥2
+ 256N0 (6.53)

Then EH is estimated as follows:

ÊH =
1

2

(
2∑
i=1

2∑
t=1

∥∥∥a(RX)
HT,i,t

∥∥∥2
)
− 128N̂0 (6.54)

From (6.49) and (6.54), we estimate the normalization factor by:

b̂2 =
1

ÊH

(
Êv+w − 128N̂0

)
(6.55)

On each data subcarrier, the Σ matrix is calculated by:

Σk =
(
b̂2πr2Ĥrd,kĤ

H
rd,k + I

)−1

(6.56)

The noise normalization follows the procedure described in section 1.2.

RHT-LTF

The received signals RHT-LTF are expressed by:

r
(RX)
HT,j,t =

2∑
m=1

r
(TX)
HT,m,t ? hrd,j,m + wj,t (6.57)
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which can be described in frequency domain by:

R
(RX)

HT,j,t =
2∑

m=1

R
(TX)

HT,m,t ·Hrd,j,m +W j,t (6.58)

On sub-carrier k, let:

R
(RX)
HT,k =

[
R

(RX)
HT,k,j=1,t=1 R

(RX)
HT,k,j=1,t=2

R
(RX)
HT,k,j=2,t=1 R

(RX)
HT,k,j=2,t=2

]
Hrd,k =

[
Hrd,k,j=1,m=1 Hrd,k,j=1,m=2

Hrd,k,j=2,m=1 Hrd,k,j=2,m=2

]
R

(TX)
HT,k =

[
R

(TX)
HT,k,m=1,t=1 R

(TX)
HT,k,m=1,t=2

R
(TX)
HT,k,m=2,t=1 R

(TX)
HT,k,m=2,t=2

]
Wk =

[
Wk,i=1,t=1 Wk,i=1,t=2

Wk,i=2,t=1 Wk,i=2,t=2

]
(6.59)

The received signal can be given by:

R
(RX)
HT,k = Hrd,kR

(TX)
HT,k + Wk (6.60)

From (6.34), we have:
R

(TX)

HT,m=1,t=1 = b/2
√
πs1πr2LHT ·

(
Hsr,m=1,j=1 +Hsr,m=1,j=2

)
+ bV m=1,t=1

R
(TX)

HT,m=1,t=2 = b/2
√
πs1πr2LHT ·

(
−Hsr,m=1,j=1 +Hsr,m=1,j=2

)
+ bV m=1,t=2

R
(TX)

HT,m=2,t=1 = b/2
√
πs1πr2LHT ·

(
Hsr,m=2,j=1 +Hsr,m=2,j=2

)
+ bV m=2,t=1

R
(TX)

HT,m=2,t=2 = b/2
√
πs1πr2LHT ·

(
−Hsr,m=2,j=1 +Hsr,m=2,j=2

)
+ bV m=2,t=2

(6.61)

where 

Hsr,m=1,j=2 = DFT
([
hsr,m=1,j=2

]
8

)
Hsr,m=2,j=1 = DFT

([
hsr,m=2,j=1

]
8

)
Hsr,m=2,j=2 = DFT

([
hsr,m=2,j=1

]
16

)
V m=2,t=1 = DFT

([
vm=2,t=1

]
8

)
V m=2,t=2 = DFT

([
vm=2,t=2

]
8

) (6.62)

Then the transmitted RHT-LTF can be noted on sub-carrier k by:

R
(TX)
HT,k =

b
√
πs1πr2
2

Hsr,kP2LHT,k + bVk (6.63)

with 
Hsr,k =

[
Hsr,k,m=1,j=1 Hsr,k,m=1,j=2

Hsr,k,m=2,j=1 Hsr,k,m=2,j=2

]
Vk =

[
Vk,m=1,t=1 Vk,m=1,t=2

Vk,m=2,t=1 Vk,m=2,t=2

] (6.64)

By (6.60) and (6.63):

R
(RX)
HT,k =

b
√
πs1πr2
2

Hrd,kHrd,kP2LHT,k + bHrd,kVk + Wk (6.65)

The product channel matrix b
√
πr2πs1Hrd,kHsr,k is estimated by:

b
√
πr2πs1Ĥrd,kĤsr,k = 2R

(RX)
HT,kP

−1
2 L−1

HT,k (6.66)
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6.4 Relay-MIMO Performance

Here we give the simulation results of Relay-MIMO PHY layer and the original IEEE
802.11n PHY layer in the configuration 2×2 using BLAST code. The MIMO decoding al-
gorithm is very important: we use the KSE decoder with K=8 to decoder the BLAST code
in IEEE 802.11n system and KSE decoder with K=16 to decoder the Perfect 4× 4 code
in Relay-MIMO system. In both decoders, GO processing is applied before performing
the lattice searching.

We will compare the performance of IEEE 802.11n and Relay-MIMO in the context
of flat fading channel and multipath channel in supposing that there is no correlation
between the TX/RX antennas. The transmission of a MPDU=125 Bytes is simulated
with MCS=9 for data-rate of 26Mbps and MCS=11 for data-rate of 52Mbps. We define
still two cooperation scenarios: the LPG configuration with Gsr = Grd = 0dB and the
HPG configuration with Gsr = Grd = 10dB. Both the FER and the efficient throughput
are reported.

6.4.1 Flat fading channel

In the flat fading channel environment, the simulation results in Figures (6.14) and (6.15)
show the important diversity gain of Relay-MIMO. In MCS=9, Relay-MIMO gives a sys-
tem gain about 7dB in HPG configuration and 3dB in LPG configuration for FER=10−3.
This system gain is shown in throughput where we find an improvement about 2Mbps in
HPG configuration around SNR=15dB.

In MCS=11, the advantage of Relay-MIMO is less evident that only a small gain in SNR
is reported in HPG and there is nearly no gain in throughput.
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Figure 6.14: Relay-MIMO and IEEE 802.11n over 2× 2 MIMO flat fading channel: each
MPDU contains 125 bytes and it is sent at MCS=9(26Mbps).

6.4.2 Multipath channel

In the multipath channel environment, we still use the channel type A which is shown
in section 3.4. The diversity gain of Relay-MIMO is not obvious. As shown in Figures
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(b) Efficient throughput

Figure 6.15: Relay-MIMO and IEEE 802.11n over 2× 2 MIMO flat fading channel: each
MPDU contains 125 bytes and it is sent at MCS=11(52Mbps).

(6.16) and (6.17), the IEEE 802.11n system makes full use of the combination of MIMO
diversity and multipath diversity that it achieves good performance in both MCS=9 and
MCS=11. Relay-MIMO in HPG configuration gives nearly the same performance as IEEE
802.11n for MCS=9 and loss about 3dB for MCS=11. In this context, Relay-MIMO has
hardly advantage.
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Figure 6.16: Relay-MIMO and 802.11n over 2 × 2 MIMO channel type A: each MPDU
contains 125 bytes and it is sent at MCS=9(26Mbps).

6.4.3 Discussion on performance

Compared with 802.11n, Relay-MIMO provides extra cooperative diversity which is sig-
nificant in flat-fading channel for HPG configuration and low data rate transmission.
However, the cooperative diversity gain becomes less obvious when we increase the data
rate or change HPG condition to LPG condition. In the case of multipath channel, the
cooperative diversity is shadowed by the multipath diversity such that the Relay-MIMO
diversity gain is less significant. We find that Relay-MIMO scheme can not outperform
802.11n system since current IEEE 802.11n system makes full use of multi-antenna di-
versity as well as multi-path diversity.
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Figure 6.17: Relay-MIMO and 802.11n over 2 × 2 MIMO channel type A: each MPDU
contains 125 bytes and it is sent at MCS=11(52Mbps).

Thus, the interest to apply cooperative diversity can be in flat-fading channel environ-
ment. The hybrid strategy in chapter 4 can also be introduced to solve the “crossing”
point problem which can be the future work.

In the context of multipath channel which is a typical Wireless Local Area Network
(WLAN) environment, it will not be worthy to implement such cooperative system since
current IEEE 802.11n system provides already sufficient robustness.

6.5 Algebraic reduction for 4× 4 Perfect code

For the MIMO system in very high dimension, the LLL algorithm in section 2.3 can be
very efficient to simplify the channel matrix. The LLL reduction with simple ZF projection
can achieve a good performance. However, the complexity of this reduction method can
be very high. In this section, we propose a new strategy of STBC decoder in using
the Algebraic Reduction (AR) where the structure of STBC is taken into account. The
algebraic reduction has been studied in [34] for the STBC generated from the algebraic
extension K/F. Based on this method, we propose a recursive decoder for the 4×4 Perfect
code which is appled in Relay-MIMO system.

6.5.1 Algeraic reduction

The algebraic reduction method can be applied on the fast fading channel using algebraic
extension as the space-time code. In this case, the system is described by:

y = Hx+ w (6.67)

where H = diag(h1, h2, · · · , hn) is an n×n diagonal matrix and the received signal y, the
transmitted signal x and the AWGN term w are all n-dimensional vectors.

Let K denote an n-degree algebraic extension on F = Q(i) and let {θ1, θ2, · · · , θn} denote
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its integral basis. Its integer ring OK is generated by:

OK =
{ n∑
k=1

siθi, si ∈ Z(i)
}

(6.68)

Its galois group GalK/F is given by {σ1, σ2, · · · , σn}. The canonical embedding of the
integers basis ring of K, which is denoted by OK, in fact generates a lattice Λ(OK).

The generation matrix of lattice Λ(OK) is given by:

ΦΛ(O) =


σ1(θ1) σ1(θ2) · · · σ1(θn)
σ2(θ1) σ1(θ2) · · · σ1(θn)

...
...

. . .
...

σn(θ1) σn(θ2) · · · σn(θn)

 (6.69)

For Golden code or 4× 4 Perfect code, the integer ring OK is replaced by its ideal IK. In
case of Golden code, the ideal is principal I = αOK and the related lattice is generated
by:

ΦΛ(I) =
1√
5

[
α αθ

α αθ

]
(6.70)

where
√

5 is the normalization factor that ΦΛ(I)
HΦΛ(I) = I.

In case of 4 × 4 Perfect code, the ideal is generated by the basis [b1, b2, b3, b4]. In using
canoical embedding, the lattice generator is:

ΦΛ(I) =
1√
15


b0 b1 b2 b3

σ(b0) σ(b1) σ(b2) σ(b3)
σ2(b0) σ2(b1) σ2(b2) σ2(b3)
σ3(b0) σ3(b1) σ3(b2) σ3(b3)

 (6.71)

By writing:

c = |
n∏
k=1

hk|
1
n (6.72)

the system in (6.67) can be given by:

y = cΨH′Φx+ w (6.73)

where Ψ = diag(eiφ1 , eiφ2 , · · · , eiφn) and H′ = diag(h′1, h
′
2, · · · , h′n) are both diagonal ma-

trix with φi the phase of hi and h′i = hi/c.

The principal of algebraic reduction is to find a “unit” u ∈ OK that its canonical embed-

ding U = diag
(
σ1(u), σ2(u), · · · , σn(u)

)
is approaching to H′.

Let us define the norm of the elements in K/F by NK/F(x) =
∏n

k=1 σk(x) then the units
are the elements in OK with NK/F = 1.

Let U = diag(σ1(u), σ2(u), · · · , σn(u)) such that det(U) = NK/F(u) = 1.
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The unit has a very interesting property that:

UΦ = ΦT (6.74)

where T is unimodular matrix with ti,j ∈ F.

In ideal case, if the matrix of channel coefficients gives H′ = U, we have:

y = cΨH′Φx+ w

⇔
y = cΨΦTx+ w (6.75)

Since TZn(i) = Zn(i), we can denote Tx by z ∈ Zn(i).

The system turns to:

y = cΨΦz + w (6.76)

Since the matrix Φ is unitary, a simple ZF detector can give ML performance by left-
multiplying (cΨΦ)−1. The x is then obtained by T−1z.

In general cases, the principle of algebraic reduction is to find a unit u such that U gives
a good approximation to the H′ in order to perform a ZF detection in a quasi-orthogonal
space.

The Dirichlet’s theorem [35] shows that for an algebraic extension K/F with signature
(r, s)6, there exist r+ s− 1 fundamental units {u1, u2, · · · , ur+s−1} such that a unit u can
be given by:

u = ε
r+s−1∏
i=1

uki (6.77)

where ε is a root of the unit 1 and ki ∈ Z is the power of each fondamental element.

Let us define the logarithmic canonical embedding as following:

Γ : K 7→ Rn (6.78)

x → [log |σ1(x)|, log |σ2(x)|, · · · , log |σr+s(x)|]T (6.79)

According to (6.77), this logarithmic canonical embedding generates a lattice with gen-
eration matrix:

GU =


log |σ1(u1)| log |σ1(u2)| · · · log |σ1(ur+s−1)|
log |σ2(u1)| log |σ2(u2)| · · · log |σ2(ur+s−1)|

...
...

. . .
...

log |σr+s(u1)| log |σr+s(u2)| · · · log |σr+s(ur+s−1)|

 (6.80)

By Γ embedding, a unit u in K is mapped to:

Γ(u) = ulog = [log |σ1(x)|, log |σ2(x)|, · · · , log |σr+s(x)|]T (6.81)

6r is the number of real roots and s is the number of imaginaire root pairs.
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Let k = {k1, k2, · · · , kr+s−1} denote its coordinates in the logarithmic lattice that:

ulog = GUk (6.82)

By transforming the matrix H′ in its logarithm form, we aim to decode such system:

hlog = GUk + v (6.83)

In this system, hlog is considered as the received signal, k is the signal to decode and v is
viewed as a “noise” term.

The decoding procedure of this matrix will be taken in real domain. Since GU is fixed,
the lattice reduction method can be pre-performed easily.

For 4× 4 Perfect code, the algebraic extension is K/F = Q(i, θ) with θ = ξ15 + ξ−1
15 . This

is a 4 degree extension of F with signature (4, 0).

The 3 fondamental units are: 
u1 = 1 + 3θ − θ2 − θ3

u2 = 1− θ
u3 = 1− 3θ + θ3

(6.84)

The fondamental units generate the logarithmic lattic with generation matrix:

GU =


−0.1898 −1.0839 −0.4812
1.0839 −0.1987 0.4812
0.1898 1.0839 −0.4812
−1.0839 0.1898 0.4812

 (6.85)

By QR-decomposition, we have GU = QGRG with

QG =


−0.1220 −0.6965 −0.5000
0.6965 −.0.1220 0.5000
0.1220 0.6965 −0.5000
−0.6965 0.1220 0.5000


RG =

 1.5563 0 0
0 1.5563 0
0 0 0.9624


(6.86)

We find the matrix RG is a diagonal matrix that the ML lattice decoding can be achieved
by the ZF algorithm.

6.5.2 Algebraic reduction for 4× 4 Perfect code

As explained in section 1.2, a general MIMO system using 4 × 4 Perfect code can be
described as in (2.6):

y = H̃x+ w (6.87)

128



We recall the coding matrix MX in (1.57) is:

MX =



b 0 0 0
0 0 0 γσ(b)
0 0 γσ2(b) 0
0 γσ3(b) 0 0
0 b 0 0

σ(b) 0 0 0
0 0 0 γσ2(b)
0 0 γσ3(b) 0
0 0 b 0
0 σ(b) 0 0

σ2(b) 0 0 0
0 0 0 γσ3(b)
0 0 0 b
0 0 σ(b) 0
0 σ2(b) 0 0

σ3(b) 0 0 0



(6.88)

We will first do some processing with the matrix MX by writing :

MX = MpDX (6.89)

where we have: 

DX = diag(Φ,Φ, · · · ,Φ) =


Φ 0 0 0
0 Φ 0 0
0 0 Φ 0
0 0 0 Φ


Φ = 1√

15


b0 b1 b2 b3

σ(b0) σ(b1) σ(b2) σ(b3)
σ2(b0) σ2(b1) σ2(b2) σ2(b3)
σ3(b0) σ3(b1) σ3(b2) σ3(b3)


(6.90)

The matrix Mp is a permutation matrix with rotation at certain rows:

Mp =



1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 i 0 0
0 0 0 0 0 0 0 0 0 0 i 0 0 0 0 0
0 0 0 0 0 0 0 i 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 i 0
0 0 0 0 0 0 0 0 0 0 0 i 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 i
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 i 0 0 0 0 0 0 0 0 0 0 0 0



(6.91)
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Then the system can be given by:

y = H̃MpDX s+ w (6.92)

Let Ĥ denote the product H̃Mp that:

Ĥ =



h11 0 0 0 0 0 0 ih14 0 0 ih13 0 0 ih12 0 0
h21 0 0 0 0 0 0 ih24 0 0 ih23 0 0 ih22 0 0
h31 0 0 0 0 0 0 ih34 0 0 ih33 0 0 ih32 0 0
h41 0 0 0 0 0 0 ih44 0 0 ih43 0 0 ih42 0 0
0 h12 0 0 h11 0 0 0 0 0 0 ih14 0 0 ih13 0
0 h22 0 0 h21 0 0 0 0 0 0 ih24 0 0 ih23 0
0 h32 0 0 h31 0 0 0 0 0 0 ih34 0 0 ih33 0
0 h42 0 0 h41 0 0 0 0 0 0 ih44 0 0 ih43 0
0 0 h13 0 0 h12 0 0 h11 0 0 0 0 0 0 ih14

0 0 h23 0 0 h22 0 0 h21 0 0 0 0 0 0 ih24

0 0 h33 0 0 h32 0 0 h31 0 0 0 0 0 0 ih34

0 0 h43 0 0 h42 0 0 h41 0 0 0 0 0 0 ih44

0 0 0 h14 0 0 h13 0 0 h12 0 0 h11 0 0 0
0 0 0 h24 0 0 h23 0 0 h22 0 0 h21 0 0 0
0 0 0 h34 0 0 h33 0 0 h32 0 0 h31 0 0 0
0 0 0 h44 0 0 h43 0 0 h42 0 0 h41 0 0 0


(6.93)

By permuting the rows, we can give a new representation in matrix form:

MqĤ =



h11 0 0 0 0 0 0 ih14 0 0 ih13 0 0 ih12 0 0
0 h12 0 0 h11 0 0 0 0 0 0 ih14 0 0 ih13 0
0 0 h13 0 0 h12 0 0 h11 0 0 0 0 0 0 ih14

0 0 0 h14 0 0 h13 0 0 h12 0 0 h11 0 0 0
0 h22 0 0 h21 0 0 0 0 0 0 ih24 0 0 ih23 0
0 0 h23 0 0 h22 0 0 h21 0 0 0 0 0 0 ih24

0 0 0 h24 0 0 h23 0 0 h22 0 0 h21 0 0 0
h21 0 0 0 0 0 0 ih24 0 0 ih23 0 0 ih22 0 0
0 0 h33 0 0 h32 0 0 h31 0 0 0 0 0 0 ih34

0 0 0 h34 0 0 h33 0 0 h32 0 0 h31 0 0 0
h31 0 0 0 0 0 0 h34 0 0 h33 0 0 ih32 0 0
0 h32 0 0 h31 0 0 0 0 0 0 h34 0 0 ih33 0
0 0 0 h44 0 0 h43 0 0 h42 0 0 h41 0 0 0
h14 0 0 0 0 0 0 ih44 0 0 ih43 0 0 ih42 0 0
0 h24 0 0 h41 0 0 0 0 0 0 ih44 0 0 ih43 0
0 0 h34 0 0 h42 0 0 h41 0 0 0 0 0 0 ih44


(6.94)
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where the row-permutation matrix Mq is :

Mq =



1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0



(6.95)

Notice that the matric MqĤ is a sparse matrix and it has a very special form: by decom-
position into 4× 4 blocks, the matrix can be represented by:

MqĤ =


A1 B1 C1 D1

D2 A2 B2 C2

C3 D3 A3 B3

B4 C4 D4 A4

 (6.96)

The matrix Ai are all diagonal:

A =


a1 0 0 0
0 a2 0 0
0 0 a3 0
0 0 0 a4


The matrix Bi are under form:

B =


0 0 0 b4

b1 0 0 0
0 b2 0 0
0 0 b3 0


The matrix Ci are under form:

C =


0 0 c3 0
0 0 0 c4

c1 0 0 0
0 c2 0 0


The matrix Di are under form:

D =


0 d2 0 0
0 0 d3 0
0 0 0 d4

d1 0 0 0


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Let y′ denote the product of Mqy and we have:

y′ = MqĤDX s+ w (6.97)

Let us write y′ = {yT1 , yT2 , yT3 , yT4 }T , s′ = {sT1 , sT2 , sT3 , sT4 }T and w′ = {wT1 , wT2 , wT3 , wT4 }T .
The MIMO system turns to be:

y1

y2

y3

y4

 =


A1 B1 C1 D1

D2 A2 B2 C2

C3 D3 A3 B3

B4 C4 D4 A4




Φ 0 0 0
0 Φ 0 0
0 0 Φ 0
0 0 0 Φ



s1

s2

s3

s4

+


w1

w2

w3

w4

 (6.98)

The particuliar form of the matrix Ai, Bi, Ci and Di allows us to perform a block-wise
QR decomposition, which gives :

y′1
y′2
y′3
y′4

 =


A′1 B′1 C′1 D′1
0 A′2 B′2 C′2
0 0 A′3 B′3
0 0 0 A′4




Φ 0 0 0
0 Φ 0 0
0 0 Φ 0
0 0 0 Φ



s1

s2

s3

s4

+


w′1
w′2
w′3
w′4

 (6.99)

In fact, this structure is divided system into 4 layers. For each layer, the system has a
diagonal channel matrix form. This system contains a generation matrix of an algebraic
extension Φ that we can perform the algebraic reduction algorithm onto it.

We propose the following DFE-like strategy to decode this MIMO system:

• Start from the layer 4. We use algebraic reduction to decode the system:

y′4 = A′4Φs4 + w′4

We obtain ŝ4;

• For layer 3, use the precedent result ŝ4 to remove the inter-layer interference:

y′3 ← y′3 −B3ŝ4

Decode the following system using algebraic reduction:

y′3 = A′3Φs3 + w′3

We obtain ŝ3;

• For layer 2, we have:
y′2 ← y′2 −B2ŝ3 −C2ŝ4

Perform algebraic reduction algorithm to decode system:

y′2 = A′2Φs2 + w′2

We obtain ŝ2;
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• For layer 1:
y′1 ← y′1 −B1ŝ2 −C1ŝ3 −D1ŝ4

Using algebraic reduction, decode system:

y′1 = A′1Φs1 + w′1

We get ŝ1.

It is easy to find that the QR-decomposition pre-processing is also simplified since this
processing is taken on block-wised diagonal matrix. In addition, the pre-processing is
realized with only permutation operations, which is very easy for hardware level im-
plementation. For each layer, after the AR, we perform the ZF decoder in the lattice
searching phase that the global complexity is reduced to the DFE decoder level.

6.5.3 Performance

This AR-DFE method can be implementated to decoder the 4×4 Perfect code with very
low complexity. The performance using AR-DFE method is given in Figure 6.18 where
the performance of AR-DFE in single-relay two-antenna NAF scenario is compared with
the BLAST code decoded with classic DFE decoder. Each codeword contains 16 symbols
with QPSK constellation. The performance of cooperation system is reported in LPG
configuration with Gsr = Grd = 0dB and in HPG configuration with Gsr = Grd = 10dB.
Simulation results show that the cooperative 4× 4 Perfect code using AR-DFE decoder
outperforms the non-cooperative BLAST system using DFE decoder.

Although the AF-DFE’s performance is far from the ML decoder, this algorithm is low
complexity solution for the application of 4 × 4 Perfect code for low data rate. More
advanced algegraic reduction technique is our goal in the future.
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Figure 6.18: ZF-DFE decoder with algebraic reduction for 4x4 Perfect code in single-relay
two-antenna NAF system
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Conclusion and Perspectives

In this thesis, we present the baseband of NAF cooperation system and the STBC coding
scheme which can be utilized in the single-relay single-antenna NAF system and single-
relay two-antenna NAF system. There are many other cooperation systems using DF
protocol or OAF protocol. Compared with the DF solution, the AF solution is more
simple to implemented and more adapted to the Wi-Fi network. The OAF solution can be
a simple cooperation system, however, the orthogonality brings a loss of spectal efficiency.
Therefore, we propose the NAF cooperation in the current Wi-Fi system with cooperative
STBC.

In order to implement the proposed STBC, many MIMO decoders are analyzed in terms
of WER and complexity in chapter 2. Regarding the processing latency, the sub-optimal
decoders are grouped into the fixed latency decoders which are for hardware level im-
plementation and the variant latency decoders which are more adapted for the software
solution. Based on the simulation results, SEF and KSE decoders are selected in our
simulations for their quick and quasi-ML performances.

Based on IEEE 802.11a PHY layer, we propose a cooperative system Relay-SISO in
realizing the single-relay single-antenna NAF scenario in chapter 3. The new cooperative
PHY layer contains the full definitions of frame structures, the AF procedure and the
cooperation channel estimation methods. The CFO problem is also discussed addressed
in this system. Simulation results confirm the advantage of cooperative diversity in flat
fading channel and in multipath channel.

However, in the low SNR range Relay-SISO system gives a worse performance due to the
amplification of noise term. In order to solve this problem, a new strategy is proposed
by combining the IEEE 802.11a and Relay-SISO system in chapter 4. Named Hybrid
mode, this method is realized by probing the cooperation channel to decide the transmis-
sion mode. In order to examine the channel’s quality, we propose to generate a channel
metric for both Relay-SISO and IEEE 802.11a system by reusing the MIMO decoder’s
architecture. According to our simulations, this metric provides a good indication and
the “crossing-point” problem is generally resolved.

Another optimalization on Relay-SISO system is to use the partitioned Golden code
with punctured convolutional code. The partition chain over Golden code is studied
where each partition gives a determinant gain of 2. The direct use of partitioned Golden
code can not improve the system’s performance for the loss of spectral efficiency. We
propose to recompensate the loss of spectral efficiency by puncturing the convolutional
code for higher coding rate. For the implementation, we propose an easy bit mapping
and demapping method. Simulation results show the coding gain of partitioned Golden
code in Relay-SISO system as well as in MIMO system.
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For the IEEE 802.11n standard, we achieve the cooperative diversity in the MIMO con-
text. As an extension of IEEE 802.11n in mixed mode, the proposed PHY layer Relay-
MIMO is compatible with IEEE 802.11a system and Relay-SISO system. This cooperative
system operates with the proposed frame formats and channel estimation procedures. As
shown in the simulations results, this system reveals the cooperative diversity gain. How-
ever, in terms of coding gain or efficient throughput, we constate that IEEE 802.11n
system is good enough specially in multipath environment that the advantage of Relay-
MIMO is very limited. In addition, we propose a specific decoder using algebraic reduction
method for the 4 × 4 Perfect code. This decoder solution sheds some light on hardware
implementation of the Perfect code for its very low complexity.

For the future works, the MIMO decoder is always a challenge for the applications of
the cooperative STBC. This task includes the channel processing, the lattice searching
method and possibly the specific STBC decoder like algebraic reduction decoder. The
research works on MIMO decoder can aim to provide not only a decoder fo simulations but
also a decoder prototype for hardware implementation. The tradeoff between performance
and complexity is very important for the sub-optimal decoders regarding the system
demands.

The other types of cooperation scenarios can be eventually studied for the application of
cooperative diversity in the Wi-Fi system. For the NAF based Relay-SISO system and
Relay-MIMO system, , there are still a lots of optimization works to do. First is the power
allocation optimization. The first can be the power allocation problem since the power
allocation may have a great influence on the coding gain. Another optimization can be
made by constructing new STBC for multi-carrier cases. As we see from the simulation
results, the performance with multipath channel model is very different from the one with
flat fading channel. Thus, it is always a challenge to apply the research achievements in
the real environment.
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