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Abstract

This thesis presents a novel appearance prior for model-based image segmentation. This appearance prior, denoted as Multimodal Prior Appearance Model (MPAM), is built upon an EM clustering of intensity profiles with model order selection to automatically select the number of profile classes. Unlike classical PCA-based approaches, the clustering is considered as regional because intensity profiles are classified for each mesh and not for each vertex.

First, we explain how to build a MPAM from a training set of meshes and images. The clustering of intensity profiles and the determination of the number of appearance regions by a novel model order selection criterion are explained. A spatial regularization approach to spatially smooth the clustering of profiles is presented and the projection of the appearance information from each dataset on a reference mesh is described.

Second, we present a boosted clustering based on spectral clustering, which optimizes the clustering of profiles for segmentation purposes. The representation of the similarity between data points in the spectral space is explained. Comparative results on liver profiles from CT images show that our approach outperforms PCA-based appearance models.

Finally, we present methods for the analysis of lower limb structures from MR images. In a first part, our technique to create subject-specific models for kinematic simulations of lower limbs is described. In a second part, the performance of statistical models is compared in the context of lower limb bones segmentation when only a small number of datasets is available for training.
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Résumé
Cette thèse est consacrée à un nouveau modèle d’apparence pour la segmentation d’images basée modèle. Ce modèle, dénommé Multimodal Prior Appearance Model (MPAM), est construit à partir d’une classification EM de profils d’intensité combinée avec une méthode automatique pour déterminer le nombre de classes. Contrairement aux approches classiques basées ACP, les profils d’intensité sont classifiés pour chaque maillage et non pour chaque sommet.

Tout d’abord, nous décrivons la construction du MPAM à partir d’un ensemble de maillages et d’images. La classification de profils d’intensité et la détermination du nombre de régions par un nouveau critère de sélection sont expliquées. Une régularisation spatiale pour lissier la classification est présentée et la projection de l’information d’apparence sur un maillage de référence est décrite.

Ensuite, nous présentons une classification de type spectrale dont le but est d’optimiser la classification des profils pour la segmentation. La représentation de la similitude entre points de données dans l’espace spectral est expliquée. Des résultats comparatifs sur des profils d’intensité du foie à partir d’images tomodensitométriques montrent que notre approche surpasse les modèles basés ACP.

Finalement, nous présentons des méthodes d’analyse pour les structures des membres inférieurs à partir d’images IRM. D’abord, notre technique pour créer des modèles spécifiques aux sujets pour des simulations cinématiques des membres inférieurs est décrite. Puis, la performance de modèles statistiques est comparée dans un contexte de segmentation des os lorsqu’un faible ensemble de données est disponible.

Mots clés
Modélisation de l’apparence, classification non supervisée, segmentation d’images basée modèle, imagerie médicale, foie, membres inférieurs.
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CHAPTER 1

Introduction

1.1 Objectives

Extracting anatomical structures of interest (e.g. organs, bones and tissues) from medical images is still an important topic in the medical imaging community. This process, known as segmentation, may be performed in several ways. Using a prior information about the shape, explicit model-based image segmentation has been extensively used in the literature. A mesh is deformed by means of both internal and external forces. Internal forces aim at ensuring a smooth deformation of the mesh during segmentation while external forces attract the mesh to image-based features. In the literature, such features have been widely based on image boundaries (i.e. local features) or image regions (i.e. global features). A review on appearance models is available in [Heimann 2009].

For instance, statistical models of appearance such as Active Shape Models (ASM) are widely used [Cootes & Taylor 1994]. Intensity profiles are trained and both mean profile and principal modes of variation for each landmark are extracted in a PCA fashion. Gabor wavelets have been successfully used in face recognition and tracking applications [Daugman 1988]. Other local feature-based approaches worth mentioning are kNN-classifier and boosting methods [Li et al. 2004]. The most popular global feature-based approach are the Active Appearance Models (AAM), where all intensities from the inner region of the mesh are used to create a large feature vector. Like in ASM, a PCA is built, though on textures this time, and both mean of textures and modes of variation are extracted. To overcome computational time or memory issues that may arise due to the feature vector size, only parts of the inner region may be used around specific landmarks, e.g. using bounding boxes [Cristinacce & Cootes 2008].

Appearance models based on PCA, e.g. those based on intensity profiles, suffer from several limitations. First, they assume that points found homologous based on the global shape should also be homologous by their appearance, which is not true in general. This is even less the case in the presence of pathologies (e.g. liver
tumors). Second, they suffer from over-fitting since the number of samples (i.e. the number of training datasets) is usually way too small given the dimension of the feature (i.e. the profile length).

In this thesis, we propose an alternative to PCA-based appearance models that is based on a multimodal prior. This appearance prior, denoted as Multimodal Prior Appearance Model (MPAM), is built upon an EM clustering of intensity profiles with model order selection to automatically select the number of profile classes, or modes. The clustering is considered as regional because intensity profiles are classified for each mesh, and not for each vertex (i.e. over a population of meshes). With the MPAM, each point may be associated with several profile modes and each profile mode is estimated on each subject and not across subjects. To make sure that the MPAM is suitable for segmentation purposes, the clustering of profiles is optimized in an iterative way using a boosting procedure. All mesh instances are then projected on a common reference in which similar modes are possibly merged in an attempt to be more efficient and to reduce the complexity of the MPAM.

The overall objective of this thesis is to propose, discuss and assess methodological approaches to improve the accuracy of model-based image segmentation, both in terms of qualitative and quantitative results. These methodological approaches could be integrated in a more complete set of segmentation tools, suitable for a clinical use. Although our proposed methods are assessed on liver and lower limb datasets throughout this thesis, our proposed methods are generic and could thus be used on any other anatomical structures.

1.2 Manuscript organization

Chapter 2 describes the medical context in which this thesis has been done. We start this chapter with some anatomical descriptions. We focus on the main anatomical features of both liver and lower limbs, with an emphasis on bones and muscles. Then, we present the field of medical imaging and describe both Computed Tomography and Magnetic Resonance Imaging, as we use these two imaging techniques in the framework of this thesis.

Chapter 3 describes model-based image segmentation. First, we review the main techniques used in medical imaging such as manual segmentation, thresholding and atlas-based approaches. Then, we describe explicit deformable models. In this thesis, we are particularly interested in simplex meshes, from which we describe the specific topology, geometry, evolution and quality improvement. Finally, we explain how to initialize a deformable model into an image and how to deform it by means of internal and external forces.

Chapter 4 presents our Multimodal Prior Appearance Model (MPAM) as a new regional appearance model based on a classification of intensity profiles. First, we explain the concepts of unsupervised clustering and describe Fuzzy C-Means (FCM),
1.2. Manuscript organization

Expectation-Maximization (EM) and Neighborhood EM (NEM) algorithms. Then, we explain how to build a MPAM from a training set of meshes and images. We explain how to cluster intensity profiles using the EM algorithm. More precisely, we describe how to initialize the algorithm, how to cope with missing data and how to regularize covariance matrices. We present model order selection as a way to find the number of clusters, and explain how this number may be determined automatically by a novel model order selection criterion, denoted as Overlap Separation Index (OSI). We present a spatial regularization approach to spatially smooth the clustering of profiles using the NEM algorithm. Finally, we describe how the appearance information from each dataset (i.e. clustering of profiles) is projected on a reference mesh where each vertex has a probability to belong to several intensity profile classes, denoted as modes. The Jaccard index is used to control the final number of modes associated with the MPAM.

Chapter 5 presents a boosted clustering based on spectral clustering, which aims at optimizing the clustering of profiles associated with the MPAM for segmentation purposes. First, we describe spectral clustering. We explain how to represent the similarity between data points in the spectral space through spectral graphs, spectral functions and affinity matrices. Then, we explain how to extract top eigenvectors from affinity matrices, how to select them in an automatic fashion, how to classify them using the EM algorithm and how to extract EM parameters from this clustering performed in the spectral space. Finally, we present the boosted clustering algorithm. We describe the similarity measures used during local search and propose different versions of the algorithm, namely the single pass boosted clustering, the cascading boosted clustering and the cascading boosted clustering with hierarchical approach. We conclude this chapter with a discussion about the algorithm.

Chapter 6 uses a database of thirty-five liver meshes with four resolutions to test the different methods presented in this thesis. Results are described and analyzed in a pipeline approach, from the search for an optimal intensity profile length to the comparison of our MPAM with PCA-based Appearance Prior (PCAP) in terms of segmentation. We are interested in model order selection and compare different criteria from information theory with the eigengap heuristic from spectral clustering. We test different thresholds on the Jaccard index and study how modes are merged when increasing the number of datasets into the MPAM. We also test the different versions of the boosted clustering. Finally, segmentation performance of both MPAM and PCAP are assessed by optimizing both internal and external forces separately, and then in a complete procedure including mesh initialization.

Chapter 7 describes two collaborative works that have been done within the framework of the 3D Anatomical Human project (3DAH). In a first part, we present our technique to create subject-specific models for kinematic simulations. We describe the data acquisitions and propose some pre-processing methods to reduce
noise and artifacts present in MR images. Then, we describe the different steps to create anatomical and musculoskeletal models. In a second part, we compare the performance of statistical models in the context of lower limb bones segmentation using MR images when only a small number of datasets is available for training. To do so, we test different shape and appearance priors.

Chapter 8 concludes this thesis by listing our contributions and by giving some perspectives for the future.
2.1 Introduction

In clinical environments, radiologists have to analyze a huge amount of data with increasing complexity. Indeed, medical imaging is still an active topic in which physicians are continuously trying to improve image quality and resolution. In the medical image analysis community, these improvements help researchers in their quest to accurately extract vital information from image data for both clinical purposes (e.g. detection of diseases, diagnosis and therapy planning) and medical science (e.g. study of anatomy and physiology).

We start this chapter with some anatomical descriptions of both liver (section 2.2.1) and lower limbs (section 2.2.2), with an emphasis on bones (section 2.2.2.1) and muscles (section 2.2.2.2). Liver meshes are used to test our proposed Multimodal Prior Appearance Model (MPAM) in chapter 6. Lower limbs, which are the main focus of the 3D Anatomical Human project (3DAH), are analyzed in chapter 7.

Then, we present some medical imaging modalities (section 2.3). After a brief description (section 2.3.1), we review both Computed Tomography (section 2.3.2) and Magnetic Resonance Imaging (section 2.3.3) as we use these two imaging techniques in the framework of this thesis.
2.2 Anatomy

2.2.1 Liver

Since playing a major role in metabolism, the liver is considered as a vital organ. Constituting 2% of body weight (i.e. an average of 1.5 kg), the liver is the largest human organ and the organ that performs the largest number of chemical transformations. The medical discipline that incorporates the study of liver and its disorders is called hepatology.

The liver lies in the thoracic region of the abdomen, below the diaphragm and close to both the stomach and esophagus (see Figure 2.1, left). Main inner structure of the liver is the parenchyma. Main neighboring structures are the diaphragm, the stomach, the gallbladder and the thoracic cage.

The liver has several vital functions:

1. Nutritional function
   - Metabolism of carbohydrate (e.g. decomposition of insulin and other hormones).
   - Metabolism of lipids (e.g. cholesterol synthesis and degradation into bile acids).
   - Storage of glycogen and fat-soluble vitamins (A, D, E and K).

2. Blood function
   - Metabolism of proteins (e.g. production of coagulation factors).
   - Destruction of old red and white blood cells, as well as some bacteria in the blood.
   - Transformation of bilirubin (toxic) into conjugated bilirubin (not toxic).

3. Antitoxic function
   - Destruction of toxins and pharmaceutical drugs.
   - Conversion of ammonia into urea.

The liver consists of liver cells known as hepatocytes organized in bays around the sinusoids. The functional unit of the liver is the hepatic lobule. The exchanges with the rest of the body are mostly done through a dual blood supply coming from both the hepatic portal vein and the hepatic artery and ending up in a multitude of capillaries within the liver. The hepatic artery brings oxygenated blood while the hepatic portal vein brings nutrient-rich blood from the alimentary tract. Most of liver cells are hepatocytes (i.e. \( \approx 80\% \)), but there are other types of cell such as bile duct cells, endothelial cells and hepatic stellate cells.
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Figure 2.1: Liver anatomy: (a) position of the liver and neighboring organs within the thoracic cage (Source: [http://www.sweetadditions.net/health/function-of-the-liver-in-digestion](http://www.sweetadditions.net/health/function-of-the-liver-in-digestion)), and (b) details of the inferior surface of the liver as depicted in *Gray’s Anatomy* (Source: [http://www.wiki.md.org/index.php/The_Liver](http://www.wiki.md.org/index.php/The_Liver)).

Because it is the only organ able to regenerate, the liver may be transplanted from a liver’s portion. Most of the times, a damaged liver regenerates itself spontaneously. Otherwise, the liver may be surgically replaced. In case of transplantation, the liver may come either from a person in a state of brain death, or from a living donor. In the latter case, a portion of the donor’s liver is extracted and transplanted to the donor. Each half of the liver regenerates towards a complete liver. However, the most common technique is orthotopic transplantation, in which the original liver is removed and replaced by the donor organ in the same anatomic location as the original liver.

Due to its strategic anatomical location and multiple functionalities, the liver is prone to many diseases:

- Primary liver cancer (*e.g.* hepatocellular carcinoma and angiosarcoma).
- Secondary neoplasms (*i.e.* secondary liver metastases coming from primary cancers such as carcinoma, endocrine cancer and melanoma).
- Benign liver tumors (*e.g.* hemangioma and adenoma).

Other common liver diseases are cirrhosis, haemochromatosis, both alcoholic and viral hepatitis, Wilson’s disease and steatosis.

A blood test is the common technique to diagnose the liver function. This test may easily pinpoint the extent of liver damage. Should an infection be suspected, other serological tests must be done. Physical exam of the liver is not an accurate technique though, because it may only reveal the presence of tenderness or check the liver size. A convenient way to look at the liver consists in using medical imaging. In
this case, a radiological study, such as an ultrasound or a CT scan (see section 2.3.2), is performed. Other typical medical imaging modalities for the liver are MRI and PET.

2.2.2 Lower limbs

In human anatomy, lower limbs, as opposed to upper limbs (i.e. arms and forearms), give humans the ability to stand up and move from one place to another. Human musculoskeletal system is mainly made up of both lower and upper limbs.

Lower limbs are composed of six parts:

1. The upper part known as the gluteal region, located between pelvis and thigh.
2. The femoral part known as the thigh, located between hip and knee.
3. The knee, located between thigh and leg.
4. The crural region known as the leg, located between knee and ankle.
5. The ankle, located between foot and leg.
6. The foot.

The musculoskeletal system rigidity is ensured by the skeleton, which provides structure as well as protection. Human skeleton is made up of bones (see section 2.2.2.1) attached to other bones with joints (e.g. knee and hip). Muscles (see section 2.2.2.2), which produce forces that allow motion, are attached to the skeleton by tendons. Bones are supported and completed by ligaments, tendons, muscles and cartilage. On top of the musculoskeletal system, the skin offers a protection to the external environment as well as other mechanisms (e.g. sensation, regulation and storage).

2.2.2.1 Bones

The main roles of bones are the support of body structures, the protection of internal organs and the generation of motion in conjunction with muscles (see main lower limb bones in Figure 2.2, left). Bones are also involved in the formation of blood cells, the calcium metabolism and the storage of minerals. They also play an important role in the detoxification of the organism by fixing and storing heavy metals (e.g. lead). Thanks to their structure, bones are light, flexible and robust.

Bones are mainly solid (i.e. 95% solid tissue and 5% water). The solid part is 65% mineral (i.e. mainly calcium ensuring bone rigidity) and 35% organic (i.e. mainly collagen fibers ensuring bone structure).

In anatomy, five types of bones are considered:
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Figure 2.2: Lower limb anatomy: (a) focus on main bones (Source: http://www.tpub.com/content/armymedical/MD0010/MD00100002.htm), (b) anterior and (c) posterior views detailing some muscles (Source: http://en.wikipedia.org/wiki/Human_musculoskeletal_system).

1. Long bones: they are found in limbs and feature a curved and cylindrical shape with a central cavity filled with marrow (e.g. femur and tibia).
2. Short bones: they are combined to ensure strength and compactness to the skeleton (e.g. carpus and tarsus).
3. Flat bones: they provide large surfaces for muscle attachment (e.g. pelvis and skull bones).
4. Sesamoid bones: they are small bones surrounded by tendons and their role consists in transmitting forces and modifying pressure/friction (e.g. patella).
5. Irregular bones: they are non-categorized bones due to their unusual shape (e.g. coccyx and mandible).

Bones are not uniformly solid materials, they are composed of three different types of tissue (see an illustration for long bones in Figure 2.3, left):

1. Compact, or cortical, tissue: the harder and outer tissue of bones.
2. Cancellous, or trabecular, tissue (also called the spongy bone): the sponge-like and porous tissue inside bones.
3. Subchondral tissue: a smooth tissue covered with cartilage at the ends of bones.

Many disorders may affect the skeleton, but the most prominent is osteoporosis. This is a typical bone disease that leads to an increased risk of fracture. In osteoporosis, the bone mineral density is reduced, bone micro-architecture is disrupted and the amount and variety of non-collagenous proteins in bone is altered. The best ways of preventing osteoporosis consist in lifestyle advice and medication.
Figure 2.3: Focus on main inner structures of (a) long bones and (b) muscles (Source: http://www.teachpe.com/anatomy).

Preventing people with known or suspected osteoporosis to fall remains an efficient way to prevent fractures. Osteoporosis may be treated with bisphosphonates and various other medical treatments. In medical imaging, CT (see section 2.3.2) and X-ray scans provide both an excellent bone contrast with respect to other tissues.

2.2.2.2 Muscles

Muscle is a contractile tissue whose contraction ensures the motion of both body parts (i.e. skeletal muscle) and substances within the body (i.e. smooth or cardiac muscle). Smooth and cardiac muscle contraction occurs without conscious thought and is necessary for survival (e.g. peristalsis that pushes food through the digestive system). Voluntary contraction of the skeletal muscles is used to move the body and can be finely controlled (e.g. movements of the eye). The medical discipline studying muscles is myology, though this field is primarily interested in skeletal muscle.

The human body is made up of more than 640 muscles whose size varies according to their function. All muscles represent from 40 to 45% of the dry weight of the body, which is the largest fraction of body mass in non-obese adults. Muscles are attached to tendons through which they can exert forces on bones (see an overview of lower limb muscles in Figure 2.2, middle and right). Tendon attachments may be very large and their site is correlated to bone shape. Skeletal muscles usually have two attachment sites known as the origin, which is the closest to the mass center, and the insertion site. Due to their hierarchical structure (see Figure 2.3, right), muscles can produce forces at a macroscopic scale due to microscopic events.

Muscles feature a large variety of shapes that may be reduced to three:

1. The long muscle spindles: they are muscles whose length is predominant. Their bodies are swollen and end up with strong and white tendons that attach them to bones. Some muscles have 2, 3 or 4 tendons at their extremities (e.g. biceps, triceps and quadriceps, respectively).
2. The broad and flat muscles: their shape is either flat, blade or ribbon. Spread like a fan but without any tendon, they attach to bones through a tendinous blade known as aponeurosis. They form the walls of large cavities within the body (e.g. pectoralis major muscle and diaphragm).

3. The short muscles: they are circular and define an opening. For instance, orbicularis oculi muscles are annular muscles surrounding a hollow organ. In this case, they are known as sphincters and open in response to a pressure.

Muscle diseases, which impair the functioning of muscles either directly via intrinsic muscle pathology or indirectly via nerve pathology, are among others:

- Myopathies, which consist of all diseases affecting the muscle itself, rather than its nervous control.
- Muscular dystrophies, which are a large group of diseases, mostly inherited, in which muscle integrity is compromised. This causes a gradual loss of strength, a high dependency and a shortened life.
- Musculoskeletal inflammatory diseases (e.g. polymyalgia rheumatica, polymyositis and dermatomyositis).
- Muscle tumors such as leiomyoma (or liomyome) on smooth muscles, habdomyoma and rhabdomyosarcoma on striated muscles, and metastases from another location (e.g. lung cancer).
- Other diseases such as tetanus, botulism, rhabdomyolysis, myasthenia gravis and Lambert-Eaton myasthenic syndrome.

Symptoms of muscle diseases may include weakness, spasticity, myoclonus and myalgia. Diagnostic procedures that may reveal muscular disorders include testing creatine kinase levels in the blood and electromyography, which is used to measure electrical activity in muscles (see an application in section 7.2.2). In some cases, a muscle biopsy may be done to identify a myopathy, as well as genetic testing to identify DNA abnormalities associated with specific myopathies and dystrophies. In medical imaging, MRI is the best technique to image muscles, as it is the reference for soft tissue acquisitions (see section 2.3.3). In addition, DT-MRI may be used to study the fiber direction of muscles.

2.3 Medical imaging

2.3.1 Brief description

Medical imaging consists in acquiring and restoring images from physical phenomena (e.g. magnetic resonance, ultrasonic waves reflection, radioactivity and x-ray absorption). This technology is used in radiology and enables the visualization of
both the physiology and metabolism of the human body. However, such a technology is also used in other fields like industry, chemistry and archeology.

The purpose of medical imaging is to create a visual and comprehensible representation of the human body. The objective is to represent a large amount of data acquired in different ways in a relatively simple format (DICOM is the standard format used to deal with medical imaging data).

The reconstructed image may be processed to obtain:

- a 3D reconstruction of an organ.
- a movie showing the evolution of an organ over time (e.g. heart).
- a multimodal representation that registers several data within the same image (e.g. heart outlines and mobility of its walls).

Depending on the technique used, medical imaging provides the information about organ anatomy (e.g. size, volume, location and injury shape) or their function (e.g. physiology and metabolism). In the former case, we talk about structural imaging while in the latter case, we talk about functional imaging.

Here are some common medical imaging techniques:

1. Structural imaging
   - Tomographic methods, which are based on X-rays (e.g. Computed Tomography, see section 2.3.2) or on magnetic resonance (e.g. Magnetic Resonance Imaging, see section 2.3.3).
   - Ultrasound methods (e.g. diagnostic sonography).
   - Optical imaging methods, which use light beams (e.g. diffusive and ballistic imaging systems).

2. Functional imaging
   - Nuclear medicine methods, which are based on the emission of gamma rays from radioactive tracers (e.g. PET and SPECT).
   - Electrophysiological methods, which measure changes in the electrochemical condition of tissues (especially those linked with nerve activity).
   - Infrared thermography methods, which measure radiation in the infrared range of the electromagnetic spectrum.

This large number of techniques produce an important amount of data that is more and more difficult to analyze. This is why medical imaging analysis is a community becoming more and more important. Meshes segmented from medical images can help radiologists in their diagnosis. They can also have predictive capabilities.
Another important advantage of medical imaging is that subject-specific models may be computed, which enables the analysis of intra and inter-subject variation. Unlike classical computer vision issues, medical imaging analysis has to deal with complex issues such as low resolution, anisotropic voxels, noise (i.e. computed using the signal-to-noise ratio (SNR)), partial voluming and may require a pre/post processing of images.

### 2.3.2 Computed Tomography (CT)

Computed Tomography (CT) is a medical imaging technique that measures the X-ray absorption of tissue. To acquire the images, the patient is subject to a scan of X-rays beams. This technique is used in radiology, archeology, biology, geophysics, oceanography, astrophysics and, in a high resolution version, materials science.

In radiology, the emitter turns around the patient at the same time than the receptor. Then, data is computed to reconstruct the image (see the CT image of a patient’s liver in Figure 2.4). Image contrast may be enhanced using radiocontrast agents (e.g. to highlight blood vessels).

Radiography was the first technique used to perform in-vivo anatomical imaging of internal structures. Coupling this technique with computer science to reconstruct the images, Godfrey Newbold Hounsfield and Allan MacLeod Cormack were awarded the Nobel Prize in Medicine in 1979. A detailed history of CT imaging is available in [Filer 2009].

In practice, intensity of X-ray beams going through the patient’s body are measured by a sensor composed of phosphor plates. In computed radiography (CR) and digital radiography (DR), those sensors are digital. Since tissues absorb X-rays differently, anatomical structures may be highlighted with the resulting 2D projections. Combining consecutive projections, volumes with a size of typically $512 \times 512 \times 128$ voxels are reconstructed with a 0.5x0.5x1.0 mm resolution.

As the image intensity is measured using the Hounsfield scale, a simple segmentation of tissues could be performed. However, different tissues may have the same intensity value and artifacts may disturb their identification in the image. With a particularly high bone-to-soft tissue contrast, CT is extensively used to study chest and bone. But this technique is also used to highlight blood vessels.

In a clinical environment, thresholding and simple post-processing techniques
Figure 2.5: Some MR images of the knee: (a) High resolution $T_1$ FLAIR Sagittal, (b) $T_1$ FSPGR Sagittal, and (c) its echo signal. FLAIR stands for Fluid Attenuated Inversion Recovery and FSPGR for Fast Spoiled Gradient-Recalled-Echo.

(e.g. morphological operations) are generally sufficient to segment bones or structures highlighted with suited radio-contrast agents (e.g. angiography). In orthopedics, where most of pathologies affect bones, CT is the privileged modality. However, this technique is usually considered as invasive because the body absorbs a high dose of X-ray that may damage cells and cause cancer. But the risk-benefit ratio linked to the radiation exposure is usually considered acceptable.

### 2.3.3 Magnetic Resonance Imaging (MRI)

Unlike CT imaging, which is mainly used to acquire structures like bones and blood vessels, Magnetic Resonance Imaging (MRI) is preferably used for soft tissue acquisitions (e.g. brain, heart and muscles). MRI scanners use non-ionizing radio frequencies (RF) that are suitable for non-calcified tissues. For this reason, they are extensively used in neurology (brain), cardiology (heart), biomechanics (musculoskeletal system) and oncology (see some MR images of the knee in Figure 2.5). A detailed history of MRI may be found in [Filler 2009].

Developed in 1973 by Paul Lauterbur and Peter Mansfield [Lauterbur 1973], MRI consists in using a magnetic field to align magnetic moments of water molecules (that compose 70% of the human body). More precisely, water hydrogen protons acquire a magnetization $\vec{m}$ (also called magnetic moment) when placed in a magnetic field $\vec{b}$. This magnetization $\vec{m}$ is proportional to $\vec{b}$ and subject to a precession motion around $O_z$ (z-axis of $\vec{m}$).

The Larmor equation links the frequency of this rotation $f_L$ with the magnitude of $\vec{m}$ ($f_L$ is the resonance frequency from which radio waves are able to excite protons, i.e. $\sim 42$ MHz/Tesla):

$$f_L = \frac{\Gamma}{2\pi} ||\vec{m}||$$  \hspace{1cm} (2.1)
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where $\Gamma$ is the gyromagnetic ratio.

The amplitude $m$ is calculated by the Nuclear Magnetic Resonance (NMR) measure. Magnetic field $\vec{b}$ needs to be projected into $O_{xy}$ plan (perpendicular to the direction of $\vec{b}$), in order to study what is known as the relaxation phenomenon. This is the macroscopic effect obtained when emitting a RF impulse at Larmor frequency $f_L$, perpendicularly to $O_z$, which is known as the resonance phenomenon. RF impulse is created by an antenna placed around the patient and its duration determines the angle from which $\vec{m}$ moves away from $O_z$.

When the RF impulse is done, $\vec{m}$ goes back to its original state by a precession motion at $f_L$ frequency while emitting an electromagnetic field. This original state recovery (i.e. equilibrium) is called the relaxation, from which two components may be extracted: a longitudinal relaxation, corresponding to the recovery of the longitudinal component $m_z$ towards $\vec{b}$, and a transversal relaxation for the recovery of the transversal component $m_{xy}$.

The kinetics of both components are defined as:

$$m_z(t) = m \left(1 - \exp\left(-\frac{t}{T_1}\right)\right) \quad (2.2)$$
$$m_{xy}(t) = m \left(\exp\left(-\frac{t}{T_2}\right)\right) \quad (2.3)$$

where $T_1$ and $T_2$ are the longitudinal and transversal relaxation times, respectively.

Values of $T_1$ and $T_2$ are chosen depending on the physicochemical properties of the tissue one wants to highlight (e.g. muscle, fat and white/gray matter). More precisely, $T_1$ depends on the mobility of hydrogen atoms, or the mobility of the molecules where they are present. The bigger the molecules, the shorter $T_1$. Similarly, $T_2$ also depends on the mobility of hydrogen atoms, but is always shorter than $T_1$.

In practice, the signal decreases faster than expected because of magnetic field inhomogeneities (known as bias field). These inhomogeneities come from both imperfections of the magnetic field inductors and magnetic susceptibility differences between tissues. This provokes a variation of rotation frequency inside the acquired volume and leads to an accelerated phase difference of microscopic magnetization. As a result, signal strength decreases faster than expected.

To measure relaxation times, several sequences may be used, such as spin echo and gradient echo. Spin echo sequence consists in the repetition of $90^\circ$ and $180^\circ$ RF pulses. The time between the $90^\circ$ RF pulse and the MR signal sampling is called the echo time $T_E$. Unlike spin echo, gradient echo sequence does not compensate the phase differences associated with bias field inhomogeneities and enables the measure of the signal exponential decrease in $T_2^*$.
\[ m_{xy} = m \left( \exp\left(-\frac{t}{T^*_2}\right) \right), \quad T^*_2 < T_2 \] (2.4)

Another important parameter is the repetition time \( TR \), which measures the time between two consecutive sequences. The contrast of MR images depends on the values of \( TE \) and \( TR \). Using \( T_1 \) and \( T_2 \), as well as \( ||m|| \), enables the acquisition of \( T_1 \)-weighted, \( T_2 \)-weighted and spin density weighted MR images, respectively.

\textbf{\( T_1 \)-weighted MRI} \( T_1 \)-weighted MR images are obtained using a short repetition time \( TR \) (400 \( \leq \) \( TR \) \( \leq \) 600 ms) and a short echo time \( TE \) (10 \( \leq \) \( TE \) \( \leq \) 20 ms). This is the commonly used clinical modality and the short \( TR \) allows the fast acquisition of high resolution MR images (see some \( T_1 \) MR images in Figure 2.5). For the brain, white matter appears lighter than gray matter. Cerebrospinal fluid, situated between gray matter and bone, appears darker. \( T_1 \)-weighted MR images are also used to highlight anomalies after the injection of a contrast agent.

\textbf{\( T_2 \)-weighted MRI} \( T_2 \)-weighted MR images are obtained using a long \( TR \) (\( TR \) > 2000 ms) and a long \( TE \) (\( TE \) > 80 ms) with a spin echo sequence. This modality is less sensitive to the bias field and is well suited to highlight water (in particularly edema, which is characterized by an increased water content).

\textbf{\( T_2^* \)-weighted MRI} \( T_2^* \)-weighted MR images are also obtained using a long \( TR \) and a long \( TE \), but with a gradient echo sequence. This sequence does not have the extra refocusing pulse used in spin echo, so it is subject to additional losses above the normal \( T_2 \) signal decrease. As a consequence, this modality is more prone to susceptibility losses at air and tissue boundaries. However, contrast may be increased for certain types of tissue, such as venous blood.

\textbf{Spin density weighted MRI} Spin density weighted MR images are obtained using a long \( TR \) (\( TR \) > 2000 ms) and a short \( TE \) (10 \( \leq \) \( TE \) \( \leq \) 20 ms). This modality tries to have no contrast from either \( T_2 \) or \( T_1 \) signal decrease, the only signal change coming from differences in the amount of available hydrogen nuclei in water. With 2000 \( \leq \) \( TR \) \( \leq \) 3000 ms and \( TE \) < 30 ms, tissue (e.g., meniscus) is highlighted compared to water and fat. With \( TR \) > 5000 ms and \( TE \) < 30 ms, water is highlighted compared to tissue and fat.

In addition, more sophisticated modalities are worth mentioning such as \textit{Diffusion-weighted imaging (DWI)}, \textit{Magnetic resonance angiography (MRA)} and \textit{Magnetic resonance spectroscopy (MRS)}.

\textbf{Diffusion-weighted imaging (DWI)} Using gradients of the magnetic field, this modality calculates the probability distribution of water molecule diffusion at each
voxl of the image. Since the probability distribution is constrained by surrounding tissues, this modality provides the position, orientation and anisotropy of white matter fibers in the brain. Fiber tracking algorithms track fibers along their entire length (e.g. the corticospinal fiber, which transmits motor information, from the motor cortex to the spinal cord). Some common clinical applications are the localization of fibers affected by a lesion in the white matter (e.g. multiple sclerosis lesions) and the localization of main white matter fibers for surgical planning.

**Magnetic resonance angiography (MRA)** Used to visualize the arteries, this modality highlights abnormalities such as stenosis, occlusion, dissection, fistula, aneurysm and arteritis. For instance, the cerebral, cervical, renal and pulmonary arteries, as well as the thoracic and abdominal aorta, are extensively studied with this technique.

**Magnetic resonance spectroscopy (MRS)** Aimed at studying both the presence and concentration of certain metabolites, this modality not only requires high-field MRI but also a specific training for radiologists. The technique seems very promising though, especially in oncology where it provides a solution for the distinction between local recurrence and post-radiotherapy necrosis in an early stage with an accuracy that only a biopsy (invasive and sometimes risky) can equal.

### 2.4 Conclusion

In this chapter, we presented the medical context in which this thesis takes place. First, we described the main anatomical features of both liver and lower limbs because the methods proposed in this thesis are tested on these anatomical structures. Then, we described the main techniques used in medical imaging, with a deeper focus on Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). Both techniques are used in the framework of this thesis: CT for liver segmentation, which is the main application on which our methods are tested, and MRI for the segmentation of lower limb structures that we describe in chapter 7.
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3.1 Introduction

Although considered as a natural process for human beings, the task of extracting objects from images through segmentation still requires a tremendous attention in the computer vision community. Segmentation consists in extracting regions of interest out of images. With 2D images, this operation is done by grouping pixels (i.e. picture elements) having similar features (e.g. in terms of intensity), to form a specific region, or partition, of the image. A common usage is to extract objects out of the background for object recognition. If the number of partitions equals two, the segmentation is referred as binarization (see Figure 3.1).

In medical image analysis, the goal of segmentation is to extract anatomical structures of interest such as organs, bones and tissues. A thorough review on this matter may be found in [Fitzpatrick & Sonka 2000]. From model-based image segmentation, generated meshes may give more insight in terms of visualization than a set of binary stacks. These meshes may be used both for therapy planning [Kaus et al. 2007, Delingette et al. 2006] and quantification for diagnosis [Gérard et al. 2002]. Using statistics on shape, meshes also enable the interpretation of intra and inter-subject variability.
In this chapter, we first review the main techniques used in medical imaging to perform segmentation (section 3.2). After introducing manual segmentation (section 3.2.1), we briefly review approaches based on thresholding (section 3.2.2) and atlases (section 3.2.3).

In the framework of this thesis, we use explicit deformable models (section 3.3) as segmentation technique. We are particularly interested in simplex meshes (section 3.3.2), from which we describe the specific topology, geometry, evolution and quality improvement. Then, we explain how to initialize a deformable model into an image (section 3.3.3) and how to deform it by means of internal (section 3.3.4) and external (section 3.3.5) forces.

## 3.2 Segmentation approaches

### 3.2.1 Manual segmentation

In order to model the various structures of interest in the human body with a high fidelity, manual segmentation approaches were first used on medical datasets. This task requires nonetheless a lot of work as the medical expert has to delineate 2D slices one by one (see an example in Figure 3.1). For this reason, more and more (semi-)automatic are proposed in the literature to overcome this issue. However, manual segmentation may still be helpful nowadays [Schmid *et al.* 2009].

First, manual segmentation may serve as a basis for automatic methods by providing some prior knowledge *(e.g. internal forces in explicit deformable models that enforce the consistency with an a priori of a shape [Delingette 1999, Gilles *et al.* 2006]*) or training material *(e.g. methods based on Principal Component Analysis (PCA) [Cootes *et al.* 1993, Schmid & Magnenat-Thalmann 2008] or classification methods like K-means [Hartigan & Wong 1979] and Fuzzy C-means [Bezdek 1973]). In general, more than one mesh is needed to produce satisfactory results. Second, manual segmentation provides a ground truth for automatic and semi-automatic segmentation methods. Meshes generated by an automatic method may thus be compared with those obtained manually. Usually, manual segmentation is performed by a medical expert and is then used for validation purposes.

In any case, manual segmentation *per se* remains a difficult task, requiring a lot of time and prone to errors [Collier *et al.* 2003]. Indeed, the segmentation of the same structure always differs between different experts (so called *inter-expert* variability [Saarnak *et al.* 2000]). Even if the same expert performs the same segmentation, the result usually differs (so called *intra-expert* variability [Fiorino *et al.* 1998]).

### 3.2.2 Thresholding approaches

Thresholding approaches may be considered as the simplest semi-automatic methods. In the literature, thresholding is considered as belonging to *direct approaches*. In its simplest formulation, thresholding requires an intensity level *(i.e. the threshold)* from which intensities are considered either foreground *(i.e. the object of in-
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Figure 3.1: Manual segmentation of the liver in a CT image: (a)+(b) manual delineation of the liver in two views, and (c)+(d) corresponding binary images where white voxels correspond to the liver (i.e. foreground) and black voxels correspond to other structures of the image (i.e. background).

Though easy to implement and use, thresholding approaches feature several drawbacks. First, they do not make any assumption about the shape of segmented regions. Also, they do not take into account any spatial information between intensities that may help the segmentation process. As they rely only on intensities, images are usually pre-processed to help the segmentation, since images may feature noise and artifacts.

In medical image analysis, these drawbacks are even worse because images are usually noisy or biased. This is especially the case with MR images. A pre-processing step consists in ensuring a good Signal-To-Noise ratio (SNR). Typical pre-processing techniques include, among others, bias field correction [Styner et al. 2000] and histogram equalization [Yang & Wu 2010]. As for manual segmentation algorithms, thresholding approaches may also need post-processing treatments. This is especially a requirement in medical image analysis since the objective is to accurately reconstruct structures of interest (e.g. organs, bones and tumors). This may be done by mesh extraction using first the Marching Cubes algorithm [Nielsen 2003, Lorensen & Cline 1987] and then smoothing the generated mesh (see section 7.2.4 for more details).

In the literature, a popular approach based on thresholding is region growing
Figure 3.2: MR image of a knee (a) before and (b) after bone segmentation using two thresholds. Note that fat tissue is also segmented, since its appearance in the MR image is close to spongy bone tissue.

[Petrou & Bosdogianni 1999]. From a starting point, usually chosen manually, the algorithm creates a region by enlarging the neighborhood until a stop criterion is reached. To consider if a neighborhood point belongs to the region, a criterion must be chosen, which is usually a threshold.

3.2.3 Atlas-guided approaches

In addition to an a priori on shape like deformable models (see next section), atlas-guided approaches use the position of the structures of interest as well. There are two major types of atlases, mesh and image atlases. A mesh atlas is composed of one or several meshes placed into an image at the exact location of structures (e.g. after manual segmentation or average construction) [Costa 2008]. An image atlas is a reference image where structures are labeled [Commowick 2007], which may be seen as a labeled representation of the anatomy.

In a segmentation framework, an atlas image, in which meshes are correctly located, is first registered to the image of a subject. Resulting deformation is then applied to the meshes. Depending on the registration quality, meshes are likely to be close to structures’ boundaries of the subject. This makes atlas-guided approaches suitable for mesh initialization in a model-based segmentation [Pitiot et al. 2004].

In the literature, such approaches may be seen as segmentation by registration techniques. Atlases have been successfully used for the automatic segmentation of head and neck region [Commowick 2007], as well as brain [Souplet 2009, Bonnial et al. 2005, Dawant et al. 1999].

Using full a priori information on mesh shape and position is an advantage. For multiple structures, relative position between them is also kept by the atlas. A specific care needs to be taken for the registration between the atlas and the subject image [Venuri et al. 2003, Lorenzo-Valdés et al. 2002, Maintz & Viergever 1998], whose
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3.3.1 Geometric representations

Unlike thresholding approaches based solely on intensity, deformable models introduce an assumption about shape. This is why the geometric representation of deformable models is important in model-based segmentation. Each representation has pros and cons, since the choice of a representation is often problem-dependent. Common representations include level-sets, triangular meshes and spline curves or surfaces (see a classification of geometric representations in Figure 3.3).

In the literature, geometric representations are usually categorized into two main approaches, namely implicit and explicit methods.

**Implicit methods** They represent a surface $S_f$ as the zero-crossing of a function $f$ having values in $\mathbb{R}^3$:

$$S_f = \{x \in \mathbb{R}^3 | f(x) = 0\} \quad (3.1)$$

Algebraic surfaces are surfaces following equation 3.1 where $f$ is a polynomial. They have been extensively used in graphics and modeling [Taubin 1994]. In medical imaging, two specific algebraic surfaces have been used: superquadrics [Barr 1981] and hyperquadrics [Han et al. 1993].
Level sets [Osher & Sethian 1988] are another implicit method-based technique that has been extensively used to segment medical images [Dindoelya et al. 2007, Malladi et al. 1995]. Extensions to the original energy formulation were proposed, such as an additional term, which deforms the model towards a previously learned shape [Leventon et al. 2000], and a region-based energy functional [Tsai et al. 2003]. A recent review on level sets may be found in [Cremers et al. 2007].

Explicit methods The first algorithm based on explicit methods was the snake algorithm [Kass et al. 1988], which has been used to extract contours on 2D images. The concept was then generalized [Terzopoulos et al. 1988] for the extraction of 3D shapes based on mesh representation (e.g. triangular [Ng-Thow-Hing 2000] and 2-simplex [Delingette 1999] meshes). Topology changes may also be implemented for deformable models [McInerney & Terzopoulos 1999]. Statistical models of shape and appearance are very common for 3D medical image segmentation, namely Active Shape Models (ASM) [Cootes & Taylor 1993] and Active Appearance Models (AAM) [Cootes & Taylor 2001].

In practice, a mesh is first initialized into the image and then deformed using forces that attract the mesh to fit regions of interest (see an example in Figure 3.4). Two main energies control the mesh deformation: internal and external energies. Internal energy constrains the mesh regularity (i.e. makes sure the mesh is consistent and smooth). For instance, local curvature at vertices level may be constrained (e.g. $C^2$ constraint in 2-simplex meshes [Delingette 1999]). External energy attracts the mesh to image-based features (e.g. intensity, gradient and edges) in order to fit a desired region of interest.

The mesh evolves as to minimize the sum of two energies:

$$E_V = \alpha E_{int} + \beta E_{ext} \quad (3.2)$$

where $\alpha$ and $\beta$ are weights to control both the internal and external energies, respectively.

Other energies may be added to constraint the deformation. For instance, balloon energy [Cohen 1991] is used by internal forces to prevent the mesh from shrinking towards a point.

At a simple level, explicit deformable models may be initialized using basic circular or spherical shapes. Nonetheless, for regions of interest whose shape is known (e.g. livers and bones), using an a priori of the shape is more efficient. The objective is to use meshes whose shape is close to the region of interest [Montagnat 1999]. Starting the deformation with such an a priori is one of the main advantages of explicit deformable models. Also, they usually do not need post-processing treatments as they are geometrically constrained by internal forces.

Explicit deformable models have been successfully used to segment the heart [Ecabert et al. 2008, Serres et al. 2006] and prostate [Costa et al. 2007]. They
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Figure 3.4: Liver segmentation using a deformable model. As a first step, (a) the mesh is initialized into the image. Then, the mesh is deformed until reaching a steady state in which (b) the mesh fits the liver boundaries.

have also been used to improve hepatic surgical planning [Soler et al. 2001]. Reviews on deformable models may be found in [Montagnat et al. 2001, Jain et al. 1998, McInerney & Terzopoulos 1996].

3.3.2 Simplex meshes

Topologically dual of triangular meshes, simplex meshes offer a discrete representation of deformable models where surface shape is defined locally at each vertex. They have been introduced for 3D shape reconstruction and segmentation [Delingette 1999]. Then, they have been extended for 4D segmentation by adding global spatio-temporal constraints [Montagnat 1999]. Simplex meshes are particularly efficient in terms of flexibility and computational cost, since they feature a simple geometric description.

In this thesis, we use simplex meshes to represent structures of interest. In this section, we describe their topology, geometry and evolution. We also describe techniques to improve their quality. For more information, overviews and applications of simplex meshes may be found in [Heimann & Delingette 2010, Gilles 2007, Montagnat 1999].

3.3.2.1 Topology

A \( k \)-simplex mesh represents a manifold surface of dimension \( k \) and is defined as a \( k + 1 \)-cell (\( e.g. k=1 \) for 2D surfaces and \( k=2 \) for 3D surfaces).

A 0-cell is defined as a vertex \( p \) and a 1-cell as an edge (\( i.e. \) an unordered pair of distinct vertices). Recursively, a \( p \)-cell \( C \) (\( p \geq 2 \)) is defined as the union of \( c \) \( (p-1) \)-cells (\( c \in \mathbb{N} \)) such that:

1. Each vertex \( p \) belonging to \( C \) also belongs to \( p \) distinct \((p-1)\)-cells.

2. A \((p-2)\)-cell belongs to two and only two \((p-1)\)-cells.
3. The intersection of two \((p - 1)\)-cells is empty or is a \((p - 2)\)-cell.

4. A \(p\)-cell is simply connected (\(i.e.\) given two vertices of that cell, there exists at least one set of edges that connect these two vertices).

Two topological properties result from this definition:

- A \(k\)-simplex mesh has a fixed vertex connectivity: every vertex is adjacent to \(k + 1\) distinct vertices.

- A \(k\)-simplex mesh is a topological dual of a \(k\)-triangulation. In this duality relationship, a triangle is associated with a vertex of a \(2\)-simplex mesh, a triangulation edge with an edge and a vertex with a face (\(i.e.\) a \(2\)-cell).

An illustration of topological properties of \(2\)-simplex meshes may be found in Figure 3.5.

**Orientation** Neighboring rules applied to \(k\)-simplex meshes lead to an orientation of edges around vertices and therefore to an orientation of vertices. All vertices are oriented in a consistent manner, so that faces are oriented as well (see Figure 3.5, middle and right for an example on \(2\)-simplex meshes).

**Duality** As previously mentioned, there is a topological equivalence, or duality, between \(2\)-simplex meshes and triangular meshes (see Table 3.1 and Figure 3.6). In fact, this duality is valid for classical \(k\)-solid meshes (\(e.g.\) polylines and tetrahedral meshes) and is purely topological, as there is no homeomorphism allowing the transformation from \(2\)-simplex mesh coordinates to triangular mesh coordinates.

Simplicial meshes feature a constant number of vertices per face, while simplex meshes feature a constant vertex connectivity. To create dual polygonal meshes, centers of adjacent simplex faces need to be linked (\(i.e.\) in case of \(2\)-simplex meshes).
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Figure 3.6: Duality shown on a sphere between (a) a 2-simplex mesh and (c) its dual triangular mesh. To create such a duality, (b) the centers of simplex faces (in blue), which become triangular vertices (in red), need to be linked.

<table>
<thead>
<tr>
<th>2-simplex meshes</th>
<th>↔</th>
<th>triangular meshes</th>
</tr>
</thead>
<tbody>
<tr>
<td>vertex</td>
<td>↔</td>
<td>face</td>
</tr>
<tr>
<td>edge</td>
<td>↔</td>
<td>edge</td>
</tr>
<tr>
<td>triangle</td>
<td>↔</td>
<td>vertex</td>
</tr>
</tbody>
</table>

Table 3.1: Duality between 2-simplex meshes and triangular meshes.

Converting simplex mesh to triangular mesh is important because triangular mesh is the standard format supported by graphics hardware.

**Vertex neighborhood** The set of vertices that are topologically separated from vertex \( p_i \) by a distance of at most \( \eta \) vertices constitutes the \( \eta \)-th order neighborhood of \( p_i \), noted \( N_\eta(i) \) (see examples in Figure 3.7). This means there is a path of linking edges, whose length is at most \( \eta \) vertices, between each vertex from \( N_\eta(i) \) and \( p_i \). The number of vertices belonging to neighborhood \( N_\eta(i) \) is denoted by \( |N_\eta(i)| \).

### 3.3.2.2 Geometry

In this section, 1-simplex meshes are first depicted to illustrate the geometrical concepts of simplex meshes. However, the geometry of 2-simplex meshes is more of interest since they are more commonly used for the segmentation of medical images.

**1-simplex meshes** In \( \mathbb{R}^2 \), a 1-simplex mesh is a polygonal line of the plane (see Figure 3.8, left).

The discrete normal \( n_i \) and discrete tangent \( t_i \) at vertex \( p_i \) are defined as:

\[
 n_i = \frac{p_i \perp \nabla p_i}{\|p_i \perp \nabla p_i\|} \quad \text{and} \quad t_i = \frac{p_{i-1} p_{i+1}}{\|p_{i-1} p_{i+1}\|}
\]  

(3.3)
Figure 3.7: Different $\eta$-th order neighborhoods for vertex $p_i$: (a) 1st order, (b) 2nd order, and (c) 3rd order.

Figure 3.8: Specific geometry of 1-simplex meshes (a) in $\mathbb{R}^2$ and (b) in $\mathbb{R}^3$. In both cases, the local geometry at each vertex $p_i$ is defined from its neighbors: $\varphi_i$ is the simplex angle, $n_i$ and $t_i$ are the discrete normal and discrete tangent, respectively. In $\mathbb{R}^3$, $b_i$ is the binormal vector used to build a local base at $p_i$. 
where \( \mathbf{p}_i^\perp \) is the orthogonal projection of \( \mathbf{p}_i \) on the line segment created by its two neighbors \( \mathbf{p}_{i-1} \) and \( \mathbf{p}_{i+1} \).

Metric parameters \((\varepsilon_1^i, \varepsilon_2^i)\) of \( \mathbf{p}_i \) are defined as:

\[
\varepsilon_1^i = \frac{\|\mathbf{p}_i^\perp \mathbf{p}_{i+1}\|}{\|\mathbf{p}_{i-1}\mathbf{p}_{i+1}\|} \quad \text{and} \quad \varepsilon_2^i = \frac{\|\mathbf{p}_{i-1}\mathbf{p}_i^\perp\|}{\|\mathbf{p}_{i-1}\mathbf{p}_{i+1}\|} = 1 - \varepsilon_1^i \tag{3.4}
\]

Simplex angle \( \varphi_i \), which follows the classical notion of angle between two segments, is defined as:

\[
\varphi_i = (\mathbf{p}_{i-1}, \mathbf{p}_i, \mathbf{p}_{i+1}) \tag{3.5}
\]

From simplex angle \( \varphi_i \), the discrete curvature of the mesh is defined as:

\[
k_i = 2 \frac{\sin(\varphi_i)}{\mathbf{p}_{i-1}\mathbf{p}_{i+1}} \tag{3.6}
\]

In \( \mathbb{R}^3 \), the binormal vector \( \mathbf{b}_i \) is defined for each vertex to build a local base at \( \mathbf{p}_i \) (see Figure 3.8, right):

\[
\mathbf{b}_i = \frac{\mathbf{p}_i \mathbf{p}_{i+1} \times \mathbf{p}_{i-1}\mathbf{p}_i}{\| \mathbf{p}_i \mathbf{p}_{i+1} \times \mathbf{p}_{i-1}\mathbf{p}_i \|} \tag{3.7}
\]

from which discrete normal \( \mathbf{n}_i \) may be computed as \( \mathbf{n}_i = \mathbf{b}_i \times \mathbf{t}_i \).

**2-simplex meshes** The following parameters are illustrated in Figure 3.9.

Let \( C_i \) be the circumscribed circle to the three vertices \((\mathbf{p}_{V_1(i)}, \mathbf{p}_{V_2(i)}, \mathbf{p}_{V_3(i)})\) with center \( \mathbf{c}_i \) and radius \( r_i \).

Let \( S_i \) be the circumscribed sphere to the tetrahedron \( \{\mathbf{p}_i, \mathbf{p}_{V_1(i)}, \mathbf{p}_{V_2(i)}, \mathbf{p}_{V_3(i)}\} \) with center \( \mathbf{o}_i \) and radius \( R_i \).

The three neighbors of \( \mathbf{p}_i \) create a plane normal to the vector \( \mathbf{n}_i \):

\[
\mathbf{n}_i = \frac{\mathbf{p}_{V_1(i)} \times \mathbf{p}_{V_2(i)} + \mathbf{p}_{V_2(i)} \times \mathbf{p}_{V_3(i)} + \mathbf{p}_{V_3(i)} \times \mathbf{p}_{V_1(i)}}{\| \mathbf{p}_{V_1(i)} \times \mathbf{p}_{V_2(i)} + \mathbf{p}_{V_2(i)} \times \mathbf{p}_{V_3(i)} + \mathbf{p}_{V_3(i)} \times \mathbf{p}_{V_1(i)} \|} \tag{3.8}
\]

Metric parameters \((\varepsilon_1^i, \varepsilon_2^i, \varepsilon_3^i)\) are the barycentric coefficients of \( \mathbf{p}_i^\perp \) (i.e., the projection of \( \mathbf{p}_i \) on the plane created by its three neighbors).

Simplex angle \( \varphi_i \), which is a geometric angle in the plane \((\mathbf{p}_i, \mathbf{c}_i, \mathbf{o}_i)\), is defined by the following relations:
3.3.2.3 Evolution

During segmentation, simplex meshes are deformed at each vertex \( \mathbf{p}_i \) by means of internal and external forces, noted \( f_{int} \) and \( f_{ext} \), respectively:

\[
\mathbf{p}_i^{t+\Delta t} = \mathbf{p}_i^t + (1 - \tau)(\mathbf{p}_i^t - \mathbf{p}_i^{t-\Delta t}) + \alpha f_{int}(\mathbf{p}_i^t) + \beta f_{ext}(\mathbf{p}_i^t)
\]  (3.9)

where \( \tau \) is the milieu viscosity, which is constant at each vertex, \( \alpha \) and \( \beta \) are the weights for internal and external forces, respectively, and \( \Delta t \) is the time step integrated to parameters \( \alpha, \beta \) and \( \tau \).

These parameters need to keep values small enough to ensure a stable explicit scheme.

Globally constrained deformations  The amount of local deformation at each vertex may be controlled at a global level using Globally Constrained Deformations (GCD) [Montagnat & Delingette 1998]. Both deformable model and registration
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approaches are coupled in a general reconstruction framework based on the Iterative Closest Point (ICP) algorithm [Zhang 1994]. First, the model is globally registered. As the model converges, the number of degrees of freedom are then increased using the GCD scheme. The amount of deformation is gradually increased from affine transformations to Free Form Deformations (FFD). Using deformable models enables the use of both an a priori shape and relevant geometrical information throughout the deformation process.

3.3.2.4 Mesh quality improvement

Quality criteria After deformation, a mesh is expected to accurately adopt the shape of the structure of interest. Furthermore, the mesh needs to have good topological and geometrical attributes, so that an usable geometric representation of the structure of interest may be provided.

The topological quality of a mesh is defined as the regularity of the number of edges within each face. Ideally, a mesh should have regular faces with six vertices. For simplex meshes, six topological operations on $k$-simplex meshes, which are referred to as $\{TO_k^1, TO_k^2, \ldots, TO_k^6\}$, have been proposed to improve topological quality [Delingette 1999].

For instance, $TO_k^1$ and $TO_k^2$ do not modify mesh connectivity and are used to refine or decimate the mesh. Operations $TO_k^1$ and $TO_k^2$ consist in adding or removing a vertex (respectively, an edge) of a 1-simplex mesh (respectively, a 2-simplex mesh). Both operations are inverse of each other.

An example of application is the exchange operation, which consists in changing the repartition of edges across faces (see an illustration in Figure 3.10). This application combines $TO_k^1$ and $TO_k^2$ operations [Delingette 1999]. For dual triangular meshes, this corresponds to the swapping operator applied on two adjacent triangles.

The geometrical quality of a mesh depends on the vertex arrangement regularity. A uniform distribution of vertices where faces constitute regular polygons are preferred, rather than a distribution allowing lengthened or deformed faces. The geometrical quality preservation of meshes during deformation is a major problem in explicit model-based segmentation.

With simplex meshes, geometrical quality may be optimized by using metric parameters or by refining/decimating mesh surface [Montagnat 1999]. In the former case, metric parameters $\varepsilon_i^j$ are adjusted at each vertex so that the area of all faces tend to be equal. In the latter case, geometrical quality is optimized by adding vertices in sparse zones while removing vertices in high concentration zones.

Global refinement The level of details that is used for a mesh usually depends on the specific level of details featured by the data to segment. Depending on the application, a precision criterion needs to be decided, knowing that a fine mesh leads to more computation time than a coarse mesh.
A procedure consisting in using a coarse-to-fine algorithm is a standard approach [Schmid & Magnenat-Thalmann 2008, Lachaud & Montanvert 1999]. In this case, computation time is reduced by using first a coarse mesh for the important deformations and then a fine mesh for the last remaining deformations (i.e. when the mesh has almost converged).

With simplex meshes, a global refinement algorithm using a topologically dual operation on triangular meshes has been proposed [Montagnat 1999]. After one iteration, the number of faces is approximately tripled, should the surface be homeomorphic to a sphere. This refinement operation does not alter the topological and geometrical qualities of the mesh. In the refined mesh, a face is created at the center of each former face with the same number of edges. A face with exactly six edges is also created around each former vertex (see Figure 3.11 for an example on a liver mesh).

However, this method has two drawbacks. First, shape is not accurately preserved because low resolution vertices are not conserved in the higher resolutions (i.e. due to curvature averaging). Second, this method does not allow the constraining of vertices at specific locations, which is problematic when dealing with mesh attachments (e.g. tendon attachments on bones). To resolve this problem, a multi-resolution scheme based on the tessellation of dual triangular meshes was proposed [Gilles 2007].

**Local refinement** As previously mentioned, a less dense mesh is usually preferred to reduce computation time. However, mesh surface needs also to have a minimum level of details to correctly describe the shape of the structure. By finding a tradeoff between coarse and fine, geometrical criteria may be used to optimize mesh size. For instance, flat surfaces need only few vertices and big faces to be represented while high curvature zones require a dense mesh to take curvature details into account.

Therefore, a common criterion consists in gathering vertices in high curvature zones of the mesh (see Figure 3.12). However, deformations during segmentation have a tendency to stretch the mesh in some zones or concentrate it in other zones.
3.3. Deformable models

Figure 3.11: Decimation and refinement of a liver 2-simplex mesh: (b) original resolution, (a) resolution after two decimating iterations, and (c) resolution after two refining iterations.

Figure 3.12: Local refinement with 2-simplex meshes: (a) original mesh with a uniform distribution of vertices, and (b) mesh after gathering vertices in high curvature zones.

A uniform distribution of vertices leads thus to either less dense zones, or high concentration zones.

Another mesh quality optimization consists in distributing vertices in a more uniform way, either by making them slide along the surface, or by removing vertices in high concentration zones and creating them in sparse zones.

3.3.3 Model initialization

In medical image analysis, many structures of interest have a typical shape and location inside the body. Medical devices may also give information about the position and orientation of the patient. Gathering such information gives thus an idea of where the structure is located into the image, meaning the deformable model may be approximately initialized.

However, initial shape and location of the structure may not be known. A first solution consists in interactively placing the mesh into the image. For example, the mesh may be automatically displayed in the center of the image and then, the user
is asked to align the mesh with the structure of interest, using translation, rotation and scale [Heimann 2009]. Though quite reliable, interactive methods may become a difficult task with a large number of datasets. In this case, automatic initialization procedures are to be used.

For example, structures may be roughly segmented to give an a priori of the position (e.g., using thresholding and morphological operations). As a result, a binary image containing the rough segmentation as foreground is generated. From this binary image, a simplex mesh may be generated and serve as initialization. Then, the mesh is normally deformed using external forces, which are supposed to compensate errors that may have occurred during the rough initialization step [Delingette 1998].

In the literature, several methods have been proposed for model initialization, usually depending on the application. With Statistical Shape Models (SSM), initialization may be done by performing a global search of the shape model in the image using methods based on the evolutionary algorithm [Heimann et al. 2007] and evolution strategies [Hamarneh et al. 2002, Schwefel 1993]. An initialization guided by rotation-invariant Gabor features has been proposed for prostate segmentation [Shen et al. 2003]. For the segmentation of patella cartilage, its strong spatial relationship to the underlying bone is used for the initialization [Fripp et al. 2005].

### 3.3.4 Internal forces

During mesh deformation, internal forces ensure mesh surface to be smooth and less sensible to noise present in images. Thus, they have a regularizing effect because they force the mesh to deform while respecting regularity criteria.

For continuous models, internal forces are mainly based on regularization terms using second order Tikhonov stabilizers [McInerney & Terzopoulos 1995a]. This is because these stabilizers express shape deformation through differential terms up to the second order. Differential terms are easy to compute because of the continuous nature of explicit models. However, this task is more difficult with discrete models since geometric approximations are to be made.

In this section, we describe some criteria used with internal forces, first on deformable contours, then on deformable surfaces. Detailed descriptions of internal forces may be found in [Gilles 2007, Montagnat 1999].

#### 3.3.4.1 Deformable contours

Let $\mathcal{C}$ be an explicit deformable contour varying on interval $\Omega$ with $r$ as parameter. Arc length $s$ of $\mathcal{C}$ is linked to parameter $r$ by metric $g$ defined as:

$$ s(r) = \int_0^r g(u)du \quad \text{with} \quad g = \left\| \frac{\partial \mathcal{C}}{\partial r} \right\| $$

(3.10)

where $u \in [0, r]$.

Many different regularizing internal forces have been proposed in the litera-
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ture [Kimia et al. 1992, Cohen 1991, Kass et al. 1988]. They usually take contour curvature or higher order differential features into account. Here are the most common internal forces.

**Mean curvature**

\[ E_{\text{reg}} = \int_{\Omega} \left\| \frac{\partial C}{\partial r} \right\|^2 \, dr \]  

(3.11)

This energy depends on curve’s length. The Euler-Lagrange equation, when applied on a contour subject to this energy, leads to the expression of internal forces:

\[ f_{\text{int}}(r) = \kappa(r)n(r) \]  

(3.12)

This force, which tends to minimize the curve’s length, is directed towards the inside of a closed contour and commonly used with level sets [Ambrosio & Soner 1996].

**Laplacian smoothing** The elastic energy of the contour is defined as:

\[ E_{\text{reg}} = \int_{\Omega} \left\| \frac{\partial C}{\partial r} \right\|^2 \, dr \]  

(3.13)

The elastic energy minimization leads to the expression of internal forces:

\[ f_{\text{int}}(r) = \frac{\partial^2 C}{\partial r^2} \]  

(3.14)

The corresponding Lagrangian evolution equation is a diffusion equation:

\[ \frac{\partial C}{\partial t} = \frac{\partial^2 C}{\partial r^2} \]  

(3.15)

where \( t \) is the diffusion time.

At equilibrium, we have:

\[ \frac{\partial^2 C}{\partial r^2} = 0 \]  

(3.16)

Laplacian smoothing is a standard method in which vertices are attracted towards the barycenter of their neighbors. This method aims at minimizing the elastic energy of the model. Well-known drawback is that this method is likely to make the model shrink. Solutions consist in compensating Laplacian smoothing forces with balloon forces or removing their normal contributions (i.e. their tangential contributions preventing the model from stretching) [Montagnat et al. 2001].
**Bending energy**  With bending energy, forces that rely on the averaging of the discrete curvature in the normal direction are generated.

For a thin rod, bending energy minimization defined as:

$$E_{reg} = \int_\Omega \left\| \frac{\partial^2 C}{\partial r^2} \right\|^2 dr$$  \hspace{1cm} (3.17)

leads to the expression of internal forces:

$$f_{int}(r) = -\frac{\partial^4 C}{\partial r^4}$$  \hspace{1cm} (3.18)

To estimate the curvature, an average of the normal contribution of Laplacian forces may be performed [Park et al. 2001]. Other solutions consist in smoothing the simplex angle [Montagnat et al. 2001] or the Gaussian curvature [Ghanei et al. 1998].

**Balloon force**  This force uses a positive constant $k$, which corresponds to the minimization of the area delineated by a closed contour [Cohen 1991].

Balloon force is defined as:

$$f_{int}(r) = -k \mathbf{n}(r)$$  \hspace{1cm} (3.19)

Internal force may be decomposed in tangential and normal components:

$$f_{int}(r) = f_{tan}(r) \mathbf{t}(r) + f_{nor}(r) \mathbf{n}(r)$$  \hspace{1cm} (3.20)

Tangential component affects the parametrization of contour $C$, but not its shape [Kimia et al. 1992]. This is why only the normal component is taken into account in level sets, in which no parametrization is required. However, this parametrization has a great impact for explicit discrete models.

Among the four aforementioned internal forces, mean curvature and balloon force have a tangential component that is null.

### 3.3.4.2 Deformable surfaces

As for muscles in section 7.2.4, main anatomical structures are considered as having smooth shapes in medical image analysis. When information about the structure of interest is not available, internal forces ensure a geometric continuity of the mesh. If the shape is known, this information is usually introduced into the deformation process. To this end, a shape constraint that forces the mesh to take back its initial shape may be used.
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In triangular meshes, [Ghanei et al. 1998] define a deformable model with a discrete curvature notion at vertices from which they derive shape regularizing forces. Though deformable models implicitly handle deformation discontinuities at boundaries, this is not the case with registration based on Free Form Deformations (FFD), in which boundaries are embedded into the deformable volumetric lattice [Sederberg & Parry 1986].

**Simplex meshes** Metric parameters $\varepsilon_i^j$ ($\sum_j \varepsilon_i^j = 1, \forall j, 0 < \varepsilon_i^j < 1$) ensure the control of the relative spacing between a vertex $p_i$ and its neighbors (see Figure 3.13).

Let $\tilde{p}_i$ be an ideal position defining the internal force at $p_i$, and $\{\varepsilon_i^j, \varphi_i\}$ the metric parameters and simplex angle at vertex $\tilde{p}_i$, respectively.

Let $\tilde{p}_i^\perp$ be the projection of $\tilde{p}_i$ on the plane tangent to $p_i$.

Let $r_i$ be an approximate binormal vector at $p_i$ defined as:

$$ r_i = \frac{t_i \times (p_{i-2}p_{i-1} \times p_{i+1}p_{i+2})}{\|t_i \times (p_{i-2}p_{i-1} \times p_{i+1}p_{i+2})\|} \quad (3.21) $$

Internal force is defined by:

$$ f_{int}(p_i) = \alpha p_i \tilde{p}_i = \alpha (f_{tan}(p_i) + f_{nor}(p_i)) \quad (3.22) $$

where $f_{tan}$ and $f_{nor}$ are the **tangential** and **normal** components, respectively (see Figure 3.13):

$$ f_{tan}(p_i) = \tilde{p}_i^\perp - p_i^\perp = \sum_j (\varepsilon_i^j - \tilde{\varepsilon}_i^j)p_{\nu_j(i)} \quad (3.23) $$

$$ f_{nor}(p_i) = (h(r_i, \varepsilon_1^j, \varepsilon_2^j, \varphi_i) - h(r_i, \tilde{\varepsilon}_1^j, \tilde{\varepsilon}_2^j, \tilde{\varphi}_i))n_i \quad (3.24) $$

Tangential component $f_{tan}$ is a restoring force from $p_i^\perp$ towards $\tilde{p}_i^\perp$, which ensures a control of the relative spacing between vertices. Normal component $f_{nor}$ is a force that controls the shape of the mesh.

For a uniform distribution of vertices along mesh surface, metric parameters may be defined as $\varepsilon_i^j = \frac{1}{3}, \forall j$. When metric parameters are fixed, normal component $f_{nor}$ ensures the control of surface regularity.

With simplex meshes, whose topology is dual to triangular meshes, **simplex angle regularity** and **shape memory** constraints may be used as internal forces.
Simplex angle regularity constraint Internal forces may be used for smoothing purposes on simplex meshes. A simplex angle regularity constraint that tends to force each vertex to a configuration defined by its neighbors has been proposed [Montagnat 1999]. This constraint, known as rigidity, acts with a scale parameter that specifies the range of this neighborhood and hence how spread is the smoothing. In practice, this constraint imposes a certain regularity of the simplex angle \( \phi_i \) and thus of the surface’s discrete curvature.

For each vertex \( p_i \), the new simplex angle \( \tilde{\phi}_i \) is a weighted sum of its neighboring values \( \phi_j \):

\[
\tilde{\phi}_i = \sum_{p_j \in N_\eta(i)} \frac{\phi_j}{|N_\eta(i)|}
\]  

(3.25)

where \( N_\eta(i) \) is the \( \eta \)-th order neighborhood of vertex \( p_i \) and \( |N_\eta(i)| \) is the number of vertices belonging to \( N_\eta(i) \) (see section 3.3.2.1).

Resulting internal forces tend to impose a constant simplex angle continuity constraint to the mesh (i.e., a sphere for 2-simplex meshes and a circle for 1-simplex) [Delingette 1994]. Unlike the classical energy minimization of a thin plate where the area (respectively, the volume) of the contour (respectively, the surface) is minimized, the mesh does not shrink towards a point when there is not data attachment term (i.e., external forces).

The topological size parameter of the neighborhood \( \eta \) corresponds to the surface rigidity. Mesh deformations are more local with a small rigidity parameter \( \eta \). Inversely, surface is affected in a larger range when \( \eta \) increases. The higher the rigidity, the smoother the surface.

Shape memory constraint A simplex mesh may converge towards its initial shape if both metric parameters and simplex angles (see section 3.3.2.3) are imposed at the beginning of the deformations. For instance, when there is no data attachment
terms, an iterative scheme in which the mesh is converging towards its initial shape has been proposed [Montagnat 1999].

Only metric parameters and simplex angles, which are similarity transform invariant, are necessary for shape to be locally recovered. Although shape memory is a prior based on a single representative shape, the similarity invariance property confers more flexibility than encoding the shape as 3D points. This simple prior is similar to the notion of strain energy in mechanics.

**PCA-based methods** A set of $P$ training shapes $\{S_1, \ldots, S_P\}$ with point correspondence (i.e. each landmark is located at the same position through all the $P$ training shapes) are necessary with PCA-based methods using Point Distribution Models (PDM) [Cootes & Taylor 2004]. This point correspondence is usually ensured through a registration between training shapes. Then, the $P$ training shapes are aligned in a common coordinate frame. The most popular method to solve this problem is the General Procrustes Analysis (GPA) [Goodall 1991, Gower 1975], which aligns the set of $P$ training shapes to their unknown mean by minimizing the mean squared distance between two shapes in an iterative procedure.

Then, a Statistical Shape Model (SSM) [Cootes & Taylor 2001] is built by reducing the dimensionality of the training set with the aim of finding a small set of modes that best describes the observed variation. This is accomplished using PCA [Jolliffe 2002].

An arbitrary shape $S$ is approximated from the computed statistics by:

$$S \approx T(\bar{S} + \Phi \, b)$$

where vector $\bar{S}$ is the mean shape, $\Phi$ is a matrix of $L$ ($L \leq P$) principal modes (with respective variances $\lambda_i$), $b$ is a vector of shape parameters and $T$ denotes the alignment transform.

An iterative procedure may be used to estimate the unknown parameters $b$ and $T$ [Cootes & Taylor 1993]. To ensure the SSM specificity, two kinds of constraints may be considered: **hard** or **soft**.

**Hard constraint** is defined as:

$$-3 \sqrt{\lambda_m} \leq b_m \leq 3 \sqrt{\lambda_m}, \forall m \in [1, L]$$

**Soft constraint** scales $b_m$ to lie inside a hyperellipsoid:

$$\sum b_m^2 / \lambda_m \leq C, \forall m \in [1, L]$$
where $C$ is computed from the $\chi^2_L$ distribution [Cootes & Taylor 1993].

In addition, a multiresolution scheme may be used to produce various levels of detail (LOD) of the shapes [Gilles et al. 2006]. The LOD are then exploited in a coarse-to-fine fashion, improving the robustness and accuracy of the segmentation evolution. When shape priors are based on Statistical Shape Models (SSM), the mesh is constrained to only adopt variations expressed by the SSM [Heimann 2009]. In case of simplex meshes, both precomputed and current simplex parameters are used to derive new target point positions.

### 3.3.5 External forces

During segmentation, deformation is driven by external forces whose role is to attract the mesh to image-based features while ensuring the stability of the numerical resolution. This is why external forces are referred to data attachment terms. Different techniques have been presented in the literature, such as gradient forces, region-based approaches and intensity profiles. These techniques ensure the mesh to deal with various situations, depending on image features (e.g. intensity distribution and noise). This makes image segmentation from different modalities and multimodal registration possible.

Creating external forces requires a clear definition of boundaries between structures of interest. These boundaries usually appear where there are strong intensity differences, in between two different types of tissue. Various filters have been extensively used to highlight these boundaries. However, the mesh may be attracted to unexpected boundaries close to a structure of interest, which is likely to jeopardize the final segmentation result. To overcome this issue, boundaries need to be discriminant enough, e.g. by introducing more a priori knowledge about the structure and its neighbors.

#### 3.3.5.1 Gradient forces

External forces may be computed as the gradient of the potential field $\|\nabla I\|^2$ [Kass et al. 1988]. Applying convolution to an image with Gaussian standard deviation $\sigma$, the response zone of the gradient operator around boundaries is controlled.

In this case, the external force is formulated as:

$$f_{ext} = \nabla (\|\nabla I \otimes G_\sigma\|^2)$$  \hspace{1cm} (3.29)

This equation features several drawbacks. First, Gaussian operators (as well as Gaussian filters) are known to blur structure boundaries. This is not the case with anisotropic filters. The attraction potential around boundary points detected by the gradient operator has usually a small spatial range. As a consequence, the mesh may converge only if close to the data.
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Second, the force as expressed in equation 3.29 is a function that does not depend on the distance to the data. This means that the force may not be zero when computed at boundaries, which leads to oscillations (i.e., mesh will not converge). A solution consists in progressively stabilizing the mesh by reducing the weighting coefficient of external forces \( \beta \) each time a vertex changes direction [McInerney & Terzopoulos 1995b].

Finally, second derivatives are needed for the computation of this force. In case of noisy image, this computation is likely to be unstable.

As a solution, external forces may be normalized, not only to avoid important displacements but also to stay in the stability range of the discrete resolution:

\[
f_{ext} = \frac{\nabla(||\nabla I \otimes G_\alpha||^2)}{||\nabla(||\nabla I \otimes G_\alpha||^2)||}
\]  

(3.30)

Using this new equation, stability is ensured and oscillations are limited to an amplitude smaller than voxel size. However, at a cost of a slower convergence speed.

Another issue with gradient information is that the mesh may converge to boundaries that are local maxima. These boundaries may be undesired noisy edges too. A solution consists in regularizing the gradient vector field with the Gradient Vector Flow [Xu & Prince 1998]. To make gradient information more discriminant, contour information may be added to local gradient information [Delingette 1999, McInerney & Terzopoulos 1993]. Distance maps, which may be extracted using the Euclidean distance or Chamfer masks, have been proposed to find the closest contour point from each voxel [Cohen 1992]. Contour force is thus defined as a function of the distance to the closest data points.

Another method consists in looking for a contour voxel along the normal at each vertex [Delingette 1999]. This method has the advantage to reduce the range of external forces. As a result, deformations are smoother without limiting model deformations. Searching for attracting points at a great scale, the contour force allows a fast convergence of the model. This force is homogeneous to the distance to data points and does not lead to oscillations.

In medical image analysis, gradient is the information commonly used to determine structure contours [Rosenfeld & Kak 1982]. A map containing main contours is usually generated using the extremum of the gradient norm in the direction of the gradient [Delingette 1999, McInerney & Terzopoulos 1993, Cohen 1992]. The whole gradient norm image may be used too [Montagnat 1999].

3.3.5.2 Region-based approaches

Should gradient-based information not be discriminant enough for extracting image contour points, a more robust information about structures to segment needs to be used. Though using contour extraction operators that are robust to noise
may be a solution [Liu et al. 1995], other methods consist in looking for homogeneous regions in the image. Indeed, it has been shown in the literature that region information is more meaningful than gradient information [Zhu & Yuille 1996, Cocquerez & Philipp 1995, Ronfard 1994].

For instance, a method consisting in detecting regions of similar intensity has been proposed [Cohen & Cohen 1993]. This method features a region detector and an energy taking both these regions and regions outside the deformable contour into account.

Another method consists in using a force based on the detection of homogeneous intensity regions by means of both intensity and gradient profiles [Montagnat 1999]. In this case, region information is considered as a discriminative criterion ensuring the filtering of contour points. Gradient is extracted from the image as explained in previous section. Since gradient information is known, intensity profiles sampled along the normal may be filtered. The objective of using gradient intensity is to define zones not to be filtered, so that boundaries are not blurred (i.e. similarly to anisotropic filters). In such approach, only high gradient points closed to a region boundary are kept. The force is defined as a function of the distance between a vertex and its corresponding boundary point. In practice, only one region is necessary, corresponding either to the segmented structure (i.e. inside the mesh) or a neighboring structure (i.e. outside the mesh).

In the literature, other region-based approaches include the use of histograms and texture.

Histograms may be used to represent the different regions inside an image and their intensity properties [Paragios & Deriche 2000]. In this case, intensity regions are modeled by a mixture of Gaussian elements using a statistical analysis based on the Minimum Description Length criterion and the Maximum Likelihood Principle.

Textured images are characterized by local correlations between intensity values [Cremers et al. 2007]. The structure tensor, which is also called second order moment matrix, has been proposed to capture these local correlations [Bigün et al. 1991]. The structure tensor is defined by a matrix of partial derivatives smoothed by a Gaussian kernel. Despite its good properties for texture discrimination, the structure tensor is invariant to intensity changes. An extension of this work is the scale introduction via Total Variation (TV) flow, which combines texture features at different scales [Brox & Weickert 2004]. More sophisticated texture features have also been proposed [Leung & Malik 2001].

3.3.5.3 Simplex meshes

As previously described in section 3.3.5, external forces ensure the displacement of vertices towards image features during deformation. Image features include boundaries extracted by image gradient or voxel intensity.

In practice, external forces are expressed as a field of displacement vectors. This field is usually not smooth at all, but rather irregular, due to the presence of numerous false positives or false negatives detected during the boundary extraction
Figure 3.14: External forces coupled with 2-simplex meshes are expressed as a field of displacement vectors. Due to the presence of numerous false positives or false negatives detected during the boundary extraction operation, (a) this field is usually irregular. With simplex meshes, (b) this field is regularized.

With simplex meshes, the field of displacement vectors may be regularized using the average applied on the neighborhood of size \( \eta \) (see Figure 3.14, right):

\[
\forall i, \overline{f_{\text{ext}}(p_i)} = \frac{1}{|\nu_\eta(i)|} \sum_{p_j \in \nu_\eta(i)} f_{\text{ext}}(p_j)
\]  

(3.31)

The rigidity parameter \( \eta \) defines the neighborhood on which the local external force is smoothed.

### 3.3.5.4 Intensity profiles

Structures of interest, or their neighboring structures, may not be defined by homogeneous regions (e.g. presence of textures or organs whose intensity is variable along boundaries). By providing a finer information, intensity profiles have been proposed to make external forces more robust. They provide a local information about the intensity evolution along the normal at each vertex. Typically, for every sampling step, the intensity is sampled at one point along the normal using voxel interpolation, thus the profile does not feature any specific width. However, intensity profiles may also be constructed by averaging a number of pixels in the neighborhood of each sampling step [Brejlovec & Sonka 2000].

Intensity profiles were among the first image representation tools used to describe appearance for segmentation purposes. They may extend inward, outward or both sides, depending on the application (see Figure 3.15). In computer vision, intensity profiles act as feature vectors that could be replaced by any other local or global features (e.g. isophote curvature, texture descriptors and oriented filters).

For instance, intensity profiles are used to build Statistical Appearance Models (SAM) [Cootes & Taylor 1994, Cootes et al. 1993]. Intensity profiles are sampled
Figure 3.15: Three different ways to create intensity profiles. Using the normal (red line) at a vertex (red circle), intensities (blue squares) may be sampled: (a) inward, (b) outward, or (c) both sides.

in training images and both mean profile and its principal modes of variation are extracted for each landmark. During segmentation, a prior profile associated with each landmark is compared with current intensity profiles sampled at a certain search window around the current landmark. This comparison is done using similarity measures like the Mahalanobis distance or the correlation coefficient. In their basic form, profiles are made of plain pixel/voxel intensity values sampled directly from the image. However, the gradient of these profiles may be used too, as well as the normalized version of both profiles.

In another application, intensity and gradient profiles were used to optimize image forces of explicit deformable models [Gilles 2007]. The objective was to better discriminate organ contours in images by comparing intensity profiles, using two generic models and checking the similarity variation with the normalized cross-correlation. Normalized gradient profiles proved to be the best choice for face recognition [Cootes & Taylor 1993]. For bone segmentation in radiographs, normalized intensity profiles gave the best results [Behiel et al. 2002]. Combining these different type of profiles into a larger feature vector has also been implemented [Brej & Sonka 2000]. A thorough study on intensity profiles for 3D medical image segmentation may be found in [Heimann 2009]. A study on optimal profile length and inward/outward ratio may be found in section 6.4.

When reference profiles are sampled, usually from the same structure in multiple images, they are used to create prior profiles on a reference mesh (e.g. using PCA [Cootes & Taylor 1994, Cootes et al. 1993]). During deformation, the objective is to deform the reference mesh so that profiles extracted from the image (i.e. current profiles) match to prior profiles.

At each vertex, the external force is computed as the translation that optimizes the match between the current and prior profiles (see an illustration in Figure 3.16). In practice, the prior profile is shifted along the normal with a certain sampling distance as displacement step. The current profile is sampled the same way than the prior profile (i.e. same length and sampling distance) using trilinear interpolation. Other interpolation methods like partial voluming may be used [Maes et al. 1997].
The optimal match between current and prior profile uses a similarity measure, which evaluates how similar are the two profiles.

In the literature, several measures have been proposed [Buzug & Weese 1998, Penney et al. 1998, Roche et al. 1998b, Roche et al. 1998a]. Most common measures include sum of absolute differences, correlation coefficient and Mahalanobis distance. Below, we describe these similarity measures, as well as a linear criterion [Montagnat 1999].

Let \( \{y_i\}_{i \in [1,d]} \) be the set of intensities sampled from the image (i.e. current profile) and \( \{x_i\}_{i \in [1,d]} \) be the set of intensities from the reference profile, where \( d \) is the profile dimension that must be the same for both the current and reference profile.

Let \( \bar{y} \) and \( \sigma_y \) be the mean and standard deviation of the set \( \{y_i\} \), respectively.

Let \( \{\mu_i\}_{i \in [1,d]} \) and \( \{\sigma_i\}_{i \in [1,d]} \) be the Gaussian parameters of prior profile (i.e. respectively, the mean and standard deviation of reference profile \( \{x_i\} \) over a population of meshes).

Let \( \bar{\mu} \) and \( \sigma_\mu \) be the mean and standard deviation of the set \( \{\mu_i\} \), respectively, defined as:

\[
\bar{\mu} = \frac{1}{d} \sum_{i=1}^{d} \{\mu_i\} \tag{3.32}
\]

\[
\sigma_\mu = \sqrt{\frac{1}{d} \sum_{i=1}^{d} (\{\mu_i\} - \bar{\mu})^2} \tag{3.33}
\]
Sum of absolute differences  This criterion, which assumes a linear relationship between the two sets of intensities, is a simple point-to-point comparison of intensity values:

\[ C(\{y_i\}, \{\mu_i\}) = \frac{1}{d} \sum_{i=1}^{d} |\{y_i\} - \{\mu_i\}| \]  

(3.34)

Though simple and statically robust, comparison is only possible with intensities whose distribution and image modality are close (i.e. this criterion is not robust to noise nor able to deal with multimodal images).

Linear criterion  This criterion, which also assumes a linear relationship between the two sets of intensities, is robust and normalized:

\[ C(\{y_i\}, \{\mu_i\}) = \frac{\left(\sum_{i=1}^{d} \{y_i\} \{\mu_i\}\right)^2}{\sum_{i=1}^{d} \{y_i\}^2 \sum_{i=1}^{d} \{\mu_i\}^2} \]  

(3.35)

In the interval [0, 1], linear criterion makes the hypothesis of a linear transformation between \{y_i\} and \{\mu_i\}.

Correlation coefficient  Though more computationally intensive, correlation coefficient is robust and normalized. Mean and standard deviation are used in addition to intensity values:

\[ C(\{y_i\}, \{\mu_i\}) = \frac{1}{d^2 \sigma_y^2 \sigma_{\mu}^2} \left( \sum_{i=1}^{d} ((\{y_i\} - \bar{y})(\{\mu_i\} - \bar{\mu}))^2 \right) \]  

(3.36)

This criterion makes the hypothesis of an affine transformation between \{y_i\} and \{\mu_i\}. This hypothesis improves robustness with respect to global intensity change across acquisition protocols. To eliminate the affine terms, cross correlation normalized by the standard deviation (i.e. Normalized Cross Correlation) may be used [Holden et al. 2000].

Mahalanobis distance  In this case, the prior profile is computed from a statistical analysis of a set of meshes, i.e. the prior profile is related to a population of profiles. The Mahalanobis distance, which assumes that the current profile is sampled from a Gaussian distribution of intensity profiles, takes also the correlation of profiles into account:

\[ C(\{y_i\}, \{\mu_i\}) = \sqrt{\sum_{i=1}^{d} \frac{(\{y_i\} - \{\mu_i\})^2}{\{\sigma_i\}^2}} \]  

(3.37)
3.3. Deformable models

Figure 3.17: Sampling of an intensity profile (blue squares) at the normal (red line) of the same vertex (red circle) from a reference mesh (green delineation) registered to four liver images \{a,b,c,d\}. The reference mesh features \(N = 11760\) vertices and has been registered to the four liver images to ensure point correspondence.

Each intensity value (i.e. each profile dimension) is weighted according to its standard deviation. In addition, Mahalanobis distance is scale-invariant (i.e. distance does not depend on the scale of \(\{y_i\}\) and \(\{\mu_i\}\)).

When using the covariance matrix \(\Sigma_i\) of the reference profile, Mahalanobis distance is defined as:

\[
C(\{y_i\}, \{\mu_i\}) = \sqrt{ (y - \mu)^T \Sigma_i^{-1} (y - \mu) } \tag{3.38}
\]

3.3.5.5 PCA-based methods

Typical PCA-based methods consist in computing the Gaussian distribution (i.e. mean \(\mu_i\) and covariance matrix \(\Sigma_i\)) of profiles \(x_i\) at each vertex of a reference mesh registered to all datasets, i.e. point correspondence must be ensured (see an illustration in Figure 3.17).

As a similarity measure, the Mahalanobis distance \(d_M\) may be computed from equation 3.38 as:

\[
d_M(y) = \sqrt{ (y - \mu_i)^T \Sigma_i^{-1} (y - \mu_i) } \tag{3.39}
\]

where \(y\) is the current profile.

However, a regularization of the covariance matrix \(\Sigma_i\) is usually necessary to avoid any singularities due to its inversion [Schäfer & Strimmer 2005]. A solution consists in using an alternative approach proposed by Cootes [Cootes & Taylor 1993],
in which the Mahalanobis distance $d_M$ is computed without inverting the covariance matrix.

Given a PCA performed on $N$ profiles $x_i$, expressed by the principal matrix $\Phi_i$, the $m$ eigenvalues $\lambda_d$ and the mean intensity profile $\mu_i$, the Mahalanobis distance $d_M$ is defined as:

$$d_M(y) = \sum_{i=1}^{m} \sqrt{\frac{b_i^2}{\lambda_d}}$$

(3.40)

where $b_i = (b_{i1}, \ldots, b_{im})^T$ is the model parameter vector of the best fit $\hat{y}$ of $y$ given the PCA model:

$$b_i = \Phi_i^T(\hat{y} - \mu_i)$$

(3.41)

Using PCA enables to reduce the number of profile dimensions by working on a subspace that still retains most of the variability observed with the profiles. In practice, only top eigenvectors from an eigen decomposition performed on covariance matrix $\Sigma_i$ are selected to reduce its complexity. For that, eigenvectors are sorted in order of decreasing eigenvalues and a ratio on normalized eigenvalues $\mathcal{R}$ ($\mathcal{R} \in [0, 1]$) is specified. The number of top eigenvectors is selected so that their cumulative eigenvalues are above the ratio $\mathcal{R}$ (e.g. $\mathcal{R} = 0.9$).

During local search, other similarity measures may be used, such as those proposed in section 5.2. In the literature, external forces based on intensity profiles are usually computed using PCA with explicit deformable models [Gilles et al. 2006, Schmid & Magnenat-Thalmann 2008].

3.4 Conclusion

In this chapter, we presented different segmentation approaches that are used in medical image analysis to extract anatomical structures of interest such as organs, bones and tissues. We were particularly interested in explicit model-based segmentation, from which we described the main features, i.e. mesh initialization and both internal and external forces.

As explicit deformable models, we presented simplex meshes that are efficient in terms of flexibility and computational cost, since they feature a simple geometric description. We presented some topological and geometrical properties that are helpful in a segmentation approach. For instance, the rigidity defined from a certain vertex neighborhood in section 3.3.2.1 ensures the smoothing of meshes when building anatomical models in section 7.2.4. Another example is the global refinement described in section 3.3.2.4, which is used in chapter 6 to create meshes with different resolutions.
3.4. Conclusion

As the objective of this thesis is to provide a regional appearance modeling by means of new external forces, we first presented external forces coupled with simplex meshes, then external forces from intensity profiles (i.e. to regionally enhance model-based image segmentation), and finally external forces based on PCA (i.e. current state of the art to which we compare our new regional external forces).
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4.1 Introduction

In order to model appearance around structures of interest, intensive research has been performed on Statistical Appearance Models (SAM), which are based on Principal Component Analysis (PCA) [Heimann 2009, Gilles 2007]. Active Shape Models (ASM) [Cootes & Taylor 1994] are a widely used technique. Intensity profiles are trained and both mean profile and principal modes of variation for each landmark are extracted in a PCA fashion. Active Appearance Models (AAM), which are a generalization of the ASM, use all the intensities from the inner region of the mesh to create a large feature vector. Like in ASM, a PCA is built, though on textures this time, and both mean of textures and modes of variation are extracted.

Several issues may be raised with such PCA-based methods. First, they require an accurate point-wise registration as the statistical analysis of shape and appearance is performed at each point. Defining homologous points for 3D structures is
Figure 4.1: Two examples illustrating that shape is not necessarily correlated with appearance: \{a\}, \{b\} at vertebrae level, and \{c\}, \{d\} at lung level. The same reference mesh featuring \(N = 11760\) vertices has been registered to the four liver images \{a\}, \{b\}, \{c\}, \{d\} to ensure point correspondence. In each example, a corresponding vertex (blue point) is displayed to compare the neighboring appearance. From \{a\}, \{b\}, note how the vertebrae (i.e. white ellipsoid-like region) close to the corresponding vertex in liver image (a) is shifted in liver image (b). From \{c\}, \{d\}, note how the lungs (i.e. black region) close to the corresponding vertex in liver image (c) are shifted in liver image (d).

difficult and therefore registering those points accurately is still considered challenging [Dam et al. 2008, Josephson et al. 2005, Heitz et al. 2004, Guest et al. 2001].

A second limitation common to most appearance models such as AAM is that they are monomodal, i.e. they rely on the hypothesis that the probability density function is well described by a single Gaussian distribution. This hypothesis is often violated by the presence of pathologies but also by the fact that shape is not necessarily correlated with appearance. Indeed, a point correspondence between two meshes ensures a corresponding vertex to be at the same geometric location on these two meshes, but does not ensure the neighboring appearance around each corresponding vertex to be similar (see two examples from liver meshes in Figure 4.1).

These limitations lead to a Gaussian distribution featuring a large covariance at each point because the estimated profiles at each point may greatly vary around the average profile. Indeed, even if the point correspondence is accurate, the intensity profile at each point may greatly vary (i.e. shape is not necessarily correlated with appearance). Instead of having one Gaussian distribution with large covariance (i.e. due to a poor performance in evaluating the similarity between data points), it is preferable for image segmentation or image detection purposes to have several Gaussian distributions with lower covariance (i.e. as they are more representative and discriminant for a set of data points).

To cope with both the inaccuracy of point correspondence and the absence of correlation between shape and appearance, we propose Multimodal Prior Appearance Models (MPAM) as a novel way to model the appearance around structures of interest in medical images [Chung & Delingette 2009]. Unlike PCA, this method does not rely on an accurate pointwise registration and is based on a regional clustering of intensity profiles. The clustering is considered as regional because intensity
profiles are classified for each mesh, and not for each vertex (i.e. over a population of meshes).

In Figure 4.2, we overview the consecutive steps our method requires to build the MPAM (section 4.3). The input is a set of \( P \) meshes \( \mathcal{M}_p \) corresponding to the segmentation of the same structure whose appearance needs to be captured in different images. The meshes may have different number of vertices, or even different topologies. Unlike PCA-based approaches, our method does not require accurate pointwise correspondences.

At each vertex \( p_i \) of mesh \( \mathcal{M}_p \), \( d \) regularly sampled intensities are extracted to build a \( d \)-dimensional intensity profile along the normal direction, noted \( x_i^p \), that may extend inward, outward or both sides. This part may be seen as the first step of the training, where the method is capturing raw appearance information throughout the datasets.

![Pipeline for Multimodal Prior Appearance Model (MPAM) construction](image)

Figure 4.2: Pipeline for Multimodal Prior Appearance Model (MPAM) construction, which includes the Expectation-Maximization (EM) and Neighborhood EM (NEM) algorithms.

Then, we propose to automatically cluster intensity profiles from each mesh using an EM classification (section 4.2.3), whose centers are initialized using the Fuzzy C-Means (section 4.2.2). EM algorithm and Fuzzy C-Means are both unsupervised clustering techniques (section 4.2), which are used as we do not want to make any assumption about the profile classification. We detail how to cope with missing data and present new regularization strategies for covariance matrices (section 4.3.1).

The number of classes (i.e. the number of appearance regions), a hyperparameter, is selected in an automatic fashion through a model order selection (section 4.3.2.1) based on a new criterion (section 4.3.2.2). To have a spatially smooth classification of profiles, we present a spatial regularization approach (section 4.3.3) based on the Neighborhood EM (section 4.2.4).

Building a MPAM out of \( P \) datasets requires the projection of their associated EM classifications to a common framework. Two steps are needed for such a task. First, all intensity profile classes from the \( P \) datasets are compared and classes corresponding to the same tissue are possibly merged, depending on a threshold on the Jaccard index \( J \) (section 4.3.4). The objective is to control the final number of classes associated with the MPAM. Finally, all \( P \) meshes are registered to the same
reference mesh $\mathcal{M}^*$. The objective is to project the classifications from $P$ meshes into a reference mesh and to estimate the posterior probabilities associated with the MPAM (section 4.3.5). Each vertex $p_i$ of reference mesh $\mathcal{M}^*$ is given a probability $\tilde{\gamma}_i^{m}$ to belong to several intensity profile classes.

The MPAM construction is illustrated on datasets of both livers and tibia bones (section 4.3.6).

4.2 Unsupervised clustering

4.2.1 Principles

Clustering [Kotsiantis & Pintelas 2004] is a statistical method for data analysis whose aim is to separate a set of data points, or observations, into $K$ clusters, or subsets (see an example in Figure 4.3). The objective is to group data points into clusters so that data points from a same cluster share similar features. The notion of similarity is usually defined with a proximity criterion using a distance measure (e.g. Euclidean, Mahalanobis, Manhattan and Hamming distances).

Most popular unsupervised clustering methods are Fuzzy C-Means [Bezdek 1981] and Expectation-Maximization [Dempster et al. 1977]. Other methods include hierarchical algorithms [Hastie et al. 2009], either agglomerative (i.e. bottom-up) or divisive (i.e. top-down), density-based clustering algorithms [Wan et al. 2009] and subspace clustering methods [Kriegel et al. 2009]. A review on unsupervised clustering methods may be found in [Jain et al. 1999].

4.2.2 Fuzzy C-Means

The Fuzzy C-Means (FCM) [Bezdek 1981, Dunn 1973] is a clustering algorithm inspired from the fuzzy logic [Zadeh 1968, Zadeh 1965]. The objective of FCM is to classify $N$ data points $x_i$ to a specified number of clusters $K$ (see Figure 4.4 for an
example with 2D data points).

The method consists in an iterative procedure during which an objective function \( J_m \) is minimized:

\[
J_m = \sum_{i=1}^{N} \sum_{k=1}^{K} (\gamma_i^k)^m \| x_i - \mu_k \|^2
\]

where \( N \) is the number of data points, \( K \) is the number of clusters, \( m \) is a fuzziness coefficient \( (m \leq 1 \leq \infty) \), \( \gamma_i^k \) is the degree of membership of \( x_i \) in cluster \( k \), \( x_i \) is the \( d \)-dimensional \( i \)-th data point, \( \mu_k \) is the \( d \)-dimensional center of cluster \( k \) and \( \| x_i - \mu_k \| \) is a norm expressing the similarity between \( x_i \) and \( \mu_k \).

During the iterative optimization of \( J_m \), degrees of membership \( \gamma_i^k \) and cluster centers \( \mu_k \) are updated as:

\[
\gamma_i^k = \frac{1}{\sum_{k=1}^{K} \left( \frac{\| x_i - \mu_k \|}{\| x_i - \mu_{k} \|} \right)^{2-m}}
\]

\[
\mu_k = \frac{\sum_{i=1}^{N} (\gamma_i^k)^m x_i}{\sum_{i=1}^{N} (\gamma_i^k)^m}
\]

This iterative procedure stops either after a certain number of iterations, or when a steady state is reached:

\[
\max_k \{ \| (\gamma_i^k)^{(t+1)} - (\gamma_i^k)^{(t)} \| \} < \varepsilon
\]

where \( \varepsilon \) is a termination criterion and \( t \) an iteration number.

The minimum reached by FCM is not guaranteed to be global (i.e. it may be local). The local minimum depends on the algorithm initialization, which is often done using random centers.

Unlike K-Means [MacQueen 1967] where each \( x_i \) is sharply assigned to only one cluster \( (\gamma_i^k = 0|1) \), FCM allow data points to be given a degree of membership (i.e. a probability: \( 0 < \gamma_i^k < 1 \), \( \sum_{k=1}^{K} \gamma_i^k = 1 \)) to all clusters using fuzziness coefficient \( m \). This means that data points at the edge of a cluster \( k \) are assigned less degree of membership than those close to its center \( \mu_k \). FCM bring thus more information into the classification compared to K-Means, which only specify whether a data point belongs to a cluster or not.

The fuzziness coefficient \( m \) plays an important role in the classification result. When \( m \) is close to 1, data points close to the cluster centers are given much more
Figure 4.4: FCM algorithm applied on a set of 300 2D data points: (a) original data points to be clustered, and (b) result of the FCM algorithm with $K = 6$ clusters. Each cluster has a different color and its initial center is depicted as a circle with the same color (original centers are generated from random values). Final cluster centers are depicted as black crosses.

weight than those far away and the algorithm is similar to K-Means. The higher $m$, the fuzzier the degrees of membership $\gamma_i^k$. In most applications, $m$ is set to 2. In the literature, FCM-based algorithms have been used, among others, for tissue classification [Parveen et al. 2006], and both image segmentation [Forsyth & Ponce 2002] and compression [Karayiannis & Pai 1995].

### 4.2.3 Expectation-Maximization

Compared to FCM, Expectation-Maximization algorithm (EM) is a more statistically formalized method with broad applicability, which has better convergence properties and is easier to derive [Dempster et al. 1977, McLachlan & Krishnan 1996]. Furthermore, EM provides an additional information about the variance within each class thanks to the covariance matrix $\Sigma_k$ (see Figure 4.5 for an example with 2D data points). EM is an iterative procedure whose objective is to compute the Maximum Likelihood (ML) estimate in the presence of a hidden variable, which is the belonging of each data point $x_i$ to a particular class $k$.

Several data distributions may be modeled by the EM algorithm, such as:

- Poisson distribution [Nuyts et al. 2001, Hebert & Leahy 1989]
- Gaussian distribution [Chung & Delingette 2009, Xu & Jordan 1996]

However, the Gaussian distribution is the most often used due to its simplicity and well-known representation. In this case, the clustering needs to be performed
4.2. Unsupervised clustering

Figure 4.5: EM algorithm applied on a set of 250 2D data points: (a) original data points to be clustered, and (b) result of the EM algorithm with \( K = 5 \) clusters. Each cluster has its own color and both its center and covariance highlighted.

using Gaussian Mixture Models (GMM). Each cluster is assumed to be well defined by a Gaussian distribution whose parameters \((i.e.\, center \text{ and variance})\) are to be computed. These parameters are considered latent variables that need to be inferred from the observations through a mathematical model [Borsboom et al. 2003, Celeux & Govaert 1995]. With GMM, data points are considered to be identically independently distributed (i.i.d) from the linear superposition of \( K \) Gaussian distributions \((i.e.\, K \text{ classes, known as clusters in FCM literature})\).

The unknown parameters, or \textit{latent variables}, to be estimated through the EM iterations are \( K \), which is the number of classes, and \( \Theta \):

\[
\Theta = \{ \pi_1, \ldots, \pi_K, \mu_1, \ldots, \mu_K, \Sigma_1, \ldots, \Sigma_K \}
\]  

(4.5)

where \( \pi_k \) is the mixing coefficient, \( \mu_k \) the center and \( \Sigma_k \) the covariance matrix of class \( k \).

GMM are aimed at providing a richer class of density models than a single Gaussian distribution:

\[
G_{\mu_k, \Sigma_k}(x_i) = \frac{\exp \left( -0.5 \left( x_i - \mu_k \right)^T \Sigma_k^{-1} \left( x_i - \mu_k \right) \right)}{(2\pi)^{\frac{D}{2}} | \Sigma_k |^{\frac{1}{2}}}
\]

(4.6)

EM algorithm consists in computing the Maximum Likelihood Estimate (MLE) of the unknown parameters using the likelihood of the observed data:

\[
p(x_i|\Theta) = \sum_{k=1}^{K} \pi_k \ p(x_i|k, \theta_k)
\]

(4.7)
where \( \pi_k \) is the mixing coefficient \( (0 < \pi_k < 1, \sum_{k=1}^{K} \pi_k = 1) \), which indicates the contribution of class \( k \) into the GMM, and \( p(x_i|k, \theta_k) \) denotes the density of a Gaussian distribution:

\[
p(x_i|k, \theta_k) = G_{\mu_k, \Sigma_k}(x_i) \quad (4.8)
\]

We assume in equation 4.6 that the inverse of \( \Sigma_k \) is non singular. We shall see further down that this assumption may not be met.

The objective of EM is to estimate the model parameters for which these observed data are the most likely to maximize the log-likelihood:

\[
L(\Theta) = \sum_{i=1}^{N} \log(p(x_i|k, \theta_k)) \quad (4.9)
\]

For each EM iteration, these parameters are estimated through two steps: the E-step and the M-step.

During the E-step, or expectation, the hidden variable \( (i.e. \) the belonging of each data point to a particular class) is estimated with posterior probabilities \( \gamma^k_i \) \( (i.e. \) corresponding to FCM’s degrees of membership).

Given the observed data and current estimate of the model parameters, posterior probabilities \( \gamma^k_i \) are calculated using Bayes’ rule:

\[
\gamma^k_i = \frac{\pi_k G_{\mu_k, \Sigma_k}(x_i)}{\sum_{l=1}^{K} \pi_l G_{\mu_l, \Sigma_l}(x_i)} \quad (4.10)
\]

where \( G_{\mu_l, \Sigma_l}(x_i) \) is calculated from equation 4.6.

During the M-step, or maximization, the likelihood function is maximized under the assumption that the hidden variable is known.

The estimated posterior probabilities from the E-step are used to calculate model parameters \( \pi_k, \mu_k \) and \( \Sigma_k \):

\[
\pi_k = \frac{1}{N} \sum_{i=1}^{N} \gamma^k_i \quad (4.11)
\]

\[
\mu_k = \frac{\sum_{i=1}^{N} \gamma^k_i x_i}{\sum_{i=1}^{N} \gamma^k_i} \quad (4.12)
\]
The computation of $\pi_k$, $\mu_k$ and $\Sigma_k$ does not provide a closed-form solution because the posterior probabilities $\gamma^k_i$ depend on these parameters (see equation 4.10). This is why an iterative scheme, which consists in updating the model parameters to estimate the posterior probabilities in the next E-step, is used.

Convergence is assured since EM is guaranteed to increase the likelihood at each iteration [Neal & Hinton 1998, Hathaway 1986, Csiszár & Tusnády 1984]. In practice, convergence is considered to be reached when computed change in the log-likelihood, or in the estimated parameters, is less than a given threshold.

In the literature, a relationship between the EM algorithm and the Fuzzy C-Means has been demonstrated [Flandin 2004]. More precisely, Fuzzy C-Means may be seen as a special case of the EM algorithm in which classes feature identical spherical covariance matrices $\Sigma_k$ and equal mixing coefficients $\pi_k$. Also, it has been proven that EM algorithm with GMM is formally equivalent to an alternate optimization of a fuzzy function [Hathaway 1986].

This fuzzy function is an alternate optimization of the $L$ functional described in equation 4.9:

$$L(\Theta) = \sum_{k=1}^{K} \sum_{i=1}^{N} \gamma^k_i \log(\pi_k G(x_i|\mu_k, \Sigma_k)) - \sum_{k=1}^{K} \sum_{i=1}^{N} \gamma^k_i \log(\gamma^k_i)$$

(4.14)

where $G(x_i|\mu_k, \Sigma_k)$ is the Gaussian probability density function.

As for FCM, EM initialization plays an important part of the algorithm. That may be done either by using known initial values for the means, covariance matrices and mixing coefficients, or by using complete random values. However, EM is usually initialized using K-Means [MacQueen 1967]. In this case, both means $\mu_k$ and covariance matrices $\Sigma_k$ are initialized using the mean and covariance of data points belonging to each K-Means cluster. Concerning mixing coefficients $\pi_k$, they may be initialized using the ratio of data points belonging to each K-Means cluster.

Applying the maximum likelihood framework to GMM may be an issue due to the presence of singularities. For instance, if all data points $x_i$ are equal to the center $\mu_k$ of the $k$-th GMM component, elements of covariance matrix $\Sigma_k$ will be zeros (see equation 4.13). In fact, the rank of covariance matrix $\Sigma_k$ may be lower than $d$ if there is a correlation between the dimensions of the feature vector (i.e. data point). In this case, covariance matrix $\Sigma_k$ from equation 4.6 cannot be inverted and log-likelihood from equation 4.9 cannot be computed. This proves that the log-likelihood is not a well posed problem and that caution needs to be taken.

Several heuristics have been proposed in the literature to overcome singularities. In homogeneous processes, all GMM components are constrained to have the same
covariance matrices. Another heuristic consists in using a Singular Value Decomposition (SVD) at each EM iteration and checking for small values on one of the covariance matrix dimensions. In case of small values, the component is reinitialized with a higher value (e.g., randomly chosen value or initial value). To avoid such singularities, we propose in section 4.3.1.3 three different methods to regularize the covariance matrix.

### 4.2.4 Neighborhood EM

Taking spatial information about data into account may be of a great help in a classification procedure, as it may enhance similar data points to be neighbors. The simplest method consists in adding spatial coordinates of data points as new dimensions, and thus increasing the feature space. Another possibility is using Markov Random Fields (MRF), a well-known method to take spatial constraints into account [Zhang et al. 2001, Leemput et al. 2001]. Although some procedures for FCM have been proposed [Chuang et al. 2006, Udupa & Saha 2003], EM is usually preferred because its derivation is easier to perform.


The energy function is penalized with a parameter $\beta_n$ taking spatial homogeneity into account:

$$\mathcal{L}(\Theta) = L(\Theta) + \beta_n \sum_{k=1}^{K} \sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_i^k \gamma_j^k v_{ij}$$

where $v_{ij}$ is a similarity value between neighboring data points $x_i$ and $x_j$.

The former term $L(\Theta)$ leads to the classical EM while the latter is a spatial regularization term controlled by $\beta_n$. The more correlation between neighboring data points, the greater this term is.

The similarity value $v_{ij}$ comes from a neighborhood matrix $V$ that sets the amount of correlation between neighboring data points:

$$v_{ij} = \begin{cases} \Omega & \text{if } x_i \text{ and } x_j \text{ are neighbors} \\ 0 & \text{if } x_i \text{ and } x_j \text{ are not neighbors} \end{cases}$$

To compute matrix $V$, a function computing the spatial distance between data points must be used. For instance, graph structures may be used as neighboring concept [Ambroise et al. 1997]. Indeed, defining neighborhood relationships is
equivalent to building a graph where each data point $x_i$ is represented by a node and each neighborhood relationship by an edge.

Two steps are required to cluster data points with such a spatial constraint. First, the neighborhood graph must be defined using standard algorithms like Delaunay triangulation [Green & Sibson 1978] or Gabriel Graph [Gabriel & Sokal 1969]. Then, EM must be run while taking the spatial constraints into account.

NEM minimizes the $L(\Theta)$ functional with an alternate optimization, leading to a modified E-step where the posterior probabilities are iteratively estimated until a fixed value is reached.

From equation 4.10, new posterior probability $\{\gamma_i^{k,t}\}_{NEM}$ at NEM iteration $t$ is computed as:

$$\{\gamma_i^{k,t}\}_{NEM} = \frac{\pi_k G_{\mu_k, \Sigma_k}(x_i) \exp\left(\beta_n \sum_{j=1}^N (\gamma_j^{k,t} v_{ij})\right)}{\sum_{l=1}^K \pi_l G_{\mu_l, \Sigma_l}(x_i) \exp\left(\beta_n \sum_{j=1}^N (\gamma_j^{l,t} v_{ij})\right)}$$ (4.16)

where $\beta_n$ is the parameter weighting the spatial homogeneity, $\pi_l$ the mixing coefficient of class $l$, and $\gamma_j^{k,t}$ the posterior probability of neighbor $x_j$ to belong to class $l$ at NEM iteration $t$ (at first NEM iteration, $\gamma_j^k$ from the previous EM iteration is used).

The E-step becomes iterative because the posterior probability at each data point $x_i$ is computed with respect to its neighbors, whose posterior probability is updated during the same NEM iteration. This iterative procedure is thus needed to reach a steady state in terms of posterior probabilities. At each NEM iteration, the spatial information modifies the classification according to the importance of $\beta_n$. This iterative procedure stops when there are no significant differences between two consecutive NEM iterations.

Unlike E-step, the M-step stays unchanged and EM parameters $\{\pi_k, \mu_k, \Sigma_k\}$ are thus estimated using the new posterior probabilities $\{\gamma_i^k\}_{NEM}$.

### 4.3 Building Multimodal Prior Appearance Models

#### 4.3.1 EM classification of intensity profiles

The classification associated with a given mesh $M_p$ is formulated in the context of a probability density estimation using GMM, as described in equation 4.7. The approach is semi-parametric because the number of classes $K_p$ associated to each mesh $M_p$ is an unknown parameter. As formulated in equation 4.5, other unknown parameters to be computed by the EM classification include Gaussian parameters (i.e. mean and variance), as well as the weight of each Gaussian distribution into the mixture (i.e. mixing coefficients).
In the sequel, the intensity profile class is denoted by *mode* and we write \( \mu_k^p, \Sigma_k^p, \pi_k^p \) and \( \alpha_k^p \) for, respectively, the mean, covariance matrix, mixing coefficient and posterior probabilities of mode \( k \) associated to mesh \( M_p \) (1 \( \leq p \leq P \)).

### 4.3.1.1 Initialization

As explained in section 4.2.3, initialization is a very important part of the method because EM is known to be very sensitive to its initialization. A good initialization is supposed to yield robust solutions that are not prone to errors nor local minima.

Though EM is usually initialized with K-Means, we initialize it with FCM, since tests on synthetic data proved FCM to be more stable. As a first step, profiles are thus classified using FCM.

After convergence, FCM data membership values \( \{p_{\gamma_i}^k \}_{\text{fc}} \) are directly used to initialize EM posterior probabilities \( \{p_{\gamma_i}^k \}_{\text{em}} \):

\[
\{p_{\gamma_i}^k \}_{\text{em}} = \{p_{\gamma_i}^k \}_{\text{fc}}
\]

Both FCM data membership values \( \{p_{\gamma_i}^k \}_{\text{fc}} \) and cluster centers \( \{\mu_k^p \}_{\text{fc}} \) are used to initialize EM mode means \( \{\mu_k^p \}_{\text{em}} \), covariance matrices \( \Sigma_k^p \) and mixing coefficients \( \pi_k^p \) in one M-step:

\[
\{\mu_k^p \}_{\text{em}} = \frac{\sum_{i=1}^{N} \{p_{\gamma_i}^k \}_{\text{fc}} x_i}{\sum_{i=1}^{N} \{p_{\gamma_i}^k \}_{\text{fc}}}
\]

\[
\Sigma_k^p = \frac{\sum_{i=1}^{N} \{p_{\gamma_i}^k \}_{\text{fc}} (x_i - \{\mu_k^p \}_{\text{fc}})(x_i - \{\mu_k^p \}_{\text{fc}})^T}{\sum_{i=1}^{N} \{p_{\gamma_i}^k \}_{\text{fc}}}
\]

\[
\pi_k^p = \frac{1}{N} \sum_{i=1}^{N} \{p_{\gamma_i}^k \}_{\text{fc}}
\]

FCM are themselves initialized with random cluster centers.

### 4.3.1.2 Coping with missing data

Since segmented structures may be close to the image boundaries, profiles are likely to be incomplete (see an illustration in Figure 4.6). The original EM algorithm cannot deal with this kind of issue, as data points are supposed to have all the same dimension (i.e. they should be represented by feature vectors having the same size).

If a profile partly lies outside the image, a solution could be to associate a default intensity value to this part (e.g. 0.0 or any other background value). An intensity
interpolation, which would guess the missing intensities based on the boundary’s neighborhood, could also be used. In both cases, the problem remains the same: data is missing and any substitute would only be based on hypothesis. Furthermore, any hypothesis is likely to misguide the EM classification, depending on the influence of incomplete profiles with respect to complete profiles.

To avoid any hypothesis on missing intensities, we prefer to rely only on intensities we have into the image and protect the classification from missing data influence. To use incomplete profiles in the classification, a valid dimension range $d_i \leq d$ is determined for each profile $x_i$, where $d$ is the expected number of dimensions featured by the profiles.

In the E-step, the term $\exp((x^p_i)^T(\Sigma_k^p)^{-1}(x^p_i))$ is only computed for the valid dimension range and scaled by $d/d_i$. In the M-step, the mode means and covariance matrices are normalized by the total number of valid values for each index $u$ of the profile ($1 \leq u \leq d$). FCM initialization has also been extended in similar fashion to cope with incomplete profiles.

### 4.3.1.3 Covariance matrix regularization

The EM log-likelihood maximization, as described in equation 4.9, may lead to local maxima or degeneracy. In section 4.2.3, we explained why singularities may arise and how they may be dealt with in the literature. In our case, degeneracy of covariance matrices $\Sigma_k^p$ for $d$-dimensional profiles (typically $d \approx 10$) may occur due to a coarse sampling (typically $N \approx 4000$ vertices) of this high dimensional space. This phenomenon is known as curse of dimensionality [Bishop 2007], which is due to the number of data points that is not enough to sample properly data featuring such a high dimensional space.

Regarding our EM classification, we propose three distinct methods to regularize...
\( \Sigma_k^p \) based on a regularization parameter \( h \) \((0 \leq h \leq 1) \) [Chung & Delingette 2009].

The first method is based on Spectral Regularization. The covariance matrix is diagonalized \( \Sigma_k^p = \mathbf{P} \Lambda \mathbf{P}^T \) and the lowest eigenvalues \((i.e. \text{the normalized eigenvalues } < h)\) are set to 1\% of the highest eigenvalue, thus leading to a new diagonal matrix \( \hat{\Lambda}_h \).

The inverse is then computed as:

\[
^{h}(\Sigma_k^p)^{-1} = \mathbf{P} \hat{\Lambda}_h^{-1} \mathbf{P}^T
\]

(4.21)

This may be seen as performing PCA and filtering the covariance matrix by discarding high frequencies.

In a second approach, Diagonal Regularization, the covariance matrix is regularized towards a diagonal matrix controlled by parameter \( h \).

The \( u, v \) element of matrix \( ^h\Sigma_k^p \) is computed as:

\[
^{h}(\Sigma_k^p)_{u,v} = (1 - h)(\Sigma_k^p)_{u,v} + h \, \delta_{u,v} \, (\Sigma_k^p)_{u,v}
\]

(4.22)

where \( \delta_{u,v} \) is the Kronecker symbol.

The higher \( h \), the more diagonally dominant the covariance matrix. This approach has been used in climate modeling to cope with missing values [Schneider 2001].

The last approach, Constant Regularization, regularizes the covariance matrix towards a constant matrix \( \mathbf{I}_d \, \text{tr}(\Sigma_k^p)/M \) controlled by parameter \( h \):

\[
^{h}(\Sigma_k^p) = (1 - h) \, (\Sigma_k^p) + h \, \mathbf{I}_d \, \text{tr}(\Sigma_k^p)/M
\]

(4.23)

With a high value of \( h \), the covariance matrix converges towards a diagonal matrix with the same variance.

The choice of a covariance matrix regularization method depends on the nature of the data. We have tested the three methods on profiles and we found that Diagonal and Constant Regularization methods with \( h = 0.9 \) lead to the most intuitive classification results.

### 4.3.2 Model order selection

#### 4.3.2.1 State of the art

The objective of model order selection is to find the number of clusters, or modes, that best represents the data points using a specific criterion. The result is a par-
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Partition composed by the number of clusters found. This criterion must optimize the goodness of fit (i.e. ensures that the clusters fit at best the data). Such a task is usually performed by launching the clustering algorithm with an increasing number of clusters (i.e. \( K = 2, 3, \ldots, k_{\text{max}} \)) and by searching an optimal tradeoff between under and over-fitting through the obtained models.

Under-fitting occurs when the number of clusters is not enough to correctly represent the data points. As a result, non similar data points that should be in two different clusters may be represented by the same cluster. In other words, the model does not have enough degrees of freedom to fit the data points.

In over-fitting, data points are represented by too many clusters, which leads to similar data points represented by more than one cluster. In this case, the model has too many degrees of freedom and features an unnecessary sensitivity to data variation. Most criteria have a tendency to over-fit, their value decreasing, or increasing, in an asymptotic way when the number of clusters increases [Kwon 1998, Pal & Bezdek 1995].

When related to FCM, criteria are known as *cluster validity indices* while they are referred to as *model order selection criteria* when used with EM. A detailed study may be found in [Gheissari & Bah-Hadiashar 2008].

Many cluster validity indices have been proposed [Kim et al. 2001, Boudraa 1999, Zahid et al. 1999, Kwon 1998, Rezaee et al. 1998, Fukuyama & Sugeno 1989]. They typically involve two optimizations: *compactness* and *separation*. Clusters are encouraged to be as compact as possible (i.e. minimizing intra-cluster variation) and as separate as possible (i.e. maximizing inter-cluster separation) [Kim et al. 2004].

Both Bezdek’s partition coefficient \( v_{PC} \) and partition entropy \( v_{PE} \), as well as Xie-Beni’s index \( v_{XB} \), have been initially used. More recently, Kim’s \( v_{OS} \) and Saha’s Fuzzy Vector Quantization \( v_{FVQ} \) have been proposed.

**Bezdek’s partition indices**  Partition coefficient \( v_{PC} \) and partition entropy \( v_{PE} \) proposed by Bezdek [Bezdek 1974b, Bezdek 1974a] are both considered as the first cluster validity indices:

\[
v_{PC} = \frac{\sum_{i=1}^{N} \sum_{k=1}^{K} (\gamma_{ik}^{k})^{2}}{N} \tag{4.24}
\]

\[
v_{PE} = -\frac{1}{N} \sum_{i=1}^{N} \sum_{k=1}^{K} [\gamma_{ik}^{k} \log_{a}(\gamma_{ik}^{k})] \tag{4.25}
\]

The best model is obtained by maximizing \( v_{PC} \), or minimizing \( v_{PE} \), since high values of \( \gamma_{ik}^{k} \) correspond to compact clusters. The main issue is that only posterior probabilities \( \gamma_{ik}^{k} \) are used for the computation of both indices. Therefore, they do not take into account the data structure of clusters and usually feature weak performances.
**Xie-Beni’s index** In addition to compactness, Xie and Beni proposed an index $v_{XB}$ [Xie & Beni 1991] that encourages the separation between clusters:

\[
v_{XB} = \frac{\sum_{i=1}^{N} \sum_{k=1}^{K} (\gamma_k^2 \|x_i - \mu_k\|^2)}{N \left( \min_{k \neq l} \|\mu_k - \mu_l\|^2 \right)}
\]

where $\mu_k$ and $\mu_l$ are the centers of clusters $k$ and $l$, respectively.

The numerator accounts for the cluster compactness while the denominator accounts for the separation between clusters. Compactness means that the average distance between data points and their clusters should be as small as possible. Separation means that the distance between cluster centers should be as large as possible. Combining both compactness and separation in the equation shows that the criterion must be minimized.

**Kim’s overlap/separation index** Claiming that most indices are limited in their ability to compute both compactness and separation, Kim proposed $v_{OS}$ [Kim et al. 2004] to focus on a ratio between inter-cluster overlap and separation:

\[
\text{Overlap} = \frac{2}{K(K-1)} \sum_{p=1}^{K-1} \sum_{q=p+1}^{K} \left[ \sum_{i=1}^{N} \sum_{\gamma} \delta(x_i, \gamma : C_p, C_q) \omega(x_i) \right]
\]

where $(C_p, C_q)$ are two clusters and $\omega(x_i)$ $(0 < \omega(x_i) < 1)$ is a weight factor for each data point, which is determined by the degree of overlap of $x_i$ between clusters $C_p$ and $C_q$.

For all pairs of clusters, the separation measures the minimum distance between two clusters. A large separation indicates a partition with well-separated clusters:

\[
\text{Separation} = 1 - \min_{p \neq q} \left[ \max_{x \in X} \min \left( \gamma_{C_p}(x), \gamma_{C_q}(x) \right) \right]
\]

Because the overlap and separation measures may have different scales, they must be normalized. After normalization, the criterion is defined as a simple ratio between overlap and separation:

\[
v_{OS} = \frac{\text{Overlap}}{\text{Separation}}
\]

Since inter-cluster overlap needs to be minimized in the numerator and inter-cluster separation maximized in the denominator, Kim’s $v_{OS}$ must be minimized. Thus, a small value of $v_{OS}$ indicates a partition in which the clusters are overlapped to a lesser degree and are more separated from each other.
Saha’s Fuzzy Vector Quantization index  Unlike most of the existing cluster validity indices, whose objective is to optimize cluster compactness, the Fuzzy Vector Quantization index $v_{FVQ}$ proposed by Saha [Saha & Bandyopadhyay 2007] aims at optimizing data reconstruction.

Based on a fuzzy quantization-dequantization criterion and the fuzzy vector quantization theory [Pedrycz & Hirota 2007], this index identifies the clusters’ ability to properly reconstruct data points using membership function $\gamma$ (i.e. posterior probabilities):

$$v_{FVQ} = \frac{1}{N} \sum_{i=1}^{N} \| \mathbf{x}_i - \mathbf{x}_i' \|^2$$

(4.30)

where $d_{\text{min}}(C_p, C_q)$ represents the minimum distance between any pair of cluster centers and $\mathbf{x}_i'$ is an approximation, or reconstruction, of $\mathbf{x}_i$ using cluster centers and membership function:

$$\mathbf{x}_i' = \frac{\sum_{k=1}^{K} (\gamma_i^k)^m \mathbf{u}_k}{\sum_{k=1}^{K} (\gamma_i^k)^m}$$

(4.31)

where $m$ is the fuzziness coefficient from the FCM algorithm (see equation 4.1).

The interesting point of this index is that it considers FCM as a compression algorithm in which the clusters, referred as the prototypes, are a compressed version of data points. The probabilities, referred as the codebook, are used to reconstruct data points from the cluster centers.

The method used is similar to the Minimum Message Length (MML) theory [Wallace & Freeman 1987], which is based on the idea that statistical inference may be viewed as data compression. If we may build a short code, or compressed version, for the available data, we will have a good data generation model [Rissanen 1989].

Regarding EM model order selection, several criteria based on information theory [Bishop 1995] have been proposed but the most commonly used are $AIC$, $AICC$, and $BIC$.

**AIC**  The Akaike Information Criterion (AIC) [Akaike 1974] is a parsimonious approach to the estimation of relative expected Kullback-Leibler divergence:

$$AIC = -2 \log(p(X|\Theta_K)) + 2v_K$$

(4.32)

where $\Theta_K$ is the maximum likelihood estimator and $v_K$ is the number of degrees of freedom of the model defined as:

$$v_K = K - 1 + Kd + K(d(d + 1)/2)$$

(4.33)
for a Gaussian mixture model with full covariance matrices. \( K \) is the number of clusters and \( d \) is the number of dimensions featured by data points.

This criterion is grounded in the concept of entropy and describes the tradeoff between bias and variance. However, it has a tendency to choose too complex models (i.e. over-fitting).

\textbf{AICc} A second-order AIC [Burnham & Anderson 1998] has been derived with an additional bias correction term to better handle cases when there are too many parameters with respect to the sample size:

\[
AICc = -2 \log(p(X|\Theta_K)) + 2 v_K \left( \frac{N}{N - v_K - 1} \right)
\]  

(4.34)

This criterion may be seen as a corrected version of the AIC for samples featuring a small size.

\textbf{BIC} The Bayesian Information Criterion (BIC) [Schwarz 1978], or Schwarz Criterion (also SBC and SBIC'), is often preferred:

\[
BIC = -2 \log(p(X|\Theta_K)) + v_K \log(N)
\]  

(4.35)

This criterion is inspired by Bayes but is equivalent to the Minimum Description Length (MDL) criterion [Rissanen 2007, Grünwald 2007, Rissanen 1978], which provides a model featuring the best data compression. Indeed, BIC penalizes the over-fitting by introducing a penalty term for the number of parameters in the model, which is stronger than AIC's. As for AIC and AICc, BIC is an asymptotic result derived under the assumption that data distribution is in the exponential family.

To overcome the issue of choosing the number of clusters \( K \), an interesting method called Mean Shift was proposed [Comaniciu & Meer 2002]. Though claimed as a non-parametric technique, a scale parameter needs to be specified and thus, the search for the optimal \( K \) is replaced by the search for an optimal scale parameter. An approach was proposed to automatically select this scale parameter [Bugeau & Pérez 2007], but its application appears complex for our method especially if needed to be performed for every dataset.

Another method worth mentioning proposes a model order selection starting from a maximum number of clusters until a minimum [Figueiredo & Jain 2002]. The method is claimed to integrate both estimation and model selection in a single algorithm, not requiring a careful initialization. Although the proposed EM improvements seem very attractive, some drawbacks must be taken into account. Indeed, this method may fail to find the global optimal solution (i.e. the right number of clusters) when there is great disparity between the components’ mixing
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Figure 4.7: Overlap between two clusters. For simplicity, each cluster is assumed to be represented by a triangular fuzzy set. Zone in violet depicts the overlap between cluster #1 (red) and cluster #2 (blue), which is greater in (a) than in (b). Overlap is computed as $[2 \gamma_i^s / (\gamma_i^r + \gamma_i^s)]$, where cluster #1 and cluster #2 are the clusters data point $x_i$ has the highest probability $\gamma_i$ to belong to. The overlap measure penalizes vague data points and encourages them to sharply belong to one specific cluster.

proportions [Wang et al. 2004]. Also, as the algorithm starts by a maximum number of clusters towards a minimum number, the required computation time may be quite important, knowing that the maximum number of clusters must be chosen with caution as we may miss the global optimal solution otherwise.

4.3.2.2 OSI criterion

In addition, we worked on a criterion that would measure the quality of the EM classification for a given number of modes $K$ while being suitable for our needs. The proposed new non parametric model order selection criterion is called Overlap Separation Index (OSI) and is inspired by Kim et al. [Kim et al. 2004]. This criterion is solely based on the posterior probability $p_{\gamma_i^k}$, which is the probability for profile $x_i$ from mesh $M_p$ to belong to mode $k$, and penalizes the overlap between modes while encouraging their separation.

More precisely, the criterion is computed as $[OSI = \frac{C_1}{C_2}]$. The first term $C_1$ sums the amount of overlap $[2 p_{\gamma_i^r} / (p_{\gamma_i^r} + p_{\gamma_i^s})]$ between the best two modes $r$ and $s$ for profile $x_i$, i.e. modes with the highest $p_{\gamma_i^k}$ (see Figure 4.7). The second term $C_2$ is the minimum separation between any pair of modes. The separation between pair of modes $r$ and $s$ is computed as the sum of $[2 p_{\gamma_i^r} / (p_{\gamma_i^r} + p_{\gamma_i^s})]$ for all profile $x_i$ being classified to mode $r$ and $[2 p_{\gamma_i^r} / (p_{\gamma_i^r} + p_{\gamma_i^s})]$ for all profile $x_i$ being classified to mode $s$ (see Figure 4.8).

As a first step, we tested the performance of OSI criterion on standard datasets in the literature. Experiments on 2D data points [Bandyopadhyay & Maulik 2002a, Maulik & Bandyopadhyay 2000, Bandyopadhyay et al. 1998] and 3D data points [Bandyopadhyay & Pal 2007, Bandyopadhyay & Maulik 2002b] showed the robustness of OSI criterion with respect to classical model order selection criteria.

Then, we tested OSI criterion on intensity profiles from liver meshes. Table 4.1
Figure 4.8: Separation between two clusters. Unlike conventional separation indices that base their separation measure on $\|\mu_1 - \mu_2\|$, which gives the same value for both (a) and (b), OSI criterion computes the separation as the sum of $[2 \gamma_i^2/(\gamma_i^1 + \gamma_i^2)]$ for all data points $x_i$ being classified to cluster #1 (red) and $[2 \gamma_i^1/(\gamma_i^1 + \gamma_i^2)]$ for all data points $x_i$ being classified to cluster #2 (blue). Using probabilities $\gamma_k^i$ of data points $x_i$ to belong to cluster $#k$ ensures to take the overall geometric structure between clusters into account [Kim et al. 2004].

<table>
<thead>
<tr>
<th>Regularization</th>
<th>$h$</th>
<th>OSI</th>
<th>FVQ</th>
<th>AIC</th>
<th>AICc</th>
<th>BIC</th>
<th>OSI</th>
<th>FVQ</th>
<th>AIC</th>
<th>AICc</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagonal</td>
<td>0.9</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Diagonal</td>
<td>1.0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Constant</td>
<td>0.9</td>
<td>4</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>6</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Constant</td>
<td>1.0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.1: Selection of the optimal number of EM modes for outward and inward profiles of a liver mesh when using different model order selection criteria \{OSI,FVQ,AIC,AICc,BIC\} with different combinations for the regularization of the covariance matrix \{Diagonal,Constant,h\}, where $h$ is the regularization parameter presented in section 4.3.1.3.

shows the performance of OSI criterion with respect to different model order selection criteria on a liver mesh with varying regularization methods. The number of modes being tested varies between 2 and 10. With outward profiles, the expected number of modes is at least three (for air, bones and soft tissue) while two modes are expected with inward profiles (for parenchyma and non-parenchyma tissue).

From these experiments, we found that classical model order selection criteria have limited performances when dealing with intensity profiles. OSI criterion gives the most consistent results with a limited sensitivity to regularization methods and $h$ parameter. More comparative results between model order selection criteria may be found in section 6.3.

### 4.3.3 Spatial regularization

The EM algorithm does not take the neighborhood information of profiles into account, since every data point is given an independent posterior probability $p_{\gamma_k^i}$ to
belong to clusters. This leads to non-smooth posterior probability maps, which may impair the fusion of appearance regions.

Since this fusion is an important feature in our MPAM construction, we propose accounting for the connectivity between profiles. For that, we use the Neighborhood EM algorithm (NEM) [Ambroise et al. 1997], as presented in section 4.2.4, since it nicely extends EM and leads to efficient computation (compared to Markov Random Field).

In our case, as we extract profiles from 2-simplex meshes [Delinette 1999, Mongagnat & Delinette 1998], each vertex has exactly three neighbors. Thus, $v_{ij}$ has only three non-zero neighboring values to take into account in equation 4.15, which substantially speeds up the computation. In practice, less than 5 iterations are necessary to obtain stable posterior probabilities.

To compute the neighborhood parameter $v_{ij}$ itself, we must define a similarity measure between profiles to define whether they are neighbors or not. Euclidean, median, or Mahalanobis distances have been commonly used in the literature for such a task, as well as the correlation, cross-correlation and normalized cross-correlation.

In our case, we choose to use the correlation coefficient between neighboring profiles $x_i$ and $x_j$ because of its simple and fast computation. With this choice, the spatial regularization of posterior probabilities is stronger between similar neighboring profiles, similarly to anisotropic diffusion in image processing. This prevents the blurring of tissue modes that would have occurred with a constant $v_{ij}$ value.

Last but not least, the choice of parameter $\beta_n$ is an important issue as it will define the spatial regularization importance. For a too small $\beta_n$, the spatial regularization would be insufficient and useless. Conversely, an artificially high value of $\beta_n$ may damage the EM classification result.

This is why we propose to set this parameter automatically by using an heuristic proposed by Dang [Dang & Govaert 1998]. This heuristic consists in using NEM with increasing values of $\beta_n$, and then detecting the $\beta_n$ value above which the log-likelihood $\mathcal{L}(\Theta)$ described in equation 4.15 sharply decreases (see an example in Figure 4.9, top). This sharp decrease is due to the fact that too much spatial regularization leads to a significantly worse profile classification captured by the $\mathcal{L}(\Theta)$ functional.

In practice, NEM is launched in an iterative way starting with a small value of $\beta_n$. At the end of the first iteration, log-likelihood $\{\mathcal{L}(\Theta)\}^t=0$ is stored. After each iteration, the new $\{\mathcal{L}(\Theta)\}^t+1$ is compared with the previous $\{\mathcal{L}(\Theta)\}^t$. Before the sharp decrease, the new $\{\mathcal{L}(\Theta)\}^t+1$ is slowly increasing, i.e., $\{\mathcal{L}(\Theta)\}^t+1 - \{\mathcal{L}(\Theta)\}^t = \varepsilon$. The beginning of the sharp decrease is considered as reached when the difference between both values is negative, i.e., $\{\mathcal{L}(\Theta)\}^t+1 - \{\mathcal{L}(\Theta)\}^t < 0$. The classification associated with the last iteration is then saved. The proposed approach is a fully automatic way to spatially regularize posterior probabilities (see an example in Figure 4.9, bottom).
Figure 4.9: Spatial regularization using Neighborhood EM algorithm applied on the EM classification of outward profiles from a liver mesh: (a) parameter $\beta_n$ is chosen as the value above which the log-likelihood $\mathcal{L}(\Theta)$ described in equation 4.15 sharply decreases, liver mesh with associated profile classification (b) before and (c) after NEM regularization (see section 4.3.6 for more results).
4.3.4 Fusion of modes

After classifying the profiles from $P$ meshes, we propose to merge the generated modes that may be similar between meshes. These modes, which may be seen as *appearance regions*, are extracted on the same structure for $P$ different subjects. Profiles of each mesh $M_p$ have been classified and lead to $K_p$ modes (i.e. $K_p$ may vary among meshes, *e.g.* due to the occurrence of pathologies). This fusion step is not a requirement *a priori*, as we could just keep all the modes from the $P$ meshes and add them directly to the MPAM. However, we expect modes from different meshes to be similar (i.e. tissue around the same structure in different images is expected to be mainly the same). The objective is thus to reduce the complexity of the MPAM, by making sure that every mode is as unique as possible.

In order to have a meaningful comparison between modes, an intensity normalization may be required (*e.g.* to cope with images from different imaging systems that are likely to feature different intensity distributions). At image level, this may be done by histogram normalization [Gonzalez & Woods 2008, Acharya & Ray 2005], among others [Vok et al. 2007, Likar et al. 2004, Weisenfeld & Warfield 2004].

With CT images, we found it best not to perform any normalization as the intensity is naturally normalized with the Hounsfield scale. For MR images, which are usually subject to intensity inhomogeneities (*e.g.* artifacts, phantoms and bias field), we propose a method to normalize all modes before fusion that does not require the normalization of the whole images’ intensity. To do so, a normalization factor $N_{\mu,\sigma}^p$ is computed through all modes and through all dimensions.

To normalize modes in the interval [0,100], normalization factor $N_{\mu,\sigma}^p$ is defined as:

$$N_{\mu,\sigma}^p = \frac{100}{(\max_{\mu,\sigma}^p - \min_{\mu,\sigma}^p)}$$

where $\max_{\mu,\sigma}^p$ and $\min_{\mu,\sigma}^p$ are, respectively, the maximum and minimum value of the curves created by the mode means with their corresponding standard deviations, *i.e.* $\mu_k^p \pm \sigma_k^p$, where $\sigma_k^p$ is the diagonal of the covariance matrix $\Sigma_k^p$ (see some examples of these curves in Figure 4.10).

Then, mean $\mu_k^p$ and covariance matrix $\Sigma_k^p$ are normalized as $\mu_k^p$ and $\Sigma_k^p$, respectively:

$$\mu_k^p = N_{\mu,\sigma}^p \times (\mu_k^p - \min_{\mu,\sigma}^p)$$

$$\Sigma_k^p = (N_{\mu,\sigma}^p)^2 \times \Sigma_k^p$$
After this proposed normalization procedure, similar modes may be merged. To do so, we measure the similarity between any pair of modes $M^p_k$ and $M^q_l$ ($M^p_k = \{\mu^p_k, \Sigma^p_k\}$ and $M^q_l = \{\mu^q_l, \Sigma^q_l\}$) by using the Jaccard index (i.e., ratio of the intersection of two sets over their union).

Jaccard index $J$ between $M^p_k$ and $M^q_l$ is defined as:

$$J = \frac{\sum_{i=1}^{l=d} [\mu^p_k(i) - \sqrt{\sigma^p_k(i)}] \cap [\mu^q_l(i) - \sqrt{\sigma^q_l(i)}]}{\sum_{i=1}^{l=d} [\mu^p_k(i) - \sqrt{\sigma^p_k(i)}] \cup [\mu^q_l(i) - \sqrt{\sigma^q_l(i)}]}$$

where $[a, b] \cap (\text{respectively, } c, d)$ is the intersection (respectively, the union) of the two modes, and $\mu^p_k \pm \sqrt{\sigma^p_k}$ is the region spanned by both mean $\mu^p_k$ and standard deviation $\sqrt{\sigma^p_k}$ ($\sigma^p_k$ is the diagonal of covariance matrix $\Sigma^p_k$, see Figure 4.10).

This index is equal to 1 when the 2 modes have the same mean and variance and 0 when they have no values in common. A threshold $J(M^p_k, M^q_l)$ in the interval $[0, 1]$ is used to decide whether the two modes $M^p_k$ and $M^q_l$ are equivalent. By defining two modes as equivalent depending on a threshold on the Jaccard index $J$, we have a convenient way to control the global number of modes. Results on a liver database may be found in section 6.7.

In fact, using the Jaccard index is equivalent to creating a graph where nodes represent the modes and arcs link the modes found to be equivalent. The number of connected components of this graph is the number of independent modes $K$. For connected components with only one node (i.e. without equivalence), modes are directly included into the MPAM with a new index $m$.

For connected components having $r$ equivalent nodes, mean $\bar{\mu}_m$ of the new mode $m$ is computed as the weighted sum of the means $\mu_r$ of these $r$ equivalent nodes:

$$\bar{\mu}_m = \frac{\sum_{j=1}^{r} \sum_{i=1}^{N_i} \gamma^j_i \mu^j_i}{\sum_{j=1}^{r} \sum_{i=1}^{N_i} \gamma^j_i}$$  \hspace{1cm} (4.39)$$

Similarly, the covariance matrix $\bar{\Sigma}_m$ of the new mode $m$ is computed as the weighted sum of the covariance matrices $\Sigma_r$ of these $r$ equivalent nodes:

$$\bar{\Sigma}_m = \frac{\sum_{j=1}^{r} \left( \sum_{i=1}^{N_i} \gamma^j_i (x^j_i - \mu^j_i)(x^j_i - \mu^j_i)^T \right)}{\sum_{j=1}^{r} \sum_{i=1}^{N_i} \gamma^j_i}$$ \hspace{1cm} (4.40)$$

The computation of both mean $\bar{\mu}_m$ and covariance matrix $\bar{\Sigma}_m$ leads to $K$ independent modes $\{\bar{\mu}_m, \bar{\Sigma}_m\}$ and an equivalence table $\eta(p, m)$ establishing the new index $m$ of mode $k$ associated with mesh $M_p$. 


### 4.3. Building Multimodal Prior Appearance Models

An alternative to this first step could be to perform an EM classification of all profiles for all $P$ subjects with model order selection to find the optimal number of modes. The advantage would be to launch only once the EM classification procedure, instead of classifying each dataset’s profiles separately. However, such an approach would lead to a more time consuming task, which would need to be performed each time a new dataset is added.

Instead, we prefer to achieve a separate clustering of each dataset followed by a merging of all modes. This allows us to possibly retrieve one dataset from the global framework without recomputing the others, should this dataset be weak in terms of appearance information. Another advantage of our approach is that it is not biased by the variation of mesh resolution between datasets. In case of EM classification of all datasets’ profiles, the mesh resolution would need to be exactly the same throughout the datasets, so that no dataset gets more profiles and thus no more impact than the others in the classification.

#### 4.3.5 Projection into a reference framework

To build the MPAM, a reference mesh $\mathcal{M}^*$ is required to store the appearance information. The objective is to provide a geometric embedding for the independent modes, in which the $P$ EM classifications need to be registered. More precisely, posterior probabilities $p_\gamma^k$ from the $P$ datasets should be projected into this common reference framework. Because all profile modes are computed independently to any registration, and because the MPAM is multimodal (i.e., less dependent to the point correspondence), our approach is not as sensitive to registration errors as the classical PCA-based methods [Heimann 2009]. However, there is still a need to build a mapping between each mesh $\mathcal{M}_p$ and the reference mesh $\mathcal{M}^*$.
Figure 4.11: Liver mesh registered towards a binary image with globally-constrained deformations: (a) 3D view of original mesh (blue) and registered mesh (red), and \{(b),(c),(d)\} corresponding 2D delineations in the three reference planes.

**Reference mesh \( \mathcal{M}^\ast \) construction** Our first idea consists in non-rigidly registering all \( P \) meshes \( \mathcal{M}_p \) towards the same reference mesh with a coarse-to-fine deformable surface approach. More precisely, each mesh is registered towards a binary image with the globally constrained deformation framework described in section 3.3.2.3 (see an illustration in Figure 4.11). Though results are usually quite satisfactory, our experiments showed that some meshes may diverge from the expected result (i.e. boundaries of the binary image) during mesh deformation. To overcome this problem, we change several times the mesh rigidity (see section 3.3.4.2) during mesh deformation in a coarse-to-fine fashion. However, this solution requires a user intervention to optimize this coarse-to-fine procedure for each mesh. Also, the registration using a binary image as target (i.e. mesh-to-image registration) is not strictly accurate due to the rasterization (i.e. the accuracy depending on voxel size).

This is why we prefer to use a mesh-to-mesh registration. The method consists in first randomly initializing the reference mesh as one of the \( P \) meshes. As a first rigid transformation, we use a robust point set registration using Gaussian mixture models to perform a rigid registration without point correspondence [Jian & Vemuri 2005]. Then, we register the current reference mesh on all meshes before finally recomputing the reference mesh as the mean of the deformed instances (see an illustration in Figure 4.12, left). This process is iterated several times until the mesh reaches a steady state, i.e. typically 3 iterations in our case (see an example in Figure 4.12, right).

**Registration between \( \mathcal{M}^\ast \) and \( \mathcal{M}_p \)** After defining a reference mesh \( \mathcal{M}^\ast \), a registration between the reference mesh \( \mathcal{M}^\ast \) and the \( P \) instance meshes needs to be performed. This registration may be done in both ways: deforming each instance towards the reference mesh (see an illustration in Figure 4.13, left), or deforming the reference mesh towards each mesh (see an illustration in Figure 4.13, right).

In both cases, we propose to use a mesh-to-mesh registration based on currents [Glaunes 2005, Vaillant & Glaunes 2005], which have been successfully used on brain [Durrleman et al. 2009] and heart [Mansi 2010] meshes. The mesh defo-
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Figure 4.12: Creation of the reference mesh $M^*$ from 16 liver meshes using a mesh-to-mesh registration based on currents: (a) registration of all instance meshes towards the current reference mesh, and (b) creation of the final reference mesh $M^*$ as the mean of all registered instance meshes.

Transfer of appearance information Last step consists in an interpolation method required to transfer appearance information from $M_p$ to $M^*$ (i.e. the clustering associated with $M_p$ needs to be projected into $M^*$). For this purpose, we search for each vertex $\mathbf{p}_i$ of the reference mesh its closest points $Cl(\mathbf{p}_i)$ on mesh $M_p$, and also consider its neighbors. We then assign in $\mathbf{p}_i$ the modes of $Cl(\mathbf{p}_i)$ and its neighbors and interpolate the posterior probabilities, the interpolation being inversely proportional to the distance. This interpolation not only compensates any misregistration that may have occurred but also smooths the clustering projection.

To ensure that the clustering information from all $P$ meshes $M_p$ is captured by reference mesh $M^*$, the latter should be finer in terms of resolution (i.e. number of vertices) than the finest mesh $M_p$. This way, there is always at least one vertex from $M^*$ to capture the clustering information from the associated $M_p$ vertices (see an illustration in Figure 4.14).

Finally, for each vertex $\mathbf{p}_i$ of $M^*$, we compute the posterior probability $\tilde{\gamma}_i^m$ by summing and normalizing the posterior probabilities associated to each mode:

$$\tilde{\gamma}_i^m = \frac{\sum_{p=1}^{P} p \gamma_{i}^{(p,m)}}{\sum_{m=1}^{K} \sum_{p=1}^{P} p \gamma_{i}^{(p,m)}} \quad (4.41)$$
Figure 4.13: The registration between the reference mesh $\mathcal{M}^*$ and 8 instance meshes $\{\mathcal{M}_1, \ldots, \mathcal{M}_8\}$ may be done in both ways: (a) deforming each instance mesh towards the reference mesh, or (b) deforming the reference mesh towards each instance mesh.

Figure 4.14: Transfer of appearance information from (a) instance mesh $\mathcal{M}_p$ ($N = 4530$ vertices) to (b) reference mesh $\mathcal{M}^*$ ($N = 11760$ vertices) using a closest point approach. Note how similar is the clustering despite the change of mesh resolution.
### 4.3. Building Multimodal Prior Appearance Models

<table>
<thead>
<tr>
<th>Liver</th>
<th>Resolution(mm)</th>
<th>Image size</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.58x0.58x1.6</td>
<td>512x512x90</td>
</tr>
<tr>
<td>#2</td>
<td>0.70x0.70x2.0</td>
<td>512x512x81</td>
</tr>
<tr>
<td>#3</td>
<td>0.67x0.67x4.0</td>
<td>512x512x48</td>
</tr>
<tr>
<td>#4</td>
<td>0.67x0.67x3.0</td>
<td>512x512x62</td>
</tr>
<tr>
<td>#5</td>
<td>0.61x0.61x5.0</td>
<td>512x512x34</td>
</tr>
<tr>
<td>#6</td>
<td>0.56x0.56x2.0</td>
<td>512x512x79</td>
</tr>
<tr>
<td>#7</td>
<td>0.54x0.54x2.0</td>
<td>512x512x71</td>
</tr>
</tbody>
</table>

Table 4.2: Details of the seven CT images of the liver.

<table>
<thead>
<tr>
<th>Tibia</th>
<th>Resolution(mm)</th>
<th>Image size</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.50x0.50x1.0</td>
<td>512x512x128</td>
</tr>
<tr>
<td>#2</td>
<td>0.29x0.29x0.6</td>
<td>512x512x128</td>
</tr>
<tr>
<td>#3</td>
<td>0.50x0.50x1.0</td>
<td>512x512x120</td>
</tr>
<tr>
<td>#4</td>
<td>0.50x0.50x1.0</td>
<td>512x512x120</td>
</tr>
</tbody>
</table>

Table 4.3: Details of the four MR images of the tibia.

where $P$ is the number of meshes $M_p$, $K$ is the number of modes associated with $M^*$ and $\eta(p, m)$ is the equivalence table described in section 4.3.4 that establishes the new index $m$ of mode $k$ from mesh $M_p$.

In practice, this approach leads to sparse posterior probabilities where only a few modes have non-zero posterior probabilities (i.e. non-negligible values). By filtering negligible posterior probabilities, we reduce the number of modes associated to each vertex during the local search performed by both the regional external forces presented in section 5.2 for segmentation and the boosted clustering presented in section 5.4, which greatly improves the computational time.

#### 4.3.6 An example on livers and tibias

To illustrate the MPAM construction, we have tested our method on seven livers segmented from CT images (see Figure 4.15) and four tibias cropped at knee level segmented from MR images (see Figure 4.18). The CT images of the liver come from 3Dircadb1\(^1\), which is a database provided by IRCAD\(^2\), the French Research Institute against Digestive Cancer. The MR images of the knee are acquired at the University College London Hospital (UCLH) using a T1 FLAIR sequence on a 1.5T MRI device. Details of both CT and MR images may be found in Table 4.2 and Table 4.3, respectively.

For both structures, outward profiles composed of 10 samples extracted every mm are generated from meshes with $\approx 4000$ vertices. The optimal number of modes

---

\(^1\)http://www.ircad.fr/softwares/3Dircadb/3Dircadb1
\(^2\)http://www.ircad.fr
The EM classification is then spatially smoothed with the NEM algorithm. To find the optimal parameter $\beta_n$, the heuristic described in section 4.3.3 is used. For that, NEM is launched in an iterative way starting with $\beta_n = 1$ and increasing $\beta_n$ with a step of 1 at each new iteration. The sharp decrease is considered as reached when the difference between the log-likelihood of two consecutive iterations is negative (i.e. $(\{L(\Theta)\}^{t+1} - \{L(\Theta)\}^t) < 0$). For both structures, $\beta_n = 12$ is necessary to reach this sharp decrease (i.e. $\beta_n = 13$ for liver meshes and $\beta_n = 11$ for tibia meshes). Results of the spatial regularization using NEM may be found in Figure 4.16 and Figure 4.19 for liver and tibia meshes, respectively. Probability for each vertex of both liver #4 and tibia #4 meshes (i.e. each corresponding intensity profile) to belong to one of their four associated modes may be found in Figure 4.17 and Figure 4.20, respectively.

Both liver mesh #4 (see Figure 4.15) and tibia mesh #4 (see Figure 4.18) are chosen as reference meshes $M^*$ for liver and tibia meshes, respectively. To ensure clustering information to be entirely captured by $M^*$, both liver #4 and tibia #4 meshes are refined (see section 3.3.2.4). Then, the meshes of both structures are
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Figure 4.16: Spatial regularization of the EM classification of outward profiles performed on 7 liver meshes \{#1, \ldots, #7\} (see Figure 4.15) using the NEM algorithm with parameter $\beta_n = 13$.

Figure 4.17: Probability for each vertex of liver mesh #4 (i.e., each corresponding intensity profile) to belong to one of its four associated modes depicted in Figure 4.16: (a) pink mode, (b) light green mode, (c) dark green mode, and (d) violet mode. The color map is going from blue (low EM posterior probability) to red (high EM posterior probability).
Figure 4.18: EM classification of outward profiles performed on 4 tibia meshes cropped at knee level \{#1, #2, #3, #4\}. For every mesh, the number of modes is: \(K_1 = 2\), \(K_2 = 7\), \(K_3 = 4\) and \(K_4 = 4\), respectively. Tibia mesh #2 has a smaller mesh size compared to the others (i.e. only the tibial head is segmented), which is due to a reduced FOV featured by its corresponding High Resolution MR image.

Figure 4.19: Spatial regularization of the EM classification of outward profiles performed on 4 tibia meshes cropped at knee level \{#1, #2, #3, #4\} (see Figure 4.18) using the NEM algorithm with parameter \(\beta_n = 11\).

Figure 4.20: Probability for each vertex of tibia #4 (i.e. each corresponding intensity profile) to belong to one of its four associated modes depicted in Figure 4.19: (a) pink mode, (b) light green mode, (c) dark green mode, and (d) violet mode. The color map is going from blue (low EM posterior probability) to red (high EM posterior probability).
4.4. Conclusion

In this chapter, we proposed the construction of Multimodal Prior Appearance Models (MPAM) from the regional clustering of intensity profiles as a novel way to model registered to their respective reference mesh $M^*$ using the mesh-to-mesh registration based on currents (see section 4.3.5). Their associated EM classification is projected on $M^*$ and modes are possibly merged with Jaccard index. For tibia meshes, the normalization proposed in section 4.3.4 has been performed to cope with intensity inhomogeneities present in MR images. Also, we decide not to include tibia #2 (see Figure 4.15) into the MPAM due to its smaller mesh size compared to the others.

For liver meshes, an initial total number of 28 modes leads to 11 new modes after the merging of profiles with $J = 0.6$. For tibia meshes, an initial total number of 10 modes leads to 5 new modes with $J = 0.5$ (see more results in Table 4.4 and the plot of mode means in Figure 4.23). Jaccard index provides thus a simple way to taylor the complexity of the MPAM. Two interesting trends may be highlighted: there is no significant difference between $J = 1.0$ and $J = 0.9$ and there is a significant decrease of the final number of modes between $J = 0.7$ and $J = 0.6$. These trends are confirmed in section 6.7.

The Multimodal Prior Appearance Models (MPAM) built from both liver and tibia meshes are depicted in Figure 4.22.

Table 4.4: Evolution of the final number of modes $K$ for both liver and tibia outward profiles when varying the threshold on Jaccard index $J$.

<table>
<thead>
<tr>
<th>MPAM</th>
<th>Threshold on Jaccard index $J$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>Livers</td>
<td>28</td>
</tr>
<tr>
<td>Tibias</td>
<td>10</td>
</tr>
</tbody>
</table>

Figure 4.21: Mean (solid lines) ± SD (dashed lines) of the four modes (red, green, blue, cyan) from (a) liver #4 and (b) tibia #4 meshes.
Figure 4.22: Multimodal Prior Appearance Model (MPAM) built from both \{(a)+(b)\} liver and \{(c)+(d)\} tibia meshes when using different thresholds on Jaccard index $J$: (a) $J = 1.0 \ (K = 28$ modes), (b) $J = 0.6 \ (K = 11$ modes), (c) $J = 1.0 \ (K = 10$ modes), and (d) $J = 0.5 \ (K = 5$ modes). Mode means are plotted in Figure 4.23.

Figure 4.23: Mode means from the MPAM built from both \{(a)+(b)\} liver and \{(c)+(d)\} tibia meshes when using different thresholds on Jaccard index $J$: (a) $J = 1.0 \ (K = 28$ modes), (b) $J = 0.6 \ (K = 11$ modes), (c) $J = 1.0 \ (K = 10$ modes), and (d) $J = 0.5 \ (K = 5$ modes).
the appearance around structures of interest in medical images. The clustering is
considered as regional because intensity profiles are classified for each mesh, and
not for each vertex (i.e. over a population of meshes). Unlike PCA-based methods
that need an accurate point correspondence, our approach creates modes without
requiring an accurate pointwise registration. This is because the statistical analysis
of appearance is performed at each mesh, and not at each vertex.

One advantage of this feature is that a meaningful MPAM may be built with
very few datasets (in fact one dataset suffices), which makes it well suited for a
bootstrapping strategy. Since multimodal, the MPAM is able to cope with large
variations of appearance. This is not the case with PCA-based methods, which
rely on the hypothesis that the probability density function is well described by
one single Gaussian distribution. As we explained, this hypothesis is often violated
by the presence of pathologies but also by the fact that shape is not necessarily
correlated with appearance.

Intensity profiles are classified using the EM algorithm, and we explained how
to cope with missing data and how to regularize the covariance matrix to avoid any
singularities due to its inversion. After introducing the principles of unsupervised
clustering and model order selection, we presented the OSI index as a novel way
to automatically determine the number of clusters. To have a spatial anisotropic
regularization of EM classification, we presented a spatial regularization approach
based on the Neighborhood EM algorithm. Finally, we explained how to project
the classification from several datasets into a reference mesh where each vertex has
a probability to belong to several intensity profile classes. We also presented the
Jaccard index as a way to control the final number of modes associated with the
reference mesh, in an attempt to reduce the MPAM complexity.
5.1 Introduction

In chapter 4, we presented Multimodal Prior Appearance Models (MPAM) for the modeling of appearance around structures of interest in medical images. These models may be seen as appearance priors because appearance is learned through datasets using an EM clustering of intensity profiles. Somehow, MPAM could be just used for statistical studies on tissue appearance (e.g. in a population-based study). In this case, the EM clustering would have the classification of intensity profiles as sole and final objective.

However, in our case, our final goal is to efficiently use MPAM for segmentation purposes. In practice, our aim is first to estimate the similarity of profile modes contained in the MPAM with profiles sampled during a local search and then, to compute external forces out of this comparison in a deformable model-based segmentation framework (section 5.2). To do so, we propose to change the construction
Spectral clustering In section 4.3.1, we proposed to classify intensity profiles with the EM algorithm, for which we assumed profiles to be represented by Gaussian Mixture Models (GMM), implying that each mode is defined by its mean profile and associated covariance matrix. Though quite efficient to represent appearance around structures at a given resolution, tests have shown that EM algorithm lacks robustness when changing mesh resolution. Indeed, the well-known curse of dimensionality seems to affect the results for different resolutions (i.e. number of profiles changes while profile length stays the same). In fact, the main issue with generative models, such as K-Means, Fuzzy C-Means and especially EM algorithm, is that they usually assume data to have a Gaussian distribution. In medical image analysis, this hypothesis may not always hold [Heimann 2009]. This seems to be the case with intensity profiles too, whose distribution appears not to be Gaussian (this is exemplified in Figure 5.2). As a consequence, EM algorithm is known to be sensitive to its initialization and is thus likely to converge to local maxima. In this case, several restarts are usually needed to converge to global maxima, which makes EM algorithm unstable.

To overcome these drawbacks, we present in this chapter an alternative clustering method, the spectral clustering [Donath & Hoffman 1973], which is used in computer vision, machine learning, pattern recognition and VLSI design [Luxburg 2007, Malik et al. 2001, Ng et al. 2001, Alpert & Yao 1994]. The idea is to perform clustering on a lower dimensional space built from the spectral analysis of similarity matrices. Experiments in the literature have shown that graph vertices have the advantage to reinforce the Gaussian hypothesis on input data points [Luxburg 2007, Ng et al. 2001] (see Figure 5.3). Another advantage is to ease the initialization issue, since data points are meant to be better represented with the similarity graph. Last but not least, curse of dimensionality is reduced. Indeed, data dimension is not related to profile length anymore, but rather to spectral data featuring a reduced number of dimensions.
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Figure 5.2: Plot of intensity profiles (extending from 10 mm inward to 10 mm outward with samples every 1 mm) from two liver meshes {((a),(c))} when projected on a 2D subspace using PCA {((b),(d))}. This 2D subspace corresponds to the two largest eigenvalues. For both meshes, $N = 7586$ profiles are extracted. Note that the distribution of intensity profiles on their respective 2D subspace is not Gaussian.

Figure 5.3: An example of spectral clustering applied on a set of 2D data points: representation of the dataset (a) before and (b) after spectral clustering (Source: [Ng et al. 2001]).
The consecutive steps for spectral clustering are depicted in Algorithm 1 and Figure 5.4. First, a similarity function needs to be defined between intensity profiles (section 5.3.1). This similarity function ensures the creation of a spectral graph (section 5.3.2), whose nodes represent the data points (i.e. intensity profiles). Two nodes are connected if corresponding data points are similar, i.e. if their similarity value is positive or larger than a threshold, and the connecting edge is weighted with the value returned by the similarity function. Spectral clustering consists in finding partitions of the graph such that edges between cluster of vertices have low weights (i.e. data points in different cluster are dissimilar from each other) and edges within a cluster have high weights (i.e. data points within the same cluster are similar from each other). Then, top eigenvectors are extracted from the affinity matrix associated with the spectral graph (section 5.3.3). The number of top eigenvectors may be computed in an automatic fashion with a model order selection based on a heuristic (section 5.3.4). These top eigenvectors are the new representation of data points, i.e. spectral data, which are classified with EM clustering (section 5.3.5).

**Algorithm 1** Spectral clustering algorithm (inspired from [Ng et al. 2001]).

Given a set of intensity profiles $S = \{x_i, \ldots, x_N\}$ in $\mathbb{R}^d$:

1. Define a similarity function and a similarity graph.
2. From the similarity graph, form affinity matrix $A \in \mathbb{R}^{N \times N}$ defined by $A_{ij} = \exp(-\|x_i - x_j\|^2/(2\sigma^2))$ if $i \neq j$ and $A_{ii} = 0$.
3. Define diagonal matrix $D$ whose $(i,i)$-element is the sum of $A$’s $i$-th row.
4. Construct Laplacian matrix $L = D^{-1/2}AD^{-1/2}$.
5. Find $\{v_1, v_2, \ldots, v_K\}$, the $K$ top eigenvectors of $L$.
6. Form matrix $X = [v_1v_2 \ldots v_K] \in \mathbb{R}^{N \times K}$ by stacking the eigenvectors in columns.
7. Form matrix $Y$ from $X$ by re-normalizing each of $X$’s rows to have unit length, i.e. $Y_{ij} = X_{ij}/(\sum_{j=1}^{N}X_{ij}^2)^{1/2}$.
8. Cluster the rows of $Y$ (i.e. as points in $\mathbb{R}^K$) into $K$ clusters using EM algorithm.
9. Finally, compute EM parameters $\{\mu^p_k, \Sigma^p_k, \pi^p_k\}$ using posterior probabilities $p_{\gamma_{ik}}$ from the EM clustering performed in the spectral space.

![Figure 5.4: Pipeline for spectral clustering.](image)
5.2. Localization criterion and MPAM external forces

5.2.1 Localization criterion

The objective of this localization criterion is to test whether a given profile mode $M_k$ (i.e. mean $\mu_k$ and covariance matrix $\Sigma_k$) is able to unambiguously determine the boundary at a given vertex. More precisely, the offset which maximizes a similarity criterion (or minimizes a distance) between the current profile and the associated profile mode is computed and must be small enough. This localization criterion is used later on in this chapter by the boosted clustering.

First step consists in choosing an intensity similarity measure. Several measures may be used (see section 3.3.5.4). In our case, we decide to use sum of absolute differences, linear criterion and Mahalanobis distance.

The objective is to compute the offset $\alpha_i$ that maximizes a similarity value (for linear criterion) or minimizes a distance (for sum of absolute differences and
Figure 5.5: In boosted clustering, the search for the optimal offset $\alpha_i$ along the normal (red line) at a given vertex (red circle) consists in shifting a profile (blue squares) inward and outward (blue arrows) mesh surface (green line): (a) 2D slice of the CT image from which profiles are sampled, and (b) 2D plot of the corresponding sampled intensity values.

Mahalanobis distance. In practice, the profile is regularly sampled along the normal (e.g. every millimeter) and profile offsets are obtained by shifting the profile inward and outward (see an illustration in Figure 5.5).

Let $x(p_i, n_i)$ be the intensity profile at vertex $p_i$ along normal $n_i$.

Let $\alpha_i$ be the offset of that profile along the normal as $x(p_i + \alpha_i n_i, n_i)$.

Let mean $\mu_k$ and covariance matrix $\Sigma_k$ be the EM parameters of profile mode $M_k$ the profile $x(p_i, n_i)$ belongs to.

Offset $\{\alpha_i\}_{\text{line}}$ needs to maximize the linear criterion:

$$\{\alpha_i\}_{\text{line}} = \arg \max_{\alpha_i,k} \left( \frac{(x(p_i + \alpha_i n_i, n_i) \cdot \mu_k)^2}{(x(p_i + \alpha_i n_i, n_i)^2) \cdot (\mu_k^2)} \right)$$ (5.1)

Both offsets $\{\alpha_i\}_{\text{diff}}$ and $\{\alpha_i\}_{\text{maha}}$ need to minimize the sum of absolute differences and the Mahalanobis distance, respectively:

$$\{\alpha_i\}_{\text{diff}} = \arg \min_{\alpha_i,k} \left( |x(p_i + \alpha_i n_i, n_i) - \mu_k| \right)$$ (5.2)

$$\{\alpha_i\}_{\text{maha}} = \arg \min_{\alpha_i,k} \left( (x(p_i + \alpha_i n_i, n_i) - \mu_k)^T \Sigma_k^{-1} (x(p_i + \alpha_i n_i, n_i) - \mu_k) \right)$$ (5.3)
A small $\alpha_i$ means there exists one mode that can well localize the boundary at that point. Otherwise, it means either that the current profile has no suitable feature to localize the structure boundary, or that profile mode $M_k$ (i.e. mean $\mu_k$ and covariance matrix $\Sigma_k$) is not suitable to represent it. Should $\alpha_i$ be greater than a defined threshold ($\text{e.g.}$. 2mm), current point is considered as not being well represented by the current classification (i.e. considered as an outlier). Using offset $\alpha_i$ as a weak classifier, we thus enforce the classification associated with the MPAM to produce profile modes that are suitable for image segmentation.

### 5.2.2 External forces based on the MPAM

As previously introduced in section 3.3.5, external forces attract the mesh to image-based features in order to fit a desired region of interest. These forces, which are expressed as a displacement field, compute the displacement of each vertex using information coming from the MPAM. For intensity profiles, a local search is performed (see an illustration in Figure 5.5).

The new vertex position $p(x_i)'$, or target position, is computed as:

$$p(x_i)' = p(x_i) + (\alpha_i \ n_i)$$  \hspace{1cm} (5.4)

where $n_i$ is the normal at vertex $p(x_i)$ and $\alpha_i$ is the offset distance from $p(x_i)$ and along $n_i$ for which the profile maximizes its similarity measure with one of the modes $M_k$ profile $x_i$ belongs to.

In this thesis, we propose regional external forces based on the MPAM (see chapter 4). Though only one offset per vertex is considered, the comparison is done with multiple modes during local search. Indeed, since the MPAM is multimodal, more than one mode may be assigned to $x_i$. More precisely, every current profile sampled during local search is compared with every mode $M_k$, hence the multimodality of the MPAM.

In practice, only modes whose posterior probability is higher than a threshold ($\text{e.g.}$. $10^{-3}$) are considered. This may be done because EM classification leads to unfuzzy posterior probabilities whose values are either very high or very low (i.e. $\ll 10^{-3}$).

To compare profile $x_i$ with multiple modes, we use the three similarity measures presented in previous section. For the Mahalanobis distance, only the diagonal term $\sigma_k$ of covariance matrix $\Sigma_k$ may be considered. This has the advantage of reducing computational time, which may be considerable since the comparison is multimodal.

Finally, the regional external force $Rf_{ext}(p(x_i))$ drives the vertex $p(x_i)$ in the direction of the target position $p(x_i)'$:

$$Rf_{ext}(p(x_i)) = \beta(p(x_i)' - p(x_i))$$  \hspace{1cm} (5.5)
where $\beta$ is the global weight controlling the strength of the external forces (see equation 3.2).

To improve segmentation results, a confidence $\Psi_i$ based on the value returned by the intensity similarity measure may be used to locally weight the regional external force $R_{ext}(p(x_i))$ at each vertex $p(x_i)$ (unlike $\beta$, which is a global weight equally applied on all external forces). Indeed, the external force applied to a vertex whose associated modes feature a high similarity measure during the local search is expected to give good segmentation results.

For the Mahalanobis distance, confidence $\Psi_i$ is defined as:

$$\Psi_i = \frac{d}{\sqrt{\{\alpha_i\}_{\text{maha}}}}$$  \hspace{1cm} (5.6)

where $d$ is the number of dimensions featured by profile $x_i$ and $\{\alpha_i\}_{\text{maha}}$ is computed from equation 5.3.

Using confidence $\Psi_i$, the regional external force $R_{ext}(p(x_i))$ from equation 5.5 is defined as:

$$R_{ext}(p(x_i)) = \beta \Psi_i (p(x_i)' - p(x_i))$$  \hspace{1cm} (5.7)

In practice, this external force expression needs a normalization step because the Mahalanobis distance computed at each vertex may greatly vary. However, such a normalization may be done only after computing the Mahalanobis distance at each vertex. This requires a second pass of computation at each deformation iteration, which may substantially increase the computation time needed for the segmentation. This is why we decide not to use this expression of the external force in the remainder of this manuscript. Nevertheless, this expression could be an improvement in the future.

### 5.3 Spectral clustering

#### 5.3.1 Similarity function

First step in spectral clustering consists in choosing the similarity function to determine how close two feature vectors are (i.e. how similar two data points are). This function determines the weight of the edge between two vertices from the similarity graph. This is why this function must be chosen carefully, so that local neighborhoods induced by this function are meaningful [Luxburg 2007]. In general, this function depends on the domain the data comes from.

In the common case where feature vectors belong to the Euclidean space $\mathbb{R}^d$, the Gaussian kernel function is to be used. This is also our case because we want data
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points to be represented by a Gaussian Mixture Model. Other kernel functions may be found in the literature [Balcan et al. 2007, Blum 2007, Clausen 1985].

The Gaussian kernel function $S(x_i, x_j)$ is defined as:

$$S(x_i, x_j) = \exp \left(-\frac{||x_i - x_j||^2}{2\sigma^2}\right)$$  \hfill (5.8)

where $\sigma$ is the variance controlling the scale of the neighborhoods.

Variance $\sigma$ plays an important role in the graph construction, and thus on the spectral clustering. As there seems to be no theory on how to determine $\sigma$, empirical experiments need to be done to optimize its value. For instance, one solution consists in iteratively trying different values of $\sigma$ and choosing the value that gives the tightest clusters after clustering, so that distortion is minimized [Ng et al. 2001]. Some rules of thumb are usually used in the literature to compute $\sigma$ [Luxburg 2007]. When using a $k$-nearest neighbor graph, $\sigma$ may be chosen in the order of the mean distance of a vertex to its $k$-nearest neighbor. When using a $\varepsilon$-neighborhood graph, $\sigma$ may be chosen as $\sigma = \varepsilon$ after determining $\varepsilon$ using the minimal spanning tree heuristic [Feremans et al. 2004]. Other methods may be found in the literature [Meila & Shi 2000].

With intensity profiles, we decide to compute $\sigma$ as the intensity standard deviation (SD) of the tissue that features at best the structure of interest, multiplied by the number of dimensions. For instance, we choose parenchyma as the tissue that features at best the liver and estimate the standard deviation of its intensity in CT images at $SD = 60$. For a profile of length 16, this means we have $\sigma_{\text{liver}} = 16 \times 60 = 960$. Our experiments showed that this value gives satisfactory results.

In addition, we added a neighboring weight $\omega_{\text{nei}}$ specific to simplex meshes to spatially regularize the clustering. Similarly to section 4.3.3, the objective is to account for the connectivity between profiles by giving a higher similarity to neighboring profiles.

Should profile $x_j$ be among the three neighbors of profile $x_i$, we decrease their pairwise distance by $\omega_{\text{nei}}$ such that:

$$S(x_i, x_j)' = \omega_{\text{nei}} S(x_i, x_j)$$  \hfill (5.9)

where $\omega_{\text{nei}} \in [0, 1]$.

Tests showed that the SVD computation, which is used afterwards for the extraction of top eigenvectors, features convergence issues for $\omega_{\text{nei}} < 0.8$. However, $\omega_{\text{nei}} = 0.8$ gives good results, leading to an increased local neighborhood (see an illustration in Figure 5.6).
5.3.2 Similarity graph

After choosing the appropriate similarity function, next step consists in transforming data points into vertices of a similarity graph.

In the literature, several types of graph have been proposed:

- Fully connected graph: all vertices are connected with each other.
- $\varepsilon$-neighborhood graph: two vertices are connected only if their pairwise distance is smaller than a threshold $\varepsilon$.
- $k$-nearest neighbor graph: two vertices are connected only if one vertex is among the $k$-nearest neighbors of the other.

*Fully connected graph* is to be used only if all points are known to have a similarity with each other. Also, depending on the number of vertices $N$, this graph may require large computation resources since a Singular Value Decomposition (SVD) needs to be performed on the associated $N \times N$ matrix to extract eigenvectors. This is especially the case with high resolution meshes, where the number of vertices $N$, and thus of profiles, may be greater than 20 000.

To overcome this potential issue, *$\varepsilon$-neighborhood graph* features a threshold $\varepsilon$ that is used to decide whether two vertices are connected or not (i.e. vertices are connected only if their are similar).

Finally, *$k$-nearest neighbor graph* consists in connecting only the $k$-nearest neighbors of each vertex. This implementation leads to a directed graph though, since neighborhood relationships are not symmetric (i.e. two vertices are not necessarily among the first $k$-neighbors of each other). To make the graph undirected, like for both *fully connected* and *$\varepsilon$-neighborhood graphs*, a solution consists in allowing the connection of two vertices only if they are among the $k$-nearest neighbors of each other.
Should either $\varepsilon$-neighborhood or $k$-nearest neighbor graph be chosen, the SVD algorithm must be able to deal with sparse matrices, as some entries of the similarity matrix are going to be empty.

We tested the three methods for the clustering of intensity profiles. Depending on mesh resolution, fully connected graph requires lots of memory, especially with high resolution meshes. We thus tested the $\varepsilon$-neighborhood graph, with varying values of $\varepsilon$ to overcome this problem. Using a threshold offers a fast and straightforward solution to define a neighborhood compared to a $k$-nearest neighborhood where a sort needs to be performed among all possible neighbors. This implementation is not stable enough though, because some profiles are dissimilar to many others. Depending on the value of $\varepsilon$, some vertices may have many neighbors while others may only have a few neighbors (i.e. corresponding rows of the affinity matrix are almost full or empty). As a consequence, SVD computation is sometimes not able to find a solution.

This is why we use a $k$-nearest neighbor graph, as suggested in [Luxburg 2007], so that each vertex, and thus each row of the associated affinity matrix, has exactly the same number of neighbors. Empirical tests on liver and bone profiles showed that $k = 14\% \times N$ gives the optimal results. Below this value, SVD computation does not converge (i.e. there is not enough information to compute eigenvectors). Conversely, increasing $k$ does not seem to bring more information in SVD computation (i.e. eigenvectors are not significantly changing).

When both the similarity function and the similarity graph have been chosen, affinity matrix $A$ must be computed so that eigenvectors may be extracted. Affinity matrix $A$ is a full matrix with fully connected graphs and becomes sparse with $\varepsilon$-neighborhood and $k$-nearest neighbor graphs. As previously said, caution needs to be taken to avoid convergence issues, depending on how sparse is the matrix.

Affinity matrix $A$ is defined as:

$$A_{ij} = S(x_i, x_j) \quad \text{if } i \neq j$$

(5.10)

where $A \in \mathbb{R}^{N \times N}$, $S(x_i, x_j)$ is the Gaussian kernel function (see equation 5.8), $i \in k$-nearest neighbors of $j$ (and vice versa) and $A_{ii} = 0$ (see Algorithm 1, line 2).

### 5.3.3 Top eigenvectors extraction

To compute top eigenvectors, the Laplacian matrix $L$ needs first to be computed (see Algorithm 1, line 4). Laplacian matrices are the main concept of spectral clustering and lots of research has been conducted to study these matrices [Chung 1997].

However, three types of Laplacian matrix are usually used in most common spectral clustering algorithms:

- **Unnormalized Laplacian matrix** $L$ [Mohar 1997]:

$$L = D - A$$

(5.11)
• Normalized Laplacian matrix $L_{rw}$ [Shi & Malik 2000]:

$$L_{rw} = D^{-1}A$$  \hspace{1cm} (5.12)

• Normalized Laplacian matrix $L_{sym}$ [Ng et al. 2001]:

$$L_{sym} = D^{-\frac{1}{2}} A D^{-\frac{1}{2}}$$  \hspace{1cm} (5.13)

where $A$ is the affinity matrix (see equation 5.10) and $D$ is a diagonal matrix whose $(i,i)$-element is the sum of $A$’s $i$-th row (see Algorithm 1, line 3).

The normalized Laplacian matrix from equation 5.12 is denoted $L_{rw}$ because this matrix is closely related to a random walk [Lovász 1993]. The normalized Laplacian matrix from equation 5.13 is denoted $L_{sym}$ as it is a symmetric matrix. To cluster intensity profiles, we decide to use $L_{sym}$ because the associated spectral clustering algorithm [Ng et al. 2001] features an additional normalization step (i.e. by creating matrix $Y$) that is suitable for our proposed initialization of the EM algorithm using Gray code (see section 5.3.5).

Next step consists in finding the $K$ top eigenvectors of Laplacian matrix $L$ (see Algorithm 1, line 5). As there are as many eigenvectors as rows in $L$, computation requirement to extract eigenvectors may be considerable when using fully connected graphs, especially for high resolution meshes. This is why $ε$-neighborhood and $k$-nearest neighbor are usually preferred, since they lead to sparse matrices that have the advantage to reduce the computation resources. Another point is that computing all eigenvectors is not necessary. Only top eigenvectors are needed for spectral clustering. The most popular methods to extract top eigenvectors are the Krylov methods [Golub & Loan 1996].

### 5.3.4 Model order selection

Instead of performing a model order selection on original data points, spectral clustering is aimed at using top eigenvectors for this operation. As previously explained, the advantage is that spectral data points feature a much stronger Gaussian distribution [Luxburg 2007, Ng et al. 2001]. This feature results in more efficient GMM-based model order selection criteria, and all methods described in section 4.3.2 should be reinforced thanks to this new data representation.

An interesting property that is particularly suited for spectral clustering, and which is known as the eigengap heuristic, consists in combining a model order selection with the selected number of top eigenvectors. The objective is to select the number of modes $K$ as the number of eigenvalues $λ_1, \ldots, λ_k$ so that there is a significant gap $δ$ between $λ_k$ and $λ_{k+1}$. This heuristic has been justified in both perturbation and spectral graph theories [Mohar 1997, Chung 1997].

Advantage of such an heuristic is its invariance to eigenvalues, since the selection is not based on the eigenvalue per se, but rather on the difference between consecutive eigenvalues. This feature is particularly interesting in our case because
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Figure 5.7: Plot of eigenvalues from 20 top eigenvectors, which are extracted from the profiles of 2 livers \{(a)-(b)\} using the same reference mesh in four resolutions: \(N = 3856\) (blue solid line), \(N = 7586\) (red dashed line), \(N = 11760\) (green dotted line), and \(N = 35280\) (cyan dash-dot line). Note how eigenvalues feature the same steep decreases in the four resolutions. More results of eigengap heuristic robustness with respect to resolution may be found in Figure 6.4.

the number of intensity profiles may greatly vary depending on the mesh resolution. Our experiments showed that such a difference may have an impact on eigenvalues. They also showed that a gap \(\delta = 0.15\) gives good results in selecting the number of modes for liver profiles (see a plot of eigenvalues in Figure 5.7). Results showing the performance of the eigengap heuristic compared to the OSI criterion may be found in section 6.4. Results showing the eigengap heuristic robustness with respect to the resolution may be found in section 6.5.

5.3.5 Clustering of spectral data

At this stage, we have found the \(K\) top eigenvectors of Laplacian matrix \(L\) (see Algorithm 1, line 5). These \(K\) top eigenvectors have been stacked in columns to form matrix \(X\) (see Algorithm 1, line 6). Since we are using the normalized Laplacian matrix \(L_{sym}\) (see section 5.3.3), the last transformation consists in normalizing matrix \(X\) (see Algorithm 1, line 7).

For that, matrix \(Y\) is formed by normalizing each row of matrix \(X\) to have unit length [Ng et al. 2001]:

\[
Y_{ij} = \frac{X_{ij}}{\sqrt{\sum_{j=1}^{N} X_{ij}^2}}
\]  

(5.14)

Matrix \(Y\) contains the new data points that are to be clustered. In the literature, this clustering is usually performed using K-Means [Ng et al. 2001]. In our case, we
chose the EM algorithm as it is the most suited method to represent GMM (see Algorithm 1, line 8).

A specific care needs to be taken when initializing the EM algorithm with spectral data points. Indeed, some eigenvalues may be similar. This is particularly the case with intensity profiles. Our experiments showed that corresponding eigenvectors are likely to lead to similar mode centers trapped in the same local minimum (see an illustration in Figure 5.9).

Since spectral data points are normalized when using Laplacian matrix $L_{sym}$ (i.e. $X_{ij} \in \{0, 1\}$), we decide to initialize mode centers using the Gray code [Savage 1997] (see some Gray code examples in Figure 5.8). Gray code is a binary numerical system in which two successive values differ in only one bit.

Doing so, we prevent mode centers to end up in similar minima, since they are initialized orthogonal one from each other (i.e. unlike a classical random initialization where two mode centers may be close to each other). Caution needs to be taken though, as we have to ensure there are enough Gray codes for the number of mode centers $K$ (i.e. $K < 2^d$, where $d$ is the number of dimensions featured by the mode centers, which corresponds to the number of top eigenvectors in spectral clustering).

After the EM clustering, EM parameters from spectral clustering, which are referred to as $\hat{\pi}_k^p$, $\hat{\mu}_k^p$ and $\hat{\Sigma}_k^p$, may not be directly used with original data points because these parameters are computed in the spectral space (i.e. they do not have the same number of dimensions). However, posterior probabilities $p\hat{\gamma}_i^k$ do not

---

**Figure 5.8**: Examples of Gray codes when using (a) 2 bits, (b) 3 bits, and (c) 4 bits. Gray code, which is a binary numerical system in which two successive values differ in only one bit, is used to initialize the EM mode centers from spectral data.
Figure 5.9: Spectral clustering of liver profiles spanning both sides and whose mode centers ($K = 9$ modes) are initialized: (a) using a random EM initialization, and (b) using the Gray code. Note how the two main modes on the left (in green and light pink), whose centers are similar and trapped in the same local minimum, are separated on the right (main mode is in purple now) thanks to the Gray code initialization.

have this dimensional issue and may thus be used to recompute $\{\pi_k^p, \mu_k^p, \Sigma_k^p\}$ in one M-step on original data points $x_i$ (see Algorithm 1, line 9).

From equations 4.11, 4.12 and 4.13, mixing coefficients $\pi_k^p$, means $\mu_k^p$ and covariance matrices $\Sigma_k^p$ are computed as:

\[
\pi_k^p = \frac{1}{N} \sum_{i=1}^{N} p_{\gamma_i}^k
\]

\[
\mu_k^p = \frac{\sum_{i=1}^{N} p_{\gamma_i}^k x_i}{\sum_{i=1}^{N} p_{\gamma_i}^k}
\]

\[
\Sigma_k^p = \frac{\sum_{i=1}^{N} p_{\gamma_i}^k (x_i - \mu_k^p)(x_i - \mu_k^p)^T}{\sum_{i=1}^{N} p_{\gamma_i}^k}
\]

Results illustrating the spectral clustering performed on liver profiles may be found in Figure 6.3.

5.4 Boosted clustering

5.4.1 Single pass boosted clustering

As depicted in Figure 5.10 and Algorithm 2, the boosted clustering consists in applying a weak classifier under the constraint that offset $\alpha_i$ is smaller than a threshold.
for all profiles. Profiles that are rejected (i.e. whose offset $\alpha_i$ is greater than the threshold) are not considered anymore in the remainder of the algorithm. Profiles that are kept may not be saved as such though, because their associated EM parameters (i.e. $\mu$ and $\Sigma$) are computed from profiles that have been discarded (i.e. rejected profiles).

To overcome this issue, EM parameters $\mu$ and $\Sigma$ must be updated so that they are only computed from kept profiles. But then, the weak classifier must be launched once again to check whether kept profiles are still featuring an offset $\alpha_i$ lesser or equal to the threshold with their updated EM parameters. If so, profiles are kept; otherwise, they are rejected. This procedure is iterated until a steady state is reached, i.e. when the number of rejected profiles becomes negligible (see Figure 5.10, blue arrows).

However, our experiments showed that the boosted clustering only keeps between 30% and 60% of the total number of profiles, which is not enough for a further segmentation procedure. This is explained by the important number of profiles that are rejected, not only because their associated classification is not discriminant enough with respect to offset $\alpha_i$ at the first iteration, but also because their updated classification does not improve during the iterative procedure. In next section, we propose to iteratively re-estimate rejected profiles as new GMM in an attempt to increase the number of kept profiles.

5.4.2 Cascading boosted clustering

In this new version of the boosted clustering, depicted in Figure 5.11 and Algorithm 3, the profiles that have been rejected are now considered as input to another iteration of the algorithm. At each iteration, rejected profiles are represented by a new GMM (i.e. new $\mu$ and $\Sigma$). By cascading the weak classifier, the number of profiles that are classified while satisfying offset $\alpha_i$ is constantly increasing after each iteration (see Figure 5.11, red arrows).

In theory, the boosted clustering should stop when offset $\alpha_i$ is met by all profiles. In practice, the algorithm stops when a steady state is reached, i.e. when the
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Algorithm 2 Single pass boosted clustering algorithm.

1: apply spectral clustering on $N$ profiles with the number of modes selected by
the eigengap heuristic on 20 top eigenvectors.
2: while decrease of kept profiles $\geq 0.01\%$ do
3:     for $i = 1$ to $N$ do
4:         if profile $j$ matches one of its modes at a distance $\leq 2.0$ then
5:             keep profile $j$.
6:         else
7:             reject profile $j$.
8:     end if
9:     end for
10:     compute one M-step to update centers and covariance matrices.
11: end while
12: save probabilities, means and covariance matrices as a GMM and consider re-
jected profiles as outliers.

![Pipeline for cascading boosted clustering.](image)

additional number of kept profiles is below a defined threshold. Each iteration
of the weak classifier increases the number of profile modes that are found to be
adequate to represent the appearance of the structure in the image.

Our experiments showed that cascading boosted clustering keeps around 60% to
70% of the total number of profiles. Although these results are better than
those described in the previous section, they are still unsatisfactory and could be
improved. These unsatisfactory results are likely to be due to the spectral clustering
performance on a number of profiles that may decrease dramatically after each
iteration. Also, there is no guarantee that the eigengap heuristic used for model
order selection performs the same way with this decreased number of profiles. As a
solution, we propose in the next section to change the model order selection based
on the eigengap heuristic by a hierarchical approach.
Algorithm 3 Cascading boosted clustering algorithm.
1: apply spectral clustering on $N$ profiles with the number of modes selected by the eigengap heuristic on 20 top eigenvectors.
2: while increase of kept profiles $\geq 1\%$ do
3:    while decrease of kept profiles $\geq 0.01\%$ do
4:        for $i = 1$ to $N$ do
5:            if profile $j$ matches one of its modes at a distance $\leq 2.0$ then
6:                keep profile $j$.
7:            else
8:                reject profile $j$.
9:        end if
10:    end for
11:    compute one M-step to update centers and covariance matrices.
12: end while
13: save probabilities, means and covariance matrices as a GMM.
14: apply spectral clustering on rejected profiles with the number of modes selected by the eigengap heuristic on 20 top eigenvectors.
15: end while
16: consider rejected profiles as outliers.

5.4.3 Cascading boosted clustering with hierarchical approach

In Figure 5.12 and Algorithm 4, we depict the cascading boosted clustering with hierarchical approach. Though the initialization is still performed using the eigengap heuristic, the model order selection performed at each iteration of the cascading boosted clustering is now replaced by a hierarchical approach [Bishop 2007]. Instead of systematically saving a new GMM after each iteration (see Figure 5.11, red arrows), the consistency of the GMM is now tested. To do so, the ratio of kept profiles (i.e. number of kept profiles with respect to the total number of profiles $N$) is computed.

If this percentage is higher than a threshold $\rho$ (e.g. 3% of the total number of profiles $N$), the GMM is saved (i.e. considered as consistent) and a new iteration of the cascading boosted clustering is launched (see Figure 5.12, red arrows). A low threshold $\rho$ enables the creation of GMM composed of modes with a few number of profiles, which may be useful to capture the appearance of very small or very specific regions around the structure.

Otherwise, kept profiles are rejected and model order selection based on the hierarchical approach is launched (see Figure 5.12, green arrows). The objective is to classify rejected profiles using spectral clustering, but with a minimum number of modes $K_{min}$ this time. At the next iteration, if kept profiles still do not reach threshold $\rho$, they are discarded again and re-classified using $K_{min+1}$ modes. This procedure is performed in an iterative way until $K_{max}$ modes are reached.

The number of modes is increased at each iteration so that the GMM receives
more and more degrees of freedom to represent the data points (i.e. kept profiles). This is an important principle of unsupervised clustering: the more clusters, the better data are represented, but at a cost of a more complex model, which usually leads to over-fitting. An appropriate $K_{\text{max}}$ must thus be carefully chosen to avoid this undesirable effect.

The cascading boosted clustering with hierarchical approach may end in two different ways. Either $K_{\text{max}+1}$ modes have been reached at the end of the model order selection based on the hierarchical approach (i.e. meaning that $K_{\text{max}+1}$ modes are not enough to ensure the classification of at least $\rho\%$ of kept profiles), or a steady state is reached (i.e. the additional number of kept profiles is below a defined threshold, similarly to cascaded boosted clustering).

Cascading boosted clustering with hierarchical approach leads in average to 75% to 99% of kept profiles (see an example in Figure 5.13), which we consider as a satisfying number of kept profiles for a further segmentation procedure. More results of cascading boosted clustering may be found in section 6.6.

5.4.4 Discussion

The advantage of using a hierarchical approach is to test the GMM consistency at each iteration. Should one GMM not be consistent (i.e. when number of associated kept profiles is below threshold $\rho$), the classification is optimized by increasing the number of modes $K_{\text{nc}}$ (i.e. by giving the GMM more degrees of freedom to represent kept profiles). Our experiments showed that a $\rho = 3\%$ gives satisfactory results. Another advantage of this hierarchical approach is to enforce a minimum mode size using threshold $\rho$, which prevents the creation of tiny modes.

The profiles that are not classified by the cascading boosting clustering correspond to small regions with a specific appearance but with not enough profiles to robustly estimate a mean and covariance matrix. These profiles could also be associated with regions with no salient features to describe the boundaries. At the end
Algorithm 4 Cascading boosted clustering algorithm with hierarchical approach.

1: apply spectral clustering on \( N \) profiles with the number of modes selected by
the eigengap heuristic on 20 top eigenvectors.

2: \( \textbf{while} \) increase of kept profiles \( \geq 1\% \) AND \( K_{\text{ite}} \leq K_{\text{max}} \) \( \textbf{do} \)

3: \hspace*{0.2cm} initialize \( K_{\text{ite}} \) with \( K_{\min} \).

4: \hspace*{0.2cm} break = false.

5: \hspace*{0.2cm} \textbf{repeat}

6: \hspace*{0.4cm} \textbf{while} decrease of kept profiles \( \geq 0.01\% \) \( \textbf{do} \)

7: \hspace*{0.6cm} \textbf{for} \( i = 1 \) to \( N \) \( \textbf{do} \)

8: \hspace*{0.8cm} \textbf{if} profile \( j \) matches one of its modes at a distance \( \leq 2.0 \) \( \textbf{then} \)

9: \hspace*{1.0cm} keep profile \( j \).

10: \hspace*{0.8cm} \textbf{else}

11: \hspace*{1.0cm} reject profile \( j \).

12: \hspace*{0.8cm} \textbf{end if}

13: \hspace*{0.8cm} \textbf{end for}

14: \hspace*{0.2cm} compute one M-step to update centers and covariance matrices.

15: \hspace*{0.2cm} \textbf{end while}

16: \hspace*{0.2cm} \textbf{if} number of kept profiles \( \leq 3\% \) \( \textbf{then} \)

17: \hspace*{0.4cm} reject kept profiles associated with current GMM.

18: \hspace*{0.4cm} increase the number of modes \( K_{\text{ite}} \).

19: \hspace*{0.4cm} apply spectral clustering on rejected profiles using \( K_{\text{ite}} \) modes.

20: \hspace*{0.4cm} \textbf{else}

21: \hspace*{0.6cm} save probabilities, means and covariance matrices as a GMM.

22: \hspace*{0.6cm} re-initialize \( K_{\text{ite}} \) with \( K_{\min} \).

23: \hspace*{0.6cm} break = true.

24: \hspace*{0.4cm} \textbf{end if}

25: \hspace*{0.2cm} \textbf{until} \( K_{\text{ite}} > K_{\text{max}} \) \( \text{OR} \) break = true

26: \hspace*{0.2cm} \textbf{end while}

27: consider rejected profiles as outliers.
Figure 5.13: Cascaded boosted clustering with hierarchical approach applied on profiles sampled both sides of a liver mesh. The algorithm needed 5 global iterations to converge. First, (a) spectral clustering is applied as initialization step. Note that the thoracic cage is represented by only one mode (dark green stripes). After the first global iteration, (b) only 58% of profiles are considered as well classified by the offset \( \alpha_i \). See how profiles representing the thoracic cage have been discarded (discarded profiles are highlighted by white vertices). Then, the cascading boosted clustering optimizes the classification to reach (c) 67\%, (d) 77\%, (e) 85\%, and (f) 92\% of kept profiles. Note that the thoracic cage is now represented by multiple modes.

of the cascading boosted clustering on mesh \( \mathcal{M}_p \), we obtain \( K_p \) modes \( M^p_k \) and a set of posterior probabilities \( p_{\gamma_i^k} \) indicating the probability that a vertex \( p_i \) belongs to mode \( M^p_k \).

5.5 Conclusion

In this chapter, we presented regional external forces based on the boosted clustering with the aim of improving our Multimodal Prior Appearance Model (MPAM) for segmentation purposes. In addition to learning appearance through datasets, the boosted clustering tunes the clustering of profiles during an iterative local search, which provides some guaranty about the boundary localization by the profile modes.

We used the spectral clustering to classify intensity profiles because this algorithm is robust when dealing with different resolutions. Also, spectral clustering is less affected by classical issues featured by the EM algorithm, such as local minima,
initialization and curse of dimensionality. We explained how to transform original data points into vertices of a similarity graph using a similarity function, which leads to an affinity matrix. In fact, the new representation of data points used by spectral clustering comes from top eigenvectors extracted from this affinity matrix and we explained how to use sparse matrices to deal with high resolution meshes. To automatically determine the number of top eigenvectors, we described the eigengap heuristic. Finally, the classical EM algorithm is used with these top eigenvectors as input data and we proposed to initialize centers with the Gray code to deal with similar eigenvalues. From our experiments, we noticed that spectral clustering is much more faster than original EM algorithm. This is because model order selection is not launched for every possible $K$, but performed once using the eigengap heuristic. Also, the use of sparse matrices makes the spectral clustering faster.

During an iterative procedure, the spectral clustering and a hierarchical approach are used by the cascading boosted clustering to optimize the classification of profiles. We presented a localization criterion to decide whether the clustering associated to a vertex is able to localize well the boundary along the profile. If not, the profile associated to the vertex is rejected and possibly clustered at a next iteration. At the end of the iterative procedure, if the cascading boosted clustering is still not able to localize well the boundary along corresponding profiles, associated vertices are considered as outliers. The objective is to avoid their influence during the segmentation.
6.1 Introduction

In this chapter, we use a database of 35 liver meshes with four resolutions to test the different methods presented in this thesis. First, we present our database and explain how we create reference meshes at different resolutions (section 6.2). Then, we compare the performance of our proposed OSI criterion with classical model order selection criteria (section 6.3) and search for an optimal profile length and inward/outward ratio (section 6.4). The results of spectral clustering applied on intensity profiles are then displayed. We test the robustness of the eigengap heuristic with respect to the resolution (section 6.5) and the different versions of the boosted clustering (section 6.6). We also evaluate different thresholds on the Jaccard index and study how modes are merged when increasing the number of datasets into the MPAM (section 6.7).

In a second part, the segmentation performances of both MPAM and PCAP are assessed (section 6.8). First, we optimize the internal force (section 6.8.1) and the tradeoff between internal and external forces (section 6.8.2). Then, we compare the external forces generated from both MPAM and PCAP (section 6.8.3). Finally, both MPAM and PCAP are compared in a complete segmentation procedure including mesh initialization (section 6.8.4).
6.2 Data

To compute significant statistical results, we use a database of 35 liver meshes, coming from both 3Dircadb1\(^1\) and SLIVER07\(^2\) databases. 3Dircadb1 is a database of liver meshes provided by IRCAD\(^3\), the French Research Institute against Digestive Cancer. SLIVER07 is a database of segmented liver images provided by the Workshop on 3D Segmentation in the Clinic that was held in conjunction with MICCAI 2007\(^4\) conference.

3Dircadb1 contains meshes with different number of vertices (i.e. no point correspondence). SLIVER07 contains binary images as segmentation and the Marching Cube algorithm [Lorensen & Cline 1987] has thus been used to generate meshes from these binary images. Since mesh generation from Marching Cube algorithm depends on mesh volume and shape, generated meshes from SLIVER07 database also feature different number of vertices.

To have a meaningful comparison between datasets, a reference mesh \(M^*\) is created using the method presented in section 4.3.5. More precisely, one liver mesh from 3Dircadb1 is randomly selected as the reference mesh \(M^*\) and registered to 16 other liver meshes from 3Dircadb1 using the mesh-to-mesh registration based on currents [Glaunes 2005, Vaillant & Glaunes 2005]. Then, an average mesh is computed from the 16 registered meshes (using the average position at each vertex) and constitutes the new version of the reference mesh \(M^*\). The whole registration procedure is performed twice to reach a steady state (i.e. a reference mesh \(M^*\) that is stable between two iterations).

In addition, reference mesh \(M^*\) is sampled in four resolutions \(\{M^*_0, M^*_1, M^*_2, M^*_3\}\) using decimation/refinement operations (see section 3.3.2.4) to study the influence of resolution on results. Reference mesh \(M^*_1\) features the original resolution with \(N = 11760\) vertices. Reference mesh \(M^*_1\) is refined once to create \(M^*_2\) with \(N = 35280\) vertices and decimated twice to create \(M^*_3\) and \(M^*_3\) with \(N = 7586\) and \(N = 3856\) vertices, respectively (see Figure 6.1).

Finally, the four resolutions of reference mesh \(\{M^*_0, M^*_1, M^*_2, M^*_3\}\) are registered to the 35 liver meshes of our database using the mesh-to-mesh registration based on currents. These registrations serve as ground truth for our experiments and are denoted as ground truth liver meshes in the remainder of this chapter.

6.3 Model order selection

As presented in section 4.3.2, model order selection aims at finding the number of clusters, or modes, that best represents the data points using a specific criterion (i.e. the objective is to optimize the goodness of fit). Such a task is usually performed by the clustering algorithm with an increasing number of clusters (i.e.

---
\(^1\)http://www.ircad.fr/softwares/3Dircadb/3Dircadb1
\(^2\)http://sliver07.isi.uu.nl
\(^3\)http://www.ircad.fr
\(^4\)http://www.miccai2007.org
Figure 6.1: Four resolutions of reference mesh $M^*$: (a) $M^*_3 (N = 3856$ vertices), (b) $M^*_2 (N = 7586$ vertices), (c) $M^*_1 (N = 11760$ vertices), and (d) $M^*_0 (N = 35280$ vertices).

$K = 2, 3, \ldots, k_{max}$ and by searching an optimal tradeoff between under and over-fitting through the obtained models.

We described several criteria based on information theory for model order selection, namely $AIC$, $AICc$, $BIC$, $FVQ$ and our proposed $Overlap Separation Index (OSI)$. Though a certain number of modes is expected to be related to the number of inner and neighboring structures of the liver, a good criterion must also be stable for different datasets. In fact, a good criterion should feature two qualities. First, it should find a reasonable number of modes, avoiding under and over-fitting. Second, it should be robust and stable for different datasets (i.e. the standard deviation on the number of modes must be minimized).

To test the quality of these criteria on our liver database, we sample profiles on reference mesh $M^*_3$ registered to the 35 liver meshes of our database, from $[02,04,06,08,10,12]$ mm inward to $[02,04,06,08,10,12]$ mm outward (i.e. 36 profile lengths) with intensities sampled every mm. We launch the EM clustering on these profiles with a number of modes $K$ going from $K_{min} = 2$ to $K_{max} = 20$. For each $K$, EM classification is initialized with Fuzzy C-Means that are themselves initialized with the same number $K$ of random cluster centers. Also, for each $K$, the EM classification is launched three times to change the random cluster centers used in the initialization of the Fuzzy C-Means (in an attempt to get better results with the same $K$). $AIC$, $AICc$, $BIC$, $FVQ$ and $OSI$ criteria are used to select the best classification (i.e. the optimal number of modes).

Similarly to the experiments performed in section 4.3.2.2, we expect the model order selection criteria to find two modes inside the liver mesh (i.e. corresponding to the parenchyma and non-parenchyma tissue) and three modes outside liver mesh (i.e. corresponding to air, bones and soft tissue). Unlike these experiments, we sample profiles both sides of the liver mesh this time. Thus, we expect model order selection criteria to find six modes (i.e. combining inner and outer structures). However, since inner structures (parenchyma and non-parenchyma) feature less discriminative features in terms of intensity than outer structures (air, bones and soft tissue), the inner structures may not be discriminant enough and thus considered as only one mode. In this case, number of modes would be around three (i.e. only
taking into account the outer structures).

Mean (SD) of the number of modes over the 35 liver meshes and for the different profile lengths may be found in Table 6.1 and Table 6.2, respectively. Results show that $AIC$ is clearly affected by over-fitting, with an average of more than 19 modes for all profile lengths. The worst case being for profiles extending from 2 mm inward to 10 mm outward with the maximum number of clusters ($K_{max} = 20$) found for every dataset (i.e. SD is null). $AICc$ and $BIC$ behave the same way with $K$ always greater than 11 ($AICc$) and 14 ($BIC$), and low SD only from $K > 11$ ($AICc$) and $K > 19$ ($BIC$). This means that these three classical EM-based criteria are not suited for intensity profiles, probably because intensity profiles do not feature a Gaussian distribution (see section 5.1), as it is assumed with these criteria. On the other hand, $FVQ$ is clearly affected by under-fitting with a majority of profile lengths featuring an average of $K = 2 (= K_{min})$. Besides, this trend is confirmed by a SD that appears to be minimum for $K = 2$. Though slightly encouraging under-fitting, $OSI$ seems to be a rather good tradeoff between under and over-fitting, with $K$ always greater than 2 but never greater than 8. Profiles extending 8 mm both sides give the best results with a mean $K$ between 3 and 4 and a SD = 1.2, which is an expected result from previous paragraph.

6.4 Intensity profile

As previously said in section 3.3.5.4, intensity profiles feature both a length and an inward/outward ratio. These parameters depend on the structures whose appearance needs to be represented. If inner structures are studied, inward profiles should be used. Conversely, outward profiles should be used for outer structures. In section 4.3.6, we chose outward profiles composed of 10 samples extracted every mm to study the appearance of structures neighboring both the liver and the tibia. In the literature, profiles extending from 12.5 mm inward to 2.5 mm outward sampled every 0.5 mm were used for the segmentation of lower limb bones [Gilles 2007]. For the segmentation of livers, profiles extending from 9 mm inward to 6 mm outward sampled every mm were successfully used [Heimann 2009].

In our case, intensity profiles are used for the creation of the MPAM (see section 4.3) and the generation of external forces from boosted clustering (see section 5.4). To select an optimal profile length and inward/outward ratio, the objective is to minimize the standard deviation on the number of modes, similarly to previous section. For that, we use the same profiles sampled on reference mesh $\mathcal{M}_3$ (i.e. extending from $[02,04,06,08,10,12]$ mm inward to $[02,04,06,08,10,12]$ mm outward with a sampling step of 1 mm). Two criteria are used to select the best profile length and inward/outward ratio, namely the $OSI$ criterion (as already done in previous section) and eigengap heuristic (see section 5.3.4). Results may be seen in Table 6.2 and Table 6.3, respectively.

When using the $OSI$ criterion, profiles extending 8 mm both sides give the best results (SD = 1.2), followed by profiles extending from 4 mm inward to 12 mm
### 6.4. Intensity profile

<table>
<thead>
<tr>
<th></th>
<th>Outward profile length</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td><strong>AIC</strong></td>
<td><strong>2</strong></td>
<td><strong>4</strong></td>
<td><strong>6</strong></td>
<td><strong>8</strong></td>
<td><strong>10</strong></td>
<td><strong>12</strong></td>
</tr>
<tr>
<td>Inward profile length</td>
<td>2</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.1)</td>
<td>19.9 (0.1)</td>
<td>20.0 (0.0)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.2)</td>
<td>19.8 (0.3)</td>
<td>19.9 (0.2)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>19.9 (0.2)</td>
<td>19.8 (0.3)</td>
<td>19.9 (0.3)</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.2)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>19.9 (0.3)</td>
<td>19.9 (0.1)</td>
<td>19.8 (0.4)</td>
<td>19.8 (0.3)</td>
<td>19.9 (0.3)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>19.9 (0.1)</td>
<td>19.8 (0.3)</td>
<td>19.8 (0.3)</td>
<td>19.9 (0.2)</td>
<td>19.8 (0.3)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>19.8 (0.3)</td>
<td>19.8 (0.3)</td>
<td>19.8 (0.3)</td>
<td>19.8 (0.3)</td>
<td>19.9 (0.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th><strong>AICc</strong></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td>Inward profile length</td>
<td>2</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.2)</td>
<td>19.9 (0.2)</td>
<td>19.5 (0.7)</td>
<td>17.2 (1.7)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19.9 (0.2)</td>
<td>19.8 (0.4)</td>
<td>19.7 (0.5)</td>
<td>18.9 (0.9)</td>
<td>15.4 (1.4)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>19.8 (0.3)</td>
<td>19.8 (0.3)</td>
<td>19.0 (1.1)</td>
<td>16.0 (0.8)</td>
<td>13.4 (1.0)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>19.8 (0.4)</td>
<td>19.1 (0.7)</td>
<td>16.2 (0.9)</td>
<td>13.5 (0.7)</td>
<td>19.0 (0.0)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>19.2 (0.8)</td>
<td>16.2 (1.2)</td>
<td>13.6 (0.7)</td>
<td>19.0 (0.0)</td>
<td>16.0 (0.0)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>16.1 (1.2)</td>
<td>13.5 (0.8)</td>
<td>19.0 (0.0)</td>
<td>16.0 (0.0)</td>
<td>13.0 (0.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Outward profile length</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td><strong>BIC</strong></td>
<td><strong>2</strong></td>
<td><strong>4</strong></td>
<td><strong>6</strong></td>
<td><strong>8</strong></td>
<td><strong>10</strong></td>
<td><strong>12</strong></td>
</tr>
<tr>
<td>Inward profile length</td>
<td>2</td>
<td>19.4 (1.1)</td>
<td>19.0 (1.2)</td>
<td>18.4 (2.2)</td>
<td>17.4 (2.6)</td>
<td>15.9 (3.0)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>19.8 (0.4)</td>
<td>19.4 (0.8)</td>
<td>19.0 (1.0)</td>
<td>18.2 (1.8)</td>
<td>17.1 (2.4)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>19.6 (0.5)</td>
<td>19.4 (0.8)</td>
<td>18.9 (1.2)</td>
<td>18.4 (1.5)</td>
<td>17.0 (2.1)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>19.3 (0.9)</td>
<td>19.1 (0.9)</td>
<td>18.6 (1.3)</td>
<td>17.8 (1.6)</td>
<td>16.8 (2.2)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>19.3 (0.9)</td>
<td>19.1 (1.0)</td>
<td>18.4 (1.4)</td>
<td>17.5 (1.7)</td>
<td>16.1 (2.3)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>19.0 (1.0)</td>
<td>18.2 (1.5)</td>
<td>17.4 (1.9)</td>
<td>16.5 (2.2)</td>
<td>15.2 (2.0)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Outward profile length</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td><strong>FVQ</strong></td>
<td><strong>2</strong></td>
<td><strong>4</strong></td>
<td><strong>6</strong></td>
<td><strong>8</strong></td>
<td><strong>10</strong></td>
<td><strong>12</strong></td>
</tr>
<tr>
<td>Inward profile length</td>
<td>2</td>
<td>5.4 (5.4)</td>
<td>4.2 (3.8)</td>
<td>3.5 (3.1)</td>
<td>2.8 (1.9)</td>
<td>2.5 (1.1)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2.5 (2.1)</td>
<td>2.6 (1.8)</td>
<td>2.5 (1.5)</td>
<td>2.5 (1.5)</td>
<td>2.4 (1.3)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>2.1 (0.5)</td>
<td>2.0 (0.1)</td>
<td>2.0 (0.1)</td>
<td>2.0 (1.5)</td>
<td>2.0 (0.2)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>2.0 (0.1)</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.2)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.1)</td>
<td>2.0 (0.1)</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.2)</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.3)</td>
<td>2.0 (0.2)</td>
<td>2.0 (0.1)</td>
</tr>
</tbody>
</table>

Table 6.1: Mean (SD) of the number of modes $K$ over the 35 liver meshes and for different profile lengths (2 to 12 mm) and inward/outward ratios when using **AIC**, **AICc**, **BIC**, **FVQ** criteria and reference mesh $\mathcal{M}_3^s$. 
<table>
<thead>
<tr>
<th>Inward profile length</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.7 (4.2)</td>
<td>4.5 (3.4)</td>
<td>4.1 (2.3)</td>
<td>4.4 (3.7)</td>
<td>3.6 (1.4)</td>
<td>4.4 (3.1)</td>
</tr>
<tr>
<td>4</td>
<td>3.5 (2.9)</td>
<td>5.3 (4.7)</td>
<td>4.7 (4.1)</td>
<td>3.8 (2.6)</td>
<td>4.0 (1.9)</td>
<td>3.7 (1.3)</td>
</tr>
<tr>
<td>6</td>
<td>2.7 (1.4)</td>
<td>5.3 (4.9)</td>
<td>4.1 (2.9)</td>
<td>3.9 (2.4)</td>
<td>4.8 (3.7)</td>
<td>4.2 (2.1)</td>
</tr>
<tr>
<td>8</td>
<td>4.1 (3.3)</td>
<td>6.7 (6.3)</td>
<td>6.2 (5.7)</td>
<td>3.4 (1.2)</td>
<td>3.6 (1.9)</td>
<td>4.3 (3.1)</td>
</tr>
<tr>
<td>10</td>
<td>4.2 (3.9)</td>
<td>7.9 (6.3)</td>
<td>5.4 (4.7)</td>
<td>4.5 (3.7)</td>
<td>3.7 (1.4)</td>
<td>3.7 (1.4)</td>
</tr>
<tr>
<td>12</td>
<td>3.8 (3.4)</td>
<td>7.2 (6.2)</td>
<td>5.3 (4.7)</td>
<td>4.3 (3.3)</td>
<td>4.4 (3.1)</td>
<td>4.0 (2.5)</td>
</tr>
</tbody>
</table>

Table 6.2: Mean (SD) of the number of modes $K$ over the 35 liver meshes and for different profile lengths (2 to 12 mm) and inward/outward ratios when using OSI criterion and reference mesh $M^*_3$.

<table>
<thead>
<tr>
<th>Inward profile length</th>
<th>2</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>OSI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5.8 (5.7)</td>
<td>3.7 (1.6)</td>
<td>4.6 (1.5)</td>
<td>5.1 (1.2)</td>
<td>5.3 (1.0)</td>
<td>5.5 (0.8)</td>
</tr>
<tr>
<td>4</td>
<td>5.6 (4.5)</td>
<td>4.4 (2.8)</td>
<td>4.5 (1.4)</td>
<td>5.1 (1.0)</td>
<td>5.3 (1.0)</td>
<td>5.1 (0.9)</td>
</tr>
<tr>
<td>6</td>
<td>8.6 (6.9)</td>
<td>4.4 (3.2)</td>
<td>4.5 (1.5)</td>
<td>5.0 (1.1)</td>
<td>5.2 (1.2)</td>
<td>5.1 (0.9)</td>
</tr>
<tr>
<td>8</td>
<td>8.4 (6.7)</td>
<td>6.5 (4.8)</td>
<td>4.7 (1.6)</td>
<td>5.1 (1.3)</td>
<td>5.1 (1.1)</td>
<td>5.0 (0.9)</td>
</tr>
<tr>
<td>10</td>
<td>8.1 (5.9)</td>
<td>7.8 (6.3)</td>
<td>5.3 (2.1)</td>
<td>5.3 (1.5)</td>
<td>5.1 (1.1)</td>
<td>5.1 (1.0)</td>
</tr>
<tr>
<td>12</td>
<td>9.9 (5.8)</td>
<td>9.4 (6.1)</td>
<td>6.3 (3.6)</td>
<td>5.5 (1.6)</td>
<td>5.3 (1.4)</td>
<td>5.2 (1.1)</td>
</tr>
</tbody>
</table>

Table 6.3: Mean (SD) of the number of modes $K$ over the 35 liver meshes and for different profile lengths (2 to 12 mm) and inward/outward ratios when using eigengap heuristic and reference mesh $M^*_3$.

outward (SD = 1.3). Corresponding number of modes varies between 3 and 4. When using eigengap heuristic, profiles extending from 2 mm inward to 12 mm outward give the best results (SD = 0.8), followed by profiles extending from [0.4, 0.6, 0.8] mm inward to 12 mm outward (SD = 0.9). Corresponding number of modes is around 5. From both OSI criterion and eigengap heuristic, a trend seems to indicate that profiles extending more outward than inward give better results in terms of model order selection robustness, which is probably because there are more discriminative features outward (i.e. several neighboring structures) than inward (i.e. only liver parenchyma).

When comparing OSI criterion with eigengap heuristic, the latter method seems to be more robust. First, results in terms of SD are better (e.g. best result is 0.8 for eigengap heuristic compared to 1.2 for OSI criterion). Also, eigengap heuristic features a smoother behavior with respect to both mean and SD (see 3D surface plots in Figure 6.2 for an illustration). From 3D surface plots of eigengap heuristic results, we notice that, regardless of the inward length chosen, a profile extending
Figure 6.2: 3D surface plot of the mean (top) and standard deviation (bottom) on the number of modes (z-axis) with respect to both inward (y-axis) and outward (x-axis) profile length from reference mesh $M_3^*$ using \{(a),(c)\} OSI criterion, and \{(b),(d)\} eigengap heuristic.

between 8 and 12 mm outward gives stable and smooth results.

6.5 Spectral clustering

In previous section, results showed that profiles extending from 2 mm inward to 12 mm outward feature the best results with spectral clustering, in terms of profile length and inward/outward ratio. Illustrations of these results on the whole database of 35 livers may be found in Figure 6.3.

The number of modes has been found using the model order selection based on the eigengap heuristic. From profiles of reference meshes $\{M_3^*,M_2^*,M_1^*,M_0^*\}$, 20 top eigenvectors have been extracted and their eigenvalues have been used by the eigengap heuristic. A plot of these eigenvalues may be found in Figure 6.4. Our experiments show that the four resolutions feature the same steep decreases (i.e. at the 5th top eigenvector), which proves that the eigengap heuristic is robust to resolution change.

Though profiles extending from 2 mm inward to 12 mm outward feature the
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Figure 6.3: Spectral clustering of profiles extending from 2 mm inward to 12 mm outward (i.e. optimal profile length and inward/outward ratio from section 6.4). Intensity profiles are sampled from reference mesh $M^*_3$ registered to the 35 liver meshes of our database. Note that the color for each mode is randomly selected (i.e. the color for each mode does not match from one liver mesh to another).
Figure 6.4: Plot of eigenvalues from 20 top eigenvectors, which are extracted from profiles of reference meshes \( \{M^*_3, M^*_2, M^*_1, M^*_0\} \). The four resolutions of reference mesh \( M^* \) are registered to the 35 liver meshes of our database: (a) \( M^*_3 \) \((N = 3856)\), (b) \( M^*_2 \) \((N = 7586)\), (c) \( M^*_1 \) \((N = 11760)\), and (d) \( M^*_0 \) \((N = 35280)\). Note how eigenvalues feature the same steep decreases for the four resolutions (i.e., at the 5th top eigenvector). This feature is used for model order selection, as explained in section 5.3.4.

best results in terms of spectral clustering, this combination may not be optimal during the local search performed by both boosted clustering and external forces. Indeed, using only 2 mm inward comes to consider very few inward information, which may weaken the boundary localization during local search. From Table 6.3 and Figure 6.2, profiles extending between 2 mm and 10 mm inward, and between 6 mm and 12 mm outward, feature quite stable and satisfactory results in terms of mean and standard deviation. This coincides with the profile parameters used for the segmentation of livers in [Heimann 2009], i.e. profiles extending from 9 mm inward to 6 mm outward sampled every mm. In order to be robust during local search, and to use profile parameters that have been successfully used for liver segmentation, we decide to use this combination in the remainder of this chapter.
6.6 Boosted clustering

When testing the boosted clustering, we expect two main features from the algorithm. First, a reasonable percentage of kept profiles for every dataset to ensure a good representation of all appearance regions around the structure. Second, a similar behavior through the different resolutions in terms of both percentage of kept profiles and number of modes.

To test these features, we launch the boosted clustering with the four resolutions of reference mesh \( \{M_3, M_2, M_1, M_0\} \). We compute the average percentage of kept profiles per dataset (\( \bar{\%} \)) and the average number of modes per dataset after boosted clustering (\( \overline{K} \)), i.e. \( \overline{K} = (\sum_{p=1}^{P} K_p)/P \). We also test the three versions of the boosted clustering presented in section 5.4, namely the single pass boosted clustering [SingPassBoost], the cascading boosted clustering [CascBoost], and the cascading boosted clustering with a model order selection based on a hierarchical approach [CascBoostHier]. Results are displayed in Table 6.4.

Regarding the average number of modes per dataset \( \overline{K} \), [SingPassBoost] features the best results with \( \overline{K} = 5 \) for all resolutions. [CascBoostHier] is also quite stable with \( \overline{K} = 40 \) for almost all resolutions. [CascBoost], which does not use a hierarchical approach, features an unstable \( \overline{K} \) between resolutions with \( 11 \leq \overline{K} \leq 45 \). Regarding the average of the percentage of kept profiles per dataset \( \overline{\%} \), [CascBoostHier] has the best results with \( \overline{\%} = 91 \) for all resolutions, followed by [CascBoost] and [SingPassBoost] with \( \overline{\%} \approx 55 \) and \( \overline{\%} \approx 42 \), respectively.

Good results of [SingPassBoost] in terms of \( \overline{K} \) stability are explained by the fact that only one iteration of the boosted clustering is performed. In this case, the final number of modes associated with the MPAM is directly coming from the eigengap heuristic, which has proven in section 6.4 to be stable when changing the resolution. However, the percentage of kept profiles per dataset \( \overline{\%} \) featured by [SingPassBoost] is the worst. Using the cascading boosted clustering [CascBoost] leads to a slight increase of \( \overline{\%} \), but this value remains insufficient. Also, \( \overline{K} \) is unstable through the different resolutions. Overall, [CascBoostHier] features the best results, in terms of both stability of \( \overline{K} \) and percentage of kept profiles per dataset \( \overline{\%} \). This confirms that the cascading boosted clustering gives better results when combined with the hierarchical approach.

In addition, we evaluate the computation time needed to perform the three versions of the boosted clustering over four liver meshes when using the four resolutions of reference mesh \( M^* \). Results are displayed in Table 6.5. As expected, the higher the resolution, the larger the computation time, as the local search needs to be performed on a larger number of vertices. Also, the computation time dramatically increases from [SingPassBoost] to [CascBoostHier], which is due to the larger number of iterative loops.
Table 6.4: Results of the boosted clustering for the four resolutions of reference mesh \(\{M_3^*, M_2^*, M_1^*, M_0^*\}\): average of the percentage of kept profiles (%) and average number of modes per dataset (K). The three versions of the boosted clustering are tested: single pass boosted clustering [SingPassBoost], cascading boosted clustering [CasBoost], and cascading boosted clustering with a model order selection based on a hierarchical approach [CasBoostHier].

<table>
<thead>
<tr>
<th></th>
<th>(M_3^*)</th>
<th>(M_2^*)</th>
<th>(M_1^*)</th>
<th>(M_0^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[SingPassBoost]</td>
<td>41 5</td>
<td>41 5</td>
<td>43 5</td>
<td>43 5</td>
</tr>
<tr>
<td>[CasBoost]</td>
<td>55 14</td>
<td>56 45</td>
<td>56 12</td>
<td>53 11</td>
</tr>
<tr>
<td>[CasBoostHier]</td>
<td>91 40</td>
<td>91 40</td>
<td>91 40</td>
<td>91 41</td>
</tr>
</tbody>
</table>

Table 6.5: Mean (SD) of the computation time needed to perform the boosted clustering over four liver meshes when using the four resolutions of reference mesh \(\{M_3^*, M_2^*, M_1^*, M_0^*\}\). The three versions of the boosted clustering are tested: single pass boosted clustering [SingPassBoost], cascading boosted clustering [CasBoost], and cascading boosted clustering with a model order selection based on a hierarchical approach [CasBoostHier].

<table>
<thead>
<tr>
<th></th>
<th>(M_3^*)</th>
<th>(M_2^*)</th>
<th>(M_1^*)</th>
<th>(M_0^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>[SingPassBoost]</td>
<td>0.12 (0.03)</td>
<td>0.17 (0.05)</td>
<td>0.35 (0.10)</td>
<td>1.25 (0.50)</td>
</tr>
<tr>
<td>[CasBoost]</td>
<td>0.40 (0.16)</td>
<td>1.37 (0.47)</td>
<td>3.50 (0.57)</td>
<td>17.3 (4.72)</td>
</tr>
<tr>
<td>[CasBoostHier]</td>
<td>1.50 (0.57)</td>
<td>5.50 (1.73)</td>
<td>13.2 (1.73)</td>
<td>38.5 (2.46)</td>
</tr>
</tbody>
</table>

6.7 Fusion of modes

In section 4.3.4, we presented the Jaccard index \(J(M_k^p, M_l^q)\) to measure the similarity between any pair of modes and a threshold in the interval \([0, 1]\) to decide whether two modes \(M_k^p\) and \(M_l^q\) are equivalent. The objective is to reduce the complexity of the MPAM. As we capture the appearance of the same structure through all the datasets, we expect the final number of modes to asymptotically reach a constant value.

In this section, we test the ability of the MPAM to reach this constant value after the fusion of a minimum number of datasets. To this end, we add datasets to the MPAM and plot the final number of modes for different thresholds on \(J\) after both spectral and boosted clustering. Doing so, we aim at finding what may be the optimal number of datasets necessary to have a meaningful appearance prior \((i.e. under the hypothesis that reaching this asymptotic value leads to a prior that has fully captured all possible appearance)\). We also test the Jaccard index with five different thresholds \(\{1.0, 0.8, 0.7, 0.6, 0.5\}\), with \(J = 1.0\) meaning that no modes are merged \((i.e. all modes from all liver meshes are added to the MPAM)\). The objective is to consider the optimal threshold as the minimum \(J\) \((i.e. minimum level of fusion)\) necessary to have a stable MPAM. Finally, we also test the four
resolutions and study their influence on results.

Results after spectral clustering (see Figure 6.6) show that the four resolutions feature the same behavior for every threshold and that a constant value is reached when using both threshold $J = 0.5$ and threshold $J = 0.6$. This constant value seems also to be reached with threshold $J = 0.7$, but with a better emphasis for high resolutions (especially with resolution $M^*_0$).

Results after boosted clustering (see Figure 6.7) also show that the four resolutions feature a similar behavior for every threshold $J$, but the constant value seems to be only reached when using threshold $J = 0.5$. Also, there is almost no difference between $J = 1.0$ and $J = 0.8$ this time, and a very small difference with $J = 0.7$, indicating that modes are rather dissimilar. This comes from the boosted clustering that encourages the creation of numerous modes with lower variance (i.e. rather than few modes with large variance) and thus, encourages their dissimilarity.

With $J = 0.5$, a rather constant value seems to be reached when adding between 5 and 15 datasets into the MPAM. This constant value does not exactly feature an asymptotic behavior though, as we notice the presence of bumps. This means that more than one mode previously added to the MPAM (for instance blue and red modes in Figure 6.5, right) was merged with one mode from a new dataset (for instance green mode in Figure 6.5, right), thus reducing the final number of modes. This is possible because $J = 0.5$ easily allows the fusion of modes, i.e. only 50% of similarity between modes is required for merging them (see an illustration in Figure 6.5).

In both cases (i.e. after spectral and boosted clusterings), the final number of modes is slightly higher for low resolutions than high resolutions, regardless of the threshold on Jaccard index used. Indeed, after spectral clustering and without mode fusion, i.e. $J = 1.0$ (see Figure 6.6), the final number of modes is $K = 183$ ($M^*_3$ with $N = 3856$ vertices), $K = 168$ ($M^*_2$ with $N = 7586$ vertices), $K = 165$ ($M^*_1$ with $N = 11760$ vertices) and $K = 159$ ($M^*_0$ with $N = 35280$ vertices). After boosted clustering and also without mode fusion (see Figure 6.7), the final number of modes is $K = 1291$ ($M^*_3$), $K = 1167$ ($M^*_2$), $K = 1151$ ($M^*_1$) and $K = 1087$ ($M^*_0$). This coincides with clustering theory, which states that a higher number of data points (i.e. profiles from high resolution mesh) is better to represent clusters. This feature helps the fusion of modes when using a high resolution mesh and leads thus to a smaller final number of modes.

As a conclusion, a threshold $J = 0.5$ seems to be a reasonable choice after boosted clustering, since results showed that, with this threshold, a rather constant value is reached when adding between 5 and 15 datasets into the MPAM. However, this threshold is likely to create merged modes with large variance that may not be discriminant enough for segmentation. The different thresholds are thus tested during segmentation in the next section.
6.8. Segmentation

When using explicit deformable models for segmentation (see section 3.3), we have to deal with both internal and external forces. Since this thesis is based on the appearance around structures, we are mainly interested on external forces, which are the main focus of this section.

First, we study the sole influence of the internal forces on mesh deformation. Then, we choose a reasonable tradeoff between internal and external forces. From this tradeoff, we test our regional external forces using MPAM and compare them with external forces from PCA-based methods. Finally, we add an initialization stage to study how our MPAM behaves in a complete segmentation procedure.

6.8.1 Internal forces

As described in section 3.3.4, internal forces ensure mesh surface to be smooth and less sensible to noise present in the image during mesh deformation. Thus, they have a regularizing effect because they force the mesh to deform while respecting regularity criteria. For our tests, we decide to use internal forces associated with simplex meshes coupled with rigidity parameter $\eta$ (see section 3.3.4.2).

As a first step before segmentation, we study the influence of the only internal force ($\alpha = 1, \beta = 0$) on the deformation of reference mesh $M^*_2$ ($N = 7586$) registered to four liver meshes, i.e. four ground truth liver meshes at $M^*_3$ resolution (there is no initialization stage here because we are only studying the internal forces). Results may be seen in Figure 6.8. Deformations are applied during 100 iterations with rigidity parameter $\eta = 1$. 

Figure 6.5: Fusion of multiple modes using Jaccard index: (a) two modes (blue and red), and (b) three modes (blue, green and red). Even for a non-restrictive threshold on Jaccard index (e.g. $\mathcal{J} = 0.5$), the two modes in (a) are not merged because their intersection is quite small. However, the three modes in (b) are merged because of the large intersection between them, which is due to the green mode that overlaps both blue and red modes. In this case, the three modes are merged into one mode.
Figure 6.6: Plot of the final number of modes when adding datasets into the MPAM after spectral clustering. The fusion of modes described in section 4.3.4 is used with four resolutions: (a) $M_3^p (N = 3856)$, (b) $M_2^p (N = 7586)$, (c) $M_1^p (N = 11760)$, and (d) $M_0^p (N = 35280)$. For each resolution, five thresholds on Jaccard index $J(M_p^k, M_l^m)$ are used to decide whether two modes $M_p^k$ and $M_l^m$ are equivalent: $J = 1.0$ (blue solid line), $J = 0.8$ (green dash-dot line), $J = 0.7$ (red dashed line), $J = 0.6$ (magenta dotted line), and $J = 0.5$ (cyan solid line). Note that the four resolutions feature the same behavior for every threshold $J$ and that a constant value is reached when using a threshold $J = 0.5$. 
Figure 6.7: Plot of the final number of modes when adding datasets into the MPAM after boosted clustering. The fusion of modes described in section 4.3.4 is used with four resolutions: (a) $\mathcal{M}_3^3 (N = 3856)$, (b) $\mathcal{M}_2^2 (N = 7586)$, (c) $\mathcal{M}_1^1 (N = 11760)$, and (d) $\mathcal{M}_0^0 (N = 35280)$. For each resolution, five thresholds on Jaccard index $J(M_k^P, M_l^l)$ are used to decide whether two modes $M_k^P$ and $M_l^l$ are equivalent: $J = 1.0$ (blue solid line), $J = 0.8$ (green dash-dot line), $J = 0.7$ (red dashed line), $J = 0.6$ (magenta dotted line), and $J = 0.5$ (cyan solid line). Note that the four resolutions feature the same behavior for every threshold $J$ and that a rather constant value seems to be reached when using a threshold $J = 0.5$. 
Figure 6.8: Influence of the only internal force \((\alpha = 1, \beta = 0)\) on the deformation of four liver meshes \(\{(a),(b),(c),(d)\}\) with reference mesh \(\mathcal{M}_2^\star (N = 7586)\): resulting meshes (top row) and corresponding delineations (bottom row) with original mesh in blue and deformed mesh in green. Deformations are applied during 100 iterations with a rigidity parameter \(\eta = 1\). Note how high curvature zones have been smoothed by internal forces.

When comparing deformed meshes with original meshes, we notice that most of the surface is preserved except in high curvature zones where the mesh is subject to a shrinking effect. This is because the internal forces associated with simplex meshes tend to deform the mesh towards a constant curvature shape (i.e. a sphere for 2-simplex meshes). Since high curvature zones do not feature a constant curvature, they are the first regions to undergo this smoothing effect. To reduce the global impact of the internal force in high curvature zones, rigidity parameter \(\eta\) must be locally increased in these zones.

### 6.8.2 Tradeoff on forces

After studying the effect of the only internal force on mesh deformation, next step consists in choosing a reasonable tradeoff between internal and external forces (i.e. finding an optimal couple \(\{\alpha, \beta\}\) with rigidity parameter \(\eta\)). Too large internal forces lead to a mesh whose excessive shape constraints prevent it to be attracted to image-based features. Conversely, too large external forces lead to a mesh that is excessively deformed at salient image-based features.

For this study, we use external forces generated from \[\text{CaseBoostHier}\]. The cascading boosted clustering is applied on profiles of \(\mathcal{M}_2^\star\) registered to all liver meshes of our database. The \(K_p\) modes generated from every dataset are added to the MPAM without any fusion (i.e. \(\mathcal{J} = 1.0\)), to avoid any bias on results (i.e. here we are just interested in defining a tradeoff between \(\alpha\) and \(\beta\), not in studying the influence of \(\mathcal{J}\) on the results). We segment four liver images using their associated
ground truth liver mesh at $\mathcal{M}_5^3$ resolution, and we include their classification into the MPAM. The objective is also to test the robustness of the MPAM, similarly to what we have done with the localization criterion from the boosted clustering (see section 5.4) but with the MPAM this time. The classification of every dataset is included into the MPAM, even the classification of the four segmented datasets, so a good segmentation result is expected. This way, the only unknowns are parameters $\alpha$ and $\beta$. Deformations are applied during 100 iterations. Results on four liver meshes may be seen in Figure 6.9.

Our first test consists in using equal weights, i.e. a segmentation with $\{\alpha = 0.1, \beta = 0.1, \eta = 1\}$ (see Figure 6.9, first row). We notice that resulting meshes feature a quite irregular shape. Some of them are even irregular because of holes on their surface. To overcome that, we first increase the mesh rigidity using $\eta = 5$ (see Figure 6.9, second row). Though still irregular, the surfaces are now smoother and regular. To get smoother deformed meshes, we then increase the weight on internal forces $\{\alpha = 0.3\}$ and finally rigidity parameter $\{\eta = 10\}$ (see Figure 6.9, third and fourth row, respectively), which gives reasonable results in terms of mesh regularity after 100 deformation iterations. This is why we decide to use these parameters (i.e. $\{\alpha = 0.3, \beta = 0.1, \eta = 10\}$) for the segmentations performed in the remainder of this section.

### 6.8.3 External forces

**Segmentation quality indices** Before testing the external forces, the segmentation quality must be assessed. This can be done by means of *segmentation quality indices*. In our case, we decide to assess the segmentation results with Volumetric Overlap Error (VOE) [%], Signed Relative Volume Difference (SRVD) [%], Average Symmetric Surface Distance (ASSD) [mm] and Maximum Surface Distance (MSD) [mm], which were used to compare segmentation results during the MICCAI 2007 Grand Challenge workshop [Heimann et al. 2009].

Let $A$ and $B$ be two sets of voxels from a binary image representing segmentation result mesh and ground truth mesh, respectively, i.e. for both, the binary image is composed of foreground voxels (inner part of the mesh) and background voxels (rest of the image).

Let $S(A)$ be the set of surface voxels from $A$, and $d(\mathcal{V}, S(A))$ be the shortest distance of an arbitrary voxel $\mathcal{V}$ to $S(A)$ defined as:

$$d(\mathcal{V}, S(A)) = \min_{s_A \in S(A)} \| \mathcal{V} - s_A \|$$

(6.1)

VOE is one of the most popular methods to evaluate segmentation accuracy:

$$\text{VOE} = 100 \left[ 1 - \left( \frac{|A \cap B|}{|A \cup B|} \right) \right]$$

(6.2)
Figure 6.9: Influence of internal forces coupled with external forces on the deformation of four liver meshes \{((a),(b),(c),(d))\} with reference mesh $\mathcal{M}_2^2$ ($N = 7586$): 
\{\alpha = 0.1, \beta = 0.1, \eta = 1\} (first row), \{\alpha = 0.1, \beta = 0.1, \eta = 5\} (second row), 
\{\alpha = 0.3, \beta = 0.1, \eta = 5\} (third row), and \{\alpha = 0.3, \beta = 0.1, \eta = 10\} (fourth row). Original mesh is in blue wireframe and deformed mesh in green solid surface. Deformations are applied during 100 iterations.
6.8. Segmentation

Given in percentage, VOE is 0 for a perfect segmentation and 100 if segmentation result and ground truth do not overlap at all.

SRVD is also given in percentage and is 0 if segmentation result and ground truth are identical:

\[
SRVD = 100 \left( \frac{|A| - |B|}{|B|} \right)
\]  

(6.3)

However, this does not imply that they are identical, or that they overlap with each other. For this reason, SRVD should never be used as the only measure of segmentation quality. In combination with other measures though, it reveals if a method tends to over or under-segment. For this purpose, results of SRVD are given as signed numbers.

Given in millimeters, ASSD is based on the surface voxels of both the segmentation result and ground truth, and is 0 for a perfect segmentation:

\[
ASSD = \frac{1}{|S(A)| + |S(B)|} \left( \sum_{s_A \in S(A)} d(s_A, S(B)) + \sum_{s_B \in S(B)} d(s_B, S(A)) \right)
\]  

(6.4)

MSSD, which is also known as Hausdorff distance [Huttenlocher et al. 1993], is given in millimeters and is 0 for a perfect segmentation:

\[
MSSD = \max \{ \max_{s_A \in S(A)} d(s_A, S(B)), \max_{s_B \in S(B)} d(s_B, S(A)) \}
\]  

(6.5)

Multimodal Prior Appearance Model  Since we have found a reasonable trade-off between internal and external forces (i.e. \( \alpha = 0.3, \beta = 0.1, \eta = 10 \)), the external forces of our MPAM may now be tested. For that, we use the cascading boosted clustering [CascBoostHier] applied on profiles of \( M^*_2 \) registered to 31 liver meshes of our database and we segment the 4 remaining liver images using their associated ground truth liver meshes at \( M^*_2 \) resolution (there is still no initialization stage here because we are focusing on the external forces).

This time, final modes \( K_p \) from every dataset are possibly merged into the MPAM with different thresholds on the Jaccard index \( J \). The objective is to study the effect of Jaccard index on segmentation results. Also, we do not include the classification of segmented datasets into the MPAM this time, so that external forces are fully studied without bias (i.e. without using appearance information from the datasets that are segmented). Final number of modes \( K \) for the MPAM when using different thresholds on the Jaccard index \( J \) may be found in Table 6.6.

Table 6.7, Table 6.8 and Table 6.9 depict these segmentation results when using, respectively, Mahalanobis distance, sum of absolute differences and linear criterion
### Chapter 6. Results from Liver Database

<table>
<thead>
<tr>
<th>$K$</th>
<th>$J$</th>
<th>L01</th>
<th>L02</th>
<th>L03</th>
<th>L04</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>1240</td>
<td>1254</td>
<td>1255</td>
<td>1264</td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td>1013</td>
<td>1027</td>
<td>1017</td>
<td>1037</td>
<td></td>
</tr>
<tr>
<td>0.5</td>
<td>503</td>
<td>503</td>
<td>501</td>
<td>511</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>37</td>
<td>36</td>
<td>38</td>
<td>38</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>30</td>
<td>29</td>
<td>31</td>
<td>31</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>28</td>
<td>27</td>
<td>29</td>
<td>29</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: Final number of modes $K$ for the MPAM used for the segmentation of four liver images $\{L01,L02,L03,L04\}$ when using different thresholds on the Jaccard index $J$.

<table>
<thead>
<tr>
<th>MPAM with Mahalanobis distance</th>
<th>ASSD [mm]</th>
<th>VOE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>L01</td>
<td>L02</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>1.0</td>
<td>1.92</td>
<td>1.24</td>
</tr>
<tr>
<td>0.7</td>
<td>5.46</td>
<td>4.95</td>
</tr>
<tr>
<td>0.5</td>
<td>9.37</td>
<td>2.35</td>
</tr>
<tr>
<td>0.4</td>
<td>8.26</td>
<td>3.74</td>
</tr>
<tr>
<td>0.3</td>
<td>8.25</td>
<td>3.67</td>
</tr>
<tr>
<td>0.2</td>
<td>8.01</td>
<td>3.77</td>
</tr>
<tr>
<td>0.1</td>
<td>7.86</td>
<td>3.77</td>
</tr>
</tbody>
</table>

Table 6.7: Results of the segmentation performed on four liver images $\{L01,L02,L03,L04\}$ when using our MPAM and Mahalanobis distance. MPAM is based on [CasBoostHier] with different thresholds on the Jaccard index $J$. Results are assessed with both ASSD and VOE. Corresponding number of modes $K$ are in Table 6.6. Some corresponding delineations are as found in Figure 6.10.

during local search. Segmentation delineations when using Mahalanobis distance may be found in Figure 6.10.

Best results are obtained when using the Mahalanobis distance (see Table 6.7). These results are clearly not linear since they get first worst when decreasing threshold on the Jaccard index from $J = 1.0$ to $J = 0.6$, then they get slightly better until reaching a rather constant value at $J = 0.1$. Also, the best segmentation accuracy is usually obtained when using MPAM with threshold on Jaccard index $J = 1.0$. This is the case with Mahalanobis distance and sum of absolute differences. For linear criterion, best results are obtained for threshold on Jaccard index $J = 0.7$. In general, segmentation accuracy decreases with $J$, which is due to the increased mode variance from mode fusion that leads to less discriminant modes during local search. Overall, results show that the best similarity measure is the Mahalanobis distance combined with threshold on Jaccard index $J = 1.0$. 

6.8. Segmentation

Figure 6.10: Segmentation of four liver meshes \{(a),(b),(c),(d)\} with reference mesh \(\mathcal{M}_2^2 (N = 7586)\) and the Mahalanobis distance. External forces are generated from our MPAM based on \(\text{Case:BoostHier}\) and from different thresholds on the Jaccard index: \(J = 1.0\) (green), \(J = 0.7\) (blue), \(J = 0.6\) (orange), and \(J = 0.5\) (pink). We do not include \(J = 0.8\) because plots in Figure 6.7 do not reveal a significant difference between \(J = 1.0\) and \(J = 0.7\). Original mesh is depicted in red. Deformations are applied during 100 iterations. Corresponding statistics may be found in Table 6.7.
Table 6.8: Results of the segmentation performed on four liver images \{L01,L02,L03,L04\} when using our MPAM and sum of absolute differences. MPAM is based on [CascBoostHier] with different thresholds on the Jaccard index \( \mathcal{J} \). Results are assessed with both ASSD and VOE. Corresponding number of modes \( K \) are in Table 6.6.

### PCA-based Appearance Prior

At this stage, our MPAM may also be compared with PCA-based Appearance Priors (PCAP) described in section 3.3.5.5. To have a fair comparison between both methods, we use the same framework, i.e., PCA applied on profiles of \( \mathcal{M}_2^R \) registered to 31 liver meshes of our database, external forces generated from the PCAP and the segmentation of the four remaining liver images using their associated ground truth liver meshes at \( \mathcal{M}_2^R \) resolution (there is still no initialization stage here because we are focusing on the external forces, the objective is to compare the impact of external forces on both MPAM and PCAP). We also use the same internal forces, the same tradeoff between internal and external forces (i.e., \( \{\alpha = 0.3, \beta = 0.1, \eta = 10\} \)), the same number of iterations (i.e., 100) and the same ratio of complexity reduction, i.e., ratio on eigenvalues \( \mathcal{R} \) from 1.0 to 0.1 with \( \mathcal{R} = 0.98 \) and \( \mathcal{R} = 95 \), which are two typical values chosen in PCA-based methods.

Figure 6.11 and Table 6.10 depict segmentation results when using Mahalanobis distance. Table 6.11 depicts segmentation results when using sum of absolute differences and linear criterion, which both use only mean profile at each vertex (i.e., covariance matrix is not used).

Results show that both sum of absolute differences (\( \overline{\text{ASSD}} = 2.82 \)) and linear criterion (\( \overline{\text{ASSD}} = 3.14 \)) feature the best results compared to the Mahalanobis distance (\( \overline{\text{ASSD}} = 3.41 \) for both \( \mathcal{R} = 0.95 \) and \( \mathcal{R} = 0.90 \)). If we take the standard deviation into account, \( \mathcal{R} = 0.90 \) (SD = 0.4) is more stable than \( \mathcal{R} = 0.95 \) (SD = 0.9). When decreasing values of \( \mathcal{R} \) from \( \mathcal{R} = 1.0 \), results get better around \( \mathcal{R} = 0.90 \) for the Mahalanobis distance, which is a typical value at which low modes of variation considered as noise are removed. Then, they feature a rather constant value until \( \mathcal{R} = 0.1 \) since only the main modes of variation remains (i.e., no other modes of variation are removed from the PCA).
### 6.8. Segmentation

<table>
<thead>
<tr>
<th>MPAM with linear criterion</th>
<th>( J ) L01</th>
<th>L02</th>
<th>L03</th>
<th>L04</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{ASSD [mm]} )</td>
<td>( \text{VOE [%]} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>4.03</td>
<td>1.78</td>
<td>1.93</td>
<td>2.25</td>
</tr>
<tr>
<td>0.7</td>
<td>2.41</td>
<td>1.76</td>
<td>1.70</td>
<td>1.92</td>
</tr>
<tr>
<td>0.6</td>
<td>2.67</td>
<td>2.59</td>
<td>3.77</td>
<td>2.55</td>
</tr>
<tr>
<td>0.5</td>
<td>2.91</td>
<td>2.87</td>
<td>4.26</td>
<td>2.79</td>
</tr>
<tr>
<td>0.4</td>
<td>3.08</td>
<td>2.89</td>
<td>4.29</td>
<td>2.86</td>
</tr>
<tr>
<td>0.3</td>
<td>3.09</td>
<td>2.88</td>
<td>4.29</td>
<td>2.84</td>
</tr>
<tr>
<td>0.2</td>
<td>3.04</td>
<td>2.89</td>
<td>4.30</td>
<td>2.86</td>
</tr>
<tr>
<td>0.1</td>
<td>3.06</td>
<td>2.89</td>
<td>4.30</td>
<td>2.85</td>
</tr>
</tbody>
</table>

Table 6.9: Results of the segmentation performed on four liver images \{L01,L02,L03,L04\} when using our MPAM and linear criterion. MPAM is based on \{CascBoostHier\} with different thresholds on the Jaccard index \( J \). Results are assessed with both ASSD and VOE. Corresponding number of modes \( K \) are in Table 6.6.

**Comparison between MPAM and PCAP** When comparing the PCAP with our MPAM using, respectively, ratio on eigenvalues \( R \) and Jaccard index \( J \), we notice they have similar features. At maximum value (i.e. 1.0), every variation mode (PCA) and all clustering modes (MPAM) are taken into account. When reducing this value, complexity of the system is reduced as modes with low eigenvalues are removed (PCAP) and as similar clustering modes are merged (MPAM). Though Jaccard index \( J \) associated with our MPAM may be used with every similarity measure presented in section 5.2, ratio on eigenvalues \( R \) may only be used with the Mahalanobis distance. This is because both sum of absolute differences and linear criterion do not make use of the covariance matrix on which \( R \) is applied.

In Figure 6.12, we compare the segmentation results of MPAM and PCAP using both Mahalanobis distance, i.e. with Jaccard index \( J = 1.0 \) (MPAM) and ratio on eigenvalues \( R = 0.9 \) (PCAP). In Figure 6.13, we compare the best segmentation results of MPAM and PCAP, i.e. with Jaccard index \( J = 1.0 \) (MPAM) and sum of absolute differences (PCAP).

With Mahalanobis distance, the PCAP gives better results when reducing the number of variation modes since this reduction removes modes of variation that are not significant. This is not the case with our MPAM since reducing the number of clustering modes creates modes with increased variance and makes thus the segmentation more sensitive to outliers. From the three similarity measures tested, our MPAM outperforms the PCAP despite the fact that less profile modes are used. Indeed, our MPAM has a maximum of \( \sim 1250 \) modes (see Table 6.6) while the PCAP has a constant number of \( 7586 \) modes (i.e. the number of vertices of \( M^2 \)).
Figure 6.11: Segmentation of four liver meshes \{(a),(b),(c),(d)\} with reference mesh $\mathcal{M}_2^2 (N = 7586)$ and the Mahalanobis distance. External forces are generated from PCAP using different ratios on eigenvalues: $R = 1.0$ (green), $R = 0.9$ (blue), $R = 0.8$ (orange), and $R = 0.6$ (pink). Original mesh is depicted in red. Deformations are applied during 100 iterations. Corresponding statistics may be found in Table 6.10.

Figure 6.12: Comparison between MPAM and PCAP using both Mahalanobis distance for the segmentation of four liver meshes \{(a),(b),(c),(d)\} with reference mesh $\mathcal{M}_2^2 (N = 7586)$: MPAM using threshold on the Jaccard index $J = 1.0$ (green) and PCAP using ratio on eigenvalues $R = 0.9$ (blue). Original mesh is depicted in red. Deformations are applied during 100 iterations.
Table 6.10: Results of the segmentation performed on four liver images \{L01,L02,L03,L04\} when using PCAP with Mahalanobis distance and different ratios on eigenvalues $\mathcal{R}$. Results are assessed with both ASSD and VOE. Some corresponding delineations may be found in Figure 6.11.

<table>
<thead>
<tr>
<th>$\mathcal{R}$</th>
<th>ASSD [mm]</th>
<th>VOE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L01</td>
<td>L02</td>
</tr>
<tr>
<td>1.00</td>
<td>7.93</td>
<td>4.82</td>
</tr>
<tr>
<td>0.98</td>
<td>6.11</td>
<td>3.47</td>
</tr>
<tr>
<td>0.95</td>
<td>4.62</td>
<td>3.34</td>
</tr>
<tr>
<td>0.90</td>
<td>4.09</td>
<td>3.31</td>
</tr>
<tr>
<td>0.80</td>
<td>4.09</td>
<td>3.47</td>
</tr>
<tr>
<td>0.60</td>
<td>3.97</td>
<td>3.17</td>
</tr>
<tr>
<td>0.40</td>
<td>3.96</td>
<td>3.23</td>
</tr>
<tr>
<td>0.20</td>
<td>3.97</td>
<td>3.22</td>
</tr>
<tr>
<td>0.10</td>
<td>3.97</td>
<td>3.22</td>
</tr>
</tbody>
</table>

Table 6.11: Results of the segmentation performed on four liver images \{L01,L02,L03,L04\} when using PCAP with both sum of absolute differences and linear criterion, and with different ratios on eigenvalues $\mathcal{R}$. Results are assessed with both ASSD and VOE.

<table>
<thead>
<tr>
<th>Similarity measure</th>
<th>ASSD [mm]</th>
<th>VOE [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L01</td>
<td>L02</td>
</tr>
<tr>
<td>Sum of absolute differences</td>
<td>3.57</td>
<td>2.93</td>
</tr>
<tr>
<td>Linear criterion</td>
<td>3.52</td>
<td>3.02</td>
</tr>
</tbody>
</table>

6.8.4 Comparison after initialization based on affine registration

The initialization is the first step of any explicit model-based segmentation procedure. The mesh may be approximately initialized into the image because many structures of interest have a shape and location into the body that are well known. In the literature, different initialization techniques have been proposed, depending on the model used (see section 3.3.3).

In our case, this initialization constitutes the last step to study how our MPAM behaves in a complete segmentation procedure. Also, this initialization ensures a more thorough performance comparison with respect to the PCAP. In previous section, reference mesh $\mathcal{M}_2^*$ was registered to four liver meshes to study the external forces (i.e. using four ground truth liver meshes). In this section, the initialization is performed by registering reference mesh $\mathcal{M}_2^*$ to liver meshes, but with a similarity transformation this time. The objective is to deform the original shape of reference mesh (see Figure 6.1, right), as it is usually the case in explicit model-based segmentation (see an illustration in Figure 6.14).

For our tests, we first register reference mesh $\mathcal{M}_2^*$ on 12 liver meshes from our
Figure 6.13: Comparison between MPAM using Mahalanobis distance and PCAP using sum of absolute differences for the segmentation of four liver meshes \{\{(a),(b),(c),(d)\}\} with reference mesh \(\mathcal{M}_2^* (N = 7586)\): MPAM using threshold on the Jaccard index \(J = 1.0\) (green) and PCAP using sum of absolute differences (blue). Original mesh is depicted in red. Deformations are applied during 100 iterations.

Figure 6.14: Registration of reference mesh \(\mathcal{M}_2^* (N = 7586)\) towards four liver meshes \{\{(a),(b),(c),(d)\}\} using a similarity transformation. Results are depicted at mesh (top) and image (bottom) level. Original reference mesh is in green, target liver mesh in red and registered reference mesh in blue.
database using the similarity transformation. The classification associated with each of these 12 liver meshes is not included into both the MPAM and PCAP (i.e. using a Leave-One-Out cross validation), so that external forces coupled with this initialization stage are fully studied without bias (i.e. without using appearance information from the datasets that are segmented).

Then, we segment the 12 corresponding liver images using the different combinations of appearance priors and similarity measures that gave the best results in previous section, namely MPAM with Mahalanobis distance and Jaccard index $J = 1.0$ (MPAM+maha), PCAP with sum of absolute differences (PCAP+diff), PCAP with linear criterion (PCAP+line) and PCAP with ratio on eigenvalues $R = 0.9$ (PCAP+maha). Results are assessed with ASSD, VOE, MSD and SRVD (see Table 6.12). Mean and standard deviation of these segmentation results may be found in Table 6.13. Mean and standard deviation of the computation time needed to perform the 12 segmentations may be found in Table 6.14.

Results assessed by ASSD, VOE and MSD show that our MPAM outperforms the PCAP, even with this initialization stage. SRVD seems to indicate that all methods slightly under-segment, which is probably due to the influence of the larger inner part of the profile compared to its outer part, i.e. profiles are extending from 9 mm inward to 6 mm outward. Also, the inner part of the liver (i.e. the parenchyma) features a lesser variance, which makes it more discriminant. MPAM needs slightly more computation time for the segmentation than PCAP though, which is due to the multimodality of the method (i.e. more than one mode may be compared to current profiles during local search).

### 6.9 Conclusion

In this chapter, we used a database of 35 liver meshes with four resolutions to test the different methods presented in this thesis. Results were described and analyzed in a pipeline approach.

First, we compared the performance of our proposed OSI criterion with classical model order selection criteria. Results showed that the former is a rather good tradeoff between under and over-fitting (though slightly encouraging under-fitting), while the latter is affected by both under and over-fitting. Then, we searched for an optimal profile length and inward/outward ratio using both the OSI criterion and the eigengap heuristic. Our experiments showed that, regardless of the inward length chosen, a profile extending between 8 and 12 mm outward gives stable and smooth results.

Regarding spectral clustering, our experiments showed that, for the four resolutions of the reference mesh, the eigenvalues associated with the 20 top eigenvectors feature the same steep decreases, which proves that the eigengap heuristic is robust to resolution change. Regarding boosted clustering, we tested the different versions of the algorithm. Results showed that the cascading boosted clustering with hierarchical approach gives the best results in terms of stability of both the
final number of modes and the percentage of kept profiles per dataset through the different resolutions.

We also tested the ability of the MPAM to reach a constant value after the fusion of a minimum number of datasets. To this end, we added datasets to the MPAM and plotted the final number of modes for different thresholds on Jaccard index $J$ and after both spectral and boosted clustering. For the four resolutions of the reference mesh, results featured a similar behavior for every threshold and after both spectral and boosted clustering. In both cases, a threshold $J = 0.5$ showed to be a reasonable choice since, with this threshold, a rather constant value seems to be reached when adding between 5 and 15 datasets into the MPAM.

In a second part, we assessed the segmentation performance of both MPAM and PCAP. First, we optimized the only internal force by studying its effect on mesh deformation. Without external force, we noticed that most of the mesh surface is preserved except in high curvature zones where the mesh is subject to a shrinking effect. As a solution, rigidity parameter $\eta$ associated with simplex meshes must be locally increased in these zones. Then, we searched for an optimal tradeoff between internal and external forces. Our experiments showed that parameters $\{\alpha = 0.3, \beta = 0.1, \eta = 10\}$ give reasonable results in terms of mesh regularity after 100 deformation iterations.

Finally, we compared the external forces generated from both MPAM and PCAP using, respectively, different thresholds on Jaccard index $J$ and different ratios on eigenvalues $R$. We noticed that $J$ and $R$ have similar features. At maximum value (i.e. 1.0), every variation mode (PCAP) and all clustering modes (MPAM) are taken into account. When reducing this value, complexity of the system is reduced as modes with low eigenvalues are removed (PCAP) and as similar clustering modes are merged (MPAM). With MPAM, segmentation accuracy decreases with $J$, which is due to the increased mode variance from mode fusion that leads to less discriminant modes during local search. Best segmentation results are obtained when using Mahalanobis distance with $J = 1.0$ (MPAM) and sum of absolute differences (PCAP).

Overall, results showed that our MPAM outperforms the PCAP, even when including an initialization stage using a similarity transformation, and despite the fact that less profile modes are used with our MPAM. In both cases, segmentation results showed a slight under-segmentation, which is probably due to the influence of the larger inner part of the profile compared to its outer part (i.e. profiles are extending from 9 mm inward to 6 mm outward).
### 6.9. Conclusion

<table>
<thead>
<tr>
<th>ASSD [mm]</th>
<th>L01</th>
<th>L02</th>
<th>L03</th>
<th>L04</th>
<th>L05</th>
<th>L06</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{MPAM+maha}</td>
<td>1.84</td>
<td>3.22</td>
<td>1.24</td>
<td>4.87</td>
<td>1.42</td>
<td>3.34</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>3.38</td>
<td>2.57</td>
<td>2.21</td>
<td>5.13</td>
<td>2.83</td>
<td>7.69</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>3.87</td>
<td>4.55</td>
<td>3.36</td>
<td>4.59</td>
<td>3.23</td>
<td>8.24</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>3.64</td>
<td>2.99</td>
<td>3.17</td>
<td>5.23</td>
<td>3.62</td>
<td>6.74</td>
</tr>
<tr>
<td>\text{L07}</td>
<td>\text{L08}</td>
<td>\text{L09}</td>
<td>\text{L10}</td>
<td>\text{L11}</td>
<td>\text{L12}</td>
<td></td>
</tr>
<tr>
<td>\text{MPAM+maha}</td>
<td>1.99</td>
<td>1.36</td>
<td>2.43</td>
<td>2.25</td>
<td>1.67</td>
<td>1.34</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>2.99</td>
<td>2.78</td>
<td>4.71</td>
<td>4.55</td>
<td>3.56</td>
<td>2.54</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>4.15</td>
<td>3.17</td>
<td>3.10</td>
<td>3.57</td>
<td>4.77</td>
<td>3.11</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>3.48</td>
<td>3.69</td>
<td>4.89</td>
<td>4.61</td>
<td>4.18</td>
<td>3.46</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>VOE [%]</th>
<th>L01</th>
<th>L02</th>
<th>L03</th>
<th>L04</th>
<th>L05</th>
<th>L06</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{MPAM+maha}</td>
<td>10.75</td>
<td>18.93</td>
<td>9.29</td>
<td>24.26</td>
<td>9.33</td>
<td>18.13</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>18.88</td>
<td>16.52</td>
<td>15.32</td>
<td>27.58</td>
<td>17.68</td>
<td>38.15</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>21.16</td>
<td>25.63</td>
<td>22.31</td>
<td>24.38</td>
<td>20.22</td>
<td>38.05</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>20.45</td>
<td>19.20</td>
<td>21.31</td>
<td>28.00</td>
<td>21.64</td>
<td>33.36</td>
</tr>
<tr>
<td>\text{L07}</td>
<td>\text{L08}</td>
<td>\text{L09}</td>
<td>\text{L10}</td>
<td>\text{L11}</td>
<td>\text{L12}</td>
<td></td>
</tr>
<tr>
<td>\text{MPAM+maha}</td>
<td>11.32</td>
<td>8.35</td>
<td>14.88</td>
<td>12.48</td>
<td>9.63</td>
<td>8.59</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>16.68</td>
<td>16.39</td>
<td>24.96</td>
<td>24.08</td>
<td>18.76</td>
<td>11.36</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>20.85</td>
<td>18.25</td>
<td>16.71</td>
<td>18.57</td>
<td>23.91</td>
<td>16.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>MSD [mm]</th>
<th>L01</th>
<th>L02</th>
<th>L03</th>
<th>L04</th>
<th>L05</th>
<th>L06</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{MPAM+maha}</td>
<td>14.29</td>
<td>43.75</td>
<td>18.86</td>
<td>33.23</td>
<td>16.25</td>
<td>32.73</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>28.96</td>
<td>21.29</td>
<td>19.66</td>
<td>39.80</td>
<td>23.03</td>
<td>35.21</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>25.38</td>
<td>37.50</td>
<td>21.84</td>
<td>35.19</td>
<td>27.39</td>
<td>47.74</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>25.97</td>
<td>18.12</td>
<td>20.34</td>
<td>34.48</td>
<td>23.59</td>
<td>29.86</td>
</tr>
<tr>
<td>\text{L07}</td>
<td>\text{L08}</td>
<td>\text{L09}</td>
<td>\text{L10}</td>
<td>\text{L11}</td>
<td>\text{L12}</td>
<td></td>
</tr>
<tr>
<td>\text{MPAM+maha}</td>
<td>31.76</td>
<td>21.33</td>
<td>22.06</td>
<td>28.79</td>
<td>22.88</td>
<td>20.05</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>33.02</td>
<td>35.01</td>
<td>34.05</td>
<td>37.61</td>
<td>29.49</td>
<td>40.00</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>39.86</td>
<td>28.83</td>
<td>29.16</td>
<td>29.43</td>
<td>39.96</td>
<td>33.84</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>33.77</td>
<td>33.60</td>
<td>33.09</td>
<td>37.45</td>
<td>28.77</td>
<td>39.09</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SRVD [%]</th>
<th>L01</th>
<th>L02</th>
<th>L03</th>
<th>L04</th>
<th>L05</th>
<th>L06</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{MPAM+maha}</td>
<td>-7.87</td>
<td>-3.94</td>
<td>+1.91</td>
<td>-16.2</td>
<td>-7.43</td>
<td>+5.01</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>-9.25</td>
<td>-1.10</td>
<td>-2.12</td>
<td>-20.8</td>
<td>-14.7</td>
<td>-18.7</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>+4.69</td>
<td>+2.39</td>
<td>+4.08</td>
<td>-13.0</td>
<td>-12.4</td>
<td>+1.34</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>-1.24</td>
<td>-8.00</td>
<td>-6.00</td>
<td>-18.4</td>
<td>-11.2</td>
<td>-13.4</td>
</tr>
<tr>
<td>\text{L07}</td>
<td>\text{L08}</td>
<td>\text{L09}</td>
<td>\text{L10}</td>
<td>\text{L11}</td>
<td>\text{L12}</td>
<td></td>
</tr>
<tr>
<td>\text{MPAM+maha}</td>
<td>-4.16</td>
<td>-4.10</td>
<td>-12.0</td>
<td>-6.46</td>
<td>-7.96</td>
<td>-4.74</td>
</tr>
<tr>
<td>\text{PCAP+diff}</td>
<td>-13.0</td>
<td>-12.1</td>
<td>+18.3</td>
<td>+7.81</td>
<td>+2.38</td>
<td>-1.23</td>
</tr>
<tr>
<td>\text{PCAP+line}</td>
<td>-6.61</td>
<td>-7.30</td>
<td>-3.73</td>
<td>+2.65</td>
<td>+5.49</td>
<td>+4.14</td>
</tr>
<tr>
<td>\text{PCAP+maha}</td>
<td>-11.1</td>
<td>-9.76</td>
<td>+20.9</td>
<td>+6.59</td>
<td>+6.61</td>
<td>+8.03</td>
</tr>
</tbody>
</table>

Table 6.12: Results of the segmentation performed on 12 liver images \{L01, \ldots, L12\} with reference mesh \(M_2\) \((N = 7586)\) when using: MPAM with mahalanobis distance and Jaccard index \(J = 1.0\) (MPAM+maha), PCAP with sum of absolute differences (PCAP+diff), PCAP with linear criterion (PCAP+line), and PCAP with ratio on eigenvalues \(R = 0.9\) (PCAP+maha). Results are assessed with ASSD, VOE, MSD, and SRVD.
### Table 6.13: Mean (SD) of the segmentation results performed on 12 liver images and assessed with ASSD, VOE, MSD and SRVD when using MPAM and PCAP with different similarity measures: MPAM with Mahalanobis distance and Jaccard index $J = 1.0$ (MPAM+maha), PCAP with sum of absolute differences (PCAP+diff), PCAP with linear criterion (PCA+line), and PCAP with ratio on eigenvalues $R = 0.9$ (PCAP+maha).

<table>
<thead>
<tr>
<th></th>
<th>ASSD [mm]</th>
<th>VOE [%]</th>
<th>MSD [mm]</th>
<th>SRVD [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPAM+maha</td>
<td>2.24 (1.08)</td>
<td>12.99 (5.04)</td>
<td>25.74 (8.85)</td>
<td>-5.66 (5.59)</td>
</tr>
<tr>
<td>PCAP+diff</td>
<td>3.74 (1.56)</td>
<td>20.53 (7.17)</td>
<td>31.74 (7.00)</td>
<td>-6.20 (11.5)</td>
</tr>
<tr>
<td>PCAP+line</td>
<td>4.14 (1.43)</td>
<td>22.24 (5.76)</td>
<td>33.26 (7.13)</td>
<td>-1.52 (6.78)</td>
</tr>
<tr>
<td>PCAP+maha</td>
<td>4.14 (1.07)</td>
<td>22.76 (4.52)</td>
<td>29.90 (6.58)</td>
<td>-2.00 (11.7)</td>
</tr>
</tbody>
</table>

### Table 6.14: Mean (SD) of the computation time needed to perform the segmentation of 12 liver images when using MPAM and PCAP with different similarity measures: MPAM with Mahalanobis distance and Jaccard index $J = 1.0$ (MPAM+maha), PCAP with sum of absolute differences (PCAP+diff), PCAP with linear criterion (PCA+line), and PCAP with ratio on eigenvalues $R = 0.9$ (PCAP+maha).

<table>
<thead>
<tr>
<th></th>
<th>computation time [min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPAM+maha</td>
<td>7.75 (0.45)</td>
</tr>
<tr>
<td>PCAP+diff</td>
<td>5.33 (0.49)</td>
</tr>
<tr>
<td>PCAP+line</td>
<td>5.50 (0.52)</td>
</tr>
<tr>
<td>PCAP+maha</td>
<td>6.66 (0.49)</td>
</tr>
</tbody>
</table>
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7.1 Introduction

In this chapter, we describe two collaborative works that have been done within the framework of the 3D Anatomical Human project (3DAH).

The first work, which has been done with Jérôme Schmid (University of Geneva, Switzerland) and Anders Sandholm (EPFL, Switzerland) [Schmid et al. 2009], consists in creating subject-specific models for kinematic simulations (section 7.2). We explain our motivation (section 7.2.1) and the way we acquire data (section 7.2.2). Since medical images are known to be noisy and prone to artifacts, we also talk about pre-processing (section 7.2.3) with the aim of reducing these undesirable effects. Then, we describe the different steps to create anatomical (section 7.2.4) and musculoskeletal (section 7.2.5) models.

The second work, which has been done with Jérôme Schmid (University of Geneva, Switzerland) [Chung et al. 2011], compares the performance of different
statistical models in the context of lower limb bone segmentation using MR images when only a small number of datasets is available for training (section 7.3). We explain our motivation (section 7.3.1) and present the MRI data used for this study (section 7.3.2). Then, we describe the shape and appearance priors from which statistical models are created (section 7.3.3), and both the segmentation framework (section 7.3.4) and experimental setup (section 7.3.5) used for this study. Finally, we present the results (section 7.3.6) and conclude by a discussion (section 7.3.7).

7.2 Subject-specific models for kinematic simulations

7.2.1 Motivation

Although eventually non-lethal, musculoskeletal disorders such as joint degeneration and hip osteoarthritis are the cause of severe and long term pain for patients. This is why predicting musculoskeletal behavior with computer models and simulations may be of a great help for medical diagnosis (e.g. orthopedics, movement optimization, rehabilitation and ergonomics).

In the medical imaging community, medical scanners, which are more and more precise, available, standardized and less and less invasive, are extensively used as diagnosis tools. In the biomechanics community, computer simulations of the musculoskeletal system are widely used to study the mechanisms behind human gait and its disorders. Musculoskeletal models are commonly generic, i.e. based on data derived from anatomical and biomechanical studies of cadaverous specimens. Within the 3DAH project, one objective of this thesis is to replace those generic musculoskeletal models by subject-specific anatomical models of the lower limb structures [Schmid et al. 2009].

In biomechanics, replacing generic models by subject-specific models consists in scaling the generic models so that they match at best specific features of the subject. However, such a scaling is not accurate. Indeed, studies have shown that some subject-specific anatomical differences may not be taken into account. As a result, errors are introduced in the models. Other methods were proposed to overcome this scaling issue but a major limitation of these approaches is to heavily rely on user interactions. Based on subject-specific medical data (i.e. using MR images), an accurate modeling of lower limb anatomical structures may be produced while avoiding this scaling operation.

In [Schmid et al. 2009], we introduced a method to create subject-specific musculoskeletal models from MRI datasets and motion capture data. Anatomical models are reconstructed using a model-based semi-automatic segmentation approach, where muscles, tendons, bones and corresponding attachments are identified (see section 7.2.4). These anatomical models coupled with motion capture data, joint kinematics information and muscle-tendons actuators are then used to create subject-specific musculoskeletal models (see section 7.2.5).
7.2. Subject-specific models for kinematic simulations

7.2.2 Data acquisitions

For musculoskeletal models in biomechanics, data acquisition consists mainly in a motion capture. In [Schmid et al. 2009], eight video cameras were used to capture motion data of reflective skin markers placed on subjects at specific lower limb locations. Subjects were also equipped with electromyography (EMG) sensors to capture electrical activity in eight large lower limb muscles. During motion acquisition, the subjects walked on two force platforms that captured ground reaction forces.

For anatomical models, CT and MRI acquisitions are required since these modalities are the references in bone and soft tissue acquisitions, respectively. A protocol needs to be defined, usually with radiologists. A medical-ethical committee must approve the acquisition and subjects need to give their written consent. For lower limb structures, this protocol needs to highlight both soft and bony tissues.

In [Schmid et al. 2009], we acquired MR images with the following protocol: Axial 2D T1 Turbo Spin Echo, TR = 578 ms, TE = 18 ms, FOV = 40 cm, FA = 90°, matrix = 512x512, resolution = 0.78x0.78 mm. To acquire the full lower limbs, six acquisitions were performed at the University Hospital of Geneva (Switzerland) on a 1.5T MRI device with varying slice thickness, e.g. a higher thickness was used for long bones to speed up the acquisition process. All acquisitions were finally registered and merged in a unique volume thanks to an appropriate overlap between consecutive slabs.

7.2.3 Pre-processing

As previously said in section 2.3.1, medical images are usually corrupted by anisotropic voxels, noise, partial voluming and artifacts. To overcome these issues, pre-processing may be required on images before any further processing. This is because most medical image analysis algorithms rely on image intensities.

When applying low pass filters on images, noise is usually reduced. Anisotropic filters are particularly suited since they smooth the image without altering edge sharpness (see an example in Figure 7.1). Intensity normalization may be applied between subjects, sessions or even slabs. Consecutive slabs are acquired when one acquisition is not sufficient to cover an entire region (e.g. whole lower limbs) due to the small field of view (FOV) of the scanner. Bias field, as introduced in section 2.3.3, may also be removed, or at least reduced, as a pre-processing step.

MR images are usually corrupted with noise and known to be prone to artifacts. This is because MR images are acquired in a complex form and only the magnitude of the signal is kept (i.e. as image intensity) while the phase information is discarded. To remove noise, anisotropic filters are commonly used, though other methods exist.

A first method consists in correlating two images acquired successively so that only the signal remains [Sijbers et al. 1998]. Another method called non-local means (NL-means) [Buades et al. 2005] has proven to be very efficient for the denoising of MR images [Coupé et al. 2006]. In this algorithm, the filtered value of a voxel is computed as the average of all voxel intensities using weights that are defined by a
similarity function.

When several images are acquired from different patients or sessions, intensity normalization may be used so that image contrast and brightness match between images. Such normalization may be done using a piecewise affine transform of the intensities. Finally, intensity inhomogeneities (e.g. bias field) are likely to be important in MR images and several methods to correct it have been proposed in the literature [Vovk et al. 2007, Likar et al. 2004, Weisenfeld & Warfield 2004, Styner et al. 2000].

7.2.4 Anatomical models construction

To model lower limb anatomical structures such as bones, muscles and tendons in a (semi-)automatic segmentation procedure, shape information needs to be gathered. After the MRI acquisition during which the lower limbs of a subject are scanned, a manual segmentation of anatomical structures is performed by a medical expert. After generating meshes from these segmentations, they appear not to be smooth. Furthermore, meshes are not anatomically attached whereas they should be. In this section, we describe the various steps to force meshes to be anatomically correct. The objective of this method is to reuse these meshes in (semi-)automatic segmentation methods. We presented the following method and results in [Chung et al. 2009, Schmid et al. 2009].

Manual delineation  The manual delineation of bones and muscles is performed by a medical expert (see Figure 7.2). For each structure, a binary image is produced and then processed by the Marching Cubes algorithm [Lorensen & Cline 1987] to generate 2-simplex meshes [Delingette 1999] representing the structures of interest.

However, the generated meshes appear not to be smooth. This is mostly ex-
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Figure 7.2: Consecutive steps related to manual delineation. First, (a) an MR image is analyzed by a medical expert (note how difficult it is to see where are muscle boundaries). Then, (b) a manual delineation defines structures of interest by means of labels (a gray value range is used here). Finally, (c) meshes are generated from these labels (contours represent the intersection between MRI slice and generated meshes). Blue contour delineates the tibia bone and green contours delineate the muscles.

plained by the dataset resolution and especially the large inter-slice distance. The ubiquitous error made during a manual segmentation needs also to be taken into account, since it remains a subjective task. Ideally, the resolution should be as high as possible to provide detailed images and to avoid big jumps between consecutive MRI slices. This is not always feasible (e.g. device limitations and acquisition time restrictions). Furthermore, a lower resolution is preferred to reduce the memory footprint, which results in a speed-up automatic algorithm.

Since muscles are known to be anatomically smooth, the objective is to find a solution that makes them appear so. The technique we use consists first in refining the meshes and then in applying internal constraints on them. More precisely, we apply forces on the meshes so that their rigidity is maximal. For that, we use the simplex angle regularity constraint used for shape recovery (see section 3.3.4.2).

**Tendons** Although muscles are difficult to delineate manually, tendons are easier to detect in MR images. Indeed, tendons have a uniform appearance in images since they appear as dark structures with respect to muscle tissue. An automatic method based on maximum intensity ridge tracing [Aylward & Bullitt 2002, Pock et al. 2005] is first used. This method relies on the assumption that tendons are roughly tubular structures, which is especially the case for leg tendons. These tracing methods have proved to be robust to noise. They provide also a simple way to model a structure as a series of centerline points (i.e. a position and a radius). Furthermore, such representation could be reused in another automatic method.

However, this method may not always segment correctly or entirely tendons because in some regions their intensity is corrupted by strong artifacts (e.g. noise, adjacent structures and partial volume effect). As a result, tendons are difficult to follow through slices. Moreover, some tendons are so close that distinguishing them
without some prior knowledge is difficult. To cope with these problems, missing centerline points are manually placed on high curvature points of tendons. Eventually, when the centerlines are complete using either an automatic or manual modeling, simplex meshes representing the tendons are automatically created (see Figure 7.3).

**Attachments** An attachment is defined as the linking region between two anatomical structures. For instance, tendons are usually attached to bones. In this case, tendon attachments are defined as tendon tissues sharing a common region with bone tissues. Comparatively, meshes modeling these structures should be stuck together, which is not the case *a priori*. Indeed, as accurate as the segmentation may be, generated meshes are not guaranteed to be attached together (especially after the smoothing procedure). Our solution consists in manually placing splines to define attachment regions as described in [Gilles 2007]. Meshes are then deformed until they are stuck. This provides a simple but efficient way to model attachment regions.

**Interpenetration removal** Smoothing and attachment procedures previously described may create non realistic interpenetrations between meshes. To solve this problem, we decide not to use implicit surfaces [Alexa & Adamson 2004] because the hypothesis of vicinity to surfaces may be invalid (*i.e.* in case of big interpenetrations). Instead, we propose an iterative geometrical post-processing method (see [Schmid et al. 2009] for details). Nevertheless, a perfect contact between meshes is not ensured but the results are satisfactory when mesh resolution is not too low (see some results in Figure 7.4). To speed up the process, precomputed signed distance maps may be used as well as the efficient golden section search technique [Press et al. 1992].
Figure 7.4: Axial view of a lower limb MR image showing muscle delineation (a) before and (b) after interpenetration removal.

**Semi-automatic segmentation** As a result, we have a collection of anatomical meshes representing various soft and bony structures (see Figure 7.5). The objective is to re-exploit these meshes as priors in a (semi-)automatic segmentation. This method could be then applied on any similar dataset coming from other subjects. Our semi-automatic segmentation procedure is mostly based on deformable models [Gilles et al. 2006], which are explained more into details in section 3.3.

### 7.2.5 Musculoskeletal model generation

To generate subject-specific musculoskeletal models, anatomical models need first to be aligned with the motion capture data. For each bone (i.e. pelvis, femur and tibia), a rigid transformation is computed using corresponding skin markers. Doing so, each bone may be correctly aligned with the motion capture data. Similarly, this rigid transformation ensures skin markers to be expressed in the MR image coordinate space.

In a second step, information about muscles and joints needs to be included. Each joint center, computed from the anatomical models, is used as center point for the moment force generated by the muscles. Then, a function is defined to describe the kinematic behavior of each joint. By using this function and a given joint angle, the relative attachment point of joints may be determined. To calculate the force that each muscle and its tendons may generate, each muscle is expressed into a set of one or more muscle-tendon actuators. These muscle-tendon actuators stretch between the muscles insertion points (i.e. attachment regions) either as a straight line or via a wrapping point.

When a subject-specific simulation is carried out, generated musculoskeletal models are loaded along with motion capture data. Models match the motion capture data, so that no initial scaling needs to be done.
7.3 Bone segmentation using few training datasets

7.3.1 Motivation

Building meaningful priors for model-based image segmentation purposes is an important topic in medical imaging. To account for a large variety in both shape and appearance, numerous datasets are usually required in a training stage. Atlas-based methods are designed in the hypothesis that a significant number of training datasets may yield a reasonable mean model (i.e. in the sense of a population mean) as well as meaningful modes of variation.

These methods usually define a reasonable estimation of the prior using the principal modes of variation (i.e. variations may be controlled with few parameters). They have been successfully used in coarse-to-fine approaches where the algorithm starts with a rough approximation of the prior (i.e. with few degrees of freedom) and evolves adding more variation until reaching a steady state [Heimann et al. 2007, Schmid & Magnenat-Thalmann 2008].

In the literature, shape variations are often described using Principal Component Analysis (PCA) [Seim et al. 2008, Schmid & Magnenat-Thalmann 2008] of Point Distribution Models (PDM) [Cootes & Taylor 2004] (see section 3.3.4.2). Regarding appearance, methods such as Active Shape Models (ASM) [Cootes & Taylor 1993] and Active Appearance Models (AAM) [Cootes & Taylor 2001] were proposed to account for the main intensity variation around and within structures of interest, respectively.

Figure 7.5: Some anatomical models of the lower limbs after 3D reconstruction, including bones (top) and muscles (down). 

![Anatomical models of the lower limbs](image)
However, the number of datasets required to account for both the shape and appearance of a structure may be an issue. First, medical imaging acquisitions require time and resources, and this may limit the number of datasets available for training. Second, the large number of acquisition protocols and hardware characteristics (especially in case of versatile modalities such as MRI) tend to produce images with a large variety of intensity distribution for the same structure of interest. Additionally, noise and artifacts (e.g. patient movement and partial volume effect) are likely to corrupt the image intensity.

These factors strongly affect the construction of priors, as they bring meaningless intensity information into the appearance priors. Also, the manual segmentation of images by an expert, which is required for the extraction of shapes, is a tedious task and is a limiting factor for the availability of training datasets. Finally, the large natural variability of shape and appearance cannot be well represented by a Gaussian distribution assumed by PCA and thus capturing all the shape variations is still very challenging. As a result, the number of required datasets often seems insufficient to fully capture variations in both shape and appearance, especially in case of 3D modeling [Heimann 2009]. Various works such as FEM vibrational modes [Cootes & Taylor 1996] have been proposed to artificially produce additional modes of variation, but it seems that this approach is mainly restricted to cope with intra-subject variability.

To study the influence of few training datasets on segmentation results, we propose to test the performance of various shape and appearance priors in the context of lower limb bone segmentation using MR images [Chung et al. 2011]. In practice, two training sets are tested: one with only three datasets featuring a rather homogenous intensity distribution and the other with three more datasets featuring MRI artifacts. For shape modeling, both PCA and shape memory strategies are tested. PCA-based methods are known to need several datasets to be meaningful, while shape memory method requires in practice only one dataset. For appearance modeling, methods based on intensity profiles are tested, namely mean intensity profiles, multivariate Gaussian distributions of profiles and multimodal profiles from EM clustering.

Our objective is to find the most efficient strategy, i.e. the strategy that is robust against the low number of datasets and their intensity inhomogeneities. This strategy would have the advantage to be more easily integrated in a clinical environment where the need of quick results is vital, regardless of the number of datasets.

### 7.3.2 MRI data

#### 7.3.2.1 Acquisitions

For this study, six acquisitions were performed on six different subjects (4 females and 2 males, aged between 25 and 35). Protocols used for each acquisition are detailed in Table 7.1. The acquisitions took place in two different locations. Three subjects were scanned at the St Mary's Hospital, London, UK on a GE Medical...
Table 7.1: MRI protocols used to scan the six subjects. TR, TE and FOV stand for, respectively, repetition time, echo time and field of view.

<table>
<thead>
<tr>
<th>Subject</th>
<th>TR/TE(ms)</th>
<th>FOV(cm)/Matrix</th>
<th>Resolution(mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>4.15/1.69</td>
<td>35/256x256</td>
<td>1.37x1.37x5</td>
</tr>
<tr>
<td>#2</td>
<td>4.15/1.69</td>
<td>35/256x256</td>
<td>1.37x1.37x5</td>
</tr>
<tr>
<td>#3</td>
<td>4.15/1.69</td>
<td>35/256x256</td>
<td>1.37x1.37x5</td>
</tr>
<tr>
<td>#4</td>
<td>5.06/2.23</td>
<td>43/256x256</td>
<td>0.84x0.84x2</td>
</tr>
<tr>
<td>#5</td>
<td>4.34/1.56</td>
<td>40/256x256</td>
<td>0.78x0.78x2</td>
</tr>
<tr>
<td>#6</td>
<td>5.09/2.22</td>
<td>43/256x256</td>
<td>0.84x0.84x2</td>
</tr>
</tbody>
</table>

Figure 7.6: Some common MRI artifacts: (a) surface coil artifact on one distinctive spot, (b) tissue shift artifact on two distinctive spots (bone and fat tissue shifts), and (c) subject motion artifact at the overlap between two consecutive slabs where the femur is clearly shifted.

Systems 1.5T MRI device (subjects #4, #5 and #6) and the three other subjects at the University Hospital of Geneva, Switzerland on a Philips Medical Systems 1.5T MRI device (subjects #1, #2 and #3). Both acquisitions feature 256x256 matrices but with a different slice thickness (i.e. 2 mm at London and 5 mm at Geneva). An institutional medical-ethical committee approved this study and subjects gave their written consent.

Some MR images present strong artifacts like subject motion, surface coil, slice-to-slice interference and bias field (see Figure 7.6). Subject motion is an artifact created by the displacement of a structure, which arises when the subject slightly moves between two consecutive acquisitions. Surface coil is characterized by a very strong signal due to the close proximity of the subject with the surface coil. Slice-to-slice interference artifact is due to the cross-excitation of adjacent slices with contrast loss in reconstructed images. Finally, bias field is a very common artifact in MR images, which may be induced by a number of factors such as poor radio frequency coil uniformity, static field inhomogeneity and radio frequency penetration.
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Figure 7.7: MRI sagittal view of the lower limbs before (top) and after (bottom) intensity correction between slabs using histogram normalization. Note how intensity has been corrected at foot level.

7.3.2.2 Fusion of MRI slabs

An MRI acquisition of the whole lower limb cannot be performed in one scan due to a limited field of view (FOV) of the machine. Consecutive scans, known as slabs, are necessary to cover its entire length. The registration of these slabs is then required to generate a complete MR image of the lower limbs. The registration is computed thanks to a sufficient overlap, which is used to compute the transformation matrix between slabs. In our case, we use a rigid registration based on the manual placement of landmarks.

However, the registration is not enough to create a satisfactory MR image of the lower limbs. Indeed, intensity distribution may vary between registered slabs (see Figure 7.7, top), which means the intensity histogram for the same structure may slightly differ between slabs. This is because the intensity range of the MR image may change between slabs (i.e. the minimum and maximum intensity value is different). Also, the presence of strong artifacts at the image boundaries is likely to affect the intensity distribution (in addition to the common bias field). These artifacts are unpredictable and may differ in their number and importance between slabs.

Our solution consists in putting artifact intensity values into the background, so that when normalizing intensity between slabs, artifacts do not bias the correction. The normalization is performed using an intensity scaling factor. To this end, we calculate for each slab the histogram of the main structures (i.e. bones, muscles and fat) and compute the scaling factor so that histograms are similar. Finally, a bias correction is applied on the generic MR image of the lower limbs to correct intensity inhomogeneities [Styner et al. 2000], i.e. to correct the bias field and to smooth the intensity scaling between slabs (see Figure 7.7, bottom).
7.3.3 Creation of appearance and shape priors

In this paper, we propose to exploit priors built from both the appearance and shape of structures in model-based image segmentation. A set of \( P \) training shapes \( \{S_1, \ldots, S_P\} \) with corresponding images \( \{I_1, \ldots, I_P\} \) is necessary to model the priors.

Each shape \( S \) is modeled as a 2-simplex mesh [Delingette 1999] defined by \( N \) vertices \( p_i \) with normals \( n_i \):

\[
S = \{(x_1, n_1), \ldots, (x_N, n_N)\}
\]

(7.1)

The shapes are produced by a supervised segmentation approach in which the point correspondence is established (i.e. landmarks on all \( P \) training shapes are located at corresponding positions). This point correspondence, which is the first necessary step when building shape models with PDM, is ensured through a registration between training shapes. Then, the \( P \) training shapes are aligned in a common coordinate frame. The most popular method to solve this problem is the General Procrustes Analysis (GPA) [Goodall 1991, Gower 1975], which aligns the set of \( P \) training shapes to their unknown mean by minimizing the mean squared distance between two shapes in an iterative procedure. After alignment, dimensionality of the training set is reduced to find a small set of modes that best describes the observed variation. This is accomplished using PCA [Jolliffe 2002]. More information on the issues of building training sets may be found in [Heimann 2009].

7.3.3.1 Shape priors

For the shape prior construction, we propose to use PCA-based priors (PCA) and shape memory (SMEM), which are both described in section 3.3.4.2.

7.3.3.2 Appearance priors

To take appearance into account, intensity profiles \( x_i \) are built by sampling the image intensity at each point \( p_i \) along the normal direction. From these profiles, various approaches to build a prior have been presented in the literature (see section 3.3.5.4). In this study, we consider multivariate Gaussian distributions of intensity profiles (MGD) and multimodal profiles (MPAM), whose construction is described in section 3.3.5.5 and chapter 4, respectively. In addition, we consider mean intensity profiles (PROF), whose construction is described in the following paragraph.

**PROF** Mean intensity profiles constitute the simplest appearance prior. At each corresponding point through all datasets, a mean intensity profile is computed as:

\[
\mu_i = \frac{1}{P} \sum_{j=1}^{P} x_{ij}
\]

(7.2)
Though faster to compute due to its simplicity, this prior does not make any assumption about the variance. As a result, mean intensity profiles are rather poor priors. However, they have been successfully exploited in previous works [Gilles & Magnenat-Thalmann 2010, Schmid & Magnenat-Thalmann 2008], in which they were combined with robust similarity measures such as the Normalized Cross Correlation (NCC) [Holden et al. 2000].

### 7.3.4 Segmentation based on priors

The proposed segmentation is based on dynamic deformable models. A deformable template evolves until reaching an equilibrium [Gilles & Magnenat-Thalmann 2010, Schmid & Magnenat-Thalmann 2008]. Internal forces regulate its evolution while external forces drive it towards anatomical boundaries. This section discusses the effect of above-mentioned priors into this deformable model framework.

#### 7.3.4.1 Evolution

Dynamic deformable models behave like a particle system, in which each particle corresponds to a lumped-mass vertex subject to internal and external forces. The dynamics of the system follow the Newtonian laws of motion, which express particle state (i.e. position and velocity) with respect to forces. The resulting time-discretized differential equation system is solved by an implicit Euler scheme.

A multiresolution scheme is used to produce various levels of detail (LOD) of the shapes [Gilles & Magnenat-Thalmann 2010] (see Figure 7.9). The LOD are then exploited in a coarse-to-fine fashion, improving the robustness and accuracy of the segmentation evolution. In case of simultaneous segmentation of more than one structure, efficient collision response and detection are applied to prevent interpenetrations [Gilles & Magnenat-Thalmann 2010]. Alternatively, a post-processing correction method may be used [Schmid et al. 2009]. Forces are expressed based on the image information, the current model configuration and the pre-computed priors.

Forces at point $p_i$ are expressed as the force of a Hookean spring:

$$ f_i = \varepsilon \ast (\hat{p}_i - p_i) $$

where $\hat{p}_i$ denotes the target point and $\varepsilon$ is a weighting coefficient specific to each type of force. We will see in the following how the target point is computed given the different forces. This procedure is hereupon referred to as source-to-target approach.

#### 7.3.4.2 Internal forces based on shape priors

**PCA** As depicted in section 7.3.3.1, the shape priors are expressed by a SSM built on a PCA. At each iteration, a closest shape $\hat{S}$ is found by projecting the
current deformable shape $\mathbf{S}$ into the PCA space. An iterative procedure computes the adequate transformation $T$ and appropriate constrained shape parameters $\mathbf{b} = b_1, \ldots, b_R$ [Cootes & Taylor 1993]. Hard or soft constraints are applied to discard illegal configurations.

Then, $\hat{\mathbf{S}} = \{\hat{\mathbf{p}}_1, \ldots, \hat{\mathbf{p}}_N\}$ eventually becomes the target shape and the source-to-target approach is applied:

$$f_i^{\text{pca}} = \varepsilon\text{pca}(\hat{\mathbf{p}}_i - \mathbf{p}_i) \quad (7.4)$$

**SMEM** In case of a single reference shape used as a prior, both precomputed and current simplex parameters are used to derive new target point positions. A force $f_i^{\text{smem}}$ is then produced at each point $\mathbf{p}_i$.

### 7.3.4.3 External forces based on appearance priors

At each iteration of the evolution, a number $W$ of intensity profiles $\{\mathbf{x}_i^1, \ldots, \mathbf{x}_i^W\}$ are sampled along the normal $\mathbf{n}_i$ at vertex $\mathbf{p}_i$. Among them, a target profile $\hat{\mathbf{x}}_i$ is chosen, whose corresponding position is $\hat{\mathbf{p}}_i$. Usually, this target profile is chosen so that it maximizes a similarity criterion or minimizes a distance.

**PROF** In case of mean intensity profiles, a target profile $\hat{\mathbf{x}}_i$ is selected if it maximizes the Normalized Cross Correlation $NCC$ with the mean intensity profile $\mu_i$:

$$\hat{\mathbf{x}}_i = \text{argmax} \ NCC(\mathbf{x}_i^j, \mu_i) \quad (7.5)$$

where $j \in [1, W]$.

**MGD** When using a multivariate Gaussian distribution of intensity profiles, the information from the covariance matrix $\Sigma_i$ is also taken into account. In this case, a target profile $\hat{\mathbf{x}}_i$ is selected if it minimizes the Mahalanobis distance $d_M$ derived from the computed distribution [Cootes & Taylor 1993]:

$$\hat{\mathbf{x}}_i = \text{argmin} \ d_M(\mathbf{x}_i^j) = \min_{j} \sum_{l=1}^{m} \frac{b_{il}^2}{\lambda_{il}} \quad (7.6)$$

where $j \in [1, W]$ and $b_i$ is computed from equation 3.41.
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MPAM The target profile $\mathbf{x}_i$ of a given point $\mathbf{p}_i$ is chosen as one of the $W$ profiles sampled along the normal that has the smallest Mahalanobis distance $d_M$ with one of its $K_i$ associated clusters:

$$
\mathbf{x}_i = \text{argmin } d_M(x^{j,k}_i) = (x_i - \mu_k)^T \text{diag}(1/\sigma_{k,1}, \ldots, 1/\sigma_{k,d})(x_i - \mu_k) 
\tag{7.7}
$$

where $j \in [1,W]$, $k \in [1,K_i]$ and $\text{diag}(1/\sigma_{k,1}, \ldots, 1/\sigma_{k,d})$ is the diagonal of covariance matrix $\Sigma_k$ (as explained in section 5.2.2).

7.3.5 Experimental setup

Two training sets, D3 and D6 with, respectively, three and six lower limb MRI datasets (see Fig. 7.8 for more details), are used with Leave-One-Out (LOO) cross validation. A multiresolution scheme is used to produce four levels of detail for each structure. For femur bone, the four resolutions consist in $N = 514$, $N = 2056$, $N = 8224$ and $N = 32896$ vertices, respectively. For hip bone, they consist in $N = 814$, $N = 3256$, $N = 13024$ and $N = 52096$ vertices, respectively (see Fig. 7.9).

Three appearance models are compared: mean intensity profiles (PROF) with Normalized Cross Correlation measure, multivariate Gaussian distributions of intensity profiles (MGD) and multimodal profiles (MPAM), both with Mahalanobis distance. With MGD, PCA takes 95% of the total intensity into account to compute the approximated Mahalanobis distance. To regularize the covariance matrix during EM iterations, MPAM is created using Constant Regularization method coupled with parameter $h = 1.0$ (see section 4.3.1.3). Due to the limited number of training datasets, we prefer not to merge any mode (i.e. Jaccard index $J = 1.0$).

Regarding intensity profiles, thirty-one intensities are sampled every 0.5 mm from 12.5 mm inside to 2.5 mm outside mesh surface at each vertex for PROF and MGD, since these values were successfully used for the segmentation of bones in MR images [Gilles & Magnenat-Thalmann 2010, Schmid & Magnenat-Thalmann 2008]. For MPAM, appropriate values need to be defined since the appearance prior construction method is different. Experiments showed that eleven intensities sampled every mm from 5 mm inside to 5 mm outside mesh surface give reasonable results in terms of clustering and segmentation. These values are thus used in the framework of this work.

To have a fair comparison between methods, same initialization and internal forces (i.e. PCA-based prior or shape memory) are used for every appearance model. The initialization is based on the manual placement of landmarks coupled with a shape interpolation approach [Gilles & Magnenat-Thalmann 2010]. Segmentation accuracy is assessed with DICE measure (DSC) [Dice 1945] based on reference manual segmentations. In the results, femur and hip bones are both considered as one structure, though they are both represented by two instances (i.e. left and right). To simplify the statistical analysis, the DICE measure on each structure is actually
Figure 7.8: The six datasets that are used for the experiments with their MR image and corresponding reference meshes (i.e. hip bones in blue and femur bones in green). The three datasets on the top constitute the D3 training set while all datasets together constitute the D6 training set. Note how rather linear is the intensity distribution between datasets of D3. Conversely, the three datasets on the bottom feature a quite heterogeneous intensity distribution. Among them, dataset #4 and dataset #6 are strongly subject to MRI artifacts.
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Figure 7.9: Detail of the four increasing resolutions (from left to right) for both femur (top) and hip (bottom) bone meshes. For femur bone, the four resolutions are \( N = 514 \), \( N = 2056 \), \( N = 8224 \) and \( N = 32896 \) vertices, respectively. For hip bone, the four resolutions are \( N = 814 \), \( N = 3256 \), \( N = 13024 \) and \( N = 52096 \) vertices, respectively.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>D3</td>
<td>MGD</td>
<td>PROF</td>
<td>MPAM</td>
</tr>
<tr>
<td>SMEM</td>
<td>88.48</td>
<td>91.98</td>
<td>87.39</td>
</tr>
<tr>
<td>PCA</td>
<td>78.82</td>
<td>89.51</td>
<td>89.40</td>
</tr>
<tr>
<td>D6</td>
<td>MGD</td>
<td>PROF</td>
<td>MPAM</td>
</tr>
<tr>
<td>SMEM</td>
<td>87.64</td>
<td>90.91</td>
<td>87.19</td>
</tr>
<tr>
<td>PCA</td>
<td>70.37</td>
<td>89.14</td>
<td>88.08</td>
</tr>
</tbody>
</table>

Table 7.2: Mean DICE measure (i.e. on all structures and on all segmented datasets) when combining appearance and shape priors on both D3 and D6 training sets.

First results consist of averaging the Dice score on all structures and on all segmented datasets (see Table 7.2). Using D3, PROF gives the best results, with both SMEM (DSC = 91.98) and PCA (DSC = 89.51), followed closely by MPAM with PCA (DSC = 89.40). Results are quite similar using D6, PROF performs the best with both SMEM (DSC = 90.91) and PCA (DSC = 89.14), followed by MPAM with PCA (DSC = 88.08). MGD coupled with PCA gives by far the worst results when using both D3 and D6. Regardless of the appearance prior used, SMEM is more accurate than PCA except when the latter is coupled with MPAM. When comparing global results on D3 and D6, we notice that D3 always gives better results.
Figure 7.10: Segmentation of both left femur \{(a),(b)\} and left hip \{(c),(d)\} bones from dataset \#1 using D3 training set and: (a) PROF, (b) MPAM, (c) MGD, and (d) PROF appearance priors. Reference mesh is depicted in red, initialization in green, SMEM shape prior in blue and PCA shape prior in orange.

<table>
<thead>
<tr>
<th></th>
<th>Femur</th>
<th>MGD</th>
<th>PROF</th>
<th>MPAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMEM</td>
<td>92.28 (0.63)</td>
<td>92.51 (1.36)</td>
<td>90.51 (0.51)</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>90.57 (1.36)</td>
<td>90.52 (0.91)</td>
<td>90.71 (0.90)</td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMEM</td>
<td>84.67 (9.84)</td>
<td>91.45 (2.46)</td>
<td>84.27 (6.58)</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>67.07 (30.6)</td>
<td>88.50 (2.07)</td>
<td>88.10 (3.22)</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3: Mean (SD) of DICE measure for each structure and on all segmented datasets when combining appearance and shape priors on D3 training set.

In a second step, we study in more details the results on the two separate structures (see some delineations in Figure 7.10). Using D3 (see Table 7.3), PROF gives the best results with SMEM for femur bone (DSC = 92.51). This combination performs also the best for hip bone (DSC = 91.45). Using D6 (see Table 7.4), MPAM coupled with PCA gives the most accurate segmentation for femur bone (DSC = 92.02). However, for hip bone, PROF with SMEM gives once again the best results (DSC = 90.09). A clear tendency shows that results for femur bone are clearly better than for hip bone, regardless of the training set, shape and appearance prior used.

When comparing the influence of shape priors on femur bone segmentation with D6, we notice very slight differences between appearance priors, except for MPAM. SMEM performs the best for hip bone segmentation though (with both D3 and D6), but once again except for MPAM. When comparing the influence of the training set, D3 gives better results on hip bone, regardless of the shape and appearance prior used. Conversely, D6 gives better results on femur bone when PCA is used with all appearance priors.
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<table>
<thead>
<tr>
<th></th>
<th>Femur</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MGD</td>
<td>PROF</td>
<td>MPAM</td>
<td></td>
</tr>
<tr>
<td>SMEM</td>
<td>91.92 (0.89)</td>
<td>91.74 (1.72)</td>
<td>90.46 (0.37)</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>91.97 (1.42)</td>
<td>91.62 (1.71)</td>
<td>92.02 (0.96)</td>
<td></td>
</tr>
<tr>
<td>Hip</td>
<td>MGD</td>
<td>PROF</td>
<td>MPAM</td>
<td></td>
</tr>
<tr>
<td>SMEM</td>
<td>83.36 (5.24)</td>
<td>90.09 (2.22)</td>
<td>83.92 (5.65)</td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>48.77 (33.1)</td>
<td>86.66 (2.29)</td>
<td>84.13 (7.20)</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.4: Mean (SD) of DICE measure for each structure and on all segmented datasets when combining appearance and shape priors on D6 training set.

7.3.7 Discussion

Generating statistics from a segmentation framework using a small amount of training datasets is a quite challenging work and a difficult task. Indeed, statistics are usually relevant when numerous data are at disposal. However, results on both training sets D3 and D6 show some trends that we discuss in this section.

In general, using only three datasets with D3 gives better results than six datasets with D6. This may appear as counter-intuitive: more datasets should lead to better results. However, the three additional datasets from D6 are mostly corrupted by noise and artifacts. They also feature a quite heterogeneous intensity distribution. In this case, adding more information, which is corrupted, does not improve the appearance prior but rather weakens it. As a result, external forces have more difficulties to find the right boundaries.

In general, using shape memory with SMEM gives better results than PCA-based priors. This is because SMEM is a local approach. Given a shape that does not exhibit large inter-subject variation (i.e. like bones compared to soft organs) and that is sufficiently initialized, SMEM is a quite robust approach that can deal with few training datasets. However, PCA is known to give better results when using more datasets. In fact, a PCA-based evolution tends to be less sensitive to initialization when a sufficient number of datasets is available to provide a richer information about the shape [Schmid et al. 2010]. This is explained by the fact that PCA affects all the shape vertices in a global manner compared to the shape memory force, which confers a better robustness against local artifacts.

As depicted in both Table 7.3 and Table 7.4, MGD coupled with PCA gives very bad results when segmenting hip bone (DSC = 67.07 with D3 and 48.77 with D6). This would suggest that this combination is the worst: PCA as a shape prior (in case of few training datasets) and MGD as an appearance prior. External forces generated by MGD are thus less efficient than those generated by PROF and MPAM. This would explain the huge difference of DSC between D3 and D6, knowing that D6 contains datasets with images corrupted by noise and artifacts. As a result, those external forces are more sensitive to internal forces. But since internal forces based on PCA are also weak due to the few number of datasets, the segmentation is doomed to give bad results.
Regarding MPAM, the best results are for femur bone segmentation when combined with PCA and when using D6. Though in theory MPAM should need less datasets than MGD (i.e. a PCA-based appearance method), MPAM seems to feature a certain sensitivity to noise. Indeed, results for femur bone are clearly better than for hip bone (when using both D3 and D6). This is because intensity distribution is more heterogeneous at hip level, as hip bones are located close to image top border. This would suggest that the similarity measure (i.e. the Mahalanobis distance) should be optimized to cope with non-linear intensity. Moreover, the intensity profile computation is different for MPAM than for PROF and MGD. Additional experiments should be performed to determine an optimal intensity profile length for the segmentation of bones in MR images.

In general, PROF gives the best results (i.e. compared to MGD and MPAM). We believe there are two explanations for that. First, reference meshes are produced by a supervised approach that uses a semi-automatic segmentation controlled by manually defined constraints [Schmid et al. 2010]. This semi-automatic segmentation exploits the same deformable model evolution coupled with the NCC similarity measure reported in this section. This creates a bias, which is likely to give an advantage to PROF-based appearance prior (i.e. PROF also uses NCC during the segmentation). Second, NCC similarity measure is known to be more robust to intensity change (i.e. NCC is affine invariant). Using NCC would thus help PROF to be more efficient in presence of intensity change (i.e. especially with the three additional datasets corrupted by noise and artifacts that are used with D6).

7.4 Conclusion

In this chapter, we presented two collaborative works that have been done within the framework of the 3D Anatomical Human project (3DAH).

First, we presented a complete pipeline describing how to create subject-specific models for kinematic simulations, from image and motion data acquisitions to anatomical model reconstruction and musculoskeletal model generation. This work is astride two fields, namely medical image analysis and biomechanics, and is the result of the collaboration with both University of Geneva and EPFL. This pipeline is meant to be a realistic proposition on how to create subject-specific models for kinematic simulations. Results are quite preliminary though, and a lot of work remains to fully validate the framework. The objective is to use this framework in a medical context where some specific motions on pathological subjects would be examined, with the aim of giving some highlights into the mechanisms of pathologies and their treatments.

Then, we compared the performance of different statistical models in the context of lower limb bone segmentation using MR images when only a small number of datasets is available for training. This work is the result of a collaboration with University of Geneva. Results tend to show that local and simple methods perform the best. As a shape prior, shape memory (SMEM) gives very good results. As
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an appearance prior, mean intensity profiles (PROF) gives the best results. We believe these good results are partly due to the Normalized Cross Correlation (NCC) similarity measure, which is more robust to intensity change in MR images. When increasing the number of training datasets, results tend to show that statistical methods feature the best results: PCA-based shape prior (PCA) and multimodal profiles (MPAM) as an appearance prior. Both methods capture more and more information while the number of training datasets increases and we believe that better segmentation results would be obtained when increasing this number of datasets. However, this hypothesis only holds when the training data is of enough quality to produce meaningful and efficient priors.
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8.1 Contributions

8.1.1 Main contributions

Multimodal Prior Appearance Model In this thesis, we propose a novel appearance prior, denoted as \textit{Multimodal Prior Appearance Model (MPAM)}, for the segmentation of anatomical structures using explicit models (\textit{i.e.} 2-simplex meshes in this thesis). MPAM is first built upon an EM clustering of intensity profiles with model order selection to automatically select the number of profile classes, or \textit{modes}, in an attempt to study the appearance around anatomical structures.

Unlike classical PCA-based Appearance Prions (PCAP), the clustering is considered as \textit{regional} because intensity profiles are classified for each mesh, and not for each vertex (\textit{i.e.} over a population of meshes). With the MPAM, each point may be associated with several profile modes and each profile mode is estimated on each subject and not across subjects. All mesh instances are then projected on a common reference in which similar modes are possibly merged in an attempt to be more efficient and to reduce the complexity of the MPAM. Segmentation results from comparative tests in chapter 6 show that our MPAM outperforms PCAP despite the fact that less profile modes are used.

\textbf{OSI criterion} Selecting the number of modes from intensity profiles in an automatic fashion is a quite difficult task. Classical model order selection criteria, such as \textit{AIC} and \textit{BIC} give unsatisfactory results because they are affected by the high dimensional space featured by intensity profiles.

We propose the \textit{OSI} criterion, which is solely based on the EM posterior probabilities and penalizes the overlap between modes while encouraging their separation.
Spectral clustering using Gray code  To overcome several issues featured by the classical EM algorithm (i.e. lack of robustness when changing the resolution, local maxima and initialization), we propose to use spectral clustering. Instead of directly classifying original data points, they are transformed into a graph that takes similarity between all pairs of data points into account, which leads to a similarity matrix. Top eigenvectors derived from this similarity matrix are used as input data points by the EM algorithm.

We propose to initialize centers with the Gray code to ensure them to be orthogonal from each other. This is a required step for the clustering of intensity profiles. Indeed, due to their nature (i.e. consequent overlap between profiles and not enough profiles with respect to the high dimensional space), spectral clustering may end up with similar eigenvalues (and thus similar eigenvectors), leading to similar centers.

Boosted clustering  We propose the boosted clustering to optimize the classification of profiles so that generated external forces are optimal for segmentation purposes. A localization criterion, which may be used with three similarity measures, decides whether the clustering associated to a vertex is able to localize well the boundary along the profile. If yes, the corresponding profile is kept. Otherwise, the corresponding profile is rejected. We also propose a cascading boosted clustering, which classifies rejected profiles in an iterative way in an attempt to increase the number of kept profiles. At the end of this iterative procedure, if some profiles are still not able to localize well the boundary, associated vertices are considered as outliers. The objective is to avoid having misguided deformations during segmentation. We finally present the cascading boosted clustering with hierarchical approach, which gives the best results in terms of percentage of kept profiles. This last version of the boosted clustering has the advantage of enforcing a minimum mode size.

Subject-specific anatomical models for kinematic simulations  Within the framework of the 3D Anatomical Human project, we present a complete pipeline for kinematic simulations in collaboration with our partners from both University of Geneva and EPFL. All steps are described, from image and motion data acquisitions to anatomical model reconstruction and musculoskeletal model generation.

Our contributions stand in a pipeline of software tools for the generation of subject-specific anatomical models from MR images of the lower limbs.

This pipeline includes:

- solutions to correct images from MRI acquisitions (i.e. intensity scaling and normalization using histogram equalization).

- a smoothing procedure for generated meshes using simplex mesh topological properties.
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- a semi-automatic method to segment tendons using both an automatic method based on maximum intensity ridge tracing and a manual placement of missing centerline points.
- a post-processing method for interpenetration removal.

8.1.2 Other contributions

Covariance matrix regularization The classification of intensity profiles with the EM algorithm may lead to singularities due to the inversion of covariance matrices in the E-step. This is because of the coarse sampling of meshes combined with profiles featuring a high dimensional space (i.e. curse of dimensionality).

To overcome this issue, we propose three regularization approaches for the covariance matrix:

- Spectral Regularization, which uses a PCA-based approach.
- Diagonal Regularization, which diagonalizes the covariance matrix.
- Constant Regularization, which uses the trace of the covariance matrix.

The choice of the covariance matrix regularization method depends on the nature of the data. The proposed methods may be used on any data based on feature vectors presenting the same features (i.e. consequent overlap between data points and not enough data points to represent a high dimensional space).

Spatial regularization during classification Since EM algorithm does not take the neighborhood information of profiles into account (i.e. every data point is given an independent posterior probability to belong to modes, which is not correlated with its neighbors), the resulting clustering leads to non smooth posterior probability maps, which may impair the fusion of appearance regions.

To have a spatial regularization of EM classification, we present a spatial regularization approach based on the Neighborhood EM algorithm. This approach needs a function to compute the spatial distance between data points and we propose to use the topological properties of simplex vertices coupled with the correlation coefficient. Each vertex has exactly three neighbors, and thus three non-zero neighboring values to take into account, which substantially speeds-up the computation.

Similarly, when performing spectral clustering on profiles, we propose to add a neighborhood weight on the computation of the affinity matrix. Should two vertices be neighbors on the simplex mesh, we decrease the pairwise distance of their corresponding profiles, which leads to an increased local neighborhood.
Projection of modes into a reference mesh  To build the MPAM, appearance information from several datasets needs to be projected into a common reference framework. For that, a geometric embedding must be provided so that the classification of profiles from several datasets are registered into a reference mesh, on which each vertex has a probability to belong to several modes.

First, we have proposed to register the mesh of each dataset towards a binary image with globally-constrained deformations. Due to the required manual interventions and inaccuracy of the method, we rather propose to use a mesh-to-mesh registration based on currents that gives very good results in terms of accuracy. After the mesh registration, we propose to register the classification from several datasets into the reference mesh using an interpolation based on a closest point approach. To ensure that the appearance information from every vertex is taken into account, we suggest reference mesh to be finer that the finest mesh from training datasets. Since the classification from datasets is projected into a reference mesh, meshes from the datasets may keep their original resolution. This means that no point correspondence needs to be ensured. These are two important advantages of our proposed projection, and thus of our MPAM, compared to PCA-based methods.

Fusion of modes  Among the modes from different datasets that are projected into the common reference mesh, some of them are expected to be similar (i.e. tissues around the same structure in different images are expected to be mainly the same) and could be thus merged in an attempt to reduce the final number of modes. This fusion step is not a requirement though, as we could just keep all the modes from the datasets and add them directly to the MPAM. However, a mode fusion has the advantage to reduce the complexity of the MPAM, by making sure that every mode is as unique as possible.

We propose to use the Jaccard index to control the final number of modes associated with the MPAM. Each mode is represented by a specific region spanned by its mean and standard deviation. The Jaccard index measures the similarity between two modes by measuring the overlap between their respective region.

8.1.3 Publications

1. Journal and book chapter


2. International conference


3. National conference


### 8.2 Perspectives

**Segmentation using MPAM combined with robust shape priors** Our proposed MPAM is aimed at improving the segmentation of medical images. However, we compared its performance with PCA-based Appearance Models (PCAP) using only external forces. Indeed, for our tests in chapter 6, internal forces were generated using simple shape priors (*i.e.* shape memory associated with simplex meshes). The next step of this work would be to test our proposed MPAM when combined with robust shape priors, *e.g.* using a statistical analysis of shape based on PCA [Heimann 2009, Schmid & Magnenat-Thalmann 2008].

**Intensity profiles** Though we have studied a series of profile length and inward/outward ratio for the liver segmentation, these values may be extended to find better combinations. Also, for computational time, we have decided to keep a sampling step of 1 mm. Changing this step may give better results. Since appearance is clearly different between the inner part of the liver and its neighboring structures, a different step between the inside and outside could be foreseen. Also, other types of profiles are still to be tested, such as gradient profiles, normalized intensity profiles, and normalized gradient profiles. Finally, the feature vector *per se* could be changed, *e.g.* using other intensity features or texture features.

**Spatial regularization** Though the spatial regularization approach based on both the NEM algorithm (for EM clustering) and the neighborhood weight on the computation of the affinity matrix (for spectral clustering) gives interesting results,
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### 8.2 Perspectives

**Segmentation using MPAM combined with robust shape priors** Our proposed MPAM is aimed at improving the segmentation of medical images. However, we compared its performance with PCA-based Appearance Models (PCAP) using only external forces. Indeed, for our tests in chapter 6, internal forces were generated using simple shape priors (*i.e.* shape memory associated with simplex meshes). The next step of this work would be to test our proposed MPAM when combined with robust shape priors, *e.g.* using a statistical analysis of shape based on PCA [Heimann 2009, Schmid & Magnenat-Thalmann 2008].

**Intensity profiles** Though we have studied a series of profile length and inward/outward ratio for the liver segmentation, these values may be extended to find better combinations. Also, for computational time, we have decided to keep a sampling step of 1 mm. Changing this step may give better results. Since appearance is clearly different between the inner part of the liver and its neighboring structures, a different step between the inside and outside could be foreseen. Also, other types of profiles are still to be tested, such as gradient profiles, normalized intensity profiles, and normalized gradient profiles. Finally, the feature vector *per se* could be changed, *e.g.* using other intensity features or texture features.

**Spatial regularization** Though the spatial regularization approach based on both the NEM algorithm (for EM clustering) and the neighborhood weight on the computation of the affinity matrix (for spectral clustering) gives interesting results,
results may be improved. In both cases, we use the direct neighborhood local at each vertex to spatially regularize the classification of profiles (i.e. using the three neighbors). This neighborhood may be increased to improve the spatial regularization in a multi-resolution fashion. To do so, the vertex neighborhood, which is a specific topological property of simplex mesh, could be increased/decreased in an iterative procedure.

Another improvement could be to change the similarity measure (for NEM algorithm) and the similarity function (for spectral clustering). For NEM algorithm, other similarity measures could be tested, such as (normalized) cross-correlation, sum of squared intensity differences and ratio image uniformity. For spectral clustering, other similarity functions from the literature could be tested [Balcan et al. 2007]. Generally speaking, it would be interesting to compare our proposed methods with Markov Random Fields (MRF), which are a more common approach for spatial regularization.

**Fusion of modes** The fusion of modes using the Jaccard index aims at reducing the complexity of the MPAM. Though modes may be easily merged by changing the threshold on Jaccard index, our experiments show that segmentation results are affected by non-restrictive thresholds. This is because final modes created by the fusion of multiple modes have an increased variance, leading to less discriminant modes during local search. To overcome this issue, the increased variance featured by merged modes should be somehow compensated by other discriminant features. Otherwise, other fusion indices could be foreseen to replace the Jaccard index. In any case, the objective should be the same: reducing the final number of modes while keeping/improving the segmentation results when no modes are merged into the MPAM.

**Anatomical structures** We have decided to test our regional modeling approach on livers from CT images thanks to the free availability of two liver datasets on Internet. However, our approach could be tested on any other anatomical structures from CT images, such as prostate, spleen, kidney and lungs. From MR images, we have not thoroughly tested our approach for the segmentation of lower limb structures (i.e. without significant statistical results), as we did not have enough datasets at disposal. It would be interesting to see how our approach performs for the segmentation of lower limb structures in MR images though. Generally speaking, testing our approach on other anatomical structures from other modalities would give more insight about the robustness of our approach.
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<tr>
<th>symbol</th>
<th>description</th>
</tr>
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<tbody>
<tr>
<td>$p_i$</td>
<td>$i$-th vertex</td>
</tr>
<tr>
<td>$x_i$</td>
<td>intensity profile at vertex $p_i$</td>
</tr>
<tr>
<td>$y_i$</td>
<td>current intensity profile sampled at vertex $p_i$ during local search</td>
</tr>
<tr>
<td>$n_i$</td>
<td>normal at vertex $p_i$</td>
</tr>
<tr>
<td>$b_i$</td>
<td>binormal vector at vertex $p_i$</td>
</tr>
<tr>
<td>$t_i$</td>
<td>tangent at vertex $p_i$</td>
</tr>
<tr>
<td>$\varphi_i$</td>
<td>simple angle at vertex $p_i$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>weight to control the strength of the internal forces</td>
</tr>
<tr>
<td>$\alpha_i$</td>
<td>optimal offset during local search at vertex $p_i$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>weight to control the strength of the external forces</td>
</tr>
<tr>
<td>$\beta_n$</td>
<td>term weighting the spatial homogeneity in NEM algorithm</td>
</tr>
<tr>
<td>$v_{ij}$</td>
<td>similarity value between neighboring data points in NEM algorithm</td>
</tr>
<tr>
<td>$V$</td>
<td>neighborhood matrix in NEM algorithm</td>
</tr>
<tr>
<td>$h$</td>
<td>parameter for the regularization of EM covariance matrices</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$\eta$-th order neighborhood associated with 2-simplex meshes</td>
</tr>
<tr>
<td>$J$</td>
<td>Jaccard index</td>
</tr>
<tr>
<td>$\mathcal{R}$</td>
<td>ratio on eigenvalues</td>
</tr>
<tr>
<td>$N$</td>
<td>number of intensity profiles (i.e. data points)</td>
</tr>
<tr>
<td>$d$</td>
<td>number of dimensions featured by intensity profiles</td>
</tr>
<tr>
<td>$K$</td>
<td>number of modes (i.e. intensity profile classes)</td>
</tr>
<tr>
<td>$P$</td>
<td>number of datasets</td>
</tr>
<tr>
<td>$\mathcal{M}_p$</td>
<td>mesh from the $p$-th dataset</td>
</tr>
<tr>
<td>$\mathcal{M}^*$</td>
<td>reference mesh</td>
</tr>
<tr>
<td>$\mathcal{M}_{j}^*$</td>
<td>$j$-th resolution of reference mesh $\mathcal{M}^*$</td>
</tr>
<tr>
<td>$M^k_p$</td>
<td>$k$-th mode associated with the $p$-th dataset</td>
</tr>
<tr>
<td>$\mu^k_p$</td>
<td>mean of mode $M_k$ from mesh $\mathcal{M}_p$</td>
</tr>
<tr>
<td>$\Sigma^k_p$</td>
<td>covariance matrix of mode $M_k$ from mesh $\mathcal{M}_p$</td>
</tr>
<tr>
<td>$\pi^k_p$</td>
<td>mixing coefficient of mode $M_k$ from mesh $\mathcal{M}_p$</td>
</tr>
<tr>
<td>$p_{x_i}^k$</td>
<td>posterior probability of $x_i$ from mesh $\mathcal{M}_p$ to belong to mode $M_k$</td>
</tr>
</tbody>
</table>
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