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Abstract

This manuscript addresses the coexistence of planned and spontaneous interconnected net-

works in the Internet core. In this realm, the focus is on routing within a speci�c type of Autonomous

System (AS) called compound AS, which contains both wireless ad hoc networks and wired �xed

networks. The approach studied in this manuscript is to enhance existing Interior Gateway Proto-

cols (IGPs), typically based on the link-state algorithm, in order to enable them to operate both in

ad hoc networks and in wired networks.

The manuscript thus analyzes the use of link-state routing in ad hoc networks. Based on

this analysis, di�erent techniques are proposed and theoretically evaluated, aiming at optimizing the

performance of link state routing in a compound AS.

The manuscript then investigates the impact of these techniques when applied to OSPF,

one of the main IGPs used in the Internet. The performance of OSPF extensions on MANETs using

the studied techniques are compared via simulations. Finally, OSPF operation over compound

internetworks is evaluated via experiments on a testbed.
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R�esum�e

Ce manuscrit �etudie la coexistence de r�eseaux �xes et de r�eseaux spontan�es dans le coeur

d'Internet. Plus particuli�erement, on �etudie le probl�eme d u routage dans un certain type de syst�eme

autonome (AS) appel�e AS hybrides, qui contiennent �a la fois des r�eseaux ad hoc sans �l et des

r�eseaux �laires. L'approche propos�ee dans ce manuscrit est d'adapter des protocoles actuellement

utilis�es dans les AS au coeur d'Internet, typiquement bas�es sur l'algorithme �a �etat des liens, pour

leur permettre d'op�erer dans les r�eseaux ad hoc (MANETs) comme dansles r�eseaux �laires.

Le manuscrit analyse donc l'utilisation du routage �a �etat de liens dans les r�eseaux ad hoc.

Di��erentes techniques sont ensuite propos�ees et �evalu�ees th�eoriquement, dans le but d'optimiser la

performance des protocoles �a �etat de liens dans les AS hybrides.

Le manuscrit �etudie alors l'impact de ces techniques lorsqu'elles sont appliqu�ees �a OSPF,

l'un des principaux protocoles actuellement utilis�es dans les AS. Les performances d'OSPF dans les

MANETs utilisant les di��erentes techniques �etudi�ees sont en suite analys�ees au moyen de simulations.

Pour �nir, le fonctionnement du protocole OSPF utilisant certaines des techniques �etudi�ees est �evalu�e

au moyen d'exp�eriences sur un r�eseau test r�eel.

vii



viii R�esum�e



\Mi voz buscaba el viento para tocar su o��do."

(Pablo Neruda, Veinte poemas de amor

y una canci�on desesperada)

\| Ce qui embellit le d�esert, dit le petit prince,

c'est qu'il cache un puits quelque part..."

(Antoine de Saint-Exup�ery, Le petit prince)

\| How am I to get in?, asked Alice again, in a louder tone.

| Are you to get in at all?, said the Footman. That's the �rst questi on, you know.

It was, no doubt: only Alice did not like to be told so."

(Lewis Carroll, Alice's adventures in Wonderland)
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Introduction

Since the �rst computer networks appeared in the nineteen-sixties, two trends have been

present in the evolution of computer networking. The �rst trend is r elated to the increase of the

number of users that can exchange information or access to contents by wayof computer networks

{ that is, which and how many computers are involved in communication. The second trend is set

towards broadening the range of situations in which communication can be established among a set

of user devices { that is,when, where and how communication is enabled over a computer network.

Spread and Growth of Computer Networks: Internetworking and the Inte rnet

The �rst trend has led to the spread and growth of computer networks, on one hand,

and the development of internetworking, on the other. Internetworking consists of interconnecting

existing computer networks in such a way that users attached to any ofthese networks can interact

with users from any other. In particular, communication between users is possible even when they

are attached to networks based on di�erent technologies. The main example of internetworking is

the Internet itself, a world-wide collection of interconnected networks that enables communication

among hundreds of millions of computers and users1. Figure 0.1 shows a simpli�ed representation

of the way that networks are connected to each other through the Internet2. Each point in the

1According to the Internet Domain Survey Count (July 2010), http://www.isc.org/solutions/survey , the In-
ternet is estimated to integrate more than 750 million hosts con nected through di�erent networks.

2 Image from The Opte Project, http://opte.org . The �gure traces the path through the Internet followed by
packets sent from a single computer towards every Class C netw orking block { that is, within the range of IPv4
addresses between1.0.0.0/24 and 255.255.255.0/24 . Such paths are monitored by way of the traceroute utility.
The Internet architecture and the IPv4 addressing model are desc ribed in chapter 1 of the manuscript.

1



2 Introduction

picture represents a network able to contain a maximum of 254 computers. The picture provides a

simpli�ed view of the Internet topology, as networks represented as points may be divided, in turn,

in several subnetworks.

Figure 0.1: Visual map of the Internet recreated by The Opte Project (data from November 2003).

The exchange of information between distant users through the Internet is performed

through a complex networking infrastructure, that involves the foll owing:

� A large number of inter-network high-capacity connections, sometimesreferred as theInternet

backbone.

� The Internet core protocols which are a set of common rules for information transmission and

forwarding.

� The activity of a number of global entities (such as ICANN-IANA 3, IETF 4 and others) that

provide global management, interoperability, administration and standardization services for

the Internet.

3 ICANN: Internet Corporation for Assigned Names and Numbers; IAN A: Internet Authority for Assigned Numbers.

4The Internet Engineering Task Force.
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Unlike other world-wide network infrastructures (such as telegraphor analogue telephone

network), the Internet infrastructure enables users to send andreceive natively (i.e., without modems)

any kind of digital information { not only voice or alphanumerical characters.

More Flexible Computer Networks: Ad hoc Networking

The second trend in computer networking focuses on requirementsfor setting up a computer

network. The �rst computer networks were based on three main assumptions: (i) computers were

mostly connected through wires; (ii) the topology was static, meaning that the way that computers

were connected to each other was not supposed to change, and (iii) this topology was known in

advance. Under these assumptions, interaction between a computer andthe rest of the network

was performed through a predictable and stable set of neighbors with which the computer could

communicate directly. In case of topology change, the intervention of a central authority (either

human or automatic) was required to restore or establish connectivity.As the Internet was developed

in parallel with these �rst computer networks, this type of interac tion between computer and network

was also assumed in the Internet.

These three assumptions were relaxed as computer networks became bigger and more com-

plex. The growth of the Internet and the decentralization of its architecture implied that topology

was not known and could not be longer handled in a centralized manner { instead, distributed rout-

ing approaches were implemented in the Internet during the 1980s and 1990s[117, 127]. Moreover,

the use of wireless communications in computer networks started to spread in the 1980s, when unli-

censed use of wireless spectrum bands { the Industrial, Scienti�c and Medical bands { was allowed

by the US Federal Communications Commission (FCC). Computer networksbased on wireless com-

munication present more dynamic topologies, and this dynamism increases signi�cantly if computers

in the network are allowed to move. While computer networks became more popular, wireless com-

munication became more widespread and computer mobility more common (e.g., in the context of

embedded networking devices in smartphones or vehicles). Thus,the need of more exible models

for computer networking became unavoidable [92]. In the 1990s, the conceptof Mobile Ad hoc Net-
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working was introduced to address network dynamism { this revealeduseful for computer networks

in which the previously stated assumptions (i) to (iii) cannot be assumed.

The concept of Mobile Ad hoc Network (MANET) provides an abstract model for network-

ing with the highest degree of exibility with respect to such characteristics: MANETs are wireless

networks, designed to operate when:

(i) the topology is not known in advance;

(ii) the topology may change in an unpredictable manner, at any time and at anyrate (for instance

because elements of the network are mobile relatively to one another);and

(iii) no network infrastructure (physical connections between computers, networking hierarchy or

central authority) can be assumed to be available.

Computers in a MANET thus cannot count on a predictable and stable set of neighbors

through which they can interact with the network, nor on a central author ity to advertise topology

changes. Instead, the fact that topology in ad hoc networks is dynamic implies that computers have

to be able to interact with the network as a whole, by way of the sets of neighbors that are rechable

at each particular time. For that, they need to rely on the cooperation of neighboring computers

that are able to forward information over the network, that is, neighborin g routers. Such cooperative

interaction is necessary both for keeping track of topology changes, and for enabling communication

even when the set of available neighbors cannot be accurately determined.

Ever since the IETF formally de�ned MANETs in 1997 [89], envisioned applications of such

networks have ranged from wireless sensor networks to vehicular networks, also including emergency

and military deployments. Routers of a wireless sensor network [27, 61], for instance, are usually

spread arbitrarily and thus produce static multi-hop topologies that cannot be predicted a priori .

In Vehicular Ad Hoc Networks (VANETs) [68], topology changes rapidly due to high relative speed

between devices installed in moving vehicles. In cases of recovery deployments for catastrophes

or natural disasters (earthquakes, ooding, etc.) or military deployments, topology may also be

dynamic and networking devices cannot rely on existing communicationinfrastructure because such
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infrastructure may be damaged, destroyed or insecure. In all thesecases, establishing communication

presents challenges and issues.

Routing in Internetworks

The use of internetworking and ad hoc networking permits achievingtwo goals. Internet-

working enables communication among an increasing number of users that are connected by way

of a world-wide networking infrastructure, the Internet. Ad hoc n etworking, in turn, improves the

capacity to establish network communication through computers that are deployed in a dynamic

and non-predictable fashion.

Both quantitative and qualitative improvement of networking communi cation capabilities,

can be achieved simultaneously by combining Mobile Ad hoc Networking and the Internet, that

is, integrating ad hoc networks into the Internet architecture. T his is the problem explored in

this manuscript. Internetworks that result from such combination ar e those that support ad hoc

properties in (parts of) their topology while being capable of communicating through the Internet

infrastructure. As these internetworks present the same exibility properties as MANETs in at least

parts of their topology, they can be used for the very same purposes,e.g. vehicular communications,

decentralized sensor deployments, etc. The fact that these internetworks are connected or embedded

into the Internet by way of �xed networks implies that they can also be used for additional purposes

{ user Internet access, social networking, geographic services and such.

This manuscript restricts to the problem of routing within such i nternetworks: building and

maintaining routes through which data can be sent from and towards computers in the internetwork.

More precisely, the manuscript addresses the setting-up of mechanisms for enabling communication

and information exchange (i) between computers from within one of the networks part of the in-

ternetwork, and (ii) between computers from one network and the restof the internetwork. Such

mechanisms are needed to ensure that information is routed successfully within the internetwork.

Figure 0.2 illustrates the two approaches possible for such internetworks. As routing prop-

erties of ad hoc networks and �xed networks di�er signi�cantly, a natu ral approach consists of
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Hosts Fixed routers Mobile routers

Figure 0.2: Two approaches for routing in an internetwork containing ad hocnetworks and �xed
networks connected to the Internet: (a) two routing domains, one for the �xed network and another
for the ad hoc network, connected through a gatewayG, and (b) one single routing domain that
contains the ad hoc and the �xed networks of the internetwork, which are connected through twoH
routers. While it is possible to use more gateways in (a) in order to improve connectivity between
domains, each additional gatewayG is costly due to the speci�c hardware and routing con�guration
required for these gateways, together with the additional complexity introduced in the internetwork.
This is not the case in (b), asH routers do not need capabilities other than those from the rest of
routers.

treating ad hoc and �xed networks as separate routing domains, with each routing domain being a

part of the internetwork in which routers use the same instance of a routing protocol (Figure 0.2.a).

The �xed networks that provide access to the Internet may use one ofthe Internet routing protocols,

as OSPF5 or IS-IS6, while the attached MANET(s) may use instances of a speci�c protocol opti-

mized for ad hoc operation, such as OLSR7 or AODV 8. The use of di�erent routing protocols in the

same internetwork makes necessary the presence ofgateways, denoted G in Figure 0.2.a. Gateways

are speci�c routers that ensure the exchange of routing information between the di�erent routing

5Open Shortest Path First protocol [107].

6 Intermediate System to Intermediate System protocol [122].

7Optimized Link-State Routing protocol [71].

8Ad hoc On-demand Distance Vector protocol [75].
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domains in the internetwork, and therefore participate in both the ad hoc and the �xed networks,

and they provide support for the di�erent involved routing protocol s.

This approach has three main drawbacks. First, the use of di�erent protocols in the

same internetwork is more di�cult to handle than the use of a single protocol, and thus also more

expensive in terms of hardware/software requirements, network maintenance and con�guration.

Second, gateways cause an additional level of complexity in terms of management and routing of the

whole internetwork. This additional level of complexity comes from the fact that gateways need to be

able to distribute the necessary routing information among di�erent networks, in order to ensure that

computers in any part of the internetwork can communicate. As these tasks typically involve speci�c

hardware and software for gateways, such complexity also implies highercosts. Third, inter-network

routes are not necessarily optimal, even if the involved routing protocols are designed to provide

optimal paths in their respective domains. In the case of several routing domains, routes traversing

gateways consist of the juxtaposition of several (at least two) \locally" shortest paths (optimal in

each routing domain traversed by the route), which does not necessarily lead to a \globally" shortest

path (in the whole internetwork). Moreover, these drawbacks cannotbe simultaneously minimized,

as they are closely intertwined: reducing the number of gateways, while alleviating the additional

complexity and costs, may damage signi�cantly the quality of the performed routes (suboptimality).

Instead of separate routing domains, this manuscript explores the second approach, il-

lustrated in Figure 0.2.b. This approach seeks to address these drawbacks by developing a single

routing domain in the internetwork that contains both ad hoc networks and �xed networks, and is

thus handled by a single routing protocol in a single routing domain. The use of a single protocol

in the internetwork implies that gateways are no longer necessary, andthat route computation is

performed over the whole internetwork, therefore improving thequality of the selected routes. With

this approach, the role of gateways is ful�lled by simple routers, which have interfaces both to ad

hoc and �xed routers, and use the same routing protocol as any other routerin the routing domain.
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Link State Routing in Compound Internetworks

Internetworks that combine ad hoc and Internet �xed networks are denominated compound

internetworks throughout this manuscript, which explores a singlerouting protocol for such internet-

works. In this context, routing can be performed by way of di�erent t echniques. The main protocols

used for routing within Internet �xed networks are, however, all b ased on thelink-state technique

[100]. This manuscript explores and analyzes the use of this link-statetechnique for routing in

compound internetworks, not only for the �xed networks but also for the (mobile) ad hoc networks

of the internetwork.

Link-state algorithms are based on the assumption that routers acquire and maintain infor-

mation about the topology of the network in which they are used { this information forms the Link

State Database(LSDB) of the network. This information is disseminated over the network through

a local-to-global distributed procedure: routers describe theirlocal topology and ood these descrip-

tions to the whole network. By receiving topology descriptions and updates from every other router

in the network, any router is able to maintain a complete description of network topology. Based

on this description, routers compute the best (shortest) paths to every possible destination in the

network { Dijkstra's algorithm [135] is used to determine such shortest paths.

OSPF and IS-IS protocols are the main examples of link-state routing protocols for networks

in the Internet. The two protocols are similar in several aspects: both have a modular architecture,

meaning that they are able to support di�erent extensions for speci�c networking properties, and

di�erent extensions may coexist in the same routing domain while using the same core mechanisms.

Also, both have been designed for wired networks with static topologies and therefore are not

adapted to the challenges and restrictions of wireless ad hoc networking. For instance, control

tra�c generated in standard OSPF and IS-IS operation, while manageable in the context of wired

and �xed networks, becomes excessive in wireless ad hoc networks in which bandwidth is severely

limited. In order to be applicable in ad hoc networks, these link-state protocols need therefore to

be adapted in their operation to accommodate the new restrictions and features that are present in

such networks.
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This is the approach that is developed throughout this manuscript. Taking advantage

of modular architecture, the extension of already existing Internet link-state routing protocols for

operation in MANETs is explored. The objective of such an extension is two-fold. First, to minimize

changes in the routing infrastructure of �xed networks already in useinside a compound internetwork.

Second, to obtain an extended protocol that can be used as single routing protocol for all networks

(�xed and ad hoc) of a compound internetwork. The extended protocol should be therefore able

to accommodate the properties and issues of ad hoc networking in the Internet without requiring

substantial changes in the routing mechanisms already used for Internet networks.

Network Overlays in Link State Routing

In order to ensure accuracy and consistency of topology information maintained by routers

running a link-state protocol, di�erent operations need to be performed over the network. Such

operations are related to the advertisement of topology changes to all the routers in the network:

description, ooding and synchronization of LSDB. In ad hoc networks, these operations are per-

formed in a distributed fashion, meaning that routers autonomously takethe decisions required to

execute each of such operations. The way to perform these operations needs to take into account the

properties and limitations that prevail in MANETs: in this manuscript , link-state operations are

treated separately due to signi�cant di�erences between such operations, in terms of goals, scope,

involved routers and impact in the network. The manuscript introdu ces the concept of anetwork

overlay, to be associated with each link-state operation, and proposes an analysisof the link-state

routing technique and each of their related operations in terms of suchoverlays.

A network overlay is a network built on top of an existing computer network. In literature,

a network overlay usually denotes an abstraction layer in which an underlying networking infras-

tructure (one or more computer networks already existing and enablingcommunication between any

pair of attached computers) is used to provide speci�c communicationservices between computers

of the network [21]. In such cases, the topology of the network overlay maybe independent from

the topology of the underlying network: any topology is possible as far as the involved computers
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are connected through the underlying network. The Internet itself can be understood as an overlay

network, and other well-known examples include peer-to-peer (P2P) networks for �le exchange [90],

content distribution [95] or multicast video-conference services [96].

In this manuscript, however, the term of overlay is used in a slightly di�erent sense. Rather

than an arbitrary topology built on top of an existing networking infrastruc ture, a link-state overlay

over a MANET includes some of the computers attached to the network and uses some of the available

links between such computers to perform one of the above-mentionedlink-state operations. For each

of these operations, the manuscript explores requirements and recommended properties that the

associated overlay should satisfy. Based on this exploration, the underlying trade-o�s for di�erent

operations are identi�ed, and several distributed techniques for building and maintaining link-state

overlays are examined and compared.

Identi�cation of link-state operations and separate analysis of the corresponding link-state

overlays permit independent optimization of the performance of eachof the associated link-state

operations. Such optimizations apply to MANET extensions of modular link-state protocols. An

extended protocol that uses one of such extensions can then be used forrouting in compound

internetworks. While this manuscript focuses on the particular case of OSPF, the performed analysis

and the presented arguments can be generalized to other Internet link-state routing protocols, such

as IS-IS.

Structure and Overview

This manuscript is organized in three Parts. The main concepts and elements of networking

are presented in Part I. Chapter 1 introduces basic concepts related to computer networks (interface,

link, network, routing) and presents a brief overview of the notion of internetworking and the Internet

addressing and routing architecture. Chapter 2 concentrates on the speci�c case of wireless networks,

pointing out the impact that the use of radio channel has in terms of network communication.

Chapter 3 analyses the issues and challenges that arise in the context ofwireless multi-hop ad

hoc networks, a particular class of wireless networks. This chapteralso presents and discusses the
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implications of the notion of compound Autonomous Systems, as the result of embedding ad hoc

networking into the traditional Internet networking framework.

Part II studies the implementation of link-state routing mechanisms for (mobile) ad hoc

networks. Chapter 4 describes the characteristics and operations related to link-state routing, �rst,

and identi�es the most relevant issues that need to be addressed forperforming link-state routing,

second. Chapter 5 elaborates on the problem of packet collisions due to simultaneous retransmissions

during ooding in wireless networks, and analyzes (both theoretically and through simulations) the

impact of jittering. This technique consists of distributing, over time, wireless retransmissions of

the same packet, in order to avoid collisions. Chapter 6 introduces the concept of a link-state

overlay associated to a link-state operation, and identi�es the required properties for each link-state

overlay based on the characteristics of its associated operation. Theanalysis in this chapter provides

the criteria to examine, evaluate and compare the di�erent link-state overlay techniques proposed

in following chapters. Chapter 7 proposes the Synchronized Link Overlay (SLO) technique and

presents a theoretical analysis of the properties of its associated network overlay, focusing on its

density and the stability of their links. Most results presented in this chapter are published in [14]

and in [10]. Chapter 8 focuses on the Multi-Point Relaying (MPR) technique [88]. Although MPR

is primarily used for ooding purposes, the chapter explores the applicability of MPR and MPR-

based techniques for other link-state operations, LSDB synchronization and topology selection. The

discussion and analysis of techniques based on MPR for topology selection purposes is published

in [12]. Finally, chapter 9 studies the Smart Peering technique anddiscusses its applicability as a

synchronization technique, some of the presented results being included in [4]. A summary of the

main results presented in this Part was published also in [3].

Finally, Part III applies the previously presented techniques to OSPF, one of the main

Internet link-state routing protocols. Chapters in this Part eval uate the performance of these tech-

niques as extensions of OSPF for ad hoc networks, and studies the extended OSPF protocol as a

candidate for link-state routing in compound internetworks, based on network simulations and a real

testbed. Chapter 10 describes the operation and architecture of OSPF, as well as some signi�cant
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aspects of IS-IS, in order to identify similarities between both protocols. Chapter 11 examines some

existing extensions of OSPF for MANET operation, and proposes some additional improvements

based on the analysis deployed in Part II. Presented extensions include those standardized by the

IETF: RFC 5449 [24], RFC 5614 [22] and RFC 5820 [19]. Proposed additional extensions include

MPR+SP, based on the combination of RFC 5449 and RFC 5820, presented and evaluated in [4]; a

variation of RFC 5449 that uses the SLOT technique for synchronization (SLOT-OSPF, evaluated

in [10]); and some additional variations of RFC 5449 that explore use of link persistency in di�er-

ent link-state overlays. Chapter 12 performs an analysis of the main aspects that are required for a

MANET extension of OSPF based on comparison via simulation of the presented extensions. Results

and experiments described in this chapter have been publishedin di�erent papers, in particular [20]

and [13] for the comparison between RFC 5449 and RFC 5820, and [11] for the impact of MPRlink

change rate and di�erent persistent strategies in RFC 5449. Chapter 13 completes these analysis

by describing set-up, operation and experiments of a testbed, composed of a wired and a wireless

network, in which routing is performed by way of OSPF extended with the MPR-OSPF extension

for wireless interfaces; results from these experiments have been documented in [1].

The �nal chapter concludes this manuscript by presenting and summarizing �nal results,

their implications and perspectives for future work.
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Chapter 1

Computer Networks

In 1962, L. Kleinrock introduced networking based on packet switching[134]. Before that,

communication between two points (nodes) was only possible by establishing a persistent electri-

cal circuit between them, through which data could be sent. That was the principle of the Public

Switched Telephone Network (PSTN), where a set of terminals or endpoints (typically, but not only,

telephones) were connected through a set of wires and telephone switches. These switches were

responsible for establishing a persistent circuit between thecalling terminal and the called terminal.

Once the circuit was established, its use was exclusively reserved to the two connected endpoints.

Such circuit (telephone call) was maintained until the end of the communication (e.g., voice con-

versation), after which the connection was closed. Figure 1.1.a illustrates the main characteristics

of PSTN calls: during the call between terminalsA and C, no other terminal is able to establish

communication with either A or C, as the circuit betweenA and C is persistent and exclusive.

Packet switching is based on a di�erent approach (see Figure 1.1.b). Rather than com-

municating by establishing persistent circuits between endpoints, the use of data packets permits

using the same channel (e.g., a wire) to provide support for simultaneous communications between

many di�erent pairs of endpoints. Data to be sent from a source to a (set of) destination(s) is en-

capsulated in data units, calledpackets, each of which can be treated autonomously and separately.

These packets may need to be forwarded by one or more intermediate nodes before reaching their

15
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Figure 1.1: Examples of(a) communication through circuit switching in PSTN, and (b) communi-
cations through packet switching networking.

�nal destination(s).

This approach enables more exible communication between nodes within a network than

the circuit-switching approach, as it enables any endpoint to maintain several communications con-

currently. By not dedicating the channel to a particular pair of endp oints, it also allows a more e�-

cient use of the channel. This is at the expense of lowering reliability of communication: packets in a

packet-switching network may be lost or delivered out of order. Characteristics of circuit switching

are appropriate for requirements and properties of voice transport (reliable communication, delivery

of data in the same order in which it was sent, balanced amount of data in bothdirections); packet

switching, in turn, has become the basis of computer networking, and inparticular the Internet.

1.1 Outline

This chapter presents the main elements of computer networks and the Internet. Section

1.2 presents the basic terms and concepts of computer networking { network, interface, link, routing

and routing protocol. While many terms are in common use in networking research, they are de�ned

formally in this section in order to avoid ambiguity and clarify the pre cise meaning and the sense in

which they are employed throughout this manuscript. Section 1.4 addresses the interconnection of
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existing networks (internetworks), presents the concept of internetworking and provides an architec-

ture overview of the most prominent case of internetwork { the Internet. In particular, the section

describes the IP addressing model and the Internet routing hierarchy. Finally, section 1.5 concludes

the chapter.

1.2 Networking and Routing Concepts

This section presents and discusses the basic elements of computer networking. Section

1.2.1 de�nes the concepts of packet, computer network, interface and link. Section 1.2.2 presents

the graph representation of a network and discusses its interest as analysis tool. Based on these

de�nitions, section 1.3 elaborates on the conditions that need to be ful�lled in a computer network

so as to ensure that information can be exchanged between computers.

1.2.1 Networks and Links

A computer network is de�ned as follows:

De�nition 1.1 ( Packet computer network ). A computer network is a set of two or more

computers that are connected in such a way that every pair of computerscan exchange information.

A packet computer networkor packet-switching computer networkis a computer network in which

information is exchanged by means ofpackets , i.e., data units that contain su�cient information

about their source and destination(s) to be routed and delivered separately through the network.

Unless otherwise speci�ed, all references to networks relate to packet computer networks.

Computers are connected to other computers in a network throughlinks.

De�nition 1.2 ( Link between computers ). There is a link between two computersA and B ,

denoted by A �! B , if and only if A is able to transmit data to B and B is able to receive such

data, without intervention of any other computer.

De�nition 1.3 ( Symmetric link between computers ). A link between two computers A and

B is said to besymmetric (or bidirectional ), and denoted by A  ! B , if and only if there are links
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A �! B and B �! A, i.e., data can be transmitted from A and received byB and vice versa,

without intervention of any other computer.

A computer participates in a link by way of a network interface :

De�nition 1.4 ( Network interface ). A network interface of a computer is a device that provides

access from that computer to a link through an underlying physical communication channel.

In this sense, link de�nitions 1.2 and 1.3 can be rephrased as follows,in terms of interfaces:

De�nition 1.5 ( Link between interfaces ). There is a link between two network interfacesa

and b, denoted by a �! b, if and only a is able to transmit data (bits) to b and b is able to receive

such data, without the intervention of any other interface.

De�nition 1.6 ( Symmetric link between interfaces ). A link between two network interfaces

a and b is said to besymmetric (or bidirectional ), and denoted by a  ! b, if and only if there are

links a �! b and b �! a, i.e., data can be transmitted from a and received byb and vice versa,

without requiring the intervention of any other interface.

The existence of a link between two computers implies the existence of (at least) one link

between two network interfaces of these computers. LetA and B be two computers, and let I (A)

and I (B ) be the set of network interfaces ofA and B , respectively; then,

A �! B =) 9 a 2 I (A); b 2 I (B ) : a �! b

Reciprocally, the existence of a link between two network interfaces implies the existence of

one link between the computers to which the interfaces are attached. In this manuscript, the term

link denotes a link between network interfaces, unless otherwise speci�ed.

Unless stated otherwise, the termlink in this manuscript denotes a symmetric link. Non-

symmetric links are explicitly called asymmetric links.

Depending on the number of interfaces in a link, di�erent types oflinks can be distinguished.

Figure 1.2 illustrates three di�erent types of links and networks: broadcast links, point-to-point links

and wireless links. The �rst two are de�ned in de�nitions 1.7 and 1.8; wireless links are described

in chapter 2.
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Figure 1.2: Examples of computer networks and links, with their network graph representations:
(a) Broadcast network based on a single multiple-access link,(b) Wireless multi-hop network with
several links,(c) Distributed network based on several point-to-point links. The existence of an edge
between two vertices in a network graph implies that there is a link between the interfaces represented
by such vertices.

De�nition 1.7 ( Point-to-point link ). A link l between two network interfacesa and b is a

point-to-point link if and only if data can be transmitted from a to b (and/or vice versa) by way of

l and no other interfacesx and y (x 6= a; b; y 6= a; b) can exchange information through the same

link l .

De�nition 1.8 ( Broadcast link ). A link l is a broadcast link for a set of network interfaces

f x i gi � k if and only if data can be transmitted from x i to x j for any value of i; j � k, and a packet

transmitted by any interface x i is received by every other interface in the networkx j , j 6= i .

� Defs. 1.5 and 1.8 imply that links between di�erent interfaces (e.g., a �! b and c �! d in

Figure 1.2.a) may correspond to the same broadcast link. For a criterion toidentify equivalent

links, see the link equivalence relation presented in Appendix A.

� Broadcast links are always symmetric: for any interfacesa and b attached to such a link, data

can be transmitted either from a to b or from b to a.

De�nitions of broadcast and point-to-point links illustrate particular cases of the concept



20 Chapter 1: Computer Networks

of link : both allow communication from one network interface to another through a physical com-

munication channel { in the case of the broadcast link, in particular, information can be exchanged

between any pair of attached network interfaces. Examples of point-to-point links include PPP1

(see Figure 1.2.c), while the most prominent examples for broadcast networks include Ethernet and

Token-Ring technologies (the architecture of a broadcast network is displayed in Figure 1.2.a).

Broadcast and point-to-point categories do not cover all possible cases of link. Commu-

nication between wireless network interfaces, in particular, cannot be modeled in general by any

of these two de�nitions: in the example of Figure 1.2.b, the wirelesslink between b and c is not a

point-to-point link (as packets sent from b to c are also received bya) and neither is a broadcast

link (in particular, a cannot receive packets sent byc). Properties and challenges of wireless links

and networks are discussed in detail in chapter 2.

1.2.2 Graph and Hypergraph Representation

The topology of a computer network at a particular point of time can be represented as

a graph G = ( V; E), in which the set of vertices V corresponds to the set of attached computers

and the set of edgesV indicates the presence of links between computers. Such graphG is called

network graph throughout this manuscript, and is assumed to be connected { otherwise, G denotes

the network corresponding to a connected component of the graph instead. Given two vertices x

and y of V , the edgexy is included in E if and only if there is a link between computers represented

by x and y. Asymmetric links are represented by directed edges, while symmetric links correspond

to undirected edges.

The graph representation of a network is useful for a number of purposes, and is used

throughout this manuscript to analyze properties of networking and routing algorithms from a

theoretical perspective. For instance, the path that a packet follows from a source computer,x, to

a destination computer, y, can be represented as a path through the network graph,pxy .

De�nition 1.9 ( Network path ). A network path between two verticesx; y 2 V in a network

1Point to Point Protocol, basic speci�cation in RFC 1661 [119] .
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graph G = ( V; E) is a collection of edges ofE , pxy = f xm1; m1m2; :::; mk � 1yg such that every pair

of contiguous edges have one vertex ofV in common. Given pxy , jpxy j = k denotes thelength of

the path, that is, the number of hops of the path.

However, the graph abstraction has some signi�cant limitations that need to be taken

into account. The most relevant is that di�erent edges in a network graph do not necessarily

indicate di�erent links in the network: the same link may be repr esented by several (at least one)

edges. Figure 1.3 illustrates some implications of this fact: networkswith di�erent architectures

may present equivalent graphs.

cba d

a b

c d

a

c

b

d

l1

l2

l3

l4

l5
l6

Broadcast network

Point-to-point network

a c

b d

a

c

b

d

Hypergraph representation Graph representation

Figure 1.3: Two networks with di�erent architectures and di�erent number of links may have the
same graph.

For networks in which the number of interfaces (computers) participating in a link can be

higher than two, such as broadcast or wireless networks, links do not necessarily correspond to edges

and therefore, the graph representation cannot be used for analyzing aspects such as collisions or

available bandwidth in a shared medium. The properties of wirelessand mobile communication,

in particular, impose additional constraints to the validity of network graphs, that are discussed in

chapters 2 and 3.

For a more accurate representation in terms of collisions and link reachability, the notion of
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hypergraphmay be useful, in particular for wireless ad hoc networks [23]. Anetwork hypergraph

is a pair H = ( X; ~E) where X denotes the set of vertices and~E denotes the set of hyperedges.

Vertices from X correspond, as for network graphs, to computers attached to the network;an

hyperedgeex 2 ~E, where x 2 X , contains all the vertices corresponding to computers that receive

a transmission from computerx, x itself included { in this sense, it generalizes the notion of edge,

which is a particular case of hyperedge that only contains two vertices. Formally, an hyperedgeex

is a subset of the hypergraph vertices (ex � X ). Given that the number of vertices included that

an hyperedge may contain is not restricted to two, hypergraphs are able to capture more accurately

than graphs the connectivity and collision issues in networks where links may involve more than two

interfaces.

1.3 Addresses, Direct and Indirect Communication

Communication between computers connected through links and networks may require that

the interfaces involved in communication can be identi�ed without ambiguity. These identi�ers are

called addresses.

For links that connect two and only two interfaces (point-to-point lin ks), sender and receiver

of a particular packet can be identi�ed by the receiving interface even in the absence of addresses:

there is no other possible receiver than itself, and there is no other possible sender than the other

interface in the link. For links involving more than two interfaces, however, an interface identity is

required. This identity, sometimes calledphysical address, has to be unique within the link in order

to enable unambiguous communication with the rest of interfaces in thelink.

The transmission of packets from one interface to another in a network requires that:

(i) interfaces have a unique address in the network (network layer address), so that source and

destination(s) of packets can be unambiguously identi�ed by including such addresses in the

packets2,

2Not to be confused with the physical address of an interface, ex pected to be unique across the link.
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(ii) interfaces agree in the formats and procedures to communicate (network technology).

These two conditions are su�cient for enabling communication between network interfaces

in the same link: packets are then delivered in asingle hop, i.e., in the same link that they were

transmitted. When two interfaces do not participate in the same link, packets between them need

to be routed across the network by intermediate computers, that is, sent from thelink in which

they were �rst transmitted to a link in which they are received b y their destination.

Computers able to perform such forwarding operation between di�erent links are called

routers (or intermediate systems ), and those that process information as senders or �nal receivers

are calledhosts (or end systems ). Computers can behave simultaneously as hosts and routers as

far as they have interfaces attached to (at least) two links and are able to make forwarding decisions

[116].

Therefore, communication between interfaces that do not participate in the same link

(indirect communication) requires the following additional condit ions:

(iii) in case they have multiple interfaces, hosts must be able todetermine to which interface (and

thus, to which router) packets need to be sent.

(iv) routers must be able to forward packets to their �nal destination , if there is a link to it, or to

a router that is closer3 to the �nal destination.

Equivalently, hosts and routers in a network must be able, for any packet, to deliver it to

a link to which its destination is attached, or to determine the next hop towards its destination.

The maps between possible destinations and next hops are calledrouting tables . In case of hosts,

the routing table indicates as next hops routers that are reachable through each of the available

interfaces. Routing tables from hosts and routers also contain information about the links to which

they are able to deliver (and forward, in case of routers) packets. Information collected in the set

of routing tables enables thus the communication between computers with interfaces not attached

3According to a certain metric.
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to a common link; such information is maintained and updated in the routers by way of a routing

protocol.

For stable networks that contain a small number of hosts and routers, routing tables can

be �lled and maintained manually, with human operation (static routing). As the network grows,

and changes in the topology are more frequent (for instance, due to router failures), routing tasks

become more complex and dynamic routing protocols are needed.

De�nition 1.10 ( Routing protocol ). A routing protocol is a set of procedures performed over the

network in order to collect routes and maintain the routing tables of the routers in the network, so

that they enable computers to transmit and successfully deliver packets to every possible destination

in the network.

There are two main approaches to dynamic routing:

� Proactive routing. Routers collect topology information from the network and maintain proac-

tively ( i.e., regardless on whether they are used) routes towards all destinations. This way,

routers are able to forward packets at any time to any destination in the network. Depending

on how the information for such forwarding decisions is acquired, three approaches can be

distinguished:

{ Link state routing. Routers advertise the status of their links (link-state) to the whole

network. This way, every router in the network receives the link-state of other routers in

the network, maintains information about the whole network topology and is therefore

able to locally compute network-wide shortest paths, usually by wayof Dijkstra's algo-

rithm [135]. Examples of this approach are the Open Shortest Path First (OSPF, RFCs

2328 and 5340 [107, 28]) and the Intermediate System to Intermediate System (IS-IS,

RFC 1142 [122]) protocols, as well as the Optimized Link State Routing protocol (OLSR,

RFC 3626 [71]). OSPF and IS-IS are described in more detail in chapter 10.

{ Distance-vector routing. A router shares its routing table only with its neighbors, indicat-

ing its distance and the next hop towards any reachable destination. Neighbor distance is



Chapter 1: Computer Networks 25

de�ned according to the current link metric, which assigns a scalarcost to any available

link in the network. By receiving the routing tables of all its neighbors, which in turn

have been shared with the neighbors of the neighbors, a router is able to identify, for

each advertised destination, the neighbor that provides shortest distance and select it as

next hop. Distance-vector protocols mostly use the distributed Bellman-Ford algorithm

[136, 133] to identify network-wide shortest paths. The Routing Information Protocol

(RIP, RFCs 1058 [124], 2080 [110] and 2453 [102]) is a prominent example of this family.

{ Path-vector routing. Based on the same principle as distance-vector routing, a router

advertises to its neighbors the paths to all reachable destinations. Each path is described

by indicating the routers that are traversed. This way, local distribution of locally main-

tained paths enables all routers in the network to build routes to all possible destinations.

The most prominent example of this family of protocols is the Border Gateway Protocol

(BGP, RFC 1771 [117]).

� Reactive routing. A router calculates routes to a destination only when it receives information

addressed to that destination and it is not known (i.e., the routing table does not provide a

next hop). Dynamic Source Routing (DSR, RFC 4728 [38]) or Ad hoc On-Demand Distance

Vector (AODV, RFC 3561 [75]) are examples of reactive routing protocols.

The main advantage of proactive algorithms when compared to reactive algorithms is that

all routes are immediately available for proactive routers when the network has converged, which

reduces the delay for data tra�c with respect to reactive routing p rotocols. Such immediate avail-

ability of routes requires, however, that topology information is ooded periodically over the network

and independently from the data tra�c load.

Among proactive algorithms, distance-vector and link-state are the main types of algo-

rithms [100] { path-vector algorithms being a variation of distance-vector. Distance-vector protocols

were used in the early stages of computer networking, but were replaced gradually by link-state

protocols in the Internet. The reasons for this replacement were the existence of problems in

distance-vector algorithms, in particular the well-known count-to-in�nity problem [70] (which does
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not appear on path-vector protocols), as well as the poor scalability and slow convergence properties

of distance-vector with respect to link-state algorithms [98, 100].

Convergence time di�erences between distance-vector and link-state can be observed by

looking at the way to advertise the failure of a link over the network. In distance-vector algorithms,

once a router detects such a failure, it updates the cost of its route towards the lost neighbor and

sends its new distance-vector to its neighbors. Neighbors receive this update and recompute the cost

of the a�ected route, and then transmit in turn their new distance-v ectors. Propagation of topology

changes is thus slower than in link-state algorithms, in which a router detecting the failure of the

link towards one of its neighbors oods an updated topology description which is directly forwarded

over the network, without delays caused by route re-computation in intermediate routers [100, 127].

1.4 Connecting Networks

Condition (ii) of section 1.3 states that the information exchange within a computer net-

work requires that the involved interfaces of the corresponding computers agree on the formats and

procedures to communicate. Given the existence of di�erent network technologies4 { and, therefore,

di�erent sets of formats and procedures for communication within networks, the question arises on

how to connect di�erent networks (that may use di�erent families of communication protocols) and

how to enable communication between computers (interfaces) not in the same network.

The Internet Protocol (IP, RFC 791 [128]) provides such ability to exchange information

between interfaces belonging to interconnected networks. Theseinterconnected networks are called

internetworks.

De�nition 1.11 ( Internetwork ). An internetwork is a computer network (in the sense of def. 1.1)

that results from connecting already existing computer networks. Such computer networks may be

based on di�erent network technologies.

IP enables communication in internetworks mainly by way of two elements: (a) a common

4Some examples: Asynchronous Transfer Mode (ATM), Frame Relay, X.25, Ethernet (IEEE 802.3), Token Ring
(IEEE 802.5), Wi-Fi (IEEE 802.11)...
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addressing model for interfaces, the IP addressing model, and (b)an additional abstraction layer that

permits treating links from di�erent network technologies as IP lin ks. Both concepts (IP addressing

model and IP link) are presented in section 1.4.1.

IP is the main protocol for internetworking and one of the base protocols ofthe architec-

ture of the biggest internetwork in the world, the Internet. The arc hitecture of internetworks and,

in particular, the Internet, is discussed in section 1.4.2, and the Internet routing architecture is

detailed in section 1.4.3. Due to its popularity, IP has become a standardprotocol not only within

internetworks, but also for networks based on a single network technology.

1.4.1 IP Addressing and IP Links

IP employs a common addressing model for all interfaces that belong tothe internetwork.

An identi�er assigned to a network interface is called an IP address of the interface, and contains

information about:

(i) the identity of the interface in the internetwork, by means of t he host identi�er , and

(ii) its location within the internetwork, more precisely the ne twork to which the interface is

connected, by means of thenetwork identi�er or network pre�x .

Both entities (host identi�er and network pre�x) are distinguishe d with the network mask,

as illustrated in Figure 1.4. The network mask is a sequence of bits with the length of the address

such that, with an IP address IPA and a network maskNM with length [ NM ]:

IPA 
 (: NM ) = host identi�er

(IPA 
 NM ) � [NM ] = network pre�x

Where 
 denotes the AND bitwise operator, : the NOT bitwise operator (complement)

and � denotes the bit right shift.

It is worth to observe that interfaces of two di�erent hosts may have the same host identi�er

as long as they do not belong to the same network { and thus the network pre�xes are di�erent.
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An IP address is anetwork layer address, and thus di�erent from the previously mentioned physical

address: the physical address is only used in the link in which the interface participates, while the IP

address identi�es the interface within an internetwork. The str ucture of IPv4 and IPv6 addresses is

presented in Figure 1.4. IPv4 addresses have a length of 32 bits, and arecommonly represented as a

set of four decimal values between 0 and 255 separated by dots (192.168.0.1, in Figure 1.4.a), followed

by a slash and the length of the network pre�x (24 in Figure 1.4.a). IPv6 addresses are 128 bits long,

and are commonly represented as a set of 8 hexadecimal values, each of them between 0 (0x0000)

and 65535 (0xFFFF) separated by colons, and followed by a slash and the pre�x length (length of the

network mask, 64 in the example of Figure 1.4.b). In case of zero values, the representation may be

compressed to ignore them, as long as no ambiguity is introduced [112]: inFigure 1.4.b, 4th to 7th

hexadecimal values of the displayed address are zero and thus its IPv6 representation is compressed

to ::.

a) IPv4 addressing example: 192:168:0:1=24

=24 : 11111111:11111111:11111111| {z }
netmask (24 bits)

:00000000

192:168:0:1 : 11000000:10101000:00000000| {z }
network pre�x

: 00000001| {z }
host identi�er

b) IPv6 addressing example: 2001 : 0DB 8 : 02DE :: 0E 13=64

=64 : FFFF: FFFF: FFFF: FFFF| {z }
netmask (64 bits)

: 0000 : 0000 : 0000 : 0E13

2001 : 0DB 8 : 02DE :: 0E13 : 2001 : 0DB8: 02DE: 0000| {z }
network pre�x

: 0000 : 0000 : 0000 : 0E13| {z }
host identi�er

Figure 1.4: IP address structure, for IPv4 and IPv6.

IP addresses are used to identify the source and the destination of packets transmitted in

an internetwork. Any interface participating in an IP internetwork h as at least one IP address, with

the only exception of unnumbered interfaces5.

5These are interfaces that participate in point-to-point links , and are allowed to borrow an IP address from other
running interface of the same router [48, 116]. In these cases, a packet sent to a shared IP address is delivered to all
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In order to prevent confusion with the destination of a packet, the IP address of a given

interface, a, needs to be unique among the interfaces that are reachable from the routers that can

send packets to interfacea. This implies that interfaces reachable through the whole internetwork

need IP addresses that are unique in the internetwork { these are called public IP addresses. For

communication within a single network, interfaces only need IP addresses that are unique (unam-

biguous) in such network but may be reused by interfaces within other networks { these are called

private IP addressesin IPv4 [114] and Unique Local Addresses(ULA) in IPv6 [49]. The address

shown in Figure 1.4.a is an example of a private IPv4 address.

IP addresses play a central role in the transmission of data packets across an internetwork.

Routers make forwarding decisions based on such IP addresses, which are included, with some

additional information, in the IP header of every packet.

Successful transmission of a packet from the source to the destination may require that

several routers forward it. The number of routers involved in the transmission of a packet corresponds

to the number of IP hops traversed from the source to the destination. The number of hops traversed

by a packet within the internetwork is stored in the TTL �eld ( Time To Live , called hop limit in

IPv6) of the IP header, which is decreased every time a router forwards the packet. In order to

prevent undeliverable packets to remain inde�nitely in the network, a packet is discarded when it

has traversed a maximum number of hops without reaching its destination. In IPv4 and IPv6, the

maximum TTL value is 255. When a packet can be delivered without being forwarded by any

router, the TTL is not decreased and the number of traversed hops is one. In this case, source and

destination belong to the sameIP link (see Figure 1.5).

De�nition 1.12 ( IP link ). Two network interfaces are connected to the sameIP link when they

can exchange packets without requiring that any router forwards them, that is, when packets sent

from one interface are received in the other with the same TTL value. Then, communication is

performed in a single IP hop.

the interfaces that use such address { all from the same router.
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p:1 p:3 p:5 p:7

p:2 p:4 p:6 p:8

p:

Figure 1.5: An IP link p : with network pre�x p. IP addresses of computers in this IP link have the
structure p : i=[p], for 0 < i < 2[p].

In terms of IP addressing, interfaces that share a link (def. 1.5) and have IP addresses with

the same IP network pre�x p belong to the same IP link (def. 1.12), then denotedp :. In this case,

illustrated in Figure 1.5, an IP link can be unambiguously identi�ed by the set of network interfaces

that share the corresponding IP network pre�x.

Let � IP denote the IP link relationship by which x � IP y if and only if network interfaces

x and y belong to the same IP link, and leta, b and c be network interfaces. De�nition (1.12) implies

the following properties of IP links:

� Symmetry: a � IP b () b � IP a.

� Transitivity : a � IP b; b� IP c =) a � IP c.

It also induces a partial order � IP in the addressing space:

De�nition 1.13 ( IP partial order ). Given two IP addressesIPA 1=m1 and IPA 2=m2 (mi being

the pre�x length of IP address IPA i ), IPA 1 � IP IPA 2 if and only if:

(i) IPA 1 
 NM max f m 1 ;m 2 g = IPA 2 
 NM max f m 1 ;m 2 g

(ii) m1 � m2

where NM k is the netmask ofk bits and 
 denotes the bitwise AND operation.

� The relationship � IP satis�es trivially the axioms of partial order:

{ Reexivity : IP a � IP IP a .

{ Antisymmetry : IP a � IP IP b; IP b � IP IP a =) IP a � IP IP b, that is, IP a and IP b are in

the same IP link.
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{ Transitivity : IP a � IP IP b; IP b � IP IP c =) IP a � IP IP c.

For routing of packets for which the IP link of the destination is not the same as the IP link

of the source, the IP addressing model provides a simple rule for making forwarding decisions. Given

the IP address of the packet's destination, a router should forward thepacket through the interface

providing connection to the IP network closest to the destination, where the notion of closenessis

as follows:

De�nition 1.14 ( IP closeness ). Given an IP addressIPA d=md and two IP addressesIPA 1=m1

and IPA 2=m2, IPA 1=m1 is IP-closer to IPA d=md than to IPA 2=m2 if:

� IPA d � IP IPA 1 and IPA d 6�IP IPA 2, or

� IPA d � IP IPA 1 � IP IPA 2 (which is equivalent to jm1j � j m2j, for the case IPA d � IP

IPA 1;2).

According to this decision criterion, routers select send a given IP packet to the interface

whose IP address has thelongest pre�x match with respect to the IP packet destination. Such

longest pre�x match is guaranteed to exist if and only if the router has a default route (0:0:0:0/0 in

IPv4, :: =0 in IPv6). In case that the router has no routes with a common pre�x with the one of the

received IP packet, the default route is closer to its destination than any other route.

1.4.2 Network Reference Models

A network model provides a hierarchy of the operations that need to beperformed in an

internetwork in order to enable communication between interfaces.This hierarchy is based on the

level of abstraction of such operations with respect to the transmission/reception of physical signals

over a communication channel.

In 1984, ISO6 proposed Open Systems Interconnections (OSI) as a reference model for

internetworks. OSI was based on already implemented network models, one of which was TCP/IP7, a

6 International Organization for Standards.

7TCP, Transport Control Protocol; IP, Internet Protocol.
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network model designed and implemented in the 1970s for the Internet.These two, OSI and TCP/IP,

are the two most prominent computer network models, the latter thus being an implementation of

the former. Both propose stacks consisting of di�erent layers (seven for OSI and four for TCP/IP

[123]), each of them corresponding to a speci�c type of network operationsand data processing.

Protocols running in an internetwork are typically placed in one of these layers. Table 1.1 indicates

the relationship between layers from both models.

OSI TCP/IP
7 Application

Application 56 Presentation
5 Session
4 Transport Transport 4
3 Network Internetwork 3

2
Data MAC

Link 2Link LLC
1 Physical

Table 1.1: The OSI and the TCP/IP network reference models.

The main features of each of these layers can be summarized as follows. For a more detailed

layer description, see [70].

� The TCP/IP Link layer (2) includes all aspects related to layers 1 and 2 from the OSI model.

{ OSI's physical layer (1) concerns the transmission of information (bits) over the physical

medium (copper wire, �ber, radio, etc.) with physical signals (such as electromagnetic

or acoustic), management of the available bandwidth and modulation/demodulation pro-

cesses in the transmitter and receiver units of network interfaces.

{ OSI's data link layer (2) handles transmission and reception of packets within a link.

OSI distinguishes two sublayers: Logical Link Control (LLC), responsible for managing

packet formats, and Medium Access Control (MAC), which handles communication rules,

channel sensing and access to the medium of network interfaces that share the same

physical channel. Protocols at this layer de�ne the network technology, some examples
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being IEEE8 802.3 (Ethernet), IEEE 802.5 (Token Ring), IEEE 802.11 (Wi-Fi) for local-

area networks (LAN), or the Point-to-Point Protocol (PPP), Frame Relay, X. 25 and ATM

for wide-area networking (WAN).

� The network or Internetwork layer (3) provides support for packet transmission across an in-

ternetwork, regardless of whether network interfaces of sender and destination are on the same

or di�erent links, belong to the same network or not. This support inc ludes packet delivery

to its �nal destination, when possible, and packet forwarding by intermediate interfaces. The

main example of network protocol is the Internet Protocol (IPv4 and IPv6). Routing protocols

for internetworks are also placed in this layer.

� The Transport layer (4) is related to end-to-end (or host-to-host) communication features such

as reliability, reordering or multiplexing (ports). This involve s only the endpoints of a network

communication { that is, the sender and the �nal destination of the corresponding packets.

Two main protocols exist: the Transport Control Protocol (TCP), for rel iable connection-

oriented communication, and the User Data Protocol (UDP), for connectionless and unreliable

communication.

� The Application layer (5) from TCP/IP (corresponding to layers 5, 6 and 7 of OSI reference

model, session, presentation and application, respectively) includes handling the format, se-

mantics and �nal processing of the exchanged data, which depends on theapplication that

generates and receives it at the endpoints of communication. Protocols atthis layer thus

handle the interaction between processes of the same application running at di�erent hosts.

Examples of applications include Telnet for remote terminal connection, the File Transfer Pro-

tocol (FTP), the Domain Name Service (DNS) for mapping domain names to IP addresses, or

the Hyper-Text Transfer Protocol (HTTP) for remote access to Web resources.

8The Institute for Electrical and Electronics Engineers, http://www.ieee.org/ .
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1.4.3 Routing in the Internet

In the early days of ARPANET 9, the antecessor to the Internet between 1969 and 1990,

routing was performed by way of a distance-vector distributed algorithm called the Gateway-to-

Gateway Protocol (GGP) [91, 109]. As the size of the network grew large, however, the control

tra�c required to keep updated routing tables of all computers became excessive and the distance-

vector algorithm proved not to scale [127].

In 1982, GGP was abandoned and replaced by a hierarchical routing infrastructure that

splits the Internet into di�erent regions, called Autonomous Systems. Separation between routing

inside and outside an Autonomous System allowed reducing the amount of routing control tra�c

and to contain the size of routing tables [98], as computers from the same Autonomous System could

be treated as a single destination for computers outside the AS. With the partition of the Internet

into a set of Autonomous Systems, the concepts ofcore and edgeof the Internet may be de�ned in

terms of ASes: an AS belongs to thecore of the Internet if it is able to relay tra�c from other ASes

to other ASes; otherwise it belongs to theedgeof the Internet and only handles Internet tra�c for

which either of the source or the destination is inside that AS.

The de�nition of Autonomous System has slightly changed over time. In RFC 975, an AS

was de�ned in technical terms, as a set of routers using the same interior routing protocol:

De�nition 1.15 ( Autonomous System , RFC 975, 1986 ). \An Autonomous System (AS)con-

sists of a set of gateways, each of which can reach any other gateway in the same system using paths

via gateways only in that system. The gateways of a system cooperatively maintain a routing data

base using an interior gateway protocol (IGP)..." [126].

Later, the presence of a single routing protocol was removed as a necessary condition and

the concept of Autonomous System was reformulated as follows:

De�nition 1.16 ( Autonomous System , RFC 1930, 1996 & RFC 1812, 1995 ). \An Autonomous

9The Advanced Research Projects Agency NETwork. The Advanced Re search Projects Agency (ARPA) is an
agency of the United States Department of Defense (DoD). Foun ded in 1958, it was responsible of the ARPANET
project that led to the Internet.
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System (AS) is a connected group of one or more IP pre�xes [internetwork] run by one ormore

network operators which has a SINGLE and CLEARLY DEFINED routing policy" [111] , the term

\routing policy" denoting the way that routing information is exchanged between (but not within)

Autonomous Systems. In the interior of an AS, \routers may use one or more interior routing

protocols, and sometimes several sets of metrics" [116].

Under this latter de�nition, several routing protocols may coexist in the same Autonomous

System as far as, according to RFC 1771 [117], the AS \appears to other ASes to havea single

coherent interior routing plan and presents a consistent picture ofwhat networks are reachable

through it".

p::

q::

r::

s::

t:: u::

AS 1

AS 2

AS 3 AS 4

IGP links
EGP links

Figure 1.6: Connection of di�erent Autonomous Systems.

Therefore, an AS is an aggregation of computer networks that share a routing policy and

behaves itself as a network, in the sense of def. 1.1. Control tra�c necessary for route computation

within an AS is not ooded outside the corresponding Autonomous System,and neither is the data
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tra�c sent to a destination in the AS. Links between Autonomous Systems are used for exchang-

ing routing information for computation of inter-AS routes and data tra�c f or which source and

destination belong to di�erent ASes.

The distinction between routing inside an Autonomous System (intra-AS routing) and

routing between di�erent ASes (inter-AS routing) leads to two di�e rent types of routing protocols:

(i) Interior Gateway Protocols (IGPs), for route discovery and maint enance within an Autonomous

System; and

(ii) Exterior Gateway Protocols (EGPs), for route acquisition and inf ormation exchange between

di�erent Autonomous Systems.

Figure 1.6 illustrates the domain of operation for each of these routing protocol types.

The main examples of IGPs are OSPF and IS-IS, both link-state routing protocols; and RIP as a

distance-vector protocol. Link-state protocols have displaced distance-vector protocols for routing

inside ASes due their better convergence and scalability properties, as mentioned in section 1.3. For

inter-AS routing, BGP is the current standard [98].

1.5 Conclusion

The ability of two network interfaces to exchange information through a network depends

on the capability of such network to route successfully packets from any of these interfaces to the

other. When the source and the destination of a packet are not attached to the same link, packet

routing requires that intermediate routers are able to forward packets through the network in a way

such that the packet can be delivered to their intended destination. Enabling routers to take such

routing decisions is therefore a basic task in a computer network { this task is performed by routing

protocols.

In the Internet, interfaces able to communicate directly, without a router's intervention,

are part of the same IP link. For communication between di�erent IP lin ks, Internet routing is

performed in two hierarchical levels, for scalability reasons. The Internet is split in Autonomous
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Systems that may contain several interconnected networks (internetworks). Routing within each AS

(intra-AS routing) is performed separately from routing between di�e rent ASes (inter-AS routing).

The main protocols used for intra-AS routing are link-state protocols, due to the better properties in

terms of coverage and scalability of this family of protocols with respect to other available families.

The rest of this manuscript explores the use and optimization of existing link-state approaches for

routing in the interior of speci�c types of Autonomous Systems, as it isdetailed in further chapters.
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Chapter 2

Wireless Computer Networking

The term wireless communicationrefers to communication performed by network interfaces

that exchange information by transmitting and receiving electromagnetic signals through the air,

rather than through a wire. In this case, the properties of links di�er signi�cantly from properties

of wired links.

These di�erences are mainly related to the transmission of signals bypropagation in the air

of electromagnetic waves, and the physical phenomena (distortion, interference, absorption, reec-

tion) that may a�ect transmitted packets in the way from the source to the destination(s). Although

these physical phenomena are also present in wired networks communication, their impact is not

signi�cant in electromagnetic wave propagation through guided media and cantherefore be ignored

{ this is not the case in wireless networks.

2.1 Outline

This chapter elaborates on the physical aspects that a�ect the quality of wireless commu-

nication, that is, the probability that transmitted packets are successfully received by their intended

destinations through a wireless network. The focus is on upper layers of communication { in partic-

ular, the network layer. Section 2.2 explores the impact of these aspects in properties of links and

39
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networks communicating through wireless media. Section 2.3 describes how issues of wireless com-

munication are addressed by network technologies that provide supportfor IP networking, paying

attention to the particular case of the Wi-Fi technology (IEEE 802.11 family of standards), as it

is the most popular wireless network technology used at link layer [46].Section 2.4 concludes the

chapter.

2.2 Wireless Communication

This section provides an overview of the main physical properties ofwireless transmission

and elaborates on their impact on communication in wireless networks. Section 2.2.1 introduces

the frequency and wavelength of electromagnetic signals used for wireless communication. Sec-

tion 2.2.2 presents the concepts of interface coverage and interference between interfaces. Section

2.2.3 describes the most relevant properties of wireless links. Section 2.2.4 explores communication

performed among a set of wireless interfaces, and introduces the concept of semibroadcast com-

munication as a generalization of broadcast to extract the main issues that may arise in wireless

networks.

2.2.1 Frequency of Wireless Signals

Wireless signals are electromagnetic microwaves. Their frequency is in the order of GHz,

within the UHF/SHF 1 bands. From the relation:

c = �f (2.1)

where c is Einstein's constant and f is the signal frequency, the wavelength (� ) of wireless

signals is in the order of centimeters2. The frequency and wavelength of wireless signals determine

the propagation properties of such signals. TheFriis' Transmission Equation models the fraction

1Ultra High and Super High Frequencies , as de�ned by the International Telecommunication Union (IT U).

2 f � O(109Hz ) = ) � � O(10� 1m).
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of power that is received by an interface from another interface, depending on the signal wavelength

and the distance between interfaces, when transmission occurs infree space:

Pr

Pt
= Gt Gr

�
�

4�d

� 2

(2.2)

where � is the wavelength, d is the distance between transmitter and receiver,Pr=t is the

power at the input (or output) of the transmitting (or receiving) ante nna, and Gr=t is the gain of

the transmitting (or receiving) interface antenna, assumed isotropic. The signal wavelength also

determines the impact that external conditions may have on signal propagation, as well as the type

of obstacles that may cause reections to signals. Such obstacles are those for which size has a higher

or equal order of magnitude than the signal wavelength.

2.2.2 Coverage and Interference in Wireless Interfaces

The region in which interfaces can successfully decode a signal, transmitted by another

interface, is the coverage areaof that interface.

De�nition 2.1 ( Coverage area ). Given a wireless interfaceA, the coverage areaof A is the

geographical region in which packets transmitted byA can be received by other interfaces on the

same wireless medium asA, when no other transmission is ongoing. The coverage area ofA is

denoted by Cov(A).

The coverage area of an interface, and the quality of the signal that may bereceived by

other interfaces within such area, depend on several factors, some of them being:

(i) The physical properties of the transmitting and receiving antennas and of the transmission

itself: modulation scheme, transmission power, antenna directivities.

(ii) The physical topology of the coverage area: fading caused by obstacles,reection and absorp-

tion causing multi-path interference and signal loss.

(iii) The characteristics of the wireless medium: signal frequency band, weather conditions or in-

terferences from other interfaces.
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Due to the variability of factors having impact on wireless communication, the coverage

area of an interface is time-variant. Even within the coverage area at a particular time, when

communication is possible, a wireless channel is inherently unreliable and prone to transmission

errors and packet losses [47], for instance due to interferences from other interfaces in the network

or external sources transmitting in the same frequency band.

De�nition 2.2 ( Interference area ). Given a wireless interfaceA, the interference area of A

is the geographical region in which interfaces connected to the same wireless medium asa may be

unable to receive other packets when there is an ongoing transmission from A. The interference area

of A is denoted by Intf (A).

Given a set of wireless interfacesS, the coverage area of an interface is always contained

in the interference area of such interface,i.e.:

Cov(A) � Intf (A); 8A 2 S

This is due to the fact that an interface within the coverage area of another interface

a is unable to receive packets from other sources when there is an ongoingtransmission from a.

The interference area ofa may be bigger than its coverage area { that is, some interfaces may be

interfered by a's transmissions even when they are not able to receive successfully packets from a

[39, 94]. Figure 2.1 illustrates the coverage and interference areas for interface a: interfacesd and f

may be unable to decode other transmissions (e.g., d from e) while a is transmitting a packet.

Proposition 2.1 de�nes the coverage and interference areas under the conditions of the Friis'

Transmission Equation (2.2), and shows in particular that the latter is bigger than the former.

Proposition 2.1. Let a be a wireless interface in a wireless network, in which information propagates

under free space conditions. Let P be the power at which all interfaces transmit in the network, and N the

noise power, assuming an AWGN3 model. Let T > 1 be the minimum signal-to-interference-and-noise ratio

(SINR) for a transmission to be successfully decoded bya. Then, the coverage area ofa is a circle centered in

3Additive White Gaussian Noise.
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Figure 2.1: Coverage and interference areas of an interfacea.

a with radius r = 4 �
q

P
NT , and the interference area of a is a circle centered in a with radius r i = 4 �

q
P
N .

As T > 1, r i > r .

Proof. The coverage area ofa is the geographical region in which the SINR of the received signal is higher

than T , in absence of other transmissions (def. 2.1). If not other transmissions occur, there is no interference

(I = 0), and the SINR for an interface b, at distance d of a becomes the signal-to-noise ratio, SNR ofb.

SINR jb =
S

N + I

�

b

= [ I = 0] =
S
N

�

b

= SNRjb

Applying the Friis Transmission Equation (2.2) and assuming unitary gains Gr ; Gt = 1,

SNRjb =
S
N

�

b

> T

P
�

�
4�d

� 2

N
> T

d < 4�

r
P

NT
= r

When d < r , an interface at distance d from a is able to receive packets transmitted from a. For the

interference area (def. 2.2), consider the case when an interfaceb at distance d receives signals froma and

from another (neighboring) interface, c, at distance do from b. Transmission from a causes interference with

a transmission from c, in b, if the SINR at b is lower than T . Considering that the impact of the noise is



44 Chapter 2: Wireless Computer Networking

negligible with respect to interference ( N � I ):

SINR b � SIR b =
S
I

�

b

> T

P
�

�
4�d

� 2

P
�

�
4�d o

� 2 > T

d < d o

p
T

Consider the worst case: distance betweenb and the main transmitter c is maximum, i.e., r = 4 �
q

P
NT .

Then:

d <
�
4�

r
P
N

= r i

where r i is the radius of the interference area of a.

In practice, wireless signals do not propagate in the free space conditions of Friis Trans-

mission Equation [76]. In real conditions, coverage and interference areas are not circular and their

evolution cannot be accurately predicted. In consequence, the characteristics of the medium are

simpli�ed in approximated models for analysis and simulations. Throughout this manuscript, two

models for wireless propagation are used: the Unit Disk Graph (UDG) for theoretical analysis, and

the Two-Ray Propagation model, for simulation purposes. Both are presented in Appendix B.

2.2.3 Wireless Links

Wireless links between interfaces are links (in the sense of def. 1.5) that may present the

following speci�c characteristics [23]:

� Short lifetime and time-variant link quality . The existence of a shared medium in which wireless

interfaces may interfere each other, and the variations on the wireless environment (obstacles,

reection and absorption issues, weather conditions), imply that wireless links are likely to

have short lifetimes and, even when they are available, that the quality of communication they

provide can vary signi�cantly with time.

� Asymmetry. A wireless link between two interfacess and t may be able to handle packet

transmissions in one direction (e.g., from s to t, s �! t) but not in the other (from t to
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s). This may be due to di�erent capacities of the two involved inter faces' antennas (di�erent

radio coverage may cause thatt is included in the coverage area ofs but not the inverse, as

Figure 2.2.a indicates), di�erent environmental conditions in such two interfaces or the fact

that di�erent additional interfaces interfere in the two involved interfaces, as many studies have

pointed out [64, 76]. Some of these factors, such as antenna capabilities, cause permanent link

asymmetries; others, such as interferences or environmental conditions, may be transient and

cause temporary link asymmetries.

·s ·t

s t

·
·s ·ut

s

t

u

(a) (b)

Figure 2.2: Hypergraph (top) and graph (down) representations: (a) Asymmetric link between
wireless interfacess and t (s �! t), (b) Non-transitivity of wireless links: existence of a link
s  ! t and u  ! u does not imply that s and u can communicate directly.

� Non-transitivity . A wireless interface t can exchange packets with another interface if both

interfaces belong to the coverage area of each other,i.e., if both are located within the inter-

section of their coverage areas. Since such intersection is di�erent for each interface to which

t can establish bidirectional communication, the fact that t is able to exchange packets with

two di�erent interfaces, say s and u, does not imply that such two interfaces s and u receive

packets transmitted from each other. Figure 2.2.b illustrates an example of non transitivity:

there is no link from s to u (or vice versa) although links s  ! t and t  ! u exist.

For multi-hop wireless networks, non-transitivity of wireless links may cause interfaces on

a wireless link to not agree on the neighbors reachable over the link they share. In Figure 2.2.b,
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for instance, only nodes notices t as an interface participating in its link, while t would consider a

link enabling communication to s and t. Given an hypergraph H = ( X; ~E) (see section 1.2.2), link

conicts corresponds to the situation in which ex ; ey 2 ~E, x 2 ey ; y 2 ex , i.e. x and y are neighbors,

but ex 6= ey , i.e. they have di�erent sets of neighbors, forx; y 2 X , ex ; ey 2 ~E, x 2 ey ; y 2 ex .

2.2.4 Semibroadcast Properties of Wireless Communication

Communication in a wireless computer network can be described through the concept of

semibroadcast communication . This concept generalizes the notion of broadcast communication,

which can be described as a particular case of semibroadcast.

Broadcast communication among a setS of network interfaces, is based on the existence of

a shared channel, a broadcast link (see def. 1.8) through which all the interfaces inS can transmit

and receive packets from/to all other interfaces on the link. In particular, this implies the following

properties:

� All pairs of interfaces can communicate directly and bidirectionally, i.e., there exists a sym-

metric link i  ! j 8i; j 2 S.

� When an interface in S transmits a packet (i) every other interface in S receive the transmitted

packet, and (ii) no other transmission can occur between interfacesin S without interfering

with such packet and causing a packet collision.

In order to prevent concurrent packet transmissions over the same channel, interfaces on a

broadcast link may implement a channel sensing mechanism. With such mechanism, an interface

only transmits a packet after sensing the channel and concluding thatit is available { no other

transmissions are being performed.

Semibroadcast communication describes properties of the communication performed in a

wireless computer network among a set of wireless interfaces, and these can be presented by relaxing

the characteristics of broadcast communication. Interfaces in semibroadcast communication, or

semibroadcast interfaces, communicate through a shared medium. As such shared medium does not
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need to be the same for all pairs or interfaces, it cannot be assumed that every wireless interface

can directly communicate with all other interfaces over the same link [17]. Moreover, as mentioned

in section 2.2.3, a wireless link between two interfacesa and b may be asymmetric if a is contained

in the coverage area ofb but b does not belong to the coverage area ofa, or vice versa.

The fact that semibroadcast communication is performed through shared media has two

main implications in terms of packet reception and interference. When a wireless interfacei 2 S

transmits a packet, this packet is received by every other wireless interface inS within the coverage

area of i . No other packet can be received by these interfaces during the transmission from i .

Moreover, interfaces within the interference area ofi are unable to receive any packet during the

transmission of i , even when they are not able to receive successfully the packet transmitted by i .

It is worth observing that semibroadcast communication among a set of interfaces W

becomes a case of broadcast communication when all wireless interfaces belong to the coverage and

interference area of any other wireless interface,i.e.:

j 2 C(i ) \ I (i ); 8i; j 2 W

Packet collisions may occur in a wireless network as a consequence ofthe described proper-

ties of semibroadcast communication. Part of these collisions can be avoided with a channel sensing

mechanism. Such a mechanism enables interfaces not to transmit when a neighbor is already trans-

mitting, but do not prevent collisions when they are caused by non-neighboring interfaces. This is

the case ofhidden interfaces. Figure 2.3.c illustrates a case of hidden node problem: nodess and

u are not neighbors (they are hidden to each other), but when they transmit a packet at the same

time towards t, there is a collision at t.

De�nition 2.3 ( Hidden interface ). A wireless interfacei is hidden for k when packet transmis-

sions by k are not received and do not interfere ati , but concurrent packet transmissions byi and

k interfere with each other and cannot be received by (at least) one commonneighbor of i and k, j .

In terms of coverage and interference areas,i is hidden for k if and only if k does not belong neither

to the coverage area nor to the interference area ofi , but the intersection of the coverage areas ofi
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and k contains (at least) one common neighboring interfacej .

During the transmission of a packet by an interface, the channel sensing mechanism prevents

all neighboring interfaces to transmit concurrently, as additional tr ansmissions would cause packet

collisions. Interfaces prevented to transmit are calledexposed interfaces.

De�nition 2.4 ( Exposed interface ). A wireless interfacei is exposedto another interface j if

the fact that j transmits a packet implies that i , after sensing the carrier, decides not to transmit

concurrently in order to not interfere with the ongoing transmission of j . In terms of coverage areas,

i is exposed toj if i belongs to the coverage area ofj and uses a carrier sense mechanism before

transmitting packets.

In a semibroadcast communication context, not all the prevented transmissions from ex-

posed interfaces would cause collisions { in particular, if the destinations do not receive several

packets at the same time. Figure 2.3.b illustrates the exposed node problem: nodeu is not able to

transmit packets to v when a packet transmission froms to t is ongoing { even when transmission

from u to v would not interfere with the one from s to t.

These issues do not appear in broadcast communication: on a broadcast link,all interfaces

are directly reachable to each other and therefore there are no hiddeninterfaces. Moreover, while

all interfaces are exposed (in the sense of def. 2.4) to any other interface in the link, there are no

prevented transmissions that could be performed without causing a packet collision in the link: the

channel sensing mechanism does not produce, in this case, any falsepositive.

2.3 Wireless Networks under the IP Model

The properties of wireless communications, described in this chapter, show that wireless

links cannot be directly identi�ed with IP links, as they were de scribed in def. 1.12. Wireless

links cannot be assumed to be transitive nor symmetric. The semibroadcast nature of wireless

communication does not correspond with the broadcast assumptions that underlie the de�nition of

an IP link.
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Figure 2.3: (a) Multi-hop wireless network with 4 nodess, t, u and v. (b) u is an exposed nodewith
respect to the communication froms to t, it would renounce to start a transmission, for instance, to
v, even if such transmission would be successful.(c) Hidden node problem: t hearss and u, but s is
not heard (hidden) by u and vice versa, which leads to a collision when boths and t try to transmit
packets to t.

Multi-hop wireless communication can support the IP model, under certain conditions. The

most obvious way to address such restrictions is to ensure that the shared medium is common to

all the interfaces participating in the network. In this case, communication between two interfaces

in the network is always performed in a single hop and the wireless channel provides in practice

support for a broadcast link, as de�ned in def. 1.8.

When there are pairs of wireless interfaces that cannot communicate directly, the properties

of an IP link can be emulated by introducing a central entity in the n etwork. Such central entity has

to enable interfaces in the network to send packets to destination that are not directly reachable.

Symmetry and transitivity of communication between wireless interfaces is therefore provided by

the central entity.

The way that wireless properties are adapted to the IP model depends on the network

technology. The IEEE has speci�ed three families of networking standards, each of them addressed

to a di�erent network scope, that support IP networking on wireless deployments:

� 802.11 for Wireless Local Area Networks (WLAN), commercially known asWi-Fi ;
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� 802.15 for Wireless Personal Area Networks (WPAN), based on theBluetooth and ZigBee

technologies; and

� 802.16 for Wireless Metropolitan Area Networks (WMAN), also known asWorldwide Interop-

erability for Microwave Access (WiMAX).

WLAN standards are good examples of the two strategies (broadcast communication and IP

link emulation through a central entity) that can be employed for adapti ng wireless communication

to the requirements of IP networking. Section 2.3.1 examines the mechanisms speci�ed in IEEE

802.11 link layer standards for establishing IP communication in such networks.

2.3.1 IEEE 802.11

The IEEE 802.11 family of standards provides speci�cations for physical and link layers

of Wireless Local Area Networks (WLAN). Such networks are expected to provide wireless com-

munication among computers located within a reduced (local) coveragearea of a few hundreds of

meters of radio, typically in indoor scenarios such as an o�ce or a household. They use signals with

frequency in the order ofGHz, within the unlicensed Industrial - Scienti�c - Medical (ISM) band,

which implies that WLANs can be freely deployed without special administrative permissions.

The 802.11 family consists of several physical layer standards. Their main properties and

di�erences are summarized in Appendix C. Beyond the physical layer, however, IEEE 802.11 pro-

vides a uni�ed speci�cation for the link layer of a Wireless LAN (WLAN). Such a WLAN is organized

in one or moreBasic Service Sets(BSSes).

De�nition 2.5 ( Basic Service Set, BSS ). In the IEEE 802.11 family of protocols, a Basic

Service Set, BSS, is a set of devices that have established a logical association to each other, in order

to be able to communicate with all other devices through a wireless medium by means of an IEEE

802.11 protocol. The fact that a device is member of a BSS does not imply, however, that it can

establish communication with all other members [37, 46].

IEEE 802.11 supports two modes of BSS operation, illustrated in Figure 2.4.These two
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modes use two di�erent ways to perform IP networking over a set ofwireless interfaces and overcome

the di�erences between wireless links and IP links.

A P

x

z

y

H2H1

IP link

Wi-Fi Infrastructure BSS

H3 H4

(a) Infrastructure BSS

x

z

y

Wi-Fi IBSS

u v

w

(b) Independent BSS

Figure 2.4: (a) Infrastructure BSS, (b) Independent BSS (IBSS).

� Infrastructure mode. Communication among wireless interfaces is managed by a central entity,

called anAccess Point (AP), that needs to be able to directly communicate to all the interf aces

participating in the BSS. Such a BSS is called aninfrastructure BSS, and can be part to a

bigger network, as shown in Figure 2.4.

Communication between interfaces in aninfrastructure BSS is always performed through the

AP. The AP then performs two main tasks: (i) it regulates the access to the channel in the BSS,

by allowing and advertising packet transmissions from the interfaces, (ii) it relays packets sent

by interfaces in the BSS towards their destination and, in case that the BSS is connected or part

of other networks, it relays packets from/to the BSS. This way, the AP avoids semibroadcast

issues (hidden node problem, etc.) that are related to the fact thatinterfaces do not have

complete information about the interfaces attached to the wireless network.

AP operation as a bridge ensures that communication within aninfrastructure BSS can be

con�gured as (part of) an IP link (def. 1.12); interfaces from the BSS can communicate

with each other symmetrically, through the AP, and such ability is tran sitive. Consequently,
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interfaces in an infrastructure BSS are able to acquire their IP addresses through stateful

mechanisms such as DHCP4, from the router responsible for the corresponding IP link.

� Ad hoc mode. Di�erent wireless interfaces may establish direct communication on their own,

forming an independent BSS(IBSS). No central entity is present for coordinating communica-

tion or handling IP addresses. Link-local IP addresses are chosen by the interfaces themselves

and without negotiation, following the IPv4 or IPv6 autocon�guration mec hanisms5.

Since these autocon�guration mechanisms assume that the interfaces share the same IP pre�x,

successful operation on this mode is only possible when all the participating interfaces can

receive packets from each other.

The coverage area provided by a single BSS can be extended and increased by using several

mechanisms (coordination of multiple BSS, bridges, etc.). For a moredetailed description of these

mechanisms, see [46].

2.4 Conclusion

The use of wireless communication has made possible that computer networks are deployed

and provide computer communication facilities in environments in which wired networking was not

available, not possible or too expensive to be taken into consideration.

However, communication between wireless interfaces yields some issues that need to be

addressed in the framework of the Internet. Wireless links are unreliable and prone to errors,

their quality is time-variant, they may be asymmetric and are not necessarily transitive. In these

conditions, communication among wireless interfaces presents a setof characteristics {often described

as semibroadcastcharacteristics{ that can be seen as a generalization (in the sense of loosening) of

the broadcast properties. Wireless interfaces communicate through ashared medium (the air) that

4Dynamic Host Con�guration Protocol, speci�ed in RFC 2131 for I Pv4 [108] and RFC 3315 for IPv6 [77].

5For IPv4, link-local addresses are selected within the pre�x 169.254.0.0/16 (RFC 3927 [57]). For IPv6, the
Stateless Address Autocon�guration (SLAAC) mechanism provid es each interface with a link-local address belonging
to the pre�x FE80::00/10 (RFC 4862 [35]).
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can be common to other interfaces, but such medium is not necessarilythe same for every pair

of communicating interfaces in a wireless network, nor for every neighbor of a particular wireless

interface.

Therefore, a wireless network cannot be always con�gured as a single IPlink, as the two

main properties of IP links (see def. 1.12), symmetry and transitivity in communication, cannot

be ensured for interfaces participating in a wireless network. IPnetworking is however possible

over those wireless networks in which any interface can directly communicate with every other, in

a single hop { that is, when semibroadcast communication becomes broadcastcommunication. For

networks not satisfying this property, symmetry and transitivity can be emulated by adding a central

entity such that (i) any wireless interface can communicate with it, and (ii) communication between

interfaces in the network is always performed through such central entity. Operation of such central

entity enables the network to be con�gured as a single IP link.

Each of these alternatives are used in standard IP networking mechanisms for wireless

networks. When none of them are available {because broadcast conditions arenot ful�lled and

a central entity cannot be used{, these mechanisms are not su�cient and additional elaboration

is required. The following chapters present and explore these cases, that correspond to ad hoc

multi-hop wireless networks.
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Chapter 3

Communication in Ad hoc

Networks and Compound ASes

Ad hoc networks are wireless networks. As such, they present the characteristics that

were described in chapter 2 { semibroadcast communication, shared medium, unreliable wireless

channel. Ad hoc networking implies some additional restrictions and issues, in particular related to

the absence of available networking infrastructure and the dynamismof network topology. These

conditions exclude the solutions presented in chapter 2 (full connectivity and the presence of a central

authority), as such solutions rely on assumptions that are explicitly discarded in ad hoc networks.

Communication within a multi-hop wireless ad hoc network, in particular communication between

non-neighboring computers in such networks, needs thus to be performed by way of alternative

mechanisms, in particular routing.

3.1 Outline

This chapter addresses the needs of communication in multi-hop networks in which topology

is dynamic and there is no available infrastructure (connecting wires, central control), by de�ning

and exploring the concepts of Mobile Ad hoc Networks and compound Autonomous Systems. It

55
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describes the assumptions that underlie ad hoc networking and explores the implications of such

assumptions in the architecture of ad hoc networks and internetworksthat contain ad hoc networks.

Section 3.2 presents the notion of ad hoc networks and generalizes this to the broader notion of

compound Autonomous System, in which ad hoc and �xed networks may coexist. This section

also presents some applications of ad hoc networks and compound ASes. Section 3.4 examines the

basic mechanisms that can be used for enabling communication in such network { neighbor sensing

for direct communication and routing for indirect communication. Section 3.3 describes the most

signi�cant properties of routers and links that form an ad hoc network. Section 3.5 concludes the

chapter.

3.2 Ad hoc Networks and Compound ASes

Ad hoc networking has to accommodate the fact that the typical assumptions on which

computer communication relies in traditional (wired) networks cannot be taken for granted. In

that sense, more than describing a well-de�ned set of properties orfeatures, the concept of ad hoc

network provides an abstract de�nition that holds for a wide range of network types, all sharing a

certain degree of exibility and ability to operate without relying on an established infrastructure.

This section presents the main use cases of ad hoc networks and discusses integration of ad hoc

networking in the Internet architecture, by way of the notion of compound Autonomous Systems.

Section 3.2.1 describes the main constraints of ad hoc networking, the implications that

such constraints has in the operation of ad hoc networks and some examples ofuse of ad hoc

networking. Section 3.2.2 introduces the concept of compound Autonomous System for addressing

the coexistence of ad hoc networks and �xed networks in the same internetwork.

3.2.1 Ad hoc Networks and Applications

The MANET working group of the IETF has de�ned a (mobile) ad hoc network as f ollows:

De�nition 3.1 ( (Mobile) Ad hoc network ). A (mobile) ad hoc network is \an autonomous
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system of routers (and associated hosts) connected by wireless links, either mobile or static, the

union of which form an arbitrary graph", and in which \routers are free to mov e randomly and

organize themselves arbitrarily". In such a network, routers \form a dynamic topology which may

change unpredictably and rapidly", and are connected via wireless \links" { presenting characteristics

uncommon to IP networks [89].

Perkins [92] identi�es the main characteristics of ad hoc networks andthe requirements

they impose for establishing communication within an ad hoc network. That topology in an ad

hoc network is arbitrary and may change unpredictably implies that the communication cannot be

based on network or user con�guration prior to network operation. Rather, nodes are expected to

dynamically learn their neighborhood and detect changes in the topology.As direct communica-

tion cannot be assumed between every pair of nodes (that is, in a singlehop), ad hoc networking

mechanisms need to provide support for multi-hop communication. Since communication in ad hoc

networks does not rely on any planned infrastructure, establishment and maintenance of communi-

cation within the network is achieved through dynamic self-organization and cooperation between

ad hoc nodes.

From def. 3.1, nodes in an ad hoc network communicate through wireless links, and therefore

ad hoc networking is a particular case of wireless computer networking. Links between ad hoc nodes

have the same basic properties, with the additional considerations further described in section 3.3, as

wireless links presented in chapter 2. The mechanisms detailed in such chapter, however, cannot be

used to establish or maintain IP communication in multi-hop ad hoc networks. These mechanisms

were based on the assumptions that (i) direct communication was possible between any pair of nodes,

or (ii) there was a centralized access point able to emulate in layer 2the characteristics required

for IP networking in layer 3. As neither of these assumptions hold for multi-hop ad hoc networks,

additional mechanisms are required for enabling communication in suchnetworks.

The properties and requirements of ad hoc networking can be found to some extent in a

number of di�erent applications. Some of the most relevant are networksfor military or emergency

recovery purposes, wireless sensor networks (WSNs) or Vehicular Adhoc Networks (VANET), each
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with speci�c requirements.

Military and recovery ad hoc networks

Communication needs for military units (vehicles and human units) when deployed in the

battle�eld is the classic example of Mobile Ad hoc Networks (MANETs) [93]: infrastructure is often

not available (either because it has been destroyed, because it is controlled by the enemy or because

it cannot be assumed to be reliable) and so military units must rely only on themselves to establish

ad hoc communication.

A similar situation, in terms of unavailability of local communication i nfrastructure, is in

disaster scenarios, such as those a�ected by terrorist attacks, earthquakes or other natural catastro-

phes. In these cases, rescue operations may bene�t from Mobile Ad hocNetworks rapidly deployed

in the a�ected area. In both military and recovery situations, network ing devices are not limited

by energy or computational restrictions, and the network does not need to cope with high relative

speed between nodes. The main target of ad hoc networks in these deployments is to be able to

establish communication, without signi�cant set-up delays nor human intervention.

Wireless Sensor Networks (WSN)

WSNs are collections of sensors intended to measure one or several properties of the envi-

ronment in which they are deployed. Communication facilities required by such networks need to

include, at least, the transmission of collected information from the sensors to a gateway or central

server that stores and eventually process it, and the transmission ofinformation ( e.g., con�guration

instructions) from the server to one or more sensors.

There is a broad range of information that may be collected and exchanged through WSNs,

some examples including climate studies, bird observation, powermonitoring in buildings or tracking

of patients' health parameters with body sensors. Properties of a WSNmay vary depending on the

purposes of the sensor deployment. [61] presents a detailed overview of WSN applications and

characteristics.



Chapter 3: Communication in Ad hoc Networks and Compound ASes 59

Despite such variability, there are some properties that are typically related to networks of

this kind: sensor deployments form ad hoc networks, in which topologycannot be predicteda priori ,

even when sensors are not supposed to move. The communication pattern, in contrast, is somewhat

more predictable: as mentioned, it usually involves transmission from the sensors to the server or

from the server to the sensors. That implies that sensor-to-sensor communication is required for

multi-hop WSNs. Moreover, sensors are often battery driven, thus oneboundary of the lifetime of

a sensor is its battery lifetime. Protocols for enabling communication within WSNs must therefore

be designed with energy consumption [16, 26] and energy-e�ciency in mind [63].

Vehicular Ad Hoc Networks (VANET)

Vehicular Ad Hoc Networks are those networks designed to enable communication from and

towards vehicles (cars) while they are moving, for example, for distributing information along the

highway about tra�c-related events { e.g., jams or accidents [5]. Communication between vehicles

and �xed stations placed along the road might be used for distributing information about weather

conditions, highway restrictions (speed, works, etc.) or services available in the area (oil stations,

hostels, hospitals and such), but also for medical or police assistance calls from vehicles.

The speed of vehicles in highways is expected1 to be below 130km
h . Relative speed of a

vehicle with another vehicle varies from values close to zero, for vehicles in the same lane or direction,

to values up to double of the maximum speed limit, for relative speedbetween vehicles moving in

opposite lanes. Vehicular networks need thus to be able to cope with high mobility scenarios.

Signi�cant delays are not acceptable while establishing communication, as the topology may change

and reachability between intended source and destination may be a�ected in the meanwhile.

Devices participating in vehicular networks (either inside of vehicles or in roadside equip-

ment units) have neither signi�cant energy constraints nor severecomputational limitations. How-

ever, the private character of nodes (vehicles) in a vehicular network, which correspond to indepen-

dent and unrelated users, reduces their willingness to cooperateon supporting or enabling commu-

1 In United States and Europe. For US, maximum speed limits are b elow 75mph = 120 :7 km
h [2]. For countries

from the European Union, maximum speed limits are below or equal to 130 km
h [7].
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nication between other nodes. Protocols for enabling communication within VANETs are therefore

oriented towards (i) minimization of own resources dedicated to others' communication, and (ii)

immediate availability of communication with other vehicles or with r oadside equipment units.

3.2.2 Compound Autonomous Systems

An ad hoc network enables communication among its attached computers. For enabling

information exchange with computers beyond such ad hoc network, it needs to be part of a larger

internetwork { an Autonomous System, in case interaction with the Internet is targeted. This section

addresses the cases of Autonomous Systems that combine ad hoc and �xed networks, and enable

communication from and towards computers inside by way of a single routing protocol.

De�nition 3.2 ( Compound Autonomous System ). A compound Autonomous Systemis an

AS in which ad hoc networks coexist with �xed networks. Routers that are able to participate both

in ad hoc and �xed networks are denominatedhybrid routers.

H

H

H

Compound Autonomous System (c-AS)

Host Fixed router Mobile router H Hybrid router

Inter-AS link Intra-AS wired link Intra-AS wireless link

Figure 3.1: Compound Autonomous System.

Figure 3.1 shows an example of a compound AS. This de�nition allows the presence of
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�xed networks and ad hoc networks in the same AS. The network is therefore composed of a set of

heterogeneous links, with di�erent stability and reliability patt erns. This manuscript concentrates

on compound ASes in which a single protocol is used for routing inside. Interconnection of both types

of networks (ad hoc and �xed) is provided by hybrid routers, each of them maintaining interfaces

attached to �xed and ad hoc networks of the AS.

Access to the Internet appears as a desirable feature in some of the mostsigni�cant applica-

tions of (mobile) ad hoc networking: e.g., sensor networks connected through a common networking

infrastructure able to process the data of the di�erent testbeds, and possibly compare them or make

them available through the Internet; or vehicles interacting with the �xed roadside equipment units,

which in turn are able to relay information from remote networks. In th ese cases, compound ASes

can be useful for addressing not only communication within the ad hoc network, but also information

exchange between separate ad hoc deployments (see wireless networks belonging to the compound

AS of Figure 3.1) and interaction with Internet resources. Moreover, the development of pervasive

computing and the increasing role of wireless ad hoc and sensor networks in such pervasive deploy-

ments open new scenarios in which �xed and ad hoc networks may need tobe treated as single

networking entities. For such new scenarios, the concept of compoundAS may also be appropriate.

3.3 Nodes, Links and Addresses in Ad hoc Networks

The characteristics of ad hoc networking impose some conditions on nodes that participate.

As the topology is dynamic, and as no central entity can be assumed to be available for providing

routes, all nodes need to be able to act as routers and thus cooperate in forwarding others' tra�c

over the network. Throughout this manuscript, the term router will be used as an equivalent tonode

of an ad hoc network, given that hosts cannot participate directly as such in ad hoc networking.

Indeed, hosts are connected to a router (e.g., through an IP link) that acquires route information

from the network and enables thus interaction with the rest of nodes ofthe network. Figure 3.2

illustrates such model for MANET nodes.
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R

H1 H2 H3

IP link

Figure 3.2: Model for a MANET node.

Links in ad hoc networks are wireless links, and therefore show the main characteristics

described in section 2.2. Due to relative mobility between routers, links in a MANET may be even

less stable than links in a wireless non-mobile ad hoc network, in which links only vary as a result

of time-variant wireless channel conditions.

Con�guration of ad hoc links and networks in accordance to the IP model is not straight-

forward. The existence of a link in an ad hoc network between two interfaces (see de�nition 1.5) does

not imply that there is an IP link (see de�nition 1.12) between these interfaces, in particular because

(i) IP links are transitive whereas links between wireless interfaces are not in general, as stated in

chapter 2, and (ii) IP links are stable during the lifetime of the involved interfaces, whereas wireless

links between interfaces in an ad hoc network may appear and disappear dynamically several times

in the lifetime of the involved interfaces.

As communication between interfaces of a (mobile) ad hoc network cannot be assumed to

be stable or transitive, no IP links should be set between routers in such networks. In particular,

IP addressing in an ad hoc network should not make assumptions about IP connectivity between

wireless interfaces, even when interfaces can communicate directly (that is, there is a link between

them) at a particular time [17].

From def. 1.12, there is a IP link between two interfaces when thereis a link between them

and both interfaces have IP addresses with the same network pre�x. Therefore, in order to prevent

assumptions about IP links in an ad hoc network, wireless interfaces should be con�gured in a way
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such that their IP addresses do not share network pre�xes. Moreover, as links and neighborhood

relationships cannot be predicted and may vary during the network lifetime, the network layer

address that an interface uses for interacting with interfaces in its coverage area must be unique in

the whole internetwork. Absent this uniqueness, address collisions may happen { i.e., two interfaces

with the same IP address might �nd themselves in the same link at somepoint.

The IETF has proposed an IP addressing model for ad hoc networks [9] that addresses

these issues and tries to avoid the connectivity implications of IPaddresses by recommending the

use of maximum-length pre�xes (=32 for IPv4, =128 for IPv6) and discouraging the use of link-local

addresses for autocon�guration purposes, as such addresses cannot guarantee uniqueness beyond

the link in which they are generated. The use of maximum-length unique pre�xes also prevents the

formation of IP links in ad hoc networks.

Properties of IP links (stability, transitivity) do not correspond to those of links between

ad hoc routers, but IP links can be con�gured between hosts and the routers through which they

interact with the ad hoc network [39]. In Figure 3.2, the link between hosts H1; H2; H3 and router

R, inside the MANET node, can be con�gured as an IP link.

3.4 Single and Multi-Hop Communication

In a multi-hop ad hoc network, a router is able to directly communicate with a subset of

the other routers in the network { these are the neighborsof the router. For enabling communication

with other routers in the network, a routing mechanism is needed. Discovery and maintenance of

the neighbors of a router, although not always required for performing routing2, is often used to

perform routing.

2Reactive protocols such as DSR (Dynamic Source Routing protoco l, speci�ed in RFC 4728 [38]) are able to obtain
routes on-demand only relying on broadcast mechanisms.
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3.4.1 Neighbor Sensing

A router communicates with the rest of an ad hoc network through its neighbors. Since

the set of neighbors of a node is not necessarily stable, cannot be predicted, and may change

dynamically, a router needs to be able to dynamically detect its neighbors and identify those with

which a bidirectional communication can be established. These tasksare denominated neighbor

sensing.

The most widespread and basic mechanism for neighbor sensing consistsof periodic trans-

mission of Hello packets by every router in the network. Hellos enable the routers that receive them

to identify those other routers in the network that have a link towar ds itself. If the Hello contains

information not only about its source, but also about the routers from which the source has received

Hellos, the exchange of Hello packets enables routers in a network to identify bidirectional neighbors

{ that is, routers with which communication is possible in both senses. Figure 3.3 illustrates the

process through which two routers (A and B ) learn their ability to exchange information, if each

router advertises its neighbors in Hello packets. Hello exchange for neighbor sensing purposes was

�rst described as part of the routing protocol OSPFv2 [107].

A B

Hello (A) = {}

Hello (B) = {A}

Hello (A) = {B}

t

Figure 3.3: Establishment of bidirectional communication in 3 steps, through Hello exchange.

Periodic Hello exchange also enables routers to detect whether a neighboring router is

no longer a neighbor. After having established bidirectional communication through the process

displayed in Figure 3.3, a router detects that such bidirectional communication is not available

when Hello packets stops being received from the former neighbor. Insuch cases, the �rst router
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declares the second to bedead.

De�nition 3.3 ( Dead neighbor ). A router declares a neighbor to bedead, and removes it from

the list of neighbors, when no Hello packets are received during a certain period of time. This implies

that bidirectional communication with such router is no longer possible. Typically, this period is

con�gured as a multiple of the interval between periodic Hello transmissions.

As packets related to neighbor sensing are not forwarded, Hello tra�c is not generally

signi�cant with respect to the overall tra�c, that is, the sum of use r data tra�c and network-wide

control tra�c required for delivering it. The role of the Hello protoc ol is however essential; not

only because it enables routers to identify their neighbors, but also because Hello exchange may

be useful for acquiring additional information about such neighbors (geographic position, remaining

battery power, willingness to accept responsibilities in communication), the links to them (link

quality measures) or the neighbors of such neighbors (2-hop neighborhoodacquisition).

Analysis, improvements and optimizations of periodic Hello protocol have been performed

and discussed for ad hoc networks in [33]; from a mostly theoretical perspective in [56]; for a

simulation-based approach and evaluation in [80], that focuses on the optimalHello interval in

OSPF; and in [86], which analyzes the impact of the interval between periodic Hello transmissions

in AODV on the quality of communication with described neighbors. [80] highlights the importance

of the expected network congestion in the choice of an optimal Hello interval. [86], in turn, concluded

that Hello packets should be as similar as possible (in terms of size and processing) to the packets

forming user data tra�c intended to be exchanged, in order to optimiz e the quality of the links

towards the set of maintained neighbors.

3.4.2 Routing in Ad hoc Networks and Compound ASes

Several routing protocols have been proposed for ad hoc operation, some examples being

DSR [38], the Topology Dissemination Based on Reverse-Path Forwarding protocol (TBRPF) [62]

or AntSens [6]. As mentioned in section 1.3, there are two main approaches forrouting: table-driven

or proactive protocols, and on-demand or reactive protocols. The two most prominent protocols
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for routing in mobile ad hoc networks, standardized by the IETF, are the Optimized Link State

Routing protocol (OLSR, �rst version speci�ed in RFC 3626 [71], OLSRv2 core operation speci�ed

in [18]), proactive; and the Ad-hoc On-demand Distance Vector protocol (AODV, speci�ed in RFC

3561 [75]), reactive. This section overviews the basics of the operation ofthese two protocols.

Optimized Link State Routing { OLSR

OLSR is a link state protocol that uses Multi-Point Relays (MPR) for d istributing topology

information in the network. A router in OLSR selects a set of MPRs from among its neighbors, in

a way such that every 2-hop neighbor is covered by at least one MPR3. The selection relies on the

neighborhood information acquired by way of Hello packets exchange.

Routers that have been selected as MPRs over the network advertizethe links they maintain

to their MPR selectors, and periodically broadcast this information over the network in Topology

Control (TC) packets. Such TCs are forwarded by the MPRs of the source,and then iteratively

by the MPRs of the forwarders until they reach every router in the network. The set of TCs

received from every other router in the network enables the receiving router to acquire and maintain

information about the network topology, and to compute shortest paths based onthis information.

More details on the architecture of link-state routing protocols can befound in Part II.

Ad-hoc On-demand Distance Vector { AODV

As a reactive protocol, AODV enables routers to acquire routes to a destination when they

need to forward packets towards that destination and when there are no routes locally stored. In

such case, the router broadcasts a request (RREQ). When receivinga RREQ, a router may (i) reply

to the request by sending a unicast reply (RREP) back to the request source, if it is the requested

destination or it maintains a route towards it; or (ii) otherwise forward the request.

Routers that forward requests store the neighboring router from whichthey received the

request, in order to be able to send back a reply, in case that such reply is received. The reply to

3See chapter 8 for further details on MPR.
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a request advertises the distance (in hops) to the destination fromthe replying router, and such

distance is updated in every intermediate router in the way back towards the request source. This

way, the source is able to identify the next hop and the total distancetowards the destination.

Considerations on Routing in Compound ASes

Literature abounds with analysis and performance evaluation of the di�erent routing ap-

proaches for MANETs [36, 87, 103, 104]. In such networks, proactive link-state protocols such as

OLSR show better routing quality (in terms of data delivery ratio and packet delay) than reactive

protocols [36, 103], at the expense of requiring a constant amount of control tra�c. In proactive

protocols, such control tra�c does not depend on network mobility or data tra�c patterns, as is the

case in reactive routing, and in AODV in particular [87].

Routing in Autonomous Systems that include ad hoc and �xed networks yields issues other

than those that arise for routing in isolated MANETs, in particular related to the establishment and

maintenance of routes between ad hoc and �xed networks. One solution forrouting in such case is

to split the Autonomous System in di�erent routing domains, in a way such that networks inside a

single routing domain are either all �xed or ad hoc, but there is no coexistence between ad hoc and

�xed networks within a routing domain.

De�nition 3.4 ( Routing domain ). In an Autonomous System, arouting domain is a set of

interconnected networks, or internetwork, in which routers use the same routing protocol instance.

By splitting an AS in multiple routing domains, di�erent routing pr otocols, maybe several

instances of each, run independently in the AS. For instance, OSPF [107] may be used in �xed

networks while OLSR [71] is used in ad hoc networks. Figure 3.4 illustrates, over the AS of Figure 3.1,

a con�guration of three routing domains, A, B and C. A and C are ad hoc networks, and may use

di�erent instances of OLSR; and B is a �xed internetwork that may use a single instance of OSPF.

Di�erent routing domains interact through speci�c routers denominat ed gateways(denoted by G in

Figure 3.4).

De�nition 3.5 ( Gateway ). Throughout this manuscript, a gateway in an internetwork (in par-
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ticular, in an Autonomous System) with several routing domains denotes arouter able to run

simultaneously di�erent instances of di�erent routing protocols, and thus enables the exchange of

routing information between di�erent routing domains in the intern etwork.

The fact that such gateways are able to exchange routing information from di�erent pro-

tocols and between di�erent domains, enables them to ensure communication between any pair of

computers in the AS.

G

G

G

A

B

C

Figure 3.4: An Autonomous System composed of di�erent routing domains: domains A and C
correspond to ad hoc networks, andB corresponds to a �xed network.

The use of di�erent protocols is however suboptimal in several ways: it may lead to sub-

optimal paths between di�erent networks of the AS, through a single gateway { and this even in

cases where more diverse connectivity might be leveraged, and the network may bene�t from tra�c

engineering. Figure 3.5 illustrates a simple case in which communication between two computers is

performed through a suboptimal path due to the fact that they are in di�e rent routing domains.

When host H1 sends a packet to the ad hoc routerr 5, router R2 forwards it towards its default

gateway for external destinations { which is R1. The packet then may follow the locally optimal

path in the ad hoc network f R1; r 1; r 3; r 5g. From the perspective of the whole AS, however, path

f R2; R3; R4; r 5g is shorter (in terms of hops) than f R2; R1; r 1; r 3; r 5g.

Moreover, familiarity with a single protocol is an advantage { training engineers to operate

and maintain an additional routing protocol is costly both from an economic and a time perspec-
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R2 R3
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r4

r5

r3

H1

Path from H1 to r5 through different routing domains
Shortest path from H1 to r5

Figure 3.5: Path suboptimality due to the presence of several routingdomains in the same AS.

tive. As gateways require a more specialized hardware and software than the rest of routers, the

coexistence of di�erent routing protocols in the same AS becomes alsomore expensive than the use

of a single protocol, for which no gateways are needed.

3.5 Conclusion

Multi-hop wireless ad hoc networking is useful for a growing number of networking ap-

plications. The main issue with such networks is that their dynamic, non-planned characteristics,

as well as the lack of central control, cannot be addressed within the IPnetworking model with

the techniques used in ordinary networks. Mechanisms describedin chapter 2 for enabling wireless

communication by con�guring or emulating IP links, in particular, cann ot be applied to multi-hop

ad hoc networks.

Topology dynamism has signi�cant implications for the nodes and the links of ad hoc

networks. In the absence of any pre-planned routing infrastructureor central entity, nodes have

to be able to assume router and host roles simultaneously. The interaction of a router with its

neighbors can be handled through a dynamic neighbor sensing via Hello message exchange. Such
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neighbors may change frequently during the network lifetime, and therefore IP links should not be

con�gured in these networks. For enabling such router to take valid forwarding decisions, di�erent

distributed routing protocols could be implemented in MANETs: the most prominent ones are

OLSR, a proactive link-state routing protocol, and AODV, a reactive prot ocol.

Compound ASes generalize the notion of ad hoc networking in an Autonomous System in

which ad hoc networks may coexist with �xed infrastructure route rs. Such situation correspond to

interesting applications, mostly related to ad hoc networks in which routers are expected not only to

communicate among themselves, but also to exchange information with devices outside the ad hoc

deployment, for instance reachable through the Internet. To provide communication and perform

routing in such compound scenarios additional issues arise besides those speci�c of ad hoc properties.

While ad hoc and �xed networks in a compound AS may be in principle handled through instances

of di�erent routing protocols, this solution has severe drawbacks related to the suboptimality of

the routes and the computational cost of the inter-protocols routing information exchange in those

nodes participating in both protocols. Instead, this manuscript explores the extension of existing

and well-known link-state protocols, already used for routing in Autonomous Systems, for operation

in wireless (mobile) ad hoc networks. Such extension has the major advantage of enabling compound

ASes to run a single routing protocol able to deal e�ciently both with t heir attached �xed and ad

hoc networks, without requiring the use in the AS of specialized hardware (gateways) or software

(MANET-speci�c routing protocols).
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Chapter 4

Elements of Link State Routing

This manuscript investigates the use of a single link-state protocolfor routing inside com-

pound Autonomous Systems (ASes). As mentioned in chapter 1, link-state routing assumes that

routers collect information from the network about the network topology, and base their forwarding

decisions on such information. This chapter analyzes link-state routing, describes di�erent mech-

anisms for performing link-state routing in ad hoc networks and discusses challenges that arise in

such networks.

4.1 Outline

Section 4.2 describes how link-state routers construct and maintainrouting tables based

on the information they have about the network topology. Section 4.3 presents the mechanisms that

enable such routers to acquire and update this topology information. Section 4.4 presents some of

the most signi�cant issues that are present for link-state routing in ad hoc networks, and identi�es

techniques to address these issues or minimize their impact in the routing performance. Finally,

section 4.5 concludes the chapter.
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4.2 The Link State Database

Routers using a link-state protocol are able to forward packets to any possible destination

in a network at any time, and rely on the information they have about the network topology for

taking forwarding decisions. Topology information is stored in theLink-State Database(LSDB).

De�nition 4.1 ( Link State Database ). The link-state database(LSDB) of a network is a

database that describes the network topology by way of the following elements:

(i) the set of routers in the network,

(ii) a set of links between routers in the network, and

(iii) the cost of links, according to the metric in use.

These elements enable the router to reconstruct the network graph.Every link-state router maintains

a local instance of the distributed LSDB.

Routers compute paths from themselves to every other router in the network by executing

Dijkstra's shortest-path algorithm [135] over the network graph based on the topology information

from the LSDB. The output of Dijkstra's algorithm is a Shortest Path Tree (SPT) of the computing

router. Based on the Shortest Path Tree, a router builds its routing table and is thus able to forward

packets to its next hop in the shortest path towards their �nal desti nation. Construction of routing

tables based on the Link-State Database is illustrated in Figure 4.1.

Link-state Database
(LSDB)

Shortest Path Tree
(SPT)

Routing Table
(Dijkstra) (next-hop)
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2
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1 2 3
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Towards Through
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6 2
7 2
8 2
9 2
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Figure 4.1: Construction of the routing table from the network graph indicated in the LSDB, with
a network example.
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4.3 Topology Acquisition

In order to ensure that routers in the network acquire topology information describing

the network and update accordingly their instances of the LSDB, each router creates link-state

advertisements (LSAs). Each LSA describes links local to the originating router, and is ooded

through the network. The local instance of the LSDB maintained by a router, therefore, is the

aggregation of link-state advertisements received by that router from the rest of the network. Link-

state protocols ensure that such advertisements are received by allrouters in the network; this way,

local instances of LSDBs of di�erent routers are consistent to each other.

The process through which link-state advertisements are disseminated to all the routers in

the network, is denominated ooding . Routers can also update their local instance of LSDB by

synchronizing it with the local instance of a neighboring router.

4.3.1 Flooding

Local instances of LSDB need to be updated in the network every time that topology

changes. Hence, a router oods new advertisements when changes are detected in the set of links

maintained by the router, in order to enable any other router to modify its local instance of LSDB

accordingly and, if necessary, recalculate paths. In ideal conditions1, this mechanism would be

su�cient for keeping identical LSDB instances in every router in t he network. As transmission

errors, packet losses and disconnections may occur in wireless, mobile or ad hoc networks, additional

mechanisms may be used to reduce the impact of failures.

� Periodic ooding of advertisements. Even if no changes are noticed in the router set of

links, the router oods periodically its link-state advertisem ent over the network. Periodicity in

ooding brings to routers in the network an additional means of detecting the disappearance of

a particular router, when no advertisement is received for more thanthe time interval between

two consecutive oods.

1 Ideal conditions imply static and always-connected network s with error-free links, for which all routers are reach-
able for any topology change advertisement.
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� Reliable ooding of topology messages. Reception of packets containing link-state ad-

vertisements is acknowledged by every receiver, or retransmitted by the sender/forwarder in

absence of such acknowledgment. Reliable ooding is used by the main routing protocols

for wired networks (OSPF and IS-IS); however, it is not used in MANET-speci�c link-state

protocols such as OLSR.

Periodic and reliable ooding address di�erent issues concerning topology ooding. Re-

quiring that advertisements are acknowledged by the receiving routers (reliable ooding) enables

senders and forwarders to overcome channel failures by retransmitting the missing packet until an

acknowledgement is received from the corresponding neighbor. Reliable ooding, however, does not

guarantee that routers receive ooding descriptions. Figure 4.2 illustrates a case in which reliable

ooding is useless due to router mobility: when router x moves, it stops being reachable from router

f 1 and is not yet known by its new neighbor f 2. If a link-state advertisement has been received by

f 1 and f 2 during the ooding procedure, the advertisement is forwarded by f 1 in t0 < t < t 1, and

it is not received by x. Retransmissions off 1 in absence of acknowledgement are not received byx

in t > t 0. f 2, in turn, may not expect acknowledgement from (or may not ood the advertisement

towards) x as x has not yet been discovered as a neighbor byf 2.

t=t0 t=t1

f2 f1

x

f2 f1

x

Figure 4.2: Mobility and neighborhood change in an ad hoc network.

Moreover, acknowledgements may also be lost due to wireless channel failures { the loss of

a link-state acknowledgement implying additional, and unnecessary, retransmissions of the acknowl-
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edged advertisement.

Periodic ooding enables routers that have missed a link-state advertisement, to acquire

the missing topology information in following oods. This way, the ti me that a router has stale

information about the set of links of a particular router due to the loss of its link-state advertisement

is bounded by the time interval between consecutive oods in thenetwork. The optimal length for

this time interval depends on the characteristics and purpose of thenetwork. Such length needs to

accommodate factors such as:

a) the bandwidth available for ooding tra�c, as shorter intervals caus e higher ooding overhead,

and

b) the network tolerance to topology information staleness, as longer intervals imply longer average

periods in which routers may keep obsolete information after the lossof a ooded packet.

4.3.2 LSDB Synchronization

The synchronization of local instances of LSDB of two neighboring routersconsists of (i)

the exchange of the contents (advertisements) of local instances of LSDB of both routers, and (ii)

the installation of the most updated topology information from both routers in each of both local

instances of LSDB. After an LSDB synchronization process, each of the participating routers has the

most recent topology information that was present in any of the routers before the synchronization.

LSDB synchronization does not replace ooding, as it does not guarantee on its own the

consistency of LSDB local instances across the network. The fact that allrouters have synchronized

their local instances of the LSDB with all their neighbors does not imply that such local instances

will continue to contain the same information about the network topology wit hout additional mech-

anisms2. When a pair of neighboring routers have synchronized (exchanged and updated with the

2This is di�erent, for instance, in proactive distance-vector routing, in which the network is expected to converge
(meaning that routing tables of all routers are consistent with t he network topology and provide network-wide shortest
paths) through repeated database synchronization processes. In the considered link-s tate context, synchronization
occurs, at most, once in time that a link is up, which is not su�cient for assuring tha t all LSDB local instances
contain the same information when topology changes.
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most recent advertisements) their LSDB local instances, the linkbetween them is denoted asyn-

chronized link { this term is used throughout the manuscript. A network path composed of only

synchronized links is denoted asynchronized path.

De�nition 4.2 ( Synchronized path ). A network path between routers x and y, pxy , is a

synchronized pathif all the edges that are part of such path, correspond to synchronized links in the

network.

The use of LSDB synchronization in a network reduces the impact of ooding packet losses

and disconnection, as it replaces the obsolete link-state advertisements of the local instances of

LSDB with the most recent advertisements of both synchronizing routers. In particular, it permits

routers that just joined the network to acquire the topology information t hat has been previously

ooded through the network, at once, by synchronizing their local instances of LSDB with one of

its neighbors.

This mechanism is implemented in the main link-state routing protocols for wired networks

(OSPF, IS-IS), but the conditions in which such synchronization is performed are not completely

adapted to mobile ad hoc operation. Therefore, the mechanism \as-is" is not considered in MANET-

speci�c protocols such as OLSR, and its use is limited, for instance,in the di�erent OSPF MANET

extensions, as it is described in Part III.

4.4 Issues in Ad hoc Networks and Compound ASes

The use of a link-state routing protocol in ad hoc networks or compound ASes gives rise to

a set of issues, which are related to the dynamic, unpredictable topology of these networks and the

implications of these properties in communication. This section identi�es three main aspects: con-

straints imposed by bandwidth scarcity in wireless ad hoc networks(section 4.4.1), the performance

of ooding operations in wireless environments (section 4.4.2) and theinterest of LSDB synchro-

nization in the context of compound ASes, in which �xed and ad hoc networks coexist in the same

internetwork (section 4.4.3).
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4.4.1 General Bandwidth Constraints

In ad hoc networks, the scarcity of bandwidth and the unreliable nature of links impose

additional constraints to operation of link state routing protocols. Adver tising link changes to all

routers in the network may produce an excessive amount of control tra�c when these changes are

frequent, as it may be the case in mobile ad hoc networks. Control tra�c dedicated to the update

of local instances of the LSDB over the network depends on three factors:

(i) the topology update rate, which should be at least the link change rate and may get higher in

case of periodic ooding,

(ii) the size of the packets carrying link-state advertisements,and

(iii) the number of times that an advertisement is retransmitted over the network in order to reach

all routers.

The topology update rate cannot be reduced below the link change rate without a�ecting

network convergence and thus correctness of topology information and optimality of computed paths.

The other two, retransmissions per ooded link-state advertisement and size of such advertisements,

can be optimized in order to reduce the resulting overhead withoutcompromising the quality of

the selected routes. These optimizations, however, require morecomplex link-state operations. In

particular, routers in an ad hoc network need to modify their behavior in the following senses:

1. Instead of describing all the links that are maintained in a link-state advertisement, routers

select a subset of such links to be advertised to the network.

2. Instead of forwarding all link-state advertisements that are received (pure ooding), routers

participate in ooding of a limited part of the link-state advertise ments sent over the network.

While both modi�cations reduce the overhead caused by link-state ooding, they need to

be compatible with the main objective of such operation { the update of all local instances of LSDB

in the network in a way such that shortest paths can be computed by all routers. Following chapters



80 Chapter 4: Elements of Link State Routing

(from chapter 6 to 9) elaborate on how the trade-o� between ooding cost and performance can be

addressed.

4.4.2 Flooding over Wireless Interfaces

The speci�c properties of wireless media and the presence of a (partially) shared bandwidth,

described in chapter 2, impacts the way that link state routing is performed in ad hoc networks. In

particular, the ooding procedure needs to accommodate the following characteristics:

� Semibroadcast properties of wireless communication . As mentioned in chapter 2, a

wireless interface can communicate directly and simultaneously with all its wireless neighbors {

not necessarily all wireless interfaces in the network. Operationsthat require that information

is received by all such neighbors (such as ooding or Hello packets exchange) are performed via

multicast. Moreover, as the sets of neighbors of two wireless interfaces that can communicate

directly may be di�erent, ooding may require that a packet is t ransmitted through the same

wireless interface that it has been sent. In case that reliable ooding is used and acknowledge-

ments are expected for link-state advertisements, such transmissions over the same wireless

interface implicitly acknowledge the successful reception of the corresponding advertisement

by that interface.

� Wireless collisions . The fact that packets may be forwarded simultaneously by wireless

interfaces having received them in the same shared medium is likely to cause packet collisions

during the ooding procedure. This e�ect is more signi�cant as th e wireless network is denser

and the amount of ooding tra�c increases, but it might be alleviated by distributing retrans-

missions along a time interval after its reception by an intermediatewireless interface. This

technique can be implemented by delaying every received packet with a random delay (jitter)

before forwarding it over the wireless interface in which it was received.
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4.4.3 LSDB Synchronization in Compound ASes

The time that interfaces need to acquire the topology information contained in lost link-

state advertisements (calledre-hooking time in this section), can be bounded by way of two mech-

anisms presented previously in this chapter: periodic oodingand LSDB synchronization. Periodic

ooding provides a maximum interval between two consecutive updates from the same router, and

LSDB synchronization enables routers to update their topology information by exchanging their

local instance of LSDB with those of (some of) their neighbors.

The existence of two such mechanisms for addressing the same issuemay appear redundant.

In particular, there is no agreement about the role of LSDB synchronization in link-state protocols

that already use periodic ooding: OSPF uses both mechanisms, whilst other protocols do not

implement synchronization (OLSR) or use it only for speci�c types of networks (IS-IS, see chapter 10

for details).

For some types of internetworks, and in particular for compound ASes, LSDBsynchro-

nization o�ers some advantages for containing the impact of topology update losses, that cannot be

provided with periodic ooding. Such advantages can be observed in internetworks in which there

is a coexistence between networks with opposite pro�les in termsof available bandwidth and link

dynamism, as it is the case for compound ASes.

Reduction of re-hooking time through periodic ooding is performed by increasing the rate

of consecutive oods, which has an impact on the ooding overhead over the whole internetwork.

High periodic ooding rates cause excessive overhead in ad hoc networks, given the scarcity of

bandwidth on wireless media. Moreover, link-state advertisements coming from routers of a �xed

network may be in part redundant if ooded at a high rate, as �xed links are stable in average and

therefore the set of links of a �xed router is not likely to change.

LSDB synchronization enables interfaces, and in particular those belonging to ad hoc net-

works, to reduce their re-hooking time by exchanging and updating their local instances of LSDB

with (some of) their neighbors. Rather than a�ecting the whole intern etwork, overhead generated

by the increase of the number of synchronization processes of an ad hoc router has only a local
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impact { that is, in the neighborhood of synchronizing routers. The re-hooking time of interfaces of

ad hoc routers with respect to �xed routers' advertisements can beoptimized independently from

the ooding con�guration of �xed routers.

Consider the example of Figure 4.3, in which routers 1 and 2 are �xed and maintain only

wired links; 3 and 4 are hybrid �xed routers able to maintain both wire d and wireless links and

routers 5, 6 and 7 are ad hoc routers that maintain wireless links and may move freely through the

network. Fixed routers 1 and 2 can handle changes in their wired linksby transmitting topology

updates at low rate. Mobile ad hoc routers (5, 6 and 7) and, more general, routers maintaining

wireless links (also the hybrid routers 3 and 4) should use signi�cantly lower time intervals. If, for

any reason, a mobile router did not receive a topology update from a �xed router (e.g. router 1),

it will be unable to update its local instance of LSDB until the next u pdate from the �xed router,

failing at computing valid routes that involve that router in the meanwh ile. By synchronizing their

local instance of LSDB with a neighbor, ad hoc routers are able to acquire the topology information

lost due to their mobility without depending on the rest of routers, in particular those with lower

ooding rates.

1

5

2

3

4

7
6

Legend

Fixed node
Mobile node

Wired interfaces
Wless. interfaces
Wired/wless. ifaces

Wired link
Wireless link

Figure 4.3: Example of compound (wired/wireless) network.

In the context of compound Autonomous Systems, the use of LSDB synchronization en-

ables independent optimization of interfaces're-hooking time. In particular, the re-hooking time of

interfaces prone to LSA losses, due to mobility or wireless failures{ i.e., wireless interfaces of ad
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hoc and �xed routers. LSDB synchronization becomes a complement to other ooding mechanisms

{reliable and periodic ooding{ that may be used together.

4.5 Conclusion

In networks that use link-state routing, the network topology is stored in the Link State

Database (LSDB). This LSDB is distributed among the routers in the network. Link state routing

over a network requires that routers maintain consistent and updatedinformation in their respective

local instances of the LSDB. Based on this information, they select theshortest paths to every

possible destination. Updates of the topology information maintained by eachrouter is therefore an

important issue for link-state routing protocols.

Three operations are performed over the network to ensure consistency and accuracy of

local instances of the LSDB: routers describe their links, the resulting topology updates are ooded

over the networks and neighboring routers may synchronize their local instances of LSDB. The way

that these operations are performed determines the characteristicsof a link-state routing protocol.

Link-state routing protocols in multi-hop wireless ad hoc networks need to accommodate

several issues and challenges that arise from the characteristics of wireless communication, topology

dynamism and absence of networking infrastructure. In particular, they need to address the scarcity

of bandwidth in wireless networks and the semibroadcast characteristics of communications among

wireless interfaces. Bandwidth scarcity needs to be taken into consideration in the three link-

state operations. Routers may select only a subset of links to be advertised (topology selection).

Flooding needs to be optimized (i) to take advantage of semibroadcast capabilities of the medium,

(ii) to prevent packet collisions on the shared media, and (iii) to minimize the resulting overhead by

restricting the number of routers and links involved in ooding.

The number of links that are synchronized in a network, that is, the number of LSDB

synchronization processes that are performed between neighboring routers, may also be limited in

order to minimize overhead. In case of LSDB synchronization, the verypresence of this operation

in link-state protocols may be controversial for networks with bandwidth limitations, as the role
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may appear redundant with ooding. However, the update of local instances of LSDB through the

exchange with neighboring routers, without additional oods, is useful in internetworks in which

some routers need topology updates from the rest of the internetwork at a higher rate than the rate

at which topology information is ooded. This is the case for compound Autonomous Systems, in

which the coexistence of �xed and ad hoc networks implies di�erent needs of ooding and topology

update rates. Consequently, the routing extensions presented andanalyzed in Part III of this

manuscript implement both mechanisms, and LSDB synchronization in particular, for operation in

ad hoc networks inside compound ASes.

The remainder of Part II of this manuscript details the di�erent iss ues presented in this

chapter. Chapter 5 analyzes the use of random delays (jitter) before forwarding topology updates, in

order to minimize the probability of wireless collisions. Chapter 6introduces the concept of network

overlays for analyzing each link-state operation separately in ad hoc networks, and chapters 7, 8 and

9 propose and evaluate di�erent techniques for minimizing the overhead required by each link-state

operation without a�ecting their performance.



Chapter 5

Packet Jittering for Wireless

Dissemination

In ad hoc networks, and in general in wireless networks, simultaneouspacket transmissions

by neighboring routers may lead to packet collisions, as explained in chapter 2. In order to prevent

such collisions, RFC 5148 [29] proposes that routers randomly delay their packet transmissions by a

small amount, in order to attempt to distribute transmissions over t ime. This mechanism of random

distribution of packet transmissions is herein calledpacket jittering.

As some link-state operations (e.g., ooding or neighbor sensing) are prone to cause colli-

sions in wireless ad hoc networks, jittering may be employed to improve the performance of link-state

routing in ad hoc networks. This chapter describes the application ofjitter techniques to link-state

mechanisms and, in particular, explores the use of jitter in topology ooding.

5.1 Outline

This chapter provides an analysis of the impact of jittering, based on a statistical model

of wireless ooding at a particular router using a link-state protocol. Section 5.2 describes packet

jittering in detail, and discusses the cases in which it may be advantageous to use jitter for link-

85
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state routing. That section details the use of jittering for preventing packet collisions in ooding.

Section 5.3 presents an analytical model of ooding in a router using alink-state protocol. The

impact of random delays in packet forwarding is studied in this analytical framework. Section 5.4

validates the results obtained in the previous section through simulations. Finally, section 5.5

concludes the chapter.

5.1.1 Terminology

Throughout this chapter, the following terminology is used:

� Given a real valued random variableX , its probability density function (PDF) is denoted by

f X (x), and its cumulative distribution function (CDF) is denoted by FX (x), satisfying that

FX (x) = P(X < x ) =
Rx

1 f X (s)ds. The mean of the random variableX is denoted by Ef X g,

de�ned as follows:

Ef X g =
Z 1

�1
xf X (x)dx

� � (x) denotes the Dirac's delta generalized function, de�ned canonically as satisfying the fol-

lowing two conditions:

Z 1

�1
� (x)dx = 1 ; � (x) = 0 ; 8x 6= 0

� H (x) denotes Heaviside's step function, which is de�ned canonically asfollows:

H (x) =

8
><

>:

1 ; x � 0

0 ; x < 0

5.2 The Jitter Mechanism

Wireless collisions occur when two neighboring wireless interfaces or two wireless interfaces

with one common neighbor, transmit a packet at the same time. When transmissions causing a
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packet collision are not based on fully autonomous decisions from the corresponding interfaces,i.e.,

when they are determined or conditioned by a common input or con�guration, the probability of

a collision may be reduced signi�cantly by randomly distributing such transmissions over a time

interval.

5.2.1 Common Input and Common Con�guration

Figure 5.1 illustrates the case of common input: routersB and C react to the transmission

from A by sending packets immediately after receivingA's packet. This results in a collision if B

and C are neighbors of each other.

#1

#1

#1

#2

#3

A

B

C

A

B

C

tt0 t1Wireless collision

Figure 5.1: Wireless collision caused by reaction to a common input.Transmission of packet #1 by
router A implies that routers B and C react by transmitting packets #2 and #3 immediately after
receiving #1, and thus packets #2 and #3 cause a collision.

A common con�guration may also cause wireless collisions, as shown in Figure 5.2. The

fact that A and B transmit packets periodically, with the same time interval, may lead to consecutive

packet collisions if A and B transmissions start at the same time or are separated a multiple of the

time interval. Whilst the probability that two neighboring interf aces start periodic transmissions in

times satisfying this condition is low in ad hoc networks, this situation is taken into consideration

because time synchronization (i.e., ) in these cases has severe implications. Interfaces a�ected

by these issues are unable to perform any successful transmission without modifying the interval

between consecutive transmissions.

Periodic packet transmissions fromA and B cause collisions if transmissions
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A B

t
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al

Collision
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Figure 5.2: Wireless collision caused by synchronization in periodicpacket transmissions.

5.2.2 Wireless Collisions and Jitter in Link-State Routing

Both cases illustrated in Figures 5.1 and 5.2 may occur while performing link-state routing

over ad hoc networks. Periodic transmission of Hello packets with a uniform Hello interval (see

section 3.4.1) may,e.g., be a�ected by synchronization. This might also be the case of topology

ooding, when topology descriptions are generated periodically (see section 4.3.1).

Wireless packet collisions caused by reaction to a common input may happen in two tasks

related to topology ooding: packet forwarding and packet acknowledgement, in case of reliable

ooding. When an interface forwards a packet, several neighbors of thisinterface may forward in

turn a topology update immediately after having received it, thus causing a packet collision if they

hear each other. When neighbors of an interface acknowledge a packet transmitted by the interface,

they may send explicit acknowledgements immediately after the reception of the packet, with the

same result.

RFC 5148 [29] speci�es techniques for minimizing the probability of packet collisions in

cases of reaction to common inputs and common con�guration (periodic transmissions). Jitter values

(denoted asJitter ) are selected randomly through a uniform distribution within [0 ; MAXJIT TER ],

and are used in the following two cases:

� Periodic transmissions. Given an interval MESSAGE INTERV AL , the time lapse be-

tween two consecutive transmissions is

� t = MESSAGE INTERV AL � Jitter (5.1)
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This corresponds to the interval between consecutive messages in absence of jitter (MESSAGE INTERV AL ),

decreased by a random amount (Jitter ) computed independently for each transmission. Jitter

values need to satisfy therefore the following condition:

MAXJITTER < MESSAGE INTERV AL (5.2)

� Reaction to common input. A transmission caused by an external input (a topology

description that has to be acknowledged, needs to be forwarded or generated for ooding

due to a topology change) is delayed aJitter interval, instead of being trasmitted imme-

diately after receiving the input. In case that these reactions cannot be performed before

a minimum time interval MESSAGE MIN INTERV AL > 0 from the last reaction, such

minimum interval is reduced to MESSAGE MIN INTERV AL � Jitter . Such a non-zero

MESSAGE MIN INTERV AL parameter may exist to prevent too frequent ooding and

forwarding decisions { e.g., consecutive oods in OSPF [107], which are not allowed within in-

tervals shorter than MinLSInterval . This parameter is reduced by the jitter value in order to

prevent that packet jittering leads to slowing-down the ooding processes across the network.

That implies that, when MESSAGE MIN INTERV AL > 0, jitter values need to satisfy:

MAXJITTER < MESSAGE MIN INTERV AL (5.3)

RFC 5148 [29] provides additional restrictions for the value ofMAXJITTER , in order to

improve jittering performance and minimize side e�ects on the corresponding protocols.

5.2.3 Forwarding Flooding Packets with Jitter

This chapter explores the use of jittering for forwarding topology description messages in

the framework of a link-state routing protocol. In this context, wire less collisions may occur due

when neighboring interfaces react (forward a packet) to a common input(reception of a ooded

packet). The motivation for using jittering in this case is therefore two-fold: to minimize wireless

collisions by distributing transmission events, and to reduce the number of performed transmissions
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by aggregating several messages in a single packet. The chapter thus focuses on the use of jitter for

the \reaction to a common input" case, presented in section 5.2.1.

Topology description messages are ooded over the network in multi-message packets. A

wireless interface that receives such a topology packet may decide to forward some of the messages

contained in the packet. The interface thus assigns a jitter value tothose messages in the packet

that will be forwarded { the same value for all messages belonging to the same packet, and schedule

their transmission after the expiration of such value. Together with forwarding messages from other

interfaces, a wireless interface may ood self-generated messages describing its own topology. When

a topology description message is self-generated this way, it is scheduled for immediate transmission.

This is equivalent to assign such self-generated messages a jitter ofzero. When a transmission is

scheduled, all topology messages {either received from other interfaces or self-generated{ that have

been scheduled and not yet transmitted are sent in a single topology packet, as summarized in

Figure 5.3.

Self-generated topology 
description msg at t=t1

Received topology 
description pkt at t=t0

Assigns a jitter value j
to all msgs of the pkt 

N=1

Extracts N-th
msg from the pkt

N-th msg needs 
to be forwarded?

Schedule tx
at t=t0+j

Scheduled tx 
at t=t2

$ Next N?

Send all msgs scheduled 
and not sent at t=t2

Schedule tx
at t=t1

t2=t1

Yes

Yes

No

No

Figure 5.3: Forwarding algorithm with jitter.

At least three aspects can be highlighted in this procedure:
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� E�ective and scheduled time to transmission. Topology messages are forwarded with a

delay shorter than or equal to their scheduled time, given the fact that all pending transmissions

are performed together when the jitter of any pending message expires. The di�erence between

scheduled delay and e�ective delay depends on the arrival rate of packets with messages to be

forwarded.

� Immediate ooding of self-generated messages. The fact that self-generated topology

description messages are sent immediately also contributes to the di�erence between scheduled

and e�ective delays. Message self-generation rate, packet receptionrate and jitter value bounds

(maximum value of jitter, MAXJITTER ) are therefore factors that impact the e�ective delay

of forwarded messages. If message self-generation rate increases signi�cantly, it may dominate

the e�ect of the other two factors and make changes in jitter range irrelevant.

� Impact on packet rate. Since forwarded packets may contain messages from one or more

received packets, the use of jittering leads to a reduction in therate of ooded packets, for

su�ciently high jitter values. A wireless interface sends packets at a lower rate than it receives

packets to be forwarded, if jitter values are bigger than the inter-arrival time of in-packets.

This is, however, at the expense of increasing the length of the forwarded packets, as they

contain, under these conditions, a growing number of messages.

The analysis presented in this chapter permits evaluating the impact of these three elements

by way of a probabilistic theoretical model.

5.3 Analytical Model

This section presents a statistical analytical model of the tra�c rec eived and forwarded by

a wireless router (denoted throughout this section as anode) that uses jittering for avoiding wireless

collisions. This analytical model is used to describe two aspects offorwarding operation that are

a�ected by the jitter mechanism: given a node, the rate at which such node forwards packets and

the e�ective delay of packets when they are forwarded by such node,depending on the jitter range.
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The model described in this section thus focuses on the use of jitter in a particular node.

Section 5.3.1 presents the main assumptions of the model, the elements and variables to describe

forwarding tra�c (message and packet rates) sent/received by a particular node. Section 5.3.2

studies the relationship that the jitter mechanism establishes between the rate of forwarded packets

and the rates of received and self-generated packets.

The second aspect in which the impact of jitter is evaluated concernsthe e�ective delay of

forwarded packets caused by jitter. The time between reception andretransmission of the contents

of a ooding packet p depends on the arrival of packets that be in one of the following three cases

(see also Figure 5.4):

(i) packets received afterp, but prior to the scheduled time for p,

(ii) packets received beforep, scheduled to be sent afterp has been received (and beforep is

scheduled to be sent), and

(iii) self-originated messages that are generated afterp is received, and beforep is scheduled to be

sent.

Packet p timeT

Packet p

Packets in case (i)

Packets in case (ii)

Packets in case (iii)

Figure 5.4: Illustration of packet cases, for jitter analysis.

Section 5.3.3 de�nes and characterizes random variables (in terms of PDFand CDF) for

describing the scheduled time of transmission of packets that before or after p and may impact the

e�ective delay for the retransmission of p. These random variables are used in section 5.3.4 to de�ne

the time interval between when a packetp is received in a node and until it is forwarded. That

section thus provides an upper and a lower bound for the average of suchtime-to-transmission.
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Packets Messages
Received to fwd � in  in

Self-originated � g  g

Sent � out  out

Table 5.1: Tra�c model variables.

Finally, section 5.3.5 summarizes the most prominent results achieved by way of this model, as well

as discusses the limitations and possible extensions of such model.

5.3.1 Tra�c Model and Assumptions

This section examines a node which participates in ooding of messages (topology descrip-

tions) from other nodes in a network, which also generates its own messages to be ooded over the

network. These messages are sent in packets, each packet containing oneor more messages.

Four types of tra�c are distinguished: tra�c received by the node to be forwarded (in-

tra�c); tra�c generated by the node (self-tra�c); tra�c sent by the node (out-tra�c) and tra�c

received by the node, but not forwarded. For the purposes of this chapter, this received non-

forwarded tra�c is not relevant, and is thus not considered: in this ch apter, all packets received

are to be forwarded. Table 5.1 displays the variables used for describing the tra�c rates in terms

of messages per second ( ) and packets per second (� ), and Figure 5.5 illustrates the role of each

variable in the operation of a node.

R

� in, � in

� g, � g

� out, � out

Figure 5.5: Node model.

Packet arrivals to the node (either self-generated or received fromother nodes) are modeled
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as punctual homogeneous Poisson processes. Functionf � f (k; �; � t) denotes the probability that

k packets arrive at a rate � in a time interval � t, that is:

f (k; �; � t) = e� � � t (� � t)k

k!
(5.4)

5.3.2 Message and Packet Rates

This section describes the relationship between message and packetrates received and sent

by a node. Every message that a node sends to the network (out-message) has been either received to

be forwarded (in-message), or created by the node itself to describe its own topology (self-message).

Therefore, message rates satisfy the following relationship:

 out =  in +  g (5.5)

Packets contain one or more messages. For consistency, it is assumed that aself-generated

packet contains one and only one self-generated message, that is:

� g =  g (5.6)

The relationship between packet rates (� out , � in , � g) is less straightforward. In-messages

may be forwarded by way of:

(1) out-packets that contain only other in-messages, or

(2) out-packets that contain one (and only one) self-generated message.

The rate of out-packets in (2) is then exactly � g. Out-packets in (1) contain (only) in-

messages for which no self-tra�c is generated while they were waiting for retransmission. As out-

packets in (1) contain the messages from all the in-packets received, but not yet forwarded, the rate

of out-packets in (1) is equal to, at worst, or lower than the in-packet rate. Theorem 5.1 describes

a lower bound for the out-packet rate as a function of in-packet and self-packet rates.
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Theorem 5.1. Let � g be the rate of self-generated packets and� in the rate of in-packets. Let T � be the

random variable of the time interval between the arrival of the �rs t in-packet after a transmission and the

time in which messages of such in-packet are forwarded (not considering the impact of packet self-generation).

Assume that T � is independent from the arrival of in-packets after the �rst.

Then, the rate of out-packets is:

� out =
� in + � g

1 + � in
� g

(1 � t(� g ))
(5.7)

where t(� ) = Ef e� �T �
g = L f T � g(� ), and where L denotes the Laplace transform.

Proof. Packet transmission corresponds to a renewal process. The renewal process starts with the waiting

time before the arrival of a packet I (received to be forwarded) or a packet G ( self-generated to be ooded).

This period is of average length W T = 1
� in + � g

. Depending on the type of the �rst packet that arrives, two

cases are considered:

� If it is a packet G (with probability � g
� in + � g

) then the renewal phase ends here.

� If it is a packet I (with probability � in
� in + � g

), then there is an additional phase that ends with the

arrival of a packet G if it occurs before time T � , or by the interval of length T � otherwise. As T �

is independent from I arrivals, no other cases are possible. T � denotes the random variable for the

interval between:

{ the time of the �rst I packet arrival after after a transmission ( i.e., when no other packets I are

waiting to be forwarded), and

{ the time in which messages from this I packet are forwarded (possibly together with other

messages), absent self-generated packets.

Given a value x of T � , the probability density function that a G packet appears at time x is � ge� � g x

(exponential distribution of Poisson arrivals). Then, the average cont ribution of the phase when G

arrives before T � is equal to
RT �

0 xe� � g x � gdx. The average contribution of the phase when G arrives

after T � is equal to T � e� � g T �
. The sum

RT �

0 xe� � g x � gdx + T � e� � g T is equal to 1
� g

(1 � e� � g T �
).

Averaging over all values of T � , it is equal to 1
� g

(1 � t(� g )).

Therefore the average renewal phase duration is equal to:

1
� in + � g

+
� in

� in + � g

1
� g

(1 � t(� g ))
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And the output packet rate is the inverse of the renewal phase average (exactly one output packet per

renewal phase):

� out =
� in + � g

1 + � in
� g

(1 � t(� g ))

� Asymptotic behavior. Notice that when � g ! 1 , t(� g) = 0, i.e., when packet G arrives

beforeT � with probability 1, then � out = � g. Conversely, when� g ! 0: 1� t(� g) = E(T � )� g +

O(� 2
g) (from the Taylor decomposition of t(� )), i.e., packet G arrives after T � with probability

1 then � out = � in
1+ � in E(T � ) + O(� g). If no jitter is implemented, T � = 0, t(� g) = 1 and,

therefore, � out = � in + � g. If, on the contrary, jitter is selected within an interval [0 ; 2T]

arbitrarily long, i.e., with T �! 1 , then T � �! 1 and the out-packet rate approaches

� out �! � in + � g

1+ � in
� g

= � g. In this case, out-packets are transmitted when a new message is self-

generated { and immediately forwarded via an out-packet, together with all in-messages not

yet forwarded.

Theorem 5.1 assumes the independence betweenT � and posterior in-packet arrivals (and

jitter scheduling). As in practice the interval between the arrival of a �rst in-packet and the retrans-

mission of its messages may be a�ected (shortened) by the scheduledretransmission time of packets

arriving after such �rst in-packet (see section 5.2.3), equation (5.7) corresponds to a lower bound

for the out-packet rate that can be achieved with a given in-packet rate and jitter range.

5.3.3 Statistical Description of Tra�c to be Forwarded

Let p be an in-packet received at timet = 0. The arrival at the node of other in-packets after

and beforep is modeled as a collection of random variablesf Tt (i )gi 2 Z � with a punctual homogeneous

Poisson distribution with rate � in , where i indicates the order of arrival with respect to p (i > 0 for

in-packets received afterp, i < 0 for in-packets received beforep)1. Tt (i ) is thus the random variable

that indicates the arrival time of the i -th packet received after p (before, if i < 0).

1Observe that the case i = 0 corresponds to the reception of packet p, which is deterministically received in t = 0,
so it is excluded from the random process.
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When the i -th in-packet is received, the messages contained in such packet arescheduled

to be forwarded after a random delay (jitter). According to [29], all messages in the samei -th

packet are assigned the same jitter valueTj (i ). The random variable corresponding to such jitter

value is denominated Tj (i ) and is uniformly distributed within the interval [0 ; 2T], where 2T <

MAXJITTER .

Figure 5.6 shows the role of random variablesTt (i ) and Tj (i ) within the considered tra�c

model, for a particular node.

0 tTt1 Tt2

Tj1
Tj2

T-2T

Tj(-2)

Tt(-2)

Tj(-1)

Tt(-1)

Tj(-3)

Tt(-3)

Figure 5.6: Illustration of the tra�c model for packets containing messages to be forwarded.

The scheduled time for retransmission of the messages contained in the i -th received packet

is therefore a random variable de�ned as follows:

X (i ) = Tt (i ) + Tj (i ) (5.8)

Theorem 5.2describes statistically the set of random variablesX (i ) associated with packets

received after p (i > 0). Figure 5.7 shows the PDF (Figure 5.7.a) and CDF (Figure 5.7.b) ofX (i )

for di�erent values of i , with T = 0 :1sec.

Theorem 5.2. Random variables X (i ), for i > 0, are de�ned by the following probability density function

(PDF):

f X ( i ) (x) =
1

2T
� i

in

"

� e� � in x
iX

n =1

x i � n

� n
in (i � n)!

#x

g( x )

(5.9)

where g(x) has the following expression:

g(x) =

8
><

>:

0 ; x < 2T

x � 2T ; x � 2T
(5.10)

Proof. From the de�nition of X (i ),

X (i ) = Tt (i ) + Tj (i ) () f X ( i ) (x) = ( f T t ( i ) � f T j ( i ) )( x)
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where � denotes convolution. Operating on such expression,

f X ( i ) (x) = ( f T t ( i ) � f T j ( i ) )( x) =
Z 1

�1
f T t ( i ) (� )f T j ( i ) (x � � )d� =

Z 1

�1

1
2T

H (� )f T t ( i ) (� )d� =

=
Z 1

�1
� i � 1 � i

in e� ��

�( i )
H (� )

1
2T

(H (x � � ) � H (x � � � 2T )) d� =

=
1

2T
� i

in

�( i )

Z x

g( x )
� i � 1e� � in � d� (5.11)

where g(x) is de�ned in equation (5.10).

Let I 0 denote the primitive function for the integral in (5.11). Then, by integrati ng by parts

iteratively, i times, I 0 becomes:

I 0 = � e� � in x (i � 1)!
iX

n =1

x i � n

� n
in (i � n)!

(5.12)

Applying (5.12) to expression (5.11), the CDF of X (i ) becomes:

f X ( i ) (x) =
1

2T
� i

in

�( i )
[I 0(x) � I 0(g(x))] =

=
1

2T
� i

in

�( i )

"

� e� � in x (i � 1)!
iX

n =1

x i � n

� n
in (i � n)!

#x

g( x )

(5.13)

As i 2 N+ , �( i ) = ( i � 1)! and therefore:

f X ( i ) (x) =
1

2T
� i

in

"

� e� � in x
iX

n =1

x i � n

� n
in (i � n)!

#x

g( x )

(5.14)

From properties of homogeneous Poisson processes, the statistical description of X (i ) vari-

ables simpli�es considerably if a �xed number of packets (sayk) is assumed to arrive within a �xed

interval. As jitter values are within the interval [0 ; 2T], and assuming that the in-packet p arrives

at t = 0 and is assigned a jitter T, the in-packets prior and subsequent top that may condition the

time of retransmission of messages contained onp are:

(a) Subsequent in-packets (i > 0) arrived within (0 ; T], that is, i -th in-packets such that Tt (i ) < T .
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Figure 5.7: (a) Probability density function (PDF) for X (i ), for i = 1 ; 2; 3; 4; 5, T = 0 :1sec; (b)
Cumulative distribution function (CDF) for X (i ), for i = 1 ; 2; 3; 4; 5, T = 0 :1sec.

(b) Prior in-packets ( i < 0) arrived within [ � 2T; 0), that is, i -th in-packets such that � 2T < T t (i ) <

0; and scheduled to be sent aftert = 0, that is, 0 < X (i ) < T .

Conditions (a) and (b) correspond to conditions (i) and (ii) presented in the beginning of

section 5.3.

The following subsections explore the statistical de�nition of X (i ) for conditions (a) and

(b). That is, when such k packets that may impact the transmission time of packetp arrive in t > 0

(that is, within the interval (0 ; T]) or in t < 0 (that is, within the interval [ � 2T; 0)) { this last case

being more general than (b). For completeness, arrival att = 0 and scheduled time to transmission

of packet p are also de�ned statistically, as a deterministic random variableX 0.

Packets received within (0; T]

When k packets arrive within (0; T], packet arrival time Tt (i ) � Tt is distributed uniformly

between 0 andT and therefore, variablesX (i )j(0 < T t (i ) � T) � X (i ) have the characteristics

presented inTheorem 5.3. Figure 5.8 illustrates the PDF and CDF of X (i ) for di�erent values of i

(T = 0 :1sec).
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Theorem 5.3. The random variable, X � X (i ), has the following probability density function (PDF):

f X ( i ) (x) =

8
>>>>>>>><

>>>>>>>>:

1
2T 2 x ; 0 < x � T

1
2T 2 T ; T < x � 2T

1
2T 2 (3T � x) ; 2T < x � 3T

0 ; otherwise

The cumulative distribution function (CDF) then is as follows:

FX ( i ) (x) =

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

0 ; x < 0

1
4T 2 x2 ; 0 < x � T

1
2T x � 1

4 ; T < x � 2T

� 1
4T 2 x2 + 3

2T x � 5
4 ; 2T < x � 3T

1 ; otherwise

Proof. Direct from the convolution of two random variables uniformly distributed within ( 0; T ] (for Tt (i ) �

Tt ) and [0; 2T ] (for Tj (i )), respectively.
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Figure 5.8: (a) Probability density function (PDF) for X (i ) = ( X (i )jTt (i ) < T ); i � k, for T =
0:1; 0:2; 0:3; 0:4; 0:5sec; (b) Cumulative distribution function (CDF) for X (i ).

Packets received within [� 2T; 0)

When k packet arrivals within the interval [ � 2T; 0), the distribution of such arrivals Tt ( � i ) is

equivalent to the distribution of i.i.d. 2 uniform variables within [ � 2T; 0). Random variablesX (� i ),

2 Independent and identically distributed.
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associated to packets received within [� 2T; 0) and scheduled within (0; T], are thus statistically

described in Theorem 5.4. Figure 5.9 shows the PDF of scheduled timeX (� i ) of packets arriving

within [ � 2T; 0), �rst, and of packets arrived within [ � 2T; 0) and scheduled att > 0, second. The

corresponding CDFs are shown in Figures 5.10.a and 5.10.b.

Theorem 5.4. Assuming that k packets arrive within the interval [� 2T; 0), the random variable X (� i ) �

X (� i )j(Tt ( � i ) 2 [� 2T; 0); X (� i ) > 0) has the following probability density function (PDF):

f X ( � i ) (x) =

8
><

>:

1
T � 1

2T 2 x ; 0 < x � 2T

0 ; otherwise

The cumulative distribution function (CDF) then is as follows:

FX ( � i ) (x) =

8
>>>>><

>>>>>:

0 ; x < 0

1
T x � 1

4T 2 x2 ; 0 � x < 2T

1 ; x � 2T

Proof. Consider the random variable X (i )j(Tt (i ) 2 [� 2T; 0)). In the conditions of the theorem, Tt (i ) �

U[� 2T; 0). The PDF for the conditioned X (i ) corresponds to the density of a triangular distribution,

f X ( � i ) (x) = ( f T t ( � i ) � f T j ( � i ) )( x) =

8
>>>>><

>>>>>:

1
4T 2 ( 1

2 x + T) ; � 2T < x � 0

1
4T 2 (T � 1

2 x) ; 0 < x � 2T

0 ; otherwise

(5.15)

and the cumulative distribution function is

FX ( � i ) (x) =

8
>>>>>>>><

>>>>>>>>:

0 ; x < � 2T

1
2T x + 1

8T 2 x2 + 1
2 ; � 2T � x < 0

1
2T x � 1

8T 2 x2 + 1
2 ; 0 � x < 2T

1 ; x � 2T

(5.16)

For each packet arrival, there is a probability q = P(X (� i ) > 0) = 1
2 that the packet is scheduled

to be send at t > 0 (see Figure 5.10.a) { and only in this case it should be taken into account for determining

the time to transmission of a packet arrived in t = 0.

The Poisson process corresponding to those arrivals for whichX (� i ) � 0, has a rate q� = 1
2 � in .

We will denote by X (� i ) the random variable of the scheduled time of transmission of a message arrived

within [ � 2T; 0), when such scheduled time is> 0.
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Xi | (±2T < Tti < 0)
Xi | (±2T < Tti < 0, Xi > 0)
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Figure 5.9: PDF of X (� i )j(� 2T � Tt ( � i ) < 0) and X (� i )j(� 2T � Tt ( � i ) < 0; X (� i ) > 0).

X (� i ) = X (� i )j(Tt ( � i ) 2 [� 2T; 0); X (� i ) > 0)

The PDF and CDF of X (� i ) � X are then immediately obtained by conditioning over expressions

(5.15) and (5.16).
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Figure 5.10: CDF of (a) X (� i )j(� 2T � Tt ( � i ) < 0), (b) X (� i ).

Packet received at t = 0

Packet p is received deterministically in t = 0, and it is assigned a deterministic jitter T.

For compatibility with the family of presented variables f X (i ) : X (i ) = Tt t ( i ) + Tt j ( i ) gi 2 Z � , this is
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modeled as the random variableX 0 = T, with the following statistic description:

8
><

>:

f X 0 (x) = � (x � T)

FX 0 (x) = H (x � T)
(5.17)

5.3.4 Time to Transmission for a Received Message

This section addresses the average time to transmission for a message contained in a packet

p that arrives to a router at time t = 0, assuming that the message is assigned a jitter valueT = Ef Tj g

(Tj � Unif [0; 2T]). The goal is to examine the impact of the jitter range [0; 2T] in the average time

to transmission for messages, when such messages have a jitter corresponding to the average jitter

value (assuming a uniform distribution for the jitter value within the range).

Two cases are considered:

1. Upper bound: packetp arrives when no prior messages are waiting to be forwarded.

2. Lower bound: all the prior packets having arrived at t < 0 and scheduled to be sent aftert = 0

are waiting in the router's queue.

In practice, message forwarding is between both extremes: it is possible that some of the

messages received beforet = 0 have not been sent at t = 0 (and thus their presence might reduce

the time to transmission of the considered message below the upper bound), but it is also possible

that some of such messages received beforet = 0 have been forwarded in a prior transmission (for

instance, due to the transmission of a self-generated message, or to the expiration of the jitter of

another received in-message) { the time to transmission might be therefore higher than the lower

bound.

In order to address the cases of self-generated messages, the following random variable is

introduced to indicate the time (from t = 0) until the generation of the next self-message:

TO � Uniform
�
0;

1
� g

�
(5.18)
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PDF and CDF of TO are described in (5.19).

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

f TO (x) =

8
><

>:

� g ; 0 � x � 1
� g

0 ; otherwise

FTO (x) =

8
>>>><

>>>>:

0 ; x < 0

x� g ; 0 � x < 1
� g

1 ; x � 1
� g

9
>>>>=

>>>>;

= x� g

�
H (x) � H

�
x � 1

� g

��
+ H

�
x � 1

� g

�
(5.19)

The analysis for the lower and the upper bound is performed in two steps: in the �rst

one, it is described the behavior of the time to transmission with respect to the number of packets

arrived under the studied situation. In the second, the average time to transmission is computed

considering all possible number of arrival events.

Upper bound

The upper bound corresponds to the situation in which the time to transmission for a

message contained in packetp (received at t = 0) is only inuenced by messages received in the

router in the cases (i) and (iii) of the beginning of section 5.3, as illustrated in Figure 5.11.

0

T

tTt1 Tt2

Tj1
Tj2

Figure 5.11: Illustration of the tra�c model for packets containing messages to be forwarded, for
the upper bound of time to transmission.

The impact of packet arrivals corresponding to (i) (see Figure 5.4) can bemodeled by way

of the following random variable:

M k = min f X (i )g1� i � k (5.20)

This random variable represents the minimum of the scheduled times for transmission of
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packets arrived in (0; T], assuming that k packets have been received.Proposition 5.5 describes the

CDF of M k , and Figure 5.12.a illustrates the trace of the CDF, for T = 0 :1sec and di�erent values

of k.

Proposition 5.5. The cumulative distribution function (CDF) of M k (T ) is as follows:

FM k ( T ) (x) = 1 � (1 � FX (x)) k (5.21)

Proof. From the de�nition,

FM k ( T ) (x) = P(M k < x )jT = 1 �
kY

i =1

P(X (i ) > x ) = 1 �
kY

i =1

�
1 � P (X (i ) < x )

�
=

= 1 �
kY

i =1

�
1 � FX ( i ) (x)

�
= 1 � (1 � FX (x)) k

k=1
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Figure 5.12: Cumulative distribution function (CDF) for (a) M k (T), for T = 0 :1 and di�erent values
of k, and (b) M �

k (T), for T = 0 :1, � g = 0 :2 and di�erent values of k.

The impact of case (iii) in the retransmission of messages contained in in-packet p (see

Figure 5.4) is studied by considering the possibility that the router self-generates and transmits

a message within the interval (0; T]. In case that no prior transmission is scheduled, messages

contained in p are sent deterministically at t = T. The generalized random variableM �
k (T) takes

these additional phenomena into consideration.

M �
k (T) = min f TO ; X 0; f X (i )g1� i � k g = min f TO ; f X (i )g0� i � k g (5.22)
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whereTO is the time that the next self-originated message is generated, as de�ned in (5.19).

Theorem 5.6 describes the CDF of random variableM �
k (T). The trace of the CDF is

displayed in Figure 5.12.b, for di�erent values of k.

Theorem 5.6. The cumulative distribution function (CDF) of M �
k is as follows:

FM �
k ( T ) (x) = 1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k (5.23)

Proof. From the de�nition,

FM �
k ( T ) (x) = 1 � (1 � H (x � T ))P (TO > x )

kY

i =1

P(X (i ) > x ) =

= 1 � (1 � H (x � T )) (1 � � gx)
kY

i =1

�
1 � P (X (i ) < x )

�
=

= 1 � (1 � H (x � T )) (1 � � gx)
kY

i =1

�
1 � FX ( i ) (x)

�
=

= 1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k

The upper bound for the time to transmission of a message contained in in-packet p (re-

ceived in t = 0), scheduled to be sent int = T, can be therefore modeled as follows:

Ttx (T)upper =
1X

k=0

f (k; � in )M �
k (T) (5.24)

Proposition 5.7 describes the CDF of the time to transmissionTtx (T)upper . Figure 5.13

illustrates the CDF of Ttx (T)upper , for T = 0 :1sec, � in = 4 pkt
sec and di�erent values of � g.

Proposition 5.7. The cumulative distribution function (CDF) of Ttx (T )upper is as follows:

FT tx ( T ) u (x) = e� � in T [(1 � (1 � H (x � T )) (1 � � gx)) +

+
1X

k =1

(� in T)k

k!

�
1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k

�
#

(5.25)

And the mean of Ttx (T )upper :

Ef Ttx (T )upper g =
1X

k =0

f (k; � in ; T )Ef M �
k (T )g =

= f (0; � in ; T )Ef M �
0 (T )g +

1X

k =1

f (k; � in ; T )Ef M �
k (T )g (5.26)
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where

8
>>>>><

>>>>>:

Ef M �
0 (T )g = T � 1

2 � gT 2

Ef M �
k (T )gk> 0 = T(1 � � gT) (1 � FX (T )) k +

RT
0 x� g (1 � FX (x)) k dx+

+
RT

0 xkf X (x) (1 � � gx) (1 � FX (x)) k � 1 dx

Proof. From Proposition 5.6 , the cumulative distribution function (CDF) of M �
k (T ) is:

FM �
k ( T ) (x) = 1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k

Therefore, the expression of the CDF of Ttx (T )upper is as follows:

FT tx ( T ) u (x) =
1X

k =0

f (k; � in ; T )FM �
k ( T ) (x) = f (0; � in ; T ) (1 � (1 � H (x � T )) (1 � � gx)) +

+
1X

k =1

f (k; � in ; T )
�

1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k
�

Applying (5.4),

FT tx ( T ) u (x) = e� � in T [(1 � (1 � H (x � T )) (1 � � gx)) +

+
1X

k =1

(� in T)k

k!

�
1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k

�
#

Expression (5.26) is direct from (5.24). From Theorem 5.6, the cumulative distribution function

(CDF) of M �
k (T ) is:

FM �
k ( T ) (x) = 1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k

Consequently, the probability density function (PDF) is, for k > 0:

f M �
k ( T ) (x) =

d
dx

FM �
k

(x) =
d

dx

�
1 � (1 � H (x � T )) (1 � � gx) (1 � FX (x)) k

�
=

= � (� � (x � T )) (1 � � gx) (1 � FX (x)) k � (1 � H (x � T ))( � � g ) (1 � FX (x)) k �

� (1 � H (x � T )) (1 � � gx) k (1 � FX (x)) k � 1 (� f X (x)) =

= � (x � T ) (1 � � gx) (1 � FX (x)) k + � g (1 � H (x � T )) (1 � FX (x)) k +

kf X (x)(1 � H (x � T )) (1 � � gx) (1 � FX (x)) k � 1
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and for k = 0:

f M �
0

(x) =
d

dx
FM �

0
(x) =

d
dx

(1 � (1 � H (x � T )) (1 � � gx)) =

= � (x � T ) (1 � � gx) + � g (1 � H (x � T ))

The mean for variables M �
k (T ) can be computed as follows:

Ef M �
0 (T )g =

Z 1

�1
x (� (x � T ) (1 � � gx) + � g (1 � H (x � T ))) dx =

=
1
2

� gT 2 � � gT = T �
1
2

� gT 2

Ef M �
k (T )gk> 0 =

Z 1

�1
x

�
� (x � T ) (1 � � gx) (1 � FX (x)) k + � g (1 � H (x � T )) (1 � FX (x)) k +

+ kf X (x)(1 � H (x � T )) (1 � � gx) (1 � FX (x)) k � 1
�

dx =

= T(1 � � gT) (1 � FX (T )) k +
Z T

0
x� g (1 � FX (x)) k dx +

+
Z T

0
xkf X (x) (1 � � gx) (1 � FX (x)) k � 1 dx

lambda_g=0
lambda_g=0.4
lambda_g=0.8
lambda_g=1.2
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Figure 5.13: Cumulative distribution function (CDF) for the upper bou nd of Ttx (T), for di�erent
values of � g.

The case described for computing the upper bound of the time to transmission of a packet

p with jitter value T (T = Ef Tj g, Tj � Uniform [0; 2T]), can be generalized to study the average
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duration of the interval between the �rst in-packet arrival after a re transmission and the following

retransmission { which corresponds to the average length of the phase in which the node accumulates

self- and in-messages before forwarding them in out-packets.Theorem 5.8 describes the average

duration of this accumulating phase, denoted byD, depending on the jitter value t of the �rst

arrived in-packet and the maximum jitter value, previously denominated as MAXJITTER and

denoted in this section asJm for simplicity reasons. Jitter values are thus selected randomly within

[0; Jm ]. Relationship between the accumulating phaseD(t) and random variable Tupper
tx (T) is then

presented.

Theorem 5.8. Let D (t) be the average duration of the accumulating phase (i.e., the interval between the

arrival of the �rst in-packet after a retransmission, and the nex t retransmission), with t 2 [0; Jm ] being the

scheduled time of retransmission of such �rst in-packet and Jm being the maximum jitter value. Let � in be

the Poisson arrival rate of in-packets, and � g the Poisson generation rate of self-generated packets. Then,

if the jitter is selected following an uniform distribution Tj � Uniform [0; Jm ], the expression of D (t) is as

follows:

D (t) =

r
Jm

2� i
�

"

Erf

 r
Jm

2� in

�
� g +

� in t
Jm

� !

� Erf

 r
Jm

2� in
� g

!#

e�
� 2

g
2 � i

J m (5.27)

Where Erf (:) denotes the error function, de�ned as follows:

Erf (x) =
2

p
�

Z x

0
e� s2

ds (5.28)

Proof. Given a scheduled jitter value t for the �rst in-packet, the e�ect of events happening in dt in the

average duration D is examined. For su�ciently small values of dt, only one Poisson event (an in-packet

arrival, with rate � in ; or a self-generated packet, with rate � g ) may occur. An in-packet arrival at dt (with

probability � in dt) may modify the duration D (t) if the scheduled jitter Tj of the arrived packet is lower

than the scheduled time of retransmission t; a self-generated packet arrival within at dt (with probability

� gdt) implies that the duration D (t) becomes equivalent to the duration of the phase for a scheduled time

dt. When no in- or self-packets arrive at dt, duration D (t) is equivalent to the duration obtained by waiting

a dt interval and then scheduling retransmission after an interval t � dt. This is described formally in the

following transition equation:
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D (t) = � in dt
�

P (Tj > t )D (t) +
Z t

0
f T j (x)D (x)dx

�
+

+ � gdtD (dt) + (1 � (� in + � g )dt)(D (t � dt) + dt)

Then,

D (t) � D (t � dt) = � in dt
�

P (Tj > t )D (t) +
Z t

0
f T j (x)D (x)dx

�
+

+ � gdtD (dt) + dt � (� in + � g )dt(D (t � dt) + dt)

And dividing over dt,

D (t) � D (t � dt)
dt

= � in

�
P (Tj > t )D (t) +

Z t

0
f T j (x)D (x)dx

�
+

+ � gD (dt) + 1 � (� in + � g )(D (t � dt) + dt)

For dt �! 0, and taking into account that D (dt �! 0) �! 0 by de�nition of D , the following

di�erential equation arises:

D 0(t) = � in

�
P (Tj > t )D (t) +

Z t

0
f T j (x)D (x)dx

�
� (� in + � g )D (t) + 1 =

= � in

�
(P (Tj > t ) � 1)D (t) +

Z t

0
f T j (x)D (x)dx

�
� � gD (t) + 1 =

= � in

�
� FT j (t)D (t) +

Z t

0
f T j (x)D (x)dx

�
� � gD (t) + 1

As FX (t) =
Rt

0 f X (x)dx,

D 0(t) = � in

Z t

0
f T j (x)(D (x) � D (t))dx � � gD (t) + 1

Di�erentiating this expression over t:

D "( t) =
d
dt

�
� in

Z t

0
f T j (x)(D (x) � D (t))dx

�
� � gD 0(t) (5.29)

Where the derivative in brackets, denoted I 1 , can be calculated as follows:
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I 1 =
d
dt

�
� in

Z t

0
f T j (x)(D (x) � D (t))dx

�
=

=
d
dt

�
� in

� Z t

0
f T j (x)D (x)dx �

Z t

0
f T j (x)D (t))dx

��
=

= � in
d
dt

� Z t

0
f T j (x)D (x)dx

�
� � in

d
dt

�
D (t)

Z t

0
f T j (x)dx

�
=

= � in f T j (t)D (t) � � in
d
dt

�
D (t)FT j (t)

�
=

= � in f T j (t)D (t) � � in D 0(t)FT j (t) � � in D (t)f T j (t) =

= � � in D 0(t)FT j (t)

Then, replacing I 1 in equation (5.29), an ordinary di�erential equation (ODE) of order 2:

D "( t) = � (� in FT j (t) + � g )D 0(t)

Imposing initial conditions D (0) = 0, D 0(0) = 1, and assuming an uniform distribution for jitter

values (f T j (t) = 1
J m

for t 2 [0; Jm ]), this ODE has the following solution:

D (t) =

r
Jm

2� i
�

"

Erf

 r
Jm

2� in

�
� g +

� in t
Jm

� !

� Erf

 r
Jm

2� in
� g

!#

e�
� 2

g
2 � i

J m

Where Erf (:) denotes the error function of equation (5.28).

It is worth to observe that the closed expression (5.27) provides a generalization of the mean

of the upper bound of the time of transmission for an in-packetp, as described inProposition 5.7.

Assuming t = T and Jm = 2T, equation (5.27) becomes:

D(T) =

r
T
� i

�

"

Erf

 r
T

� in

�
� g +

� in

2

� !

� Erf

 r
T

� in
� g

!#

e�
� 2

g
� i

T (5.30)

Which is a closed expression equivalent to equation (5.26) fromProposition 5.7.

Lower bound

The lower bound corresponds to the situation in which the time to transmission for a

message contained in in-packetp (received at t = 0) is inuenced not only by messages in cases (i)
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and (iii), but also (ii), i.e., by all messages received att < 0 and scheduled to be sent att > 0.

In order to study such situation, the analysis considers not only the arrivals of packets after t = 0

(with scheduled times X (i ), for i > 0), but also those received beforet = 0 but scheduled for t > 0

(with scheduled times X (� i ), for i > 0). The random variables M k (T) and M �
k (T) are generalized

as follows:

M k;l (T) = min f X (i )g� k � i � l;i 6=0 (5.31)

The random variable M �
k;l (T) extends naturally from M k;l (T):

M �
k;l (T) = min f TO ; X 0; f X (i )g� k � i � l;i 6=0 g = min f TO ; f X (i )g� k � i � l g (5.32)

Proposition 5.9 indicates the expression for the CDF of this random variable. Figure 5.14

displays the trace of the CDF of M �
k;l , for pairs (k; l ) with 0 � k � 4, 0 � l � 4.

Proposition 5.9. The cumulative distribution function (CDF) of M �
k;l (T ) is as follows:

FM �
k;l ( T ) (x) = 1 � (1 � � gx)(1 � FX ( � i ) (x)) k (1 � H (x � T ))(1 � FX i (x)) l (5.33)

Proof.

FM �
k;l ( T ) (x) = 1 � (1 � FTO (x))(1 � FX ( � i ) (x)) k (1 � FX 0 (x))(1 � FX i (x)) l =

= 1 � (1 � � gx)(1 � FX ( � i ) (x)) k (1 � H (x � T ))(1 � FX i (x)) l

Theorem 5.10de�nes the random variable that corresponds to the lower bound for the time

of transmission of a message contained in a packet received int = 0, scheduled to be sent int = T;

the theorem also describes its CDF and its mean. Figure 5.15 illustrates the CDF of Ttx (T) lower ,

with T = 0 :1sec, � in = 4 pkt
sec , for di�erent values of � g.

Theorem 5.10. The random variable for the lower bound of the time to transmission, Ttx (T ) lower , is as

follows:

Ttx (T ) lower = e� 2� in T

 

min f TO ; Tg +
1X

m =1

(� in T)m

m!
(M �

0;m + M �
m; 0) +

1X

k =1

1X

l =1

(� in T)k + l

k!l !
M �

k;l

!

(5.34)
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Figure 5.14: CDF of M �
k;l , for di�erent pairs ( k; l ) (0 � k � 3, 0 � l � 3), for T = 0 :1sec, � in = 4 pkt

sec ,

� g = 0 :2pkt
sec .

The cumulative distribution function (CDF) for Ttx (T ) lower is as follows:

FT tx ( T ) l (x) = e� 2� in T (1 � (1 � � gx)(1 � H (x � T ))+ (5.35)

+
1X

m =1

(� in T)m

m!
(2 � (1 � � gx)(1 � H (x � T ))((1 � FX ( i ) (x)) m + (1 � FX ( � i ) (x)) m ))+

+
1X

k =1

1X

l =1

(� in T)k + l

k!l !
(1 � (1 � � gx)(1 � FX ( � i ) (x)) k (1 � H (x � T ))(1 � FX ( i ) (x)) l )

!

The mean of the random variable Ttx (T ) lower has the following expression:

Ef Ttx (T ) lower g = e� 2� in T

"

Ef min f TO ; Tgg +
1X

m =1

(� in T)m

m!

�
Ef M �

0;m (T )g + Ef M �
m; 0(T )g

�
+

1X

k =1

1X

l =1

(� in T)k + l
k!l !

Ef M �
k;l (T )g

#

(5.36)

where
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8
>>>>>>>>>>>>>>>>>>>>>>><

>>>>>>>>>>>>>>>>>>>>>>>:

Ef min f TO ; Tgg = T � 1
2 T 2 � g

Ef M �
0;m (T )gm> 0 = � g

RT
0 x

�
1 � x

T + x 2

4T 2

� m
dx +

RT
0

x 2

2T 2

�
1 � x

T + x 2

4T 2

� m � 1
(1 � � gx)dx+

+ T(1 � � gT)
�

3
4

� m

Ef M �
m; 0(T )gm> 0 = � g

RT
0 x

�
1 � x

T + x 2

4T 2

� m
dx + m

RT
0 (1 � � gx)

�
1 � x

T + x 2

4T 2

� m � 1 �
1
T � x

2T 2

�
dx+

+ T(1 � � gT)
�

1
4

� m

Ef M �
k;l (T )gk;l> 0 = � g

RT
0 x

�
1 � x

T + x 2

4T 2

� k �
1 � x 2

4T 2

� l
dx+

+ k
RT

0 x
�

1
T � x

2T 2

�
(1 � � gx)

�
1 � x

T + x 2

4T 2

� k � 1 �
1 � x 2

4T 2

� l
dx+

+ T(1 � � gT)
�

1
4

� k �
3
4

� l + l
RT

0
x 2

2T 2 (1 � � gx)
�

1 � x
T + x 2

4T 2

� k �
1 � x 2

4T 2

� l � 1
dx

Proof. Considering all possible cases fork and l ,

Ttx (T ) lower =
1X

k =0

1X

l =0

f �

�
k;

� in

2
; 2T

�
f + (l ; � in ; T )M �

k;l (T ) =

= f �

�
0;

� in

2
; 2T

�
f + (0; � in ; T )M �

0;0(T ) + f �

�
0;

� in

2

� 1X

l =1

f + (l ; � in ; T )M �
0;l (T ) +

+ f + (0; � in ; T )
1X

k =1

f �

�
k;

� in

2
; 2T

�
M �

k; 0(T ) +
1X

k =1

1X

l =1

f �

�
k;

� in

2
; 2T

�
f + (l ; � in ; T )M �

k;l (T )

where f � and f + correspond to the function described in (5.4). Subindexes + and � are used to

distinguish between the Poisson processes for arrivals after t = 0 ( f + ) and before t = 0 ( f � ). Note that

M �
0;0(T ) = min f TO ; X 0g = min f TO ; Tg. Therefore,

Ttx (T ) lower = e�
� in

2 2T e� � in T min f TO ; Tg + e�
� in

2 2T
1X

l =1

e� � in T (� in T) l

l !
M �

0;l +

+ e� � in T
1X

k =1

e�
� in

2 2T (( � in =2)2T)k

k!
M �

k; 0 +
1X

k =1

1X

l =1

e�
� in

2 2T (( � in =2)2T)k

k!
e� � in T (� in T) l

l !
M �

k;l =

= e� 2� in T

 

min f TO ; Tg +
1X

l =1

(� in T) l

l !
M �

0;l +
1X

k =1

(� in T)k

k!
M �

k; 0 +
1X

k =1

1X

l =1

(� in T)k + l

k!l !
M �

k;l

!

=

= e� 2� in T

 

min f TO ; Tg +
1X

m =1

(� in T)m

m!
(M �

0;m + M �
m; 0) +

1X

k =1

1X

l =1

(� in T)k + l

k!l !
M �

k;l

!

The CDF of Ttx (T ) lower , FT tx ( T ) l (x), is computed by applying expression (5.33), that describes the

CDF of M �
k;l for any combination ( k; l ), over equation (5.34). The average of random variable Ttx (T ) lower is

computed by using standard algebra.
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Figure 5.15: Cumulative distribution function (CDF) for the lower bou nd of Ttx (T), for di�erent
values of � g.

5.3.5 Discussion of Results and Model Limitations

The analytical model presented in this section has presented two main results:

� Impact of jittering in the rate of transmitted packets by a single int erface. This

has been modeled by studying the out-packet rate� out and its relationship with variables � in

(in-packet rate), � g (self-generated packet rate) andT � . This last variable is a random variable

describing, for a forwarded packet (out-packet), the time between the arrival of the �rst in-

packet included in such out-packet, and the time at which the out-packet is forwarded. The

expression of� out � � out (� in ; � g; T � ) is detailed in equation (5.7) and proved in Theorem 5.1.

� Delay introduced by jittering in interface forwarding. The random variable Ttx of

an in-messagem describes the time interval between the arrival of such message inan in-

packet and the time at which such message is transmitted through the following out-packet,

assuming that the in-message is assigned a jitter valueT. The model gives upper and lower

bounds ofTtx , and presents closed forms for their means inProposition 5.7, Theorem 5.8 and

Theorem 5.10. The upper bound models the case in which the in-messagem arrives when no

previous in-messages are waiting to be forwarded. The lower bound models the case in which

all in-messages received beforem, and scheduled to be forwarded after the arrival ofm, have

not been sent whenm arrives. Means of bothTtx bounds depend on variables� in , � g and the
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average jitter value T (jitter values assumed uniformly distributed in [0 ; 2T]).

It is worth noting that variable T � , used for determining � out , corresponds to the average

of the upper bound of Ttx when � g = 0, that is, in the absence of self-generated packets, for all

possible values of the jitter within [0; 2T].
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Figure 5.16: Lower and upper bounds forEf Ttx (T)g.

Figure 5.16 displays the average of upper and lower bounds ofTtx for an interface with

in-packet tra�c rate � in = 4 pkts
sec and self-packet tra�c rate � g = 0 :2pkts

sec , when jitter values are

selected within [0; 2T], for di�erent values of T.

These results are valid under the assumptions stated in section 5.3.1.The model that

results from these assumptions is therefore limited in the following aspects:

� Packet arrival is modeled as a Poisson punctual homogeneous process. In particular, this

implies that received in-packets do not cause collisions, as arrivalsoccur at di�erent times

and packet transmissions do not overlap. In practice, packet transmissions have a non-zero

duration and the reception of such packets over an interface may be impossible if they overlap

in time.

� The use of jitter enables an interface to achieve an out-packet rate lower than the in-packet rate,
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by way of sending in-messages of several in-packets in a single out-packet. This is, however,

at the expense of increasing the length of out-packets (which is considered to be negligible

in the model): the less packets, the more messages per packet, giventhat the relationship

between in-message rate in , out-message rate out , and self-message rate g, is subject to

equation (5.5). The longer an out-packet is, the more likely is that its transmission causes a

collision with another packet in the network { reduction of wireless collisions is one of the main

objectives of jittering, as stated in section 5.2. Whereas this aspect is not considered in the

presented model, it needs to be taken into consideration, togetherwith the forwarding delay

(Ttx ) and the packet rate reduction (� out vs. � in ), in the design and evaluation of jittering.

This theoretical analysis may be extended and completed in some additional ways. An

accurate (non based on upper and lower bounds) description of random variable Ttx could be ex-

plored, not only depending onT = Ef Tj g, with Tj � [0; 2T], but also depending on an arbitrary

t 2 [0; 2T]. E�orts in this direction would follow the di�erential approach use d for computing the

average duration of the interval between the �rst in-packet arrived after a retransmission and the

next retransmission of a node (seeTheorem 5.8).

The interface-centric model described in this chapter should also be generalized to a

network-based dynamic model, able to track the interaction betweeninterfaces using the same

jittering con�guration and to evaluate the impact of jitter in the prope rties of the overall ooding

tra�c.

5.4 Simulations

This section provides supporting evidence, obtained by way of simulations, to the model

presented in section 5.3. These simulations focus on the two main results of the model: the delay

introduced by jitter in packet forwarding, and the relationship bet ween out-packet tra�c rate, self-

packet tra�c rate and in-packet tra�c rate when jittering is used. In -packet arrivals and self-packet

generation are modeled as Poisson processes, according to the tra�c model, out-packet transmis-
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sions are scheduled according to the forwarding algorithm with jitter (Figure 5.3) and jitter impact

is measured by way of a discrete-event simulator implemented in Maple. Packet receptions and

transmissions are assumed to be punctual events. Presented results are averaged over 30 iterations

per value.
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Figure 5.17: Average time between in-message arrival and forwarding (time to transmission, Ttx )
vs. average jitter value (T), for � in = 4 pkt

s ; � g = 0 :2pkt
s (simulations and analytical results)..

Figure 5.17 presents the theoretical upper and lower bounds for the mean of Ttx , together

with the averaged results from simulations. As expected, the averagetime between in-message ar-

rivals and forwarding (Ttx ) is always smaller than the average jitter value (T, included in Figure 5.17

for comparison), and the di�erence between both values grows bigger asT increases. Results from

simulations �t in the interval de�ned by the two theoretical bounds (Ef Tupper
tx and Ef T lower

tx ); they

are signi�cantly closer to the lower bound than to the upper bound. This suggests that the trans-

mission time of in-messages is frequently determined by the jitter assigned to in-messages previously

arrived, and the event that an in-packet arrival follows an out-packet transmission is rare. The

probability of such an event may increase when in-packet tra�c rates decrease, thus approaching

the values ofTtx obtained by simulation to the upper theoretical bound of Ttx .

Figure 5.18 displays the in-packet and out-packet rates obtained in simulations for di�erent

values of T, with a nominal in-packet rate of � in = 4 pkts
sec and self-packet rate of � g = 0 :2pkts

sec .
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Simulations are compared with the out-packet rate provided by the theoretical model via expression

(5.7), assuming that T � has deterministically the value of Ef Tupper
tx (T)j � g =0 g. As predicted, values

from the model are slightly lower than those observed in the simulations, in particular due to the

independence assumption onTheorem 5.1, and the di�erence tends to increase with higher values

of T. It can be observed that the out-packet rate for T = 0 corresponds to � in + � g = 4 + 0 :2pkts
sec =

4:2pkts
sec . For non-zero average values of jitter, the out-packet rate decreases signi�cantly as T grows.

The slope of this decrease becomes lower (in absolute terms) asT value is higher. Although the

range of simulated T is not long enough, the observed evolution is consistent with the horizontal

asymptote at � out = � g = 0 :2pkts
sec , mentioned in section 5.3.1.

5.5 Conclusion

Some of the mechanisms used in link-state routing, such as topology ooding and neighbor

sensing based on Hello exchange, may lead to wireless collisions whenperformed over MANETs.

In topology ooding, packet collisions may occur when two neighboring interfaces receive a packet

from a common neighbor and forward it immediately after the reception, or generate and ood a
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packet at the same time in reaction to a common event. In neighbor sensing, periodic Hellos from

two neighboring interfaces may cause collisions in every Hello transmission if both interfaces were

switched on at the same time and use the same time interval between consecutive Hello packets.

Jittering addresses these issues by enabling each interface to distribute randomly over a

time interval packet transmission events that are either periodicor in reaction to an external input

(e.g., a link failure or the arrival of a packet to be forwarded). Instead of sending such packets

immediately, transmissions are delayed a random amount to time, denominated jitter , in order to

reduce the probability of wireless collisions.

This chapter has focused in the use of jitter in packet forwarding, inthe context of link-state

ooding, as speci�ed in [29]. Interfaces using jitter for ooding assign a random delay to each packet

to be forwarded, and send all pending packets together when any of such delays expire. In case the

interface generates a message to be ooded, it is sent immediately,together with all packets waiting

to be forwarded. This jittering mechanism causes three e�ects over ooding tra�c: (i) it delays the

link-state ooding operation over the network, as any packet needs more time to reach all interfaces;

(ii) reduces the packet rate, as several packets may be sent togetherin a single transmission, and

(iii) increases the size of such packets, due to the same reason.

This chapter has provided an analytical model for the study of e�ects (i) and (ii) in a single

interface. Two main results are obtained through this model: upper and lower bounds of the average

delay before forwarding a received packet, and the reduction on the packet rate caused by the use

of jitter. Both results are validated via simulations.

The analysis of the performance and e�ects of jittering needs to be developed beyond

the results presented in this chapter. In order to explore (iii), the model should consider non-

instantaneous packet transmissions. The three e�ects should be alsostudied in the whole network,

thus extending the interface-based analysis presented in this chapter.



Chapter 6

Overlays in Link State Routing

Link-state routing in a network requires that three operations are performed over the

network. These operations have been identi�ed in chapter 4: selection of links to be advertised

network-wide by way of topology advertisements, ooding of these advertisements over the network

and LSDB synchronization between (a subset of) neighboring routers.

These operations can be treated and optimized separately. Separate analysis and optimiza-

tion is useful for routing in ad hoc networks. Independent analysis permits handling e�ciently the

issues of wireless multi-hop communication, semibroadcast and dynamic topology, given that the

implications of such aspects are di�erent in each link-state operation.

6.1 Outline

This chapter introduces the concept of alink-state overlay as a tool for analysis of link-state

routing characteristics in ad hoc networks, each link-state overlay being associated with a link-state

operation. The chapter examines the impact of ad hoc networking issueson the characteristics

and requirements for such overlays. Section 6.2 identi�es the theoretical properties that overlays,

associated with these operations, need to ful�ll, and explores optimization objectives for each oper-

ation. The concept of overlay is used in the following chapters, which analyze di�erent optimization

121
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techniques for link-state routing in ad hoc networks. For comparison,section 6.3 presents an initial

analytical evaluation of the performance of using all routers and all links in the network (full network

overlay) in each of the studied operations. This corresponds to the usage of classic link-state routing

mechanisms within wireless scenarios. Finally, section 6.4 concludes the chapter.

6.2 LS Routing in terms of Overlays

The three main operations of link-state routing in ad hoc networks can bereduced to

overlay de�nition problems. Link-state overlays are de�ned as follows:

De�nition 6.1 ( Link-state overlay ). A link-state overlay in a network is a set of routers and

links of the network, used to perform a speci�c link-state operationto which the overlay is associated.

Therefore, properties of link-state overlays are determined by the requirements of their associated

link-state operations. A link-state overlay can be represented as asubgraph of the network graph,

S � G, that contain a subset of verticesV (S) � V (G) and a subset of linksE(S) � E (G).

In an ad hoc network, link-state routing operations are performed locally (independently

by each router in the network) and thus, the associated overlays are built in a distributed fashion

and may change dynamically during the network lifetime. This chapter examines the requirements

that each link-state operation imposes on its associated overlay. Some ofthe studied properties are

those that follow:

De�nition 6.2 ( Asymptotic connection ). A link-state overlay de�ned over an ad hoc network

is asymptotically connectedif it is represented by a connected subgraphS � G, i.e., if for each pair

of vertices x; y 2 V (S) there exists a path pxy within S.

De�nition 6.3 ( Asymptotic dominance ). A link-state overlay de�ned over an ad hoc network is

asymptotically dominant in the network if and only if its representation as a subgraphS is dominant

in the network graph G, i.e., if every vertex in G is either included in S or has a link to (at least)

one vertex ofG, i.e., V (S) = V (G).
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De�nition 6.4 ( Asymptotic spanning property ). A link-state overlay de�ned over an ad hoc

network is a asymptotically spanning overlay in the network if its representation as a subgraphS

includes all vertices in the network graphG.

The term asymptotic in these de�nitions means that the corresponding properties are at-

tained in ideal conditions, in which packet losses�! 0, transmission delays�! 0 and probability

of packet collision �! 0. The fact that the subgraph representation of an overlay is connected,

dominating or spanning in the network graph does not imply that, in pract ice, the overlay itself is

connected, dominating or spanning at all times. Due to router mobility, delays in the exchange of

information, loss of packets and such, asymptotically connected overlays may su�er disconnections

and routers within an asymptotically dominant overlay may not be able to reach all routers in the

network. If the asymptotic property is satis�ed, however, these phenomena are temporary and to

be corrected as topology information is updated.

Table 6.1 summarizes the requirements imposed by each link-state operation to the associ-

ated overlay subgraph and the minimization objectives that have to beaddressed for each overlay.

These requirements and design objectives are detailed in sections6.2.1, for ooding; 6.2.2, for LSDB

synchronization and 6.2.3, for topology selection.

Graph / Overlay Topology requirements Minimization targets
Full Network G = ( V; E) Connected -

Flooding GF = ( VF � V; EF � E ) Connected and Number of retransm.
dominating (CDS) Flooding latency

Link-State DB GS = ( V; ES � E ) Connected and spanning Number of synchr.
Synchronization processes
Advertised Links GR = ( V; ER � E ) Connected and spanning Number of links

(topology selection) Includes sh.-paths ofG and updates

Table 6.1: Summary of overlay requirements.

6.2.1 Topology Update Flooding

Flooding of packets from a source,s, is performed through a source-dependent overlay

composed of the directional links between routers transmitting theupdates and routers forwarding
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them. Source dependency implies that the overlay may change (although it is not required) depend-

ing on the router that transmits �rst. Figure 6.1 illustrates the oo ding procedure and the ooding

overlays for two packets sent from two di�erent routers in a network: routers are part of the ooding

overlay for a packet when they forward the packet after �rst reception { and they forward a packet

when they have neighbors that have not yet received the packet.

x

y

Packet source

Packet forwarder

Network link
Packet transmission
Overlay link

(a)

(b)

(c)

Figure 6.1: Flooding example: (a) Network graph, (b) Overlay ooding for a packet sent from
router x, (c) Overlay ooding from a packet sent from router y.

Given a ooded packet, this overlay has to ensure that, for every router in the network,

regardless of whether it participates in the packet ooding or not, gets (at least) one copy of the

packet. This requires that ooding overlays are connected and dominate the network graph. The

use of Connected Dominating Sets (CDS) for broadcast/multicast ooding in ad hoc networks has

been widely studied in the literature (see [66] for reference). In order to avoid collisions and wireless

channel saturation, caused by simultaneous packet retransmissions, the link density of the overlay

should be reduced. As excessively sparse overlays may lead to increasing the time for a ooded

packet to reach all routers, and ooding latency is also a minimization objective, the trade-o�

between overlay density and latency should be taken into account.

6.2.2 Point-to-point Synchronization

A synchronized overlay contains links between the routers, which have exchanged their

LSDBs and which keep their local instances of LSDB synchronized. Dueto the symmetric nature
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of LSDB synchronization, the graph resulting from the union of synchronized links is not directed.

Formally, such an overlay needs to form a spanning connected subgraphwithin the network

graph1, in order to disseminate the LSDB over the whole network. Given thata LSDB synchroniza-

tion process is performed once in the lifetime of a synchronized link, the number of synchronization

processes performed in a network depends on (i) the synchronizedoverlay density, that is, the num-

ber of links included in the synchronized overlay; and (ii) the stability of links in the synchronized

overlay, that is, the time that links stay within the synchroniz ed overlay before disappearing or

being excluded from the overlay. Minimizing the overhead associated with LSDB synchronization

necessitates an overlay which has:

1. low overlay link density (i.e., few number of overlay links per router), and

2. low overlay link change rates (i.e., stable links).

6.2.3 Topology Selection

In link-state routing, topology selection has as objective, together withooding, to provide

routers with su�cient information about the network topology to indepen dently compute shortest

paths to all destinations. Global topology information enables routers to compute shortest paths

over the network, while local topology information enables a router to compute local shortest paths

within its neighborhood. Throughout this manuscript, the followin g terms are used to distinguish

between these types of shortest paths:

De�nition 6.5 ( Network-wide shortest path ). A path between two verticesx; y 2 V (G), pxy ,

is a network-wide shortest pathbetweenx and y if there is no other path p0
xy betweenx and y such

that cost(p0
xy ) < cost(pxy ).

De�nition 6.6 ( Local ( k-hop) shortest path ). A path between two vertices x; y 2 V (G), pxy ,

is a local (k-hop) shortest pathbetweenx and y if jpxy j � k and there is no other path p0
xy between

x and y such that jp0
xy j � k and cost(p0

xy ) < cost(pxy ).

1 I.e. , has to include every vertex (router) in the network.
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The optimality notion of defs. 6.5 and 6.6 depends on thecost function for links and paths.

This function can be de�ned in di�erent ways depending on the characteristics of the network or

the feature (or set of features) to be optimized in routing. For a given cost function, however,

optimal (shortest, with respect to the cost) paths are preferable to sub-optimal (non-shortest) paths

{ otherwise the cost function may be rede�ned to identify the most preferable paths.

Link-state routing protocols typically advertise all links in the ne twork to ensure that all

routers have an identical and complete views of the network topology. In practice, the set of links

that routers advertise to the network can be reduced as far as it does notprevent the receiving

routers from selecting network-wide optimal routes. This permits reducing the amount of control

tra�c spent on disseminating the advertisements and updates of unnecessary links,i.e., links that are

not required in order to form network-wide shortest paths. The fact of receiving information about

a non-complete subset of network links via ooding implies also that routers' views of the network

topology are not completely consistent, as neighborhood information about the local topology is

complete while ooding information about global topology is partial. Di�ere nt network topology

views are, however, acceptable if the shortest paths computed by di�erent routers are consistent,

i.e., they do not cause permanent routing loops. Hence, selection of advertised links provides a

trade-o� between the size of the topology update messages and the accuracy ofthe topological view

of the network in all routers.

A topology selection overlay must be connected and spanning in the network, in order

to enable route computation towards any destination in the network. For the computation to be

asymptotically optimal 2, the set of edges included in the overlay must contain network-wide shortest

paths from the computing router to all destinations.

2 In real conditions, the computation may be suboptimal due to s tale topology information, transmission failures and
such. Asymptotic optimality implies that in ideal conditions (message transmission dela y �! 0, collision probability
�! 0, channel failure probability �! 0) the computation provides shortest (optimal) paths.
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6.3 Full Network Overlay

The overhead of a link-state operation (ooding, topology selection and LSDB synchro-

nization) depends on the size (number of involved routers and links)of the overlay in which such

operation is performed: bigger overlays lead to more overhead, for performing the same operation.

Each link-state operation incurs in a di�erent amount of overhead. For comparison, this section

describes the cost, in terms of needed tra�c, of performing each operation in a single overlay { the

overlay that includes all routers and all links in a network. Such an overlay is denominated full

network overlay .

Analysis in this section assumes a Unit Disk Graph (UDG) network modelwith uniform

router density, with the variables described in Table 6.2.

n Number of routers in the network
� Network router density, assumed uniform
m Average number of neigbhbors per router,m = ��
p Probability that a packet transmission is successful. 0< p � 1 (p = 1 for error-free channels)

Table 6.2: Variables of the analysis.

Section 6.3.1 computes the overhead caused by ooding through the full network overlay,

in messages and number of advertised links per second. Section 6.3.2 provides a lower bound for the

message rate caused by LSDB synchronization processes between everypair of neighboring routers

in the network. Based on these computations, section 6.3.3 evaluates theorder of magnitude of

control tra�c of a link-state routing protocols that uses full network o verlay for all the link-state

operations.

6.3.1 Full Network Topology Flooding

Flooding of a single topology update message over the network over the full network overlay

requires n transmissions of the message. Since all routers are included in the overlay, each router is

allowed to retransmit the message exactly once.

Let t be the average link lifetime, then the average ratef (for frequency) of link changes
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for a router with m neighbors is:

f =
m
t

(6.1)

Assuming that every topology change in the neighborhood of a router causes ooding of a

new topology update message, the control tra�c (in number of messages per second) for dissemi-

nating topology updates of a single router (not including periodic ooding) is:

F1 = fn =
m
t

n =
nm

t
;

�
in

msg
s

�
(6.2)

The control tra�c caused by topology advertisements generated and oodedby every router

in the network can be computed as:

Fn = nF1 = n
nm

t
=

n2m
t

;
�

in
msg

s

�
(6.3)

Expressions (6.2) and (6.5) assume an ideal, error-free channel (p = 1). For more realistic

channel model (p < 1), the average number of transmissions that is needed to transmit successfully

(without errors) a packet is:

1X

k=1

k(1 � p)k � 1p =
1
p

(6.4)

The packet transmission rate, caused by network-wide ooding can beexpressed in function

of p:

F msg
n (p) =

n2m
pt

;
�

in
msg

s

�
(6.5)

Using a full network overlay, topology update messages advertise all thelinks to all neigh-

bors maintained by the router that creates the topology update (m in average). Therefore, the

number of links advertised per second by router is:
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F lnk
n (p) =

(nm)2

pt
;

�
in

lnk
s

�
(6.6)

6.3.2 Full Network Synchronization

This section evaluates the cost, in terms of packet transmissions, of performing LSDB

synchronization over a full network overlay. Synchronization of a link between two routers (synchro-

nization endpoints) includes exchange, and update, of their respective local instances of the LSDB in

a master/slave manner. This exchange usually3 consists of two phases, executed by each endpoint:

(i) announcement of the topology advertisements that are part of the LSDB, and (ii) transmission

of a subset of these, as reply to a request by the other endpoint.

The number of transmissions in phase (ii) depends on the di�erences between the local

instances of LSDB maintained by each of the synchronizing routers. Phase (i) is deterministic,

the number of transmissions is a function of the LSDB size and the announcement method only.

Therefore, the number of packets per second transmitted by a routerfor completing phase (i) is

dn
k e, where n is the number of routers andk is the number of topology advertisements announced

in a single transmission. Assuming that a router synchronizes its LSDB with LSDBs from all its

neighbors (full network overlay), that leads to the following transmission rate for a router:

S( i )
1 =

m
t

d
n
k

e ;
�

in
msg

s

�
(6.7)

The packet transmission rate for phase (ii) in the whole network then being:

S( i )
n = nS( i )

1 = n
m
t

d
n
k

e (6.8)

For channels with a non-negligible packet error rate (1� p), (6.8) yields:

S( i )
n (p) =

nm
pt

d
n
k

e (6.9)

3E.g., OSPF and IS-IS.
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6.3.3 Overall Control Tra�c

The control tra�c incurred by topology distribution (not considering n eighbor sensing)

can be estimated as the sum of the topology update packets that are ooded over the network

(6.5) and the packets exchanged during LSDB synchronization processes(6.9). The resulting packet

transmission rate is as follows:

Cn (p) = F msg
n (p) + Sn (p) � F msg

n (p) + S( i )
n (p) =

n2m
pt

+
nm
pt

d
n
k

e =

= O(n2) (6.10)

When network density grows with the number of routers, n (for a �xed network grid A,

� = n
A ), (6.10) becomes:

Cn (p) �
n2m
pt

+
nm
pt

d
n
k

e =
h
m = �� = �

n
A

i
=

n3�=A
pt

+
n2=A

pt
d

n
k

e =

=
1

Apt

�
n3� + n2d

n
k

e
�

= O(n3) (6.11)

Expressions (6.10) and (6.11) give lower bounds, as they do not include thetra�c generated

by phase (ii) of link synchronization. Even without considering errors or packet losses in wireless

links (p = 1), (6.10) indicates clearly that the full network overlay does not scale for large ad hoc

networks. This has been analytically [69] and empirically con�rmed for OSPF [72, 113], showing

that this protocol requires a high portion of the available bandwidth for link-state di�usion and

update in ad hoc networks, being unable to perform successfully routing even in small networks {

with more than 20 routers.

6.4 Conclusion

The use of link-state overlays facilitates the analysis of the properties and features that are

needed for performing link-state routing in ad hoc networks. Each link-state overlay is associated

with a speci�c link-state operation: topology selection, ooding and LSDB synchronization.
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One of the main limitations in ad hoc networking is the available bandwidth. If all routers

and all links participate in the three link-state overlays, the performance of their three associated

link-state operations cause a control tra�c overhead that does not scale.Minimization of its impact

becomes a necessity, and a target in the design of link-state protocolsfor ad hoc networks.

From the separate analysis of the three link-state overlays, it can beconcluded that di�erent

operations yield di�erent, and not always compatible, optimization requirements. A natural way

to accommodate these di�erent, sometimes competing requirementss is to design independently the

overlays corresponding to di�erent link-state operations. The o oding overlay of a router needs

to be connected and dominating, and optimization e�orts should focus on reducing the number of

involved links. For LSDB synchronization, the synchronized overlay has to include all routers in the

network, the optimization should target both minimization of the number of links and selection of

the most stable links, in order to minimize the number of database exchanges. Finally, topology

selection overlays generated by the addition of links listed in link-state advertisements must provide

to every router with enough topology information from the network so that it can compute optimal

routes to all possible destinations { that is, it must contain network-wide shortest paths.

The following chapters in Part II propose di�erent techniques for generating link-state

overlays, compare them to each other and to the full network overlay, and discuss their use for the

di�erent link-state operations based on the characteristics required for each of them, according to

this chapter.
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Chapter 7

The Synchronized Link Overlay

Triangular { SLOT

The Synchronized Link Overlay Triangular (SLOT) technique de�nes an overlay that can be

constructed in a distributed fashion by routers in an ad hoc network. Routers only need information

about their 1-hop neighbors for selecting and updating links in the overlay. This chapter motivates

the use and interest of this overlay for link-state routing, relatesit to other graphs, and explores the

applicability of this overlay for the main link-state operations, main ly by evaluating analytically the

properties of SLOT.

Two variations of SLOT are presented and analyzed in the chapter, each using a di�erent

link metric: a variation of hop-count metrics, denoted as SLOT-U; and a variation of distance-based

link metrics, denoted as SLOT-D. The use of di�erent metrics causes signi�cant changes in some of

the described properties of the overlay.

7.1 Outline

Section 7.2 describes the relationship between SLOT and other well-known overlays, and

some properties of the SLOT overlay are deduced from this relationship. Sections 7.3 and 7.4 elab-

133
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orate on the performance of SLOT and its variations. The focus in these sections is overlay density

and overlay link change rate, identi�ed in chapter 6 as essential parameters in synchronization and

ooding overlays. Section 7.3 studies these two parameters (overlay density and overlay link change

rate) analytically for SLOT variations in 2-dimensional mobile networks, and validates the results

by way of simulations, while section 7.4 extends the analysis to 1-dimensional and 3-dimensional

networks. Section 7.5 examines, probabilistically, the length of links selected by both variations of

SLOT. Finally, section 7.6 concludes the chapter.

7.2 De�nition, Related Overlays and Variations

The Synchronized Link Overlay Triangular (SLOT) is an overlay, de�n ed over a network

graph G = ( V; E). SLOT is a particular case of the more general Synchronized Link Overlay (SLO),

and is also inspired by the Relative Neighborhood Graph (RNG) de�ned over a set of points in Rn

[131]. This latter graph is, in turn, a subgraph of the Gabriel Graph (GG) [132]. These relations

are illustrated in Figure 7.1, and are detailed throughout this section.

SLO(G)

SLOT(G)

RNG(S)

GG(S)

G=(V,E)

S={set of points in � n}

�
�

�

Figure 7.1: Relations between the Gabriel Graph, the Relative Neighbor Graph, the Synchronized
Link Overlay and SLO Triangular.

Section 7.2.1 de�nes the Gabriel Graph and the Relative Neighbor Graph of aset of points

S � Rn , and proves that the latter is a subgraph of the former. Section 7.2.2 de�nes the Synchronized

Link Overlay (SLO) of a network graph G = ( V; E) and describes the SLOT overlay as a particular
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case of SLO. This section also illustrates the relationship between SLOT and RNG. Finally, section

7.2.3 de�nes formally the two variations of SLOT, SLOT-U and SLOT-D.

7.2.1 Gabriel Graphs and Relative Neighborhood Graphs

The Gabriel Graph was introduced by K. R. Gabriel, jointly with R. R . Sokal [132]. Given

a set of points S � Rn , the edge between two pointsu and v in S is included in this graph if the

ball1 centered in the midpoint between u and v contains no other points in S (see Figure 7.2.a).

More formally, the Gabriel Graph (GG) of a set S is de�ned as follows:

u; v 2 S; cu;v = u+ v
2 2 Rn

uv 2 GG(S) () @w 2 S : w 2 B 1
2 d(u;v ) (cu;v )

(7.1)

The Relative Neighborhood Graph (RNG) [131] of a set of pointsS, RNG(S), is the graph

that results from considering edges between pointsu and v such that there is no other point that

is closer2 to u and v that they are to each other. Selected links connect pairs of routersf u; vg for

which the intersection of circles centered onu and v, with radius d(u; v) (the distance from u to v),

contains no other routers (see Figure 7.2.b, the intersection corresponds to the dotted region). More

formally, the relative neighbor subgraph of S is de�ned as follows:

RNG (S) = f uv; u; v 2 S : (@w 2 S : d(u; w); d(w; v) < d (u; v))g (7.2)

As Lemma 7.1 proves, the Relative Neighbor Graph is a subgraph of the Gabriel Graph,

since every link included in the former is automatically included in the latter.

Lemma 7.1. Let S = f p : p 2 Rn g a set of points in Rn . Then,

RNG (S) � GG(S) (7.3)

1A ball in Rn , with radius r and center c, is the set of Rn -points at distance � r of the point c, for the Euclidian
notion of distance in Rn .

2Closer in the sense of the Euclidean distance of Rn .
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u vu v

(a)
Gabriel Graph

(b)
Relative Neighbhorhood Graph

Figure 7.2: The link uv belongs to(a) the Gabriel Graph and (b) the Relative Neighbor Graph, if
the corresponding dotted region does not contain any other vertex (node).

Proof: Let e be an edge ofRNG (S). Then, from the de�nition of Routable Neighbor Graph, e

connects two vertices u and v such that there is no other vertex w 2 S for which d(u; w) < d (u; v) and

d(w; v) < d (u; v). Let cu;v = u + v
2 be the midpoint between u and v, and consider the ball B 1

2 d( u;v ) (cu;v )

which is contained in the region Q = f q 2 Rn : d(q; u) < d (u; v); d(q; v) < d (u; v)g � Rn . Therefore,

(@s 2 S : s 2 Q) =) (@s 2 S : s 2 B 1
2 d( u;v ) (cu;v ))

and e belongs to GG(S). �

Both graphs (GG and RNG) are instances of Delaunay's triangulation [137]. Also, both

de�nitions are dimension-agnostic, so they can be used for any dimension D, in particular for

the cases of linear networks (D = 1), planar networks ( D = 2) and cubic networks (D = 3), S

corresponding in all cases to the set of router positions. For a furtheranalysis and discussion of

the properties of Gabriel and Relative Neighborhood Graphs, see [118, 131] forRNG and [130,

132] for GG. The Relative Neighor Graph has been proposed and experimentallyevaluated as a

broadcasting principle for ad hoc networks [78] and, more in particular, energy-constrained wireless

ad hoc networks [59, 81].

7.2.2 The Synchronized Link Overlay and SLOT

The Synchronized Link Overlay of a network graph G = ( V; E) is an overlay, composed

of those links xy 2 E (x; y 2 V ) for which one (and only one) of the two following conditions is
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satis�ed:

(i) There are no common neighbors betweenx and y, that is, N (x) \ N (y) = �.

(ii) For each chain f c1; c2; :::; cn g of common neighbors ofx and y, the cost of the direct link

betweenx and y, m(xy), is smaller than the maximum cost of the links in the chain m(ci ci +1 ),

with 0 � i � n, x � c0 and y � cn +1 .

Links included in the synchronized overlay are also denotedsynchronized links. Equiva-

lently, the overlay discards a link between routersx and y when there is a set of common neighbors

of x and y f ci : ci 2 N (x) \ N (y)g1� i � k such that the cost of each link xc1; c1c2; :::; ck y is lower

(with respect to the metric) than the cost of the link between x and y. Formally:

xy =2 SLO () 9 c1 ; c2 ; c3 ; :::; cn :

8
><

>:

8i � n; ci 2 N (x) \ N (y)

m(x; y ) > max f m(x; c1); m(c1 ; c2); :::; m(cn ; y)g
(7.4)

It can be observed that, with this de�nition, SLO links are included in RNG while RNG

links are not necessarily included in SLO, as Figure 7.3 indicates. Assuming a link cost based on

distance, the link betweenu and v is included in RNG (given that there is no other router in the

dotted region), but it is not synchronized in SLO because there is a chain of common neighbors of

u and v, f c1; c2; c3; c4g, such that links f uc1; c1c2; c2c3; c3c4; c4vg have a smaller cost thanuv.

This chapter studies a simpli�ed version of SLO, the SynchronizedLink Overlay Triangular

(SLOT). SLOT restricts the chain of intermediate common neighbors f c1; c2; :::; cn g to a single

neighbor. Therefore, a link between two routersu and v is synchronized if and only if there is no

router w that is common neighbor of u and v and is closer or at the same distance tou and v than

they are to each other. In case of link cost equality (i.e., m(uw) = m(wv) = m(uv), m being the

metric function), the tie is broken by excluding from synchronization the link that connects those

routers with lowest ids.

When the metric m satis�es the three axioms of an Euclidean metric:

(i) Non-negativity: m(a; b) � 0; 8a; b;
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u v

c1

c2 c3

c4

Figure 7.3: uv satis�es the condition for RNG, but it is not included in SLO, due to th e existence of
the chain f c1; c2; c3; c4g. Assuming a metric based on distance for SLO, it is clear thatm(ci ci +1 ) �
m(uv), 80 � i � 5, with u � c0 and v � c5.

(ii) Symmetry: m(a; b) = m(b; a); 8a; b; and

(iii) Triangle inequality: m(a; b) � m(a; c) + m(c; b); 8a; b; c;

Then, the SLOT overlay over a network graphG is equivalent to the Relative Neighborhood

Graph computed over the set of locations of the network routers. With anEuclidean metric m, SLOT

therefore has the same properties as those which have been shown for RNG. For any set of points

S, [131] shows thatRNG(S) contains the Minimum Spanning Tree (MST) of S. Hence, the SLOT

overlay computed over a network graphG also contains the Minimum Spanning Tree of the set of

router positions S = V(G) and, in particular, is a connected and spanning subgraph ofG.

7.2.3 SLOT-U and SLOT-D

This section examines the two variations of SLOT, SLOT-U and SLOT-D. The use of

di�erent link cost metrics impacts some of the properties of the corresponding overlays.

For SLOT-U, as all the link costs are equal to 1 (hop count), links are selected depending

on the ids of the involved routers (tie breaking, see Figure 7.4). In SLOT-D, a link between routers

is included in the overlay if there are no routers which are closerto any of the link endpoints that

both endpoints to each other. Both the hop count and the distance-based link cost are Euclidean,

and thus the corresponding overlays are connecting and spanning over the general network graph
































































































































































































































































































































































