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Résumé

Compte tenu du caractere épuisable des resouneegéfiques actuels, il est nécessaire de
chercher une ou des alternatives meilleures fondéedes ressources d'énergies renouvelables.
L'hydrogene produit a partir des énergies renollesda offre une solution prometteuse pour
satisfaire les objectifs mondiaux de réduction élesssions de gaz a effet de serre et assurer une

sécurité énergétique d'approvisionnement.

L'utilisation d'un vecteur énergétique tel queyditbgéne couplé aux ressources
renouvelables offre une variété d'avantages ssiquits échelles. L'hydrogene facilite I'exploitatio
des ressources renouvelables dans le secteur pdra En effet, il permet de remplacer les
carburants fossiles, assurant ainsi une réductesnéinissions polluantes. L’hydrogéne peut étre
alors une solution pour les défis énergétiquesetgtor, cela ne pourra se réaliser gu’en surmontan
des obstacles tels que ceux liés aux caracteresmittents des ressources renouvelables. Une
attention particuliere doit étre accordée a laaaiité technique de la chaine d'approvisionnement
en hydrogéne, qui est principalement entourée parcdractére intermittent des ressources

renouvelables.

Par ailleurs, l'infrastructure d'hydrogene présetd nombreuses difficultés qui doivent étre
traitées pour une transition réussie vers une éngndépendante de I'hydrogéne. Ces difficultés
sont principalement dues a des problemes puremesrogiques, ainsi qu'a l'existence de
nombreuses options technologiques pour la product® stockage, le transport et l'utilisation
d'’hydrogéne. Pour cette raison principale, il esh@rdial de comprendre et d'analyser la chaine
logistique d’hydrogene a l'avance, afin de détdegefacteurs importants qui peuvent jouer un réle
imminent dans I'élaboration d'une configurationirnpte. Dans notre recherche, on analysera
essentiellement la question suivante: Comment enadtr place un futur énergétique durable

intégrant les énergies renouvelables et I'hydrogene

Cette question est abordée par le biais du dépetlopnt de nouveaux systéemes
énergétiques fondés sur des innovations radicdlesi, dans quel contexte linfrastructure de

I'hnydrogéne doit étre développée en intégrantrigsres lieés aux risques de I'hydrogéne?

Ce travall est étudié en deux grandes partieprémiéere partie est consacrée a I'état de l'art

lié a I'nydrogene et aux énergies renouvelableanQa la deuxieme, elle décrit les différentes
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études et contributions scientifiques accompliescaurs du développement de ce travail de
recherche.

Le chapitre 1 présente les principales motivations du choix ddecproblématique. I
développe le contexte de la recherche, I'étendsdrdeaux et la méthodologie déployée dans cette
these. Lechapitre 2aborde la notion de développement durable degy&serenouvelables. Ce
chapitre introduit I'hydrogéne comme futur vecténergétique, son rble et ses avantages dans la
résolution des problemes liés a la sécurité d'afigiomnement et a I'environnement. tleapitre 3
est divisé en deux parties. En premier lieu, onsgmée certains concepts préliminaires qui
concernent la chaine d'approvisionnement d'hydmgeince selon une approche organisationnelle
ou les différents nceuds de la chaine logistique déarits. En deuxiéme lieu, le chapitre 3 se
poursuit par une analyse bibliographique détaikée les différentes approches et méthodes
disponibles pour la planification et la modélisatite I'infrastructure d'hydrogéne. Ce chapitre met
en évidence les différentes classes d'approchesgnmhainsi a une classification des méthodes. I
souligne également les défis majeurs qu'’il fautremter pour I'introduction de I'hydrogéne. Le
chapitre 4aborde les questions liées aux risques d'utitisatie I'hydrogene dans les différentes
composantes de sa chaine logistique. Il analysepieblématiques de sécurité de la "filiere
hydrogene". Ce chapitre se poursuit par la revigeapproches méthodologiques publiées par les
communautés scientifiques et techniques, et gueseml évaluer les risques d'une partie ou de la
globalité de la chaine logistique d'hydrogéne.

La deuxieme partie s’intéresse essentiellementcamtributions apportées par cette these,
ces contributions étant liées a I'exploitation éesrgies renouvelables et de I'hydrogéne, ainai qu’
I'étude des risques de I'hydrogéne dans sa chagisigue. Cette partie vise a présenter les travau
scientifiques dont la majorité a été publiée darngteérature.

Le chapitre 5 englobe trois parties. Il étudie essentiellemeriploitation des eénergies
renouvelables comme matieres premiéres pour lauptioeh de I'nydrogene.

La partie Atraite les ressources renouvelables selon divpesspectives, notamment a partir d’'une
évaluation des ressources éoliennes et solairpsrdides. Lapartie Bintroduit une méthode pour
ameliorer celle présentée dans la partie A : qedtéie présente des moyens spécifiques pour une
meilleure analyse du potentiel des énergies rerables. Ce chapitre contient également un
systeme d'aide a la décision pour I'exploitatios dEssources renouvelables pour la production
d'hydrogéne. L'approche globale, a la fois poupbasies A et B est appliquée a un cas d'étude dans
la région Ligure, au nord de I'ltalie.

La partie C quant a elle, présente une nouvelle configuratien la chaine logistique de

I'hydrogéne, entierement fondée sur I'utilisatioss dessources renouvelables comme matiere
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premiere de production. Il s'agit d'un réseau "w#etstations d’hydrogene et de plusieurs usines de
production centralisées. Dans ce cadre, un probtBoptimisation a été proposé, ou les principales
décisions sont la sélection des stations servicdsydiogene qui seront alimentées par les
productions centralisées et le controle de fluxnetgie et d’hydrogene échangées entre les
composants du systeme. Les critéres de sélectidri@ués sur la distance qui sépare les nceuds de
production et de consommation, ainsi que sur ddaudriteres strictement liés a la minimisation des
risques. Les configurations optimales sont rapesrtén tenant compte de la présence d'une
demande supplémentaire dédiée au marché indu$tngrogéne et de la connexion avec le réseau
électrique.

Au chapitre 6§ deux systémes d'aide a la décision sont propd3és. derniers peuvent étre
considérés comme des outils pour la sélection mfegsiructures liées a I'hydrogene. Rartie A
étudie une approche intégrée considérée comme siensg d'aide a la décision pour la sélection
des stations services en hydrogene. La méthodeinendieux approches différentes: une analyse
détaillée des données spatiales utilisant un systéinformation géographique (SIG) avec un
modéle d'optimisation mathématique. Concernant I@&, $s criteres relatifs a la demande en
hydrogene et la sécurité sont considérés pourldéatsin des stations d'hydrogéne, tandis que dans
le modele mathématique d'autres criteres sont abptdls que le cout d'installation. En général, le
systeme d'aide a la décision permet d'identifiersiees appropriés fournissant des informations sur
une échelle multicriteres pour la localisation tddrhstructure d'hydrogéne. lzartie B quant a
elle, propose une approche empirique afin d'évaeieisque d'un scénario accidentel dans les
canalisations haute pression a hydrogéne. L'approtte a étudier les effets des conditions
d'opération de I'hydrogéne et a analyser les @ift&r scenarios d'échec. Cette partie présente un
outil d'ingénierie utile destiné a établir les exiges de sécurité liées a définir des zones adsxjuat
de sécurité pour les canalisations d'hydrogéeneyrass ainsi la sécurité des personnes et de
I'environnement.

A la lumiere du développement durable et de ladaddfusion des technologies des énergies
renouvelables, Iehapitre 7présente deux types de systémes énergétiqguesaetumbovants. La
partie Aprésente un modele dynamique innovant d'un syskdtmede intégrant des sous-systemes
tels qu'un électrolyseur, une centrale hydroélget;j des stations de pompage, des éoliennes, des
piles a combustible et un systeme de stockage @bgde. Ce modele est testé sur une installation
dans la province d'Azilal, Maroc. En effet, en ssdnt sur ce modéle dynamique, un probléme
d'optimisation sous contraintes est formulé afirsdtisfaire en temps réel a différentes demandes
d'énergie électrique "fluctuantes” au cours deolarjée. Le modele d'optimisation développé est

défini comme un probleme de programmation mathé&muatnon linéaire, qui est résolu en utilisant
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un outil commercial d'optimisation Lingo-Lindo. Leas d'étude démontre qu'une approche
énergétique durable pourrait étre tout a fait comendans un proche avenir.

Toujours, dans le but de promouvoir les systéemelritlgs a base des sources d'énergies
renouvelables, un modéle d'aide a la décision @htidans un réseau de micro-réseaux est propose
a lapartie Bdu chapitre 7. Le modéle est formalisé comme atargrobleme d'origine discrete et
centralisé, défini comme un réseau de coopératitre eréseaux électriques intelligents. Les
variables de contréle sont les flux de puissanestantanées échangées entre les micro-réseaux, et
qui peuvent étre obtenus a partir de la solution @robléme linéaire quadratique gaussien sur un
horizon temporel fixe. L'état du systéme est regmts par |'énergie stockée dans chaque micro-
réseau. L'objectif est de minimiser les variatiales I'énergie stockée dans chaque dispositif de
stockage a partir d'une valeur de référence, ginside minimiser I'échange d'énergie.

Les conclusions scientifiques et techniques deenétinde feront I'objet de la conclusion générale
au Chapitre 8 Les apports ainsi que les limites du modele efadil développé sont abordés.

Enfin, les perspectives de nos travaux de rechescheproposées.



Abstract

A transition to a renewable based energy systeorusial. Hydrogen produced from renewable
energy sources (RES) offers the promise of a cleastainable energy carrier that can be produced
from domestic energy resources around the globe. pgrbduction of hydrogen from renewable
energy resources is not well understood. This ceriy that exists comes from many facts such
that related to the intermittent behaviour of reabl® energy resources. The alternative fuels and
energy carriers that are produced from the RESlaa#lenging for the sustainable development of
renewable energy. These systems need to be battestigated to first manage the flux of
renewable energy and hence produce alternativeafo@lenergy. In addition, attention must be
given to the technical feasibility of the hydrogarpply chain, which is mainly driven by uncertain,
but clean solar and wind energy resources.

Furthermore, the infrastructure of hydrogen presenany challenges and defies that need to be
overcome for a successful transition to a futurdrbgen economy. These challenges are mainly
due to the existence of many technological optimnghe production, storage, transportation and
end users. Given this main reason, it is essetttiainderstand and analyse the hydrogen supply
chain (HSC) in advance, in order to detect the ingm factors that may play increasing role in

obtaining the optimal configuration.
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Chapitre 1 : Introduction

Pour répondre aux préoccupations mondiales comtelamaéduction des émissions des gaz a effet
de serre ainsi qu'aux problemes liés a la sécdnitérgétique, I'hydrogene semble étre une
alternative intéressante aux énergies fossiles erdionnelles. D'une part, [l'utilisation de

I'hydrogéne comme carburant nécessite la concegtime infrastructure ainsi qu'a un déploiement
progressif d'une solution a long terme ayant uraatare économiquement, socialement et
écologiqguement durable. D'autre part, l'utilisatide I'hydrogéne pour la production d'énergie

nécessite des stratégies solides et efficaces pomirdler le flux d'énergie entre différents

composants du systeme. Le développement des mitagies, en réponse aux changements
climatiques, représente dans ce cas un problenpéirdisation pour lequel cette these cherche a
apporter des éléments méthodologiques. Dans dett®,t nous nous sommes concentrés sur le
déploiement des modéles et approches pour lessysté'aide a la décision pour le développement
durable des systémes énergétiques a hydrogénehedsa st particulierement orientée vers le
développement d'une nouvelle configuration de lairdh d'approvisionnement d'hydrogéne,

essentiellement fondée sur l'utilisation des resssuénergétiques renouvelables dans le but de
réduire les émissions de gaz a effet de serre dibéeer de la dépendance aux ressources

énergeétiques fossiles.

Preamble

In this thesis, we have focused on the deploymé&anannovative models and approaches for the
decision support system of sustainable renewabld@roggn energy systems. The thesis is
particularly devoted to develop new frame of thdrogen supply chain mainly based on the use of
clean and sustainable energy resources to genaydtegen as both: a fuel for vehicles or for
power generation.

In order to meet the global concerns to reducegtteenhouse gases emissions and ensure the
security of supply, hydrogen appears to be anesterg alternative to fossil fuels. From one hand,
the use of hydrogen as a fuel needs the desigriutéige infrastructure and a gradual deployment of
a long term solutions that must be economically andronmentally sustainable. From the other
hand, the use of hydrogen for power generationgsiia¢es robust and efficient strategies to control
the power flows between the system components. dewelopment of such infrastructure, in

response to climate changes, is an optimizatiobleno in which we provide some contributions in

20



this thesis. In this chapter, we present the gémeratext, the selected issues and our major goals,

and then we will conclude by giving the structufehis dissertation.
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1. Context of research

Global concern over environmental climate changkell to fossil fuel consumption has increased
pressure to generate new clean energies. The &atpai of fossil fuels creates pollution on local,
regional, and global scales. Most countries ardhedvorld are now convinced that the increase of
carbon dioxide and other so called greenhouse g@sdbe atmosphere lead to threatening
consequences such as global climate change antkwssgarise (Pearce, 2006) and (McCarthy,
2001). As reported at the international energy agdlEA, 2009), the energy generation accounts
for over 80% of the anthropogenic greenhouse gaghsemissions resulting from the production,
transformation, handling and consumption of aldsiof energy commodities.

Growing evidence of environmental problems is @se to the conventional transportation systems
powered by hydrocarbons are the responsible foryngagenhouse gases, such as nitrogen oxides,
volatile organic compounds and carbon monoxide r{@vsakii et al, 2006); (Doll and Wietschel,
2008). Currently, the level €20, emissions per capita for developing nations is 20%hat for the
major industrial nations. By 203Q@,0, emissions from developing nations could accountfore
than half the worldCO, emissions. Another problem that is faced is the @ated to the declining

of crude oil supplied and political instability the regions with large oil reserves. This depengenc
has developed the “energy security” concept arehedeeper, the concept of “security of supply”.
Energy security generally refers to ensuring adeqaad reliable energy supplies at reasonable
prices in order to sustain economic growth (Hogaml, 2007). Worldwide energy consumption
has been increasing rapidly and almost exponentmtice the industrial revolution; and this
increasing trend of energy consumption has beeeleeted by the improvement of the quality of
life, that almost directly relates to the amounenérgy consumption; by the industrialization & th
developing nations; and by the increase of pomnaith the world (Li, 2005). As a matter of fact,
strict emission regulations are the subject ofwioeldwide discussion on the sustainability of the
present fossil fuel based energy systems. Alsg; #ne trigging the need to develop new energy
systems driven by alternative fuels. There is ameasing need for new and greater sources of
energy for future global energy and transportatapplications. An alternative fuel must be

environmentally acceptable, economically competijtiechnically feasible, and readily available.

2. Objective and scope of thesis

A transition to renewable based energy systemsusat. Hydrogen produced from RES offers the
promise of a clean and sustainable energy cairgrdan be produced from the available energy
resources around the globe. The production of lgelidfrom RES is not well understood. This

complexity that exists comes from many facts suwt telated to the intermittent behaviour of
22



RES. Tle alternative fuels and energy carriers that anelymwed from the RES are challenging
the sustainable development of renewable energgsdkystems need to be better investigat:
first manage the flux of renewable energy and hemweluce alternive fuel and energ In
addition, attention must be given to the technieakibility of the hydrogen supply chain, whict

mainly driven by the uncertain, but clean solar amttl energy resource

Hierarchical decision
making support
Statistical analysis
Artificial neural network Liguria Region
Multi-criteria selection
Mathematical programming
Refueling stations selection Optimizations methods

Risk scenarios analysis ARPAL (Liguria)

Long term: years Risks analysis in pipeline Empirical methods ENI database
= Risk evaluation H2 accident databases
Hydrogen safety analysis

Mathematical modeling
Mathematical programming

. Innovative systems
S bl lpsliaen ndier ) Multi-object}i,ves optimization
Hydrogen demand ARPAL (Liguria)
Market penetration ENI database

Sustainable RE systems Savona Province

)

Innovative hydrogen supply
Medium term: months, days chain

|

Multi-objective optimization Savona diStfiCt
Hybrid renewable energy Mathematical modeling Moroccan villagg

— Mathematical programming
Network of microgrids Optimal control ARPAL (Liguria)

linear quadratic Gaussian ADRE (Morocco)

Short term: real time

Figure 1.1 Thesis structure

The objective of this thesis is devoted to RES integrated with hydrogesystem. The problem
presented within the thesis is treated followinggéhierarchical decision making supg. levels as
shown in Figure 1.1: strategic, tactical and ramktplannings. Each planning level evola given

decision time horizoand implement various methodologi

In each category of decision (strategic, tacticagl time),the decision suppomaking for the
sustainable renewable energy systems and hydraggstits are givenfollowing various time
horizon. Thestrategic plans ara type of decision making process that is ¢ difficult to gather
because they cover a relatively long period of 1 The tactical planning are a medium te

decision making processhich emphasizes analysing the everyday functiomhthe renewabl

hydrogen systems, while the real time controlsaasbort term DSS which has the responsibilit

reach a real time decisionBespite their differences, tacti, strategi¢c rea-time planning are
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integrally related. Decision makers need all plagnprocedure, and these latter must be closely
related to be successful.

For instance, the strategic planning has the ainpropose the large frame of the renewable
hydrogen supply chain, and hence to focus on thts pehich have a long-term effects, such us
plant location, feedstocks availability. the outpbithe strategic planning will serve for the seton
of decision (tactical one) in order to better asalythe consequences of strategic plans once
operating. From the methodologies application peEnspes, different case studies have been
implemented which are mainly based in Italy and dtoo.

The general objective to develop methodologies, mewdels and innovative strategies for the
optimization and the optimal control of the susthile energy systems. The thesis deals also with
the hydrogen logistic chain, giving focus on a reelwv of integrated facilities, sources of
production, storage systems, infrastructures, aglidvaty process to the end users in terms of
hydrogen refuelling stations, industrial and conuramarket.

In addition, when hydrogen infrastructure designategies are established, safety and risk
considerations are of paramount importance forsistainable hydrogen economy. So that, it is
reasonable to determine safety, technological ¢immdi and associated operating procedures for the
realization of such systems. Different motivati@me behind the choice of this hydrogen research
theme. In addition to the environmental and eneggurity issues that motivate to thinking about
new energy alternatives, especially hydrogen. Thare other motivations that drive our
investigations in the domain, namely:

* The introduction of hydrogen would largely requimew dedicated infrastructures, so best
configuration of hydrogen infrastructure must berfd taking into account especially the
current environmental conditions.

* The role of infrastructure to build the hydrogeromamy, through understanding and
managing all components of the logistic chain.

One other additional value of this research workhis implementation of safety issues in the
hydrogen logistic chain. In particular, in orderaochieve the goals notated in previous paragraph
and make hydrogen supply chain acceptable by pwldt other entities, a specific interest is
dedicated to the configuration of the hydrogen waththat minimizes the total risk.

The frame of the risk that is treated in the contaxthis thesis can be divided following three
viewpoints:

» The first one which is a deterministic analysisttfacuses on describing the hazards in
terms of the consequences that may occur in some @iahydrogen infrastructure, namely,

pipeline, storage tank, where no consideratioraken of the frequency of the occurrence.
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The aim of this part is to demonstrate the consecpi@f hydrogen accident in case of a
future infrastructure operation.

* Second viewpoint focuses on the frequency analysiss basing on different worldwide
available databases and other published resutteedfequency of occurrence of a hydrogen
accident into some parts of the supply chain.

* The third and last part will integrate the riskarthe whole supply chain, thus looking for
integration of a hydrogen infrastructure that miizies the global risk as regard the risks to
population and environment.

In establishing a hydrogen infrastructure desigatsgy, attention will be given to the design of a
configuration of hydrogen pathway that take intcamt the trade-off between centralized (large
scale production at renewable energy promising)dad decentralized (small-scale production at

local refuelling stations or small plants) suppain.

3. Structure of the dissertation

The thesis is divided into two tomes. In tome Xewdew of the current state-of-art related to the
hydrogen and renewable energy resources is donde Wilome |l describes different studies and
scientific contributions accomplished during my dise where each chapter is composed by

publications that appear in international journals.

Chapter 1provides main motivations behind thinking aboudtogen as an energy carrier or future
fuel alternative. It presents the context of theeexch, scope of work and the methodology
deployed within the thesis. Tlobapter 2review the sustainable development of renewalbdegsn

It represents the substance hydrogen, its role addantages in solving the worldwide
environmental and energy security issuesChapter 3 some preliminary concepts on hydrogen
supply chain following an organisational approactilisations, as well as a description of the
infrastructures components are presented. The shaper describes in detail the current state of
the available approaches for the planning and niodelof the hydrogen infrastructure. A
classification of models and approaches is done. dftapter also highlights future challenges for
the introduction of hydrogerChapter 4discusses the risks of using the hydrogen in wffe
components of its logistic chain as well as it dsges about the safety issues related to hydrégen.
detailed literature review is summarized which eord the state of art of hydrogen risks and the
methodological approach followed by the worldwidgestific and technical communities to

evaluate risks that results from hydrogen accident.

Tome Il constitutes the core of my research. kdmposed by 6 research studies. They represent

various scientific research related to hydrogenlatgiion as both, future fuel or/and for power
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generationChapter 5is divided into three main parts. The chapter sleath the use of renewable
energy sources as clean feedstocks for hydrogedugtion. The first partanalyses deeply the
renewable energy sources from different perspestiteshows an assessment of wind and solar
resources available, focus is specially dedicatedhe energy that can extracted from these
resourcesThe second parpresents further enhancement of the previous ehajitimplements
specific methods for a better analysis of the pmkonf renewable energy sources. In addition, it
presents a decision support system for the hydregengy exploitation, focusing on some specific
planning aspects. In particular, the planning aspeegard the selection of locations with high
hydrogen production mainly based on the use ofr soid wind energies. The overall approach for
both chapter 6 and 7 is applied to a specific ctisdy in Liguria region, in the north of Italy. An
innovative design of hydrogen network is proposedhiethird part of chapter 51t consists of a
network of Green Hydrogen Refuelling Stations (GHIRfd several production nodes. The
proposed model is formulated as a mathematicalranogning, where the main decisions are the
selection of GHRS that are powered by the prodoatiodes based on distance and risk criteria, as
well as the energy and hydrogen flows exchangedngntbe system components from the
production nodes to the demand points. Optimaligarditions are reported taking into account the
presence of an additional industrial market den@frid/drogen and a connection with the electrical
network.

Chapter 6presents two decision support systems that maymipéemented in the selection of
hydrogen infrastructure locations. énfirst part an integrated approach considered as a decision
support system for the selection of hydrogen réfigestations is given. The method combines two
different approaches: a detailed spatial data arsalysing a geographic information system with a
mathematical optimization model. Regarding GIS congmt, criteria related to the demand and
safety are considered for the selection of the dyeln stations, while in the mathematical model,
criteria that regard costs minimization are congdeln general, the DSS will identify the suitable
sites providing information on multi-criterion ldveevaluation of locating the hydrogen
infrastructure.

Chapter 6is pursuied bythe second sectiotinat seeks to propose a mathematical model has bee
proposed in order to assess the hazard and comseguef an accident scenario of hydrogen in
pipelines. The study aims to investigate the eff@ftdifferent hydrogen operations conditions and
to tackle with different release or failure sceasariThe study presents a helpful engineering tool,
establish the safety requirements that are relaiedefine adequate safety buffer zones for the

hydrogen pipeline in order to ensure safety to fe@s well the environment.
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Chapter 7presents two innovative types of sustainable engygiemsin first section of Chapter,7

a hybrid renewable energy system is shown, integyateveral subsystems, i.e., wind turbine,
water storage, hydrogen storage, electrolyzer, ¢dakt] and hydroelectric plant. Beside the electric
energy satisfaction, the objective function alsmsito satisfy the hydrogen and water demands.
Unlike most contributions available in the litenatpin this chapter an overall optimization problem
is defined in connection with a dynamic system nhod#th the aim to define optimal real time
control strategiesThe second section of Chapteprésents a mathematical formalization to support
optimal decisions in a regional network of powercrogrids, where each microgrid has a local
energy storage, can produce energy from wind, amst feed the consumption of a certain number
of households. In the model, the control varialdes the instantaneous power flows among the
microgrids and with the main power grid. The ohjexis to minimize the power exchanges among

the grids, and to make each local storage workrat@uproper optimal value.
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Chapitre 2 : Sustainability of renewable energy resources

Les impacts environnementaux a I'égard du réchmeéfe climatique sont devenus une priorité
mondiale pour éliminer progressivement I'utilisatde combustibles fossiles pour les activités de
transport en faveur du vecteur énergétique hydmgdess carburants alternatifs qui sont produites a
partir des systemes d'énergie renouvelables sordéfinpour le développement durable de la
production d'énergie renouvelable. Un aspect inpbrtjui mérite d'étre étudié est la faisabilité de
tels systémes, et quelles sont les limites pousidérer les énergies renouvelables comme source
de carburant et source pour la production d'él@tri Ces aspects sont étudiés dans le détail au
cours de cette these. Notre recherche analyse,lelanéme temps, les aspects liés a la faisabilité
des modes de production verte et le développeméamtedchaine d'approvisionnement qui

fonctionne en s'appuyant sur ses propres ressoémeegétigues renouvelables.

1. Sustainability concept

The current trend of rising fossil fuel environmantelated problems and others energy security
issues make the exploration for more sustainablgsw@ use energy more persuasive than ever.
Sustainability is now a core concept in major peheaking processes, in the environmental aspects
of population growth, and in the redevelopment>aéting facilities and infrastructure. Sustainable
development can be considered to be a higher fdreneironmental policy. Due to the broad
implications of resource management, sustainabdifyunctionally dependent on energy use, on the
ways energy is transformed, and the types of ensetgcted for a given task [Roosa, 2008]. The
sustainability is defined as the ability of physidavelopment and environmental impacts to sustain
long term habitation on the plane Earth by humad aiter indigenous species. Four keys are
defined according to the Brundtland Commission’'pdte (Jefferson, 2006) which are considered
as the key elements of sustainable energy:

1) Sufficient energy supplies to meet human needs,

2) Energy efficiency and conservation measuresmizmg waste of primary resources,

3) Safety issues and public health arising usimey @y resources,

4) Protection of the biosphere and prevention ofentocalised forms of pollution.
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The sustainability of energy is an important fadtmbe considered. Energy is one of the principal
driving forces in the economical development ofcairdry. It is the fundamental input for the
production of goods and services, apart from irsingathe well-being of the population, through
the provision of thermal comfort, light and leisusanong other benefits (Pereiea al., 2008).
Providing affordable, reliable, environmentally wisable energy to the world’s population
presents a major challenge for the first half ofs tieentury and beyond. The sustainable
development of energy resources requires a supplgnergy resources that are sustainably
available at a reasonable cost, without causingesmwronmental damages. It is well recognized
that energy resources such as fossil fuels areefamd lack sustainability, while renewable energy
sources (RES) are sustainable over a relativelgdoterm (Mustafa Omer, 2008). The concept of
sustainability is widely accepted as having thr@metisions or pillars — economic, social and

environmental. (see Figure 2.1):

Economic

criteria

Energy
sustainability

Social Environmental

criteria criteria

Figure 2.1 Criteria for the Energy sustainability

According to Lund (Lund, 2007), the sustainablergnalevelopment strategies may involve three
main technological changes: energy savings on émeadd side, efficiency improvements in the
energy production, and replacement of fossil fuslsvarious sources of renewable energy. For
sustainable development, green energy can plagnpartant role for meeting energy requirements
in both industrial and local applications. Therefodevelopment and utilization of green energy
strategies and technologies should be given arigiity for sustainable development in a country
(Pereiraet al, 2008). In general, energy generation and usetanagly linked to all elements of

sustainable development: economic, social, and@mviental. Achieving sustainable development

on global scale will require the judicious use ekaurces, technology, appropriate economic
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incentives and strategic planning at the local aational levels (Streimikienet al, 2007).
Implementing sustainable solutions that involve rgpeconservation, energy efficiency, and
alternative energy production can reduce energy inggrove urban sustainability, and begin to

address environmental problems.

2. Renewable energy resources and sustainability

The use of RES and the rational use of energy,eimeal, are the fundamental inputs for any
responsible energy policy. RES supply 14% of thaltevorld energy demand (Demirbas, 2005).
RES can include biomass, hydropower, geothermédy,se@ind and marine energies, and are also
often called green alternative sources of energ. renewable are the primary, domestic and clean
or inexhaustible energy resources. Many authors fthe academic and industrial worldwide
communities agreed that RES are the pivot for sustée development. For instance, the European
Union has officially recognized the need of promgtRES as a priority measure both for reduction
of energetic dependence and for environmental gtiote (Franco and Salza, 2011). Achieving
sustainable development on global scale will regtire judicious use of resources, technology,
appropriate economic incentives and strategic phagnat the local and national levels (Streimikiene
et al, 2007).
A transition to a renewable based energy systerrusial. Obstacles with renewable electric
energy conversion systems are often referred toirttegmittency of the energy sources. Their
variability poses problems for applications thajuiee a continuous supply of energy. Thus, the
variability related to the inherent temporal misamabetween resource availability (sun shining,
wind blowing etc.) and the load poses a seriouknieal issue for the deployment of renewable
energy (Bergen, 2008). To summarize, the maincelitelements related to the intermittent RES
can be categorized as follow (Franco and Salzal)201
- Variability and stochastic behaviour of renewabteergy system due to fluctuation of
renewable sources through weather conditions
- Direct applications of energy from renewable catisBathe electric loads, but cannot be
considered as an alternative fuel for transpomaparposes, which means that electricity
from RES cannot be useful in mobile applications.
- Constraint related to the flow of electricity sérdm renewable energy systems through
power grid lines.
- Mismatch between the supply and demand side, whigke high pressure on servicing the

demand side
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- Excess of electricity production risk, caused bbthhigh level of installed renewable

power plants capacity and by the intrinsic pooxifidity of thermal power plants

3. Renewable hydrogen energy

In order to overcome the above RES drawbacks, orieeoalternatives is the adoption of RES-
Hydrogen systems. In fact, hydrogen is an energgyetaso it needs to be produced from others
sources of energy. A renewable based hydrogen etpisone of the possible implementations of
such systems. Using RES as basis of hydrogen pioducould lead to many environmental
advantages. In addition, in contrast to RES al&teS coupled with hydrogen production plants
can solve many problems and can even increaseetiegtration of RES. This penetration could be
reached through creating a bridge to the use of RESe transportation sector and through the use
of hydrogen as a storage medium for electricityegation. Hence, hydrogen can play double role:
as a fuel for the transportation sector and ag@age medium for the intermittent RES. The main
guestion now is why hydrogen and not another nedtein fact, hydrogen is the most abundant
element in the world, it is not toxic and its corabon does not create any pollution or greenhouse
gases. It has the highest specific energy confeat oonventional fuels. Hydrogen may be used as
fuel in almost any application where fossil fuele aised today, in particular in transportation
sector, where it would offer immediate benefitstéanms of the pollution reduction and cleaner
environment (Barbir, 2009). Hydrogen, in contrasRIES, can be utilized in different applications
and in all parts of the economy (e.g., generatettéy and as an automobile fuel). Recent studies
suggest that renewable hydrogen will have a snratkeppremium compared to hydrogen from
traditional fossil sources (such as steam refornohgatural gas) if hydrogen is to become a
competitive, environmentally-friendly alternative gasoline (NAS 2004). In a long term, hydrogen
from renewable energy can contribute significamttya bridge to the implementation of RES in
transportation sector. In addition, hydrogen cdugddmore used as a storage medium for electricity
from intermittent renewable energies such as wiogr and photovoltaic systems, contributing
then significantly to the widespread use of rendev@mergy technologies. Figure 2.2 displays the
possible uses of RES. It appears clearly how theppetive of further increase of RES can lead to

satisfy transportation and electricity demand.
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Figure 2.2 Renewable energy-possible uses withralig and Hydrogen

3.1 Renewable hydrogen: as a future fuel

Hydrogen is currently gaining much attention asoasible future substitute for fossil fuel in the
transport sector (Leet al, 2010). As transport fuel, hydrogen can both balmasted like kerosene
and gasoline, or used in fuel cells. Fuel cellsveonhydrogen into electricity, which is used to
power the electric motors that are used to makevtieels turn and propel the vehicles. The use of
hydrogen in fuel cell vehicles offers a number d¥antages over existing fuels (Hugo, 2005). The
fuel cell vehicles (FCV) can be a long-term solntim the persisted environmental problems
associated with transportation. FCV are less coxmptave better fuel economy, lower GHG
emissions, greater oil import reductions and wdeéd to a sustainable transportation system once
renewable energy was used to produce hydrogen (@&etral, 1998). The internal combustion
engine can operate in a bivalent mode with gasame hydrogen from RES, which might be of
significant importance for the transition periodaidnydrogen economy in the early phase of market
introduction (Ajanovic, 2008). According to Wei athihlin (Wei and Lin, 2009), six issues must
be addressed in order to implement the hydrogeanadternative fuel, namely: limited number of
refuelling station, high cost of installation offuelling stations, limited on-board fuel storage,
safety and liability concerns, improvements in ¢tenpetition, and high initial cost for consumers.
There are a few ways to supply renewable energlyite vehicles. One is to use electricity from a
grid, which will be supplied by wind power or PVh@govoltaics). In this case electricity will be
used by plug-in electricity or by hydrogen prodantthrough water electrolysis (Tsuchiya, 2008).
The option of producing hydrogen from RES as asjpantation fuel is also receiving increased
attention. Many studies have been published wimghstigate the technical and economic issues of
hydrogen as a future fuel. Linnemann and Steinbéijiekens (Linnemann and Steinberger-

Wilckens, 2007) have presented a model that cdksleealistic costs of wind-hydrogen vehicle
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fuel production. Authors found that, if hydrogenasrepresent a practical fuel alternative, it ttas
compete with conventional energy carriers. Jeffal. (2004) presented a technical modelling of
hydrogen infrastructure technologies and how theyldcbe deployed to provide an initial facility
for the refuelling of hydrogen fuel-cell buses ioridon. The results suggest that the choice of H2
production technology can have significant effemtswhen the infrastructure would be installed,
and the timing of hydrogen production, and bus elifig. In (Vidueira and Contreras, 2003), a
feasibility study of an autonomous solar-H2 systamnected to a filling station for fuel cell buses
is presented. Greinat al. (2007) gave a method for assessment of wind—hgar@gi2) energy
systems. Authors evaluate two possibilities withreection and no connection with the grid. The
produced hydrogen will be supplied to a fillingtgia where local vehicles can fill at demand.
From the practical side, many projects and dematwsticase studies have been implemented for
example: the CUTE project will use renewable eneirgyn wind, solar and hydropower for

refuelling stations in four European cities (Jorix)?2).

3.2 Renewable hydrogen: as an electric bridge

Hydrogen is proposed as a convenient energy catuerto its versatility in use and as an energy
storage medium. Hydrogen produced from RES offeespromise of a clean, sustainable energy
carrier that can be produced from domestic enezggurces around the globe. Energy storage is a
potential solution to the integration issues thatdescribed above. Appropriate operation of energy
storage could increase the value of wind and smarer in the power system through ensuring the
matching between renewable power generation amdrieleliemand. Hydrogen is now in the same
position than electricity a little over century agehen it replaced the direct use of the power feom
steam engine (Scott, 2004). However, hydrogen doeseplace electricity in the future, but they
will work together in some kind of synergy. Elecity will be converted to hydrogen when energy
storage is needed and hydrogen will be converte## tmelectricity when e.g. a fuel cell vehicle
needs power to its traction motor (Sperling & Camriz004). The implementation of hydrogen will
help to overcome the storage difficulty of reneveabhergy. A renewable hydrogen system with
electrolyzer, storage and fuel cell can be usggrdwide households with a reliable power supply.
In fact, hydrogen has been regarded by many agpalgocarrier of renewable energy in remote
locations (Barbir, 2009), (Salgt al, 2008), (Wietschel and Seydel, 2007). Hydrogen lan
expected to allow the integration of some RES,rofreermittent character, in the current energy
system (Zouliaset al, 2006). Several authors have proposed the uséydfogen for the
management of the energy generated ((Agustin ape2,&2008), (Taljaet al, 2008), (Shakyaat

al., 2005), (Korpas and Holen, 2006), (Zhetal, 2008)). In fact, the electricity generated from

33



renewable sources such as wind, solar, and hyadrdedurned into hydrogen using the electrolysis
process, hydrogen can then be stored until it Gatrdnsferred into electricity and fed into the
electrical grid. Hydrogen is the suitable energyieato store solar and wind energy and transforms
them to most convenient energy form - electriddlectricity made from RES is an inexhaustible,
environmentally friendly energy carrier. Internaid interest in hydrogen as an energy carrier is
high. Several projects have considered the feégibil a renewable hydrogen economy, and others

have begun to plan renewable hydrogen systems.

4. Conclusion

The increasingly environmental impacts of globalrmiag have made a worldwide priority to
phase out the use of fossil fuels as transportadimh energy fuels in favour of hydrogen. The
alternative fuels and energy carriers that are ymwed from the RES are challenging for the
sustainable development of renewable energy. Thgstems need a lot of investigations to first
manage the flux of renewable energy and then talym® the alternative fuel and energy. In
addition, one important aspect that worth to belistliis the feasibility of such systems, and what
are the limits of considering renewable energy ssuace of fuel and electricity production. During
the further development of the thesis, these aspeilit be deeply studied, analysing in the same
time the aspects related to the feasibility of gheen production routes and developing a supply

chain that operates basing on such clean renewablgy resources.
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Chapitre 3 : The need for a sustainable planning of
hydrogen energetic vector

Dans cette section, nous présenterons et détailerertains concepts préliminaires qui concernent
la chaine d'approvisionnement d'hydrogene et densene approche organisationnelle ou les
différents nceuds de la chaine logistique sont tdTiette présentation commence par exposer les
différents moyens disponibles pour produire I'hg@me, en expliquant leurs avantages et limites.
Le chapitre se poursuit par une comparaison eegenwyens de production, cette derniéere ayant
d’ailleurs démontré que de considérables avantagesonnementaux pourraient étre obtenus en
exploitant les énergies renouvelables, particulienat le solaire, I'éolien et hydrologie pour
production d'hydrogéne. Ce chapitre détaille emsies différents moyens de stockage et de
transport disponibles pour l'infrastructure deditogéne.

Le chapitre 3 se poursuit par une analyse bibliglgue détaillée sur les différentes approches et
meéthodes disponibles pour la planification et ladéisation de l'infrastructure d'hydrogene. Une
classification de la littérature liée a la CAH (otead'approvisionnement d'hydrogene) a été réalisée
et distingue trois catégories principales de cbatidns, a savoir: les méthodes mathématiques pour
'optimisation de l'infrastructure d'hydrogéne, BEsproches fondées sur l'information spatiale a
I'aide de l'utilisation de SIG (systéemes d'informoat géographiques) et la planification de la chaine
d'approvisionnement d'hydrogéne. Sur la base de éaide bibliographique, il a été constaté que
nombreux sont les auteurs qui mettent l'accentlauconception d'une chaine logistique de
I'hydrogéne moyennant des méthodes d'optimisa@es. dernieres sont plus efficaces pour mieux
répondre a la question liee a l'optimisation dedStale l'infrastructure de I'hydrogene. Il a été
remarqué aussi qu'il existe peu d’'études qui abudrdeptimisation de la chaine en intégrant les

questions liées aux risques induits par ces teolies.

Preamble

From the previous chapter, we understood the naresuktainable energy systems mainly driven by
the use of hydrogen. Hence, in this Chapter, wé aviicuss about the hydrogen infrastructure
following an organisational approach. In the fisstction of this chapter "Hydrogen as an energy
alternative”, an introduction to different hydragsupply chain nodes is presented. In particular, a
comparison of different hydrogen production routeshown, where economic and environmental

aspects have been investigated.
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In the second section of Chapter 3, "Planning agsigth of the future hydrogen supply chain”, a
literature review of the current available appraacHor the planning of the future hydrogen

infrastructure is presented. This section will pdevthe elements for developing a decision support
model for the hydrogen supply chain. It will allms to characterize the tool to the decision that we

need to develop and highlight the contributionswf approach.
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A- Hydrogen as an energy alternative

1. Introduction

The development of clean, sustainable, and cospettive hydrogen production processes is
essential to the market success of hydrogen tecbiesl. Hydrogen has the highest specific energy
content of all conventional fuels, it is the moBuadant element in the universe; it is not polltitan
and can offer great potential in enhancing theesurair quality and decrease noise resulting in
using the usual transportation means. Hydrogenbeaproduced from a wide variety of primary
sources. Such diversity obviously contributes digantly to the security of fuel supply. It is
possible to produce it from water, both by convamai electrolysis and advanced high temperature
processes; nuclear or solar energy (solar enerdyvard energy) can be used as heat source for H2
producing processes, biomass and coal can beeghsifiobtain hydrogen, as well as fossil fuels
(Conteet al, 2001).

2. Hydrogen production methods

2.1 Hydrogen from Fossil fuels

Hydrogen can be manufactured from fossils fuelsugh a variety of technologies (coal, natural
gas, etc.). The production technologies are: steaforming (SMR), partial oxidation, and
gasification. Nowadays, most hydrogen produced dvade (approximately 99%; (Hast al,
1999)) which is about 700 billion Niv(Ball and Wietschel, 2009) per year is derivedrfrtossil
fuels; roughly half on natural gas and close to threl on crude oil fractions in refineries. At the
world scale, global hydrogen production today iswggh to fuel approximately more than RI600
million fuel cell cars and is based almost exclakivon fossil fuels. Currently, the largest use of
hydrogen is as a reactant in the chemical and lpetroindustries: ammonia production has a share
of around 50%, followed by crude oil processingwmalightly less than 40%. In Europe, 80% of the
total hydrogen was consumed by mainly two indulsseators: the refinery (50%) and the ammonia
industry (32%), which are both captive users. I& @ids hydrogen consumption by methanol and
metal industries, those four sectors cover 90%heftotal. The hydrogen production from fossil
fuels is a well established technology in the woftd instance, in Europe, there are seven high
producer’s capacities in Germany, United Kingdorathérlands, Spain, France, Belgium and lItaly.
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2.2 Hydrogen from Biomass

Hydrogen produced from non-intermittent such asktioenass offers the possibility of renewable
hydrogen. It enables a sustainable route for tlelymtion (Balat and Kirtay, 2010). The use of
biomass instead of fossil fuels reduces the netuataf CO2 released to the atmosphere. Biomass
gasification can offer great potential through izitilg renewable feedstocks derived from
agricultural waste, energy crops and/or forestgyduges (Guoxin and Hao, 2009). The gasification
of biomass currently represents a global capacityproduction of over 430 million Nm3 of
hydrogen per day (Shoket al, 2006) and (Balat, 2008). Many countries arourel orld have
allocated the research and development towardshyldeogen production from biomass. For
instance, Austria has several demonstration pkmdspilot projects for the gasification of biomass
for hydrogen production. In U.S, a target objecivéo lead to hydrogen from biomass competitive
with gasoline by 2015. Despite the advantages dfdgen from renewable biomass, biomass has
several limitations, among them, the processeyaifdgen production from biomass are still in the
development and require a strong effort in term&&D and demonstration activities (Balat and
Balat, 2009). In addition, another limitation iltteted in term of the low content of hydrogen
available in the biomass (6 to 6.5 %). Also, tharabteristics of biomass are very important since
they can vary greatly from location to locationasenally and yearly (Fowlet al, 2009). So that
the hydrogen production via biomass route may motdmpetitive with the hydrogen production
with fossil fuels. From others production pointse tcosts of hydrogen production from biomass
become higher due to the additional costs of tgestizs of the crops to the centralized production
facilities (Landry, 2006).

2.3 Hydrogen from Nuclear

Nuclear power could produce hydrogen by either tedgsis of water, or by direct thermal
decomposition of water using heat from high temjppeeareactors (Moriarty and Honnery, 2007).
Nuclear power plants produce heat that can be dgedtly or converted to electricity for the
production of hydrogen. Hydrogen generation frontevasing nuclear energy has been examined
in Japan. It is found that the high temperature gaded reactor (HTGR) has a possibility to
generate hydrogen economically compared with ayy@es of nuclear reactors. Four countries in
the world are leaders in the production of hydrofyem nuclear: Japan, France, Korea and U.S. for
instance, France is carrying out R&D program on swvashydrogen production with innovative
high temperature processes. Collaboration in tieealure appears also in the paper published by
Yildiz et al. (2006), who presented nuclear energy as majorcediar clean production of large
amounts of hydrogen which will be essential forveaw the problem of fast growing energy
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demand in all sectors in the world, including thensportation. Nevertheless, despite the R&D
carried out in the world, the nuclear hydrogen patihn cannot be considered at any case as a
sustainable route, especially after the explosiotné Fukushima Nuclear Power Plant triggered by

the Tsunami in Japan 2011, thus nuclear faces mavgrnment and public acceptance.

2.4 Hydrogen from renewable energy resources

Many authors agreed that neither fossil fuel, bissnaor nuclear cannot satisfy the existing
electricity demands and cannot provide sufficidithate-neutral energy to be probable routes for
long-term hydrogen future production. Biomass, byand geothermal even their feedstock can be
estimated by accuracy, but they have limited paerind they are not always climate —neutral
(Moriarty and Honnery, 2007). The only remaining yw produce hydrogen is then the
intermittent RES, especially solar and wind enexgi@ contrast to those production methods,
renewable energies are a desired energy sourcéyinogen production due their diversity,
regionality, abundance, and potential for sustalitgbRenewable hydrogen is mainly an economic
option in countries with a large renewable resourase and/ or a lack of fossil resources, for
remote and sparsely populated areas (such as s$lamdfor storing surplus electricity from
intermittent renewable energies. Hydrogen coupl&th venewable energy resources provides an
energy storage medium which enables the more t@agrehater use of the intermittent renewable
energy resources in the transportation sector, leigathen new interactions between the electric
and transportations sector. Renewable hydrogenuptiah offers the potential for a distributed
hydrogen supply network model, which would be basedn-site or off-site hydrogen production.
The electricity generated from renewable sourcesbeaturned into hydrogen using the electrolysis
process. In fact, about 55 kWh of electricity aeeaed to liberate 1 kg of hydrogen from 9 kg of
water by electrolysis (Bossel, 2006). Hydrogen iteam be stored until it is needed as fuel for eithe
transportation applications or local stationary pogeneration sources, or it can be transferred int
electricity and fed into the electrical (Martin ar@rasman, 2009). Electrolysis driven by
renewable energy may be an option for adaswsble hydrogen production. In fact, the
electricity generated by the renewable energy systis transferred to the electrolysers system for
the production of the hydrogen via electrolysis gassing electricity through two electrodes in
water. One advantage of electrolysis of wateras$ tlowadays; it is compatible with large variety of
available renewable energy technologies namelyrsdlydro, wind, wave, geothermal, etc. In
addition, water electrolysis benefits of some adddl advantages (Clarket al, 2009), among
them the use of different scales (on-site and itdf}sits greater maturity, compactness and high

current density and small footprint. General indére a wind-hydrogen system has increased partly
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because the price of wind power has become conwveetiith traditional power generating sourt
in certain areas. Due to the characteristics ofral-hydrogen system it has the potential to ple
complementary role during the mass introductiomydrogen (Elanmet al, 2003). It seems likel
that intermittent RESchiefly wind and solar will have to supply mosin-fossil energy in 2050
and beyond (Moriarty and Honnery, 2009). The techirpotential for these sources is undoubit
very large (de Vriest al, 2007). In the long term, strong hydrogen markaatsl a growing
hydrogen infrastructure will create opportunities fenewable hydrogen systems. To be succe:
many challenges face the wind and solar energie®ng them costs issues ane need for
improvement in energy ratio (Moriarty and Honne007). Figure 3.1 displays differel

technologies available for hydrogen product

Hydrogen from fossil Hydrogen from Hydrogen from Hydrogen from
nuclear biomass renewable

+ Steam reforming » Electrolysis « Gasification of » Solar-Electrolysis
+ Coal gasification » Thermo-chemical biomass » Wind-electrolysis
« Partial oxidation * Thermo-chemical « Photo-chemical

» Photo-biological
» Photo-electrolytical

Figure3.1 Hydrogen production process

3. Comparisons ofhydrogen production routes

3.1 Scales of production

The cost of hydrogen is highly influenced by thalsmf the installation. In fact, in addition o 1
various production routes available for the genemabf hydrogen, more pathways could
developed namely distributed and centralized prodag@athwiy. Centralized production is usua
a large scale production of hydrogen, where hydrageneeded to be transported to the den
points. For instance, the hydrogen production frosh natural gas via steam reforming of meth
varies from about 1.25 $&g for large systems to about 3.50 US$/kg for Issystems with ¢
natural gas price of 0.3 US$/kBistributed production is considered by many arghto be the
most likely pathway during the market developmérgrergy systems. In this case, hydrc must
be usectlose to the production poirLevin and Chahine). The distributed productionasfructure
could consist of natural gas reformers or elect®ly located at the point of use, for exan
refueling station or stationary power generatiomis pathway does not require substar

hydrogen delivery infrastructure. The cost of deé@dized F, production may exceeUS$6/kg
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today (Hydrogen production and distribution). Thenttalized production benefits from large
economies of scale, but to be commercially vialileré is a need to develop distribution
technologies.

3.2 Environmental benefits & challenges

The environmental benefits of the hydrogen productieed to be well investigated in order to
study the effects of different production meanstba environment. The long-term hydrogen
production must ensure an environmental sustaibalib to be successful and to not lead to the
same problems of today conventional fossil fuelani papers have studied the environmental
impacts of various hydrogen production routes, uditlg those based on non-renewable and
renewable energy resources (Kothetrial, 2008), (Afgan and Carvalho, 2004), (Williams, 2D0
(Afgan and Carvalho, 2002).These impacts are alveayduated in terms of the carbon dioxide
emitted for the production of one kilogram of hygen, since C® is the most important
greenhouse gas and is the largest emission fromsystems (Kotharet al, 2004). In particular,
steam reforming of methane (natural gas) requirdg 4.5 kg of water for each kilogram of
hydrogen, but 5.5 kg of GQGemerge from the process (Bossel, 2006). Figurali3f@ays the CQ®
emissions for different hydrogen production teclgas:

SMR: steam methane reforming

CG: coal gasification

PV-EL: photovoltaic & Electrolyser
H-EL: Hydropower and Electrolyser
POX: partial oxidation of hydrocarbons
BG: biomass gasification

W-EL: wind power and Electrolyser

Hydrogen production from fossil fuels is a majousse of CQ emissions. It appears that the main
disadvantages of hydrogen production via methazanstreforming (SMR), coal gasification (CG),
and partial oxidation of hydrocarbons (POH) are a@hgssions of the COAmong H2 production
routes, coal gasification is the one that leadigih lemissions (equal o 29.33 kg &Ky Hy). The
electrolysis is the one considered as the only gg®dhat does not accompanied with the, CO
emissions. It is considered so only when powertplase renewable energy resources to generate

the needed electricity.
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Figure 3.2 CQemissions of various hydrogen production technel (Pilavachiet al, 2009)

Some solutions are proposed to reduce the emissibr@C, such as the separation and

sequestration of carbon dioxide produced in thedgyeh production process capture. Neverthe
the CQ sequestration is not yet technically and commdycabven; and the additional cost of 1
logistics of the CQ capure; storage and transport could increase thd tmst of hydrogel
production from fossil fuel. As reported by Ball darwietschel (2000), the total hydrog
production costs increase by abo-5% in the case of natural gas reforming an—-15% in the

case of coal gasification.

3.3 Costs and economy of hydrocn production

To complete the comparison among the different ggses, the cost analysis is importan
determine whether a certain hydrogen productiorterazan be used. The cost of produc
hydrogen dependsn the capital, operation, maintenance and feekistosts (Kotharet al, 2008).
For instance, from a feedstocks viewpoint, cogbyafrogen from foss fuels is highly depende
on the price of natural gas and others conventifued$, while the cost of hydrogen produced fi
renewable energy resources, depend on the lewslva@incement of renewable energy technolo
and whether the system is conted or not to the electric grid. Figure833.4 and 3.5 show the
previous costs for various production routes asyand byPilavachiet al. (2009, while Table 2.2

displays the cost of hydrogen in $/
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Figure 3.80perating & maintenance costs of various hydrogedygctior technologies in [US$/k
H2/day] (Pilavachet al, 2009)

Figure 34 displays that the biomass gasifica technology is the one thaave higher feedstoc
costs followed by the steam methane reforming (SMR) tedbgy. No feedstocks cost is be
added to the cost of hydrogen from reable energy resources. In Te 3.1, the hydrogen
production from renewable energy resources hasehiggpital cost, where a higher value (104«

/kgH2/day) is observed for the electrolysis procgik photovoltaic technology (F-E).

Resources Cost of hydrogen production [$/kg]

Methane steam reformingd.828 (Mueller-Langeet al, 2007), (Lagorset al, 2008)
Nuclear 1.445.40 (FY, 2008), (Elder and Allen, 20(

Biomass 5.289.84 (Lemus and Duart, 2010), (biomass Califc)
Hydropower 5.4-7.92 (Mueller-Langegt al, 2007)

Geothermal 9 (Ewan and Allen, 2008)

Wind-electrolysis 4-9 (Greineret al, 2007)

PV-electrolysis 5-20 (Lemus and Duart, 2010)

Table 3.1Cost of hydrogen from various technologies

From the last section, dppears that there are many t-offs that exists among the producti
routes of hydrogen. From an environmental perspecti is evident that hydrogen production fr
renewable energy resources, in particular, windlrdnyand PV will have significantffect on the

reduction of the carbon dioxide emissi. From an economic perspective, by comparing
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different costs of hydrogen production methodappears that the same previous resources have no
costs related to feedstocks since these resouneedree and available. The operating and
maintenance costs still low using the wind for loghn production, but once it comes to the capital
costs, photovoltaic has higher capital costs, ¥edid by wind turbines, and hydro. In our thesis, we
have based our study using the RES giving spettiahtion to wind and solar. These production
sources will be implemented in the thesis as meeds$tocks for the hydrogen supply chain. We
believe that these resources could lead to higir@mmental benefits, as regarding the costs, they

may go down as more technologies will be developed.

4. Hydrogen storage and distribution

4.1 Hydrogen storage

Hydrogen contains a lot of energy per unit of weighile the content of energy per unit of volume
is quite low. This poses a potential problem inmterof storing large amounts of hydrogen. The
traditional means of storage such as pressure tamkb cryogenic tanks have improved
dramatically, and a number of new storage technedogre currently under development. The least
complex method of storing pure hydrogen is as apressed gas in a high-pressure cylinder.
Compressed hydrogen is considered to be a soltdardmydrogen storage on motor vehicles due to
the relative simplicity of gaseous hydrogen, rapeluelling capability, excellent dormancy
characteristics, and low infrastructure impact. @oe/nside of the methods is a significant energy
penalty-up to 20% of the energy content of hydrogerequired to compress the gas. For instance,
the storage of 6 kg would require a volume of 25615 gallons) for the gas alone. A key enabler
factor to use this route of storage is the publaigareness on safety issues associated with high-
pressure hydrogen tanks. Another storage typeci®tie based on storing hydrogen in liquid form.
Hydrogen can be stored in liquid form at extremkdw temperature for both stationary and
onboard vehicle applications. To be liquefied, a@®% of energy content of hydrogen is required.
Hydrogen liguefaction and use of liquid hydrogenusually practiced only when high storage
density is required, for example, in aerospace iegpdns. Some prototype hydrogen-powered
automobiles as well as commercially-available autbiles also use specially developed liquid
hydrogen tanks (Braess and Strobl, 1996). An atera to the traditional storage methods (liquid
and gas) is proposed through the use of advandieldhsaterials. Certain materials absorb hydrogen
under moderate pressure at low temperatures, fgrmenersible hydrogen compounds called
hydrides. This type of hydrogen storage is oftelleda‘solid” hydrogen storage since hydrogen

becomes part of the solid material through somesigbghemical bonding.
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The hydrogen storage capacity for various storaglnologies under specific temperature and

pressure conditions is summarized in:

Type of storage Volume (g/l) | Mass (%) Pressure | Temperature
media (MPa)

Compressed gas | Max 33 13 80 298

Liquid hydrogen |71 100 0.1 21

Metal hydrides Max 150 2 0.1 298

Table 3.2 Types and properties of hydrogen stonaggia (Lymberopoulos, 2008)

An issue that confronts the use of high-pressutecayogenic storage centres is public perception
and acceptability associated with the use of pressili gas and liquid hydrogen containment
(Dunn, 2002). In fact, large studies have been @elto investigate the issues related to risks of
using gaseous and liquid hydrogen. Hydrogen stosagegarded as one of the most critical issues,
which must be solved before a technically and ecoocally viable hydrogen infrastructure
implementation. In fact, without effective storagyesstems, a hydrogen economy will be difficult to
achieve. In term of automobile, there is a genagatement that the on-board storage of hydrogen
is one of the critical issues for the implementaid the hydrogen vehicles.

4.2 Hydrogen transportation

The emergence of transport systems of the hydregengy is one primordial part of successful
hydrogen economy. The transportation part will glas driven role in building an hydrogen market
in different territories. It will facilitate the @ansport of hydrogen in territorial basis and betwee
different territories. Yang and Ogden (2007) stdted the choice of the lowest-cost delivery mode
(compressed gas trucks, cryogenic liquid trucksgas pipelines) will depend upon specific

geographic and market characteristics (e.g. cipufaiion and radius, population density, size and
number of refuelling stations and market penetratid fuel cell vehicles). According to many

authors (Yang and Ogden,2007), (Qadrearal, 2008), the main factors affecting the choice of
hydrogen transport mode are the application, gtyatdi be transported, density of demand, and
distance from the production site to the deliveninps.

- Application:this factor means the type of hydrogen that isladdo be transported to the point in
qguestion. For instance, if liquid hydrogen is nektt the application (liquid hydrogen refuelling

station), it should be delivered as liquid hydrogsimilarly in case of gaseous application where
the choice will limit to gaseous transportation e} so that, in this case, the type of the

application dictates the mode of transport.
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- Quantity for large quantities, pipelines are the preferogdion, especially in case of long
distance, because in this case, pipeline delivetheaper than all other methods except in the case
of transport over an ocean, in which liquid hydnogensport would be the cheapest one. While, in
case of small quantities, compressed gaseous Isitogilers are suitable for over short distances.
Distance is also the deciding factor between licand gaseous trailers. Hydrogen transport costs
are typically in the range of 1-4 ct/kWh (equivalém 0.3—1.3 $/kg) depending on the type of
transportation and the form of hydrogen (Ball, \Wabie] 2009).

- Distance As mentioned earlier, distance is an importaotdia For a short distance a pipeline can
be very economical because the capital expensesbbm pipeline may be close to the capital cost
of tube trucks or tankers, and there are no tratesjpan or liquefaction costs. As the distance
increases, the capital cost of a pipeline increagpglly, and the economics will depend on the
guantity of hydrogen pipelines will be favoured farger quantities of hydrogen (Amos, 1998).

- Density of demandrhe criterion related to the density of the hypno demand is also key factor
since the concentration or not of the hydrogen aehvaill contribute to the choice of the hydrogen
transportation mode. This concentration may dementhe future opened hydrogen market and on

the density of population.

4.2.1 Mode 1: Pipeline transportation

Similar to the natural gas, you can think of a retwof pipelines with transport functions and
distribution. In fact, the gaseous hydrogen transaed distribution system might look like current
natural gas pipelines with significant technologiteovations: new materials for the ducts, and
different working pressures and flows to overcoheereduced energy content of gaseous hydrogen
(Conteet al, 2001).

Pipelines have been used to transport hydrogeméwe than 50 years, and today, there are about
16,000 km of hydrogen pipelines around the worklt gupply hydrogen to refineries and chemical
plants in several industrial areas of USA, Canauth Burope. Dense networks exist for example
between Belgium, France and the Netherlands, ifktite area in Germany or along the Gulf coast
in the United States (Ball and Wietschel, 2009)pi¢al operating pressures are 1-3 MPa (145-435
psig) with flows of 310-8,900 kg/h. The longest hygken pipeline in the world is owned by Air
Liquide and runs 400 km from Northern France togReh (Hart 1997). The United States has
more than 720 km (447 mi) of hydrogen pipelinescemtrated along the Gulf Coast and Great
Lakes (Hart 1997; Report to Congress 1995). Theydst option of transporting hydrogen is by
high capacity pipeline, which can cost less thah W@S$/kg over 100 km (Wilckens, 2003). The

estimation of the capital cost of hydrogen transiois pipelines range from 200,000 to 1,000,000
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US$/km (Smitet al, 2007). Figure 3.6 and 3.7 display respectivety Huropean and US pipeline
hydrogen netwok available.
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Figure 3.6 European Hydrogen pipeline percentagesbntry [www.roads2hy.com]
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Figure 3.7 U.S Hydrogen pipeline percentages kg $nergy Information Administration, 2008]

4.2.2 Mode 2: Liquid truck

Liquid hydrogen has a high operating cost due &dlectricity needed for liquefaction, but lower
capital costs depending on the quantity of hydroged the delivery distance (the future of
hydrogen-opportunities and challenges). Deliveryciyogenic liquid hydrogen tankers is the most

economical pathway for medium market penetratidreyTcould transport relatively large amounts
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of hydrogen and reach markets located throughoge lgeographic areas (NREL report). Although
pipeline transport is preferred for gases, hydragansport by trucks will play a role in a hydrogen
economy. Liquid hydrogen delivery is used todaydw&liver moderate quantities of hydrogen
medium to long distances (Simbeck and Chang, 20a#}y ton trucks can carry 3500 kg in the
liquid state. So that, the transport of liquid rogkn is limited by volume, not by weight (Bossel,
2006).

4.2.3 Mode 3: tube trailer

Generally, transporting compressed hydrogen gas theroad in high-pressure tube trailers is

expensive and used primarily for short distancesiecomes cost-prohibitive when transporting

farther than about 321 km from the point of prodarct

In the United States, commercial tube trailersvee# established, they are made up of 12—-20 long
steel cylinders mounted on a truck trailer bed ame regulated by the US Department of

Transportation (DOT). Current DOT regulations andustry standards have limited gas pressures
on trucks to 160 atm or less, although higher-pmesdrailers have been received special

certification especially for risk and security reas.

5. Conclusion

This section presented a review of different hy@rotechnologies that can be used in developing a
future infrastructure. The review has started bgspnting various available hydrogen production
routes, explaining their advantages. we pursued bymparison between these production means,
and which has shown that significant environmeb&iefits could be obtained using renewable
energy - in particular solar, wind and hydro- sesrdor hydrogen production. From this main
outcome, RES specially wind, solar and hydro wihstitute the main source of production in
developing the approach of the thesis. The secmtinues by reviewing various storage medium
and transportation modes available for the hydrogémstructure. In the next section, we will
discuss about different existing methods for thenping and design aspect of hydrogen supply

chain.
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B- Planning and design of the future hydrogen supply chain: A
state-of-art

1. Introduction

Hydrogen can be considered as an attractive atteent® succeed the current carbon-based energy
system ((Ogden, 1999), (Blanchette, 2008)). Hydnagea secondary form of energy that has to be
produced like electricity. Its benefits are everbstantially considering since hydrogen can be
manufactured from a wide number of primary energyrees, such as natural gas, nuclear, coal,
biomass, wind and solar energies. From one haedjekielopment of a hydrogen infrastructure for
producing and delivering hydrogen is primordial teach the hydrogen transition and its
development. From other hand, the infrastructurbyolrogen presents many challenges and defies
that need to be overcome for a successful transito a future hydrogen economy. These
challenges are mainly due to the existence of ntacinological options for the production,
storage, transportation and end users. Given tlams meason, it is essential to understand and
analyse the hydrogen supply chain (HSC) in advaincerder to detect the important factors that
may play increasing role in obtaining the optimahfiguration. However, despite previous cited
hydrogen advantages and benefits, the design apaoming hydrogen economy is a hard task. A
hydrogen infrastructure with production facilitieistribution chains, and refilling stations is yer
expensive to construct. The difficulties rise afsam the presence of many uncertainties in the
hydrogen economy as a whole. Also, from a demansppetive, the big obstacle in the adoption of
hydrogen-fuelled vehicles is the lack in delivenfrastructures. Real difficulties to hydrogen
economy are the ones related to the need of sgnifinvestment costs with the no assurance of
profitable demand, usually untitled as the “Chitland Eggs” enigma ((Waeget al, 2006) and
(Ogdenet al, 2005). These problems motivate many scientifimwnities to study, understand
and analyse the hydrogen supply chain (HSC) in rackvsain order to detect the important factors
that play major role in designing the optimal cgafiation.

The objective of this chapter is to review the euntrstate of art of the available approaches fer th
planning and modelling of the hydrogen infrastroeturhe decision support systems for the HSC
may vary from paper to paper. A classification afdels and approaches have been done, and
which include mathematical optimization methodspgraphic information system (GIS) based
decision support system and assessment plansdtiea transition. Studies related to HSC can be
categorized into two types: 1) those related toragonent of the supply chain, such as production,
storage, distribution, market analysis, and 2) ¢hsisidies related to the complete analysis of the

HSC including simultaneously all parts of the chdihe main objectives within this chapter is: (i)
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to review the studies conducted on the HSC (iiglessify many approaches proposed to find the
optimal configuration of the chain, including theview of different mathematical models

developed to date to find the optimal configuratafrihe hydrogen supply chain and iii) to present
the future trends and challenges for the desigASIE. Based on this literature review, we will state
the characteristics of the tool that will be adopter the decision support of the future hydrogen

supply chain that we propose.

2. Background: Hydrogen supply chain

The design of a HSC has as an objective to findag@mal configuration, including location,
production feedstocks, storage, and distributidms Tesign has to support efficient operations of
the whole supply chain. Generally, the modellindigfirogen infrastructures is a complex task, the
main complexities come from the significant undetias in demand, supply, economic and
environmental impacts, and the diversity of tecbhgms available for production, storage and
transportation. In this regard, it is necessargdoelop appropriate tools and models to study the
transition to a hydrogen economy.

One of the key issues that have to be resolvedvs to determine the optimal structure of the
network capable of fulfilling the growing hydrogeélemand in the existing markets. This optimal
structure must usually minimize the cost of develept and installation of hydrogen infrastructure.
However, one must think that minimizing the totastmay lead to solutions that are inappropriate
to some others aspects such as environmental ©hes, to find a better compromise, the planning
and design of the HSC must take into account neualigria decisions that allow in addition to cost
criteria, the involvement of other particularitieddydrogen can be produced from a variety of
primary energy feedstocks and distributed in aergrof forms using different technologies. The
first dimension rise from the first node of the glypchain is the production.

For example, steam reforming process is exclusitiedy mature technology that is widely used
nowadays. In addition, renewable energy, nuclaamass could also play an increasing role in the
hydrogen production phase. Unlike conventional fusdlastructure, hydrogen can be produced
using two scales namely centralized or decentmlp@ductions. In fact, these additional aspects
may increase the complexity to find the optimalhpaty for future hydrogen economy. In fact,
centralized production is beneficial. It enables pinoduction at large scales, but one must thiak th
demand of hydrogen will not at high level, plus tmiitional costs for the distribution must be
added. Whereas, decentralized hydrogen can be ieplon site demand with small scale

production, thus leading to significant reduction transportation costs. In this respect, many
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authors claimed that centralized systems are oft¢iconsidered facilities in the near future (Lemus
and Duart, 2010) for producing hydrogen to be wsednergy carrier.

From the hydrogen state viewpoint, it can be usetvo forms liquid and gas. Liquefied hydrogen
can be transported in tankers via rails, roadshgr, while gaseous hydrogen can be transported via
high pressurized pipeline or via tube trailers. Sehdiversities in transportation must be addressed
meaning the finding of the most cost effective sgaortation modes to connect the production to

demand centers.

3. Roadmaps deployment

Roadmaps for the hydrogen economy are widely depldyy many countries around the world.
They adapted to enable forecasting of future hyeinogfrastructure. The hydrogen economy will
be influenced by interactions of complex technatadi political, economic and social aspects.
Roadmaps are intended to help identifying the efiat objectives and key activities needed to
evaluate the costs and benefits of a hydrogen smfreture. According to (US department of
Energy, 2002), roadmap provides a blueprint for ¢berdinated, long-term, public and private
efforts required for hydrogen energy development&U, the prospects of hydrogen economy plays
a major role, specially because of two main coadginamely the aggregation of many countries
that have various specific institutional, opporti@s, conditions and territorial and socio-economic
barriers. As reported in European HyWays projeatjget developed to set the European hydrogen
roadmap) ((HyWays, 2008), (Seymoat al, 2008)), in addition to the role of hydrogen in
improving the security of supply, it may strengtte tEuropean competitiveness through taking
frontrunner position in the worldwide market fordnggen technologies. According to European
roadmap, if hydrogen is introduced into the Europeaergy system, the cost to reduce one unit of
CO, decreases by 4% in 2030 and 15% in 2050. Thisom#cimplies that hydrogen is a cost
effective option for the reduction of GOAs a part of the roadmap establishment, Stéieal.
(2008) have investigated the early hydrogen useires and corridors in Europe. Their paper aims
to find the realistic starting points for hydrogese, also to facilitate the modelling of further
deployment of supply infrastructure. Same grouputhors studied in another work (Christogth
al., 2007) the assessment of the regional hydrogenadénand infrastructure build-up for 10
European countries. In United States (US), an gnecgnomy based on hydrogen could resolve
growing concerns about the energy supply secuaitypollution and GHG emissions. The United
States Department of Energy (DOE) reports thaktiea strength need to lower the overall cost of
hydrogen proceeding by the reduction of the carbeqguestration costs. From the delivery
perspective, attention needs to be given to thepooents enhancement of the existing delivery
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systems, such pipeline materials, compressors aifetlyssensors. In (US-DOE, 2002), (Workshop
DOE, 2005), researchers have claimed the needstahe feasibility of delivery methods from
centralized and distributed hydrogen productiomislas well as compressors, storage systems. In
addition to the European and U.S roadmaps, margrettountries have developed national or/and
regional roadmaps. See for instance referencedgf@a and Maihez, 2004), (Cherigui and
Belhamel, 2005),( Agator and Auvril, 2006),( Minn&seoeport, 2010),(New York Roadmap, 2005),
(Texas Roadmap, 2009)).

4. Build-up Scenarios

The planning of scenarios can be considered astamsgtic tool that supports designing the HSC.
The main objective of scenarios is to think abobatwvill be the decisions making process under a
certain situation that usually cannot be determinéti accuracy. The use of scenarios can also
serve as guidance for the implementation of cenpaiities and measures to obtaining a desirable
future position (Wietschekt al, 2006). In the literature, in developing the fetunydrogen
pathways, almost all authors have referred to sana their studies. These scenarios vary from
paper to paper and from case study to the othescehario that is widely used in practically all
published papers in the literature is the one edlad hydrogen market penetration. The objective of
this scenario is to response to the question kltehow hydrogen demand can be estimated. In
particular, this scenario could simplify and sugpbe design procedure of HSC through resolving
hypothetically the “chicken and eggs” enigma relate hydrogen demand and infrastructure
availability. Others scenarios can be categoringd iime and space. The space based scenario is
mainly related to those scenarios that assumeetela@pment of HSC in a place rather than other.
The time based scenario relates the design of 8@ kelated to a certain type horizon, this type of
scenario is usually involved in a multi-period H8Esign. In this respect, the annual fuel cell
vehicles and the hydrogen demand can be estimasdming the fuel cell vehicle will be
introduced up to a certain time (Gronich, 2006)h&d$ scenario may be developed on a country
basis, such us scenario based on some environnpatiaes, like thus related to the regulations of
the CO2 emissions, penetration of a feedstockds ajsthe fossil fuels. More scenarios could be
found in (Dicksoret al., 2006) and (Ogdeet al, 2004).

5. Approaches for the planning and design of hydrogn infrastructure

The transition to a hydrogen economy has beenesiudi various locations and reported in many
research studies. Each of these plans treats ylartiaspects related to the transition to hydrogen

economy. This may vary according to national oricegl plans/roadmaps, specific policies
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(Hajimiragha, 2009) or specific environmental tasgd he published research studies that analyze
the hydrogen infrastructure can be categorizeaioilg three methodological approaches. In the
first one, researchers focus on design of the lgarasupply using the mathematical optimization
methods, usually the architecture of these studmesist of presenting the general mathematical
formalization, then an application of the modepesformed for a national or regional case study.
The second approach is related to studies thatimgul spatially models and frameworks for the
design of hydrogen infrastructure. These approactsemlly are related to country or region
specific. The third approach that can be implengkmtethe design phase of HSC is the use of
transition scenario and plans. These studies mgrseggte future hydrogen scenario evaluation and

cost estimation.

5.1 Optimization Methods

A literature review shows that the most common apph in designing and modelling a HSC is
optimization methods. Various optimization techmgusuch as linear programming, dynamic
programming, multi-objective programming, stochagtiogramming, and multi-period were used
by researchers to design the HSC in a most effegtay. The aim of such method is to find out the
optimal configuration that response to some catéconomic, safety, environmental). The input of
those models consider a set of options for the ymoh, storage and transportation, while the
output is to determine the type, numbers, locatma capacity of the production, storage,

transportation and etc (Figure 3.8).
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Figure 3.8 Structure of the mathematical optim@anf the HSC

Almansoori and Shah (Almansoori and Shah, 2006 haweposed a highly contribution to the
design and planning of HSC network. Their modelgehaeen previously adopted by many authors
all around the world. Their model consists of atiquériod model for optimizing the operation of a
future HSC. In their paper, the authors have enddhiand gave more detail to their previous work
(Almansoori and Shah, 2009) which does not take &icount many aspects, such as, the primary
energy source and the evolution of the networkHerplanning horizon. Ingasat al. (2008) have
presented a mixed integer linear programming (Mlapproach to locate the most economical site
for hydrogen production technologies in Icelandthaus’ approach includes a feasibility study of
exporting renewable energy in the form of hydrogesm Iceland to Europe. The article discusses
also how the total cost of hydrogen production banminimized, basing on costs of electricity
production and transportation and hydrogen produoctrhe results may provide ideas on which
power plants to use, where to locate and how tagdethe electrical transportation network in
between. Bret al. (2006) have focused on the hydrogen economy andeielopment for Spain.
The objective is to plan a gradual transition toydrogen economy solely based on the use of RES

available within the territory having as target saisfaction of hydrogen demand in a period of
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three years. Results have demonstrated that bgdbption of gradual transition, the GHG could
drop by an amount of 4.54% by the target year. Afsam the security of supply perspective,
authors have found that Spain region are self-@afit for supplying hydrogen demand. Hwggaal.
(2005) have developed a generic model for the @dtiplanning of future HSC for fuel cell
vehicles. They used a mixed integer optimizatioohmégques to find out optimal integrated
investment strategies across a variety of suppdynctiecision-making stages. A concluding remark
of the authors stated that to reach high GHG realudarget, the optimal supply chain design and
investment strategy should starts with on-site geien through small-scale reforming using
natural gas from the grid. Kamarudat al. (2009) have developed a method to determine the
optimum hydrogen delivery network employing truc&nsportation. Their method was based on
the use of mixed integer linear programming to rape a future hydrogen infrastructure in
Malaysia. Authors have solved their model for twaltogen demand calculation methods. Kim et
al (2008) have developed MILP model for the optemian of a hydrogen infrastructure under
demand uncertainty. Authors proposed a stochastihiod to take into account the effect of the
uncertainty in the HSC. Comparing the two modelshwand without uncertainties, the main
differences consist of the cost function, whereowe values can be obtained for each hydrogen
demand value (source of uncertainty). Kim and M@ m and Moon, 2008) have dealt with a
multi-objective optimization approach consideringsic and safety of HSC . The mathematical
formulation of this model is an extension of therkvby (Kim et al, 2008). The safety objective is
here treated in term of risk index, aiming essdgtihe minimization of the population risk in the
operation of the HSC. In a very recent paper, Koeidal. (2011) have presented a multi-period
optimization that is based on a techno-economityaisa Before introducing their model, authors
have mentioned the hydrogen supply pathways throaghoverview of various parts of the
hydrogen infrastructure. Then, the model formuldteding on a MILP, it has been solved in the
General Algebraic Modelling System Environment (G8MThe approach was applied on a large
scale Dutch case study. The application of the mtmdéhe case-study reveals that the transition
towards a large-scale H2-based transport is ecaratiynfeasible, for any given demand scenario.
Gosalbezt al. (2009) have studies bi-criteria mixed integerdinprogramming that aims to design
an hydrogen network considering cost and environateémpact. In this work, authors focused on
the analysis of the environmental impact from a-tfcle analysis viewpoint. The authors have
extended the model presented by (Almansoori and,S2209) in order to take into account the
evolution of the network over time, especially ddesing time-variant demand. Salabal. (2010)
have formulated a multi-objective problem to alldiae control of variation of the economic

performance of the hydrogen network. The authoppr@ach is an extension of some previous
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published works ((Sabiet al, 2010), (Kimet al, 2008), (Almansoori and Shah, 2009), (Kim and
Moon, 2008)). The design problem addressed invibik has as objective to determine the optimal
configuration of a three-echelon HSC namely produactstorage and market, thus minimizing the
expected total discounted cost and the associatadcial risk associated to market changesetLi
al. (2008) have extended the previous work by (Hagal, 2005) where the case study of China
was specifically analyzed under a multi-period feavork to provide optimal integrated investment
strategies across a variety of supply chain deawiBiaking stages. Significant contributions
appeared from the California state where hydrogendtarted to be seen as an important alternative
fuel and energy carrier. Parker et al (2010) hawestucted a model for finding the most efficient
and economical configuration of the green energhvay mainly based on agricultural residues.
Their approach was based on an integrated modehiing to evaluate the economic potential and
the infrastructure requirements of the bio-hydrogeaduction from agricultural residues. The
approach has been essentially applied to the nmort@alifornia, where results have demonstrated
that agricultural waste can be cost similar torthtural gas for the hydrogen production.

Wei and Chihlin (2009) have developed a set cogefion locating refueling station using an integer
programming method. The work was based on the kehémge for determining the location and
the number of refueling station.

Another approach has been applied this time tosthghern California, where (Liat al, 2008)
have investigated a model to determine the least ltpdrogen infrastructure design considering
different technological alternatives. Same autlfbns et al, 2008) have developed a MILP model
to optimize a hydrogen station sitting in South@alifornia by minimizing the fuel-travel-back
time. Bersanet al. (2009) have investigated the planning of a netvadriervice stations of a given
company within a competitive framework. They progubs decision support system that can be
considered to determine the optimal placement ofiges stations within a hydrogen economy.
Heever and Grossmann (Heever and Grossmann, 2@08)defined a mathematical model for a
HSC. Study developed by (Kim and Moon, 2008) haaau$ed on a specific case related to the
impact of introduction of hydrogen as fuel in tload transportation sector in Korea. The modelling
has been done meaning the LEAP software which iacapunting and scenario based modelling
tool enabling the assessment of energy consumptieqsired costs and GHGs emissions. Nicholas
et al (2004) have presented a model for locatindydyen fuel stations assuming that the existing
petrol infrastructure will be strongly related tethydrogen infrastructure in the future. Jadteal.
(2004) have studies a technical modelling of a bgdn infrastructure. They investigated the
operation of the system to provide initial facilftyr refueling hydrogen fuel cell buses in London

city. Their results have demonstrated that the aghoif the hydrogen production technology can
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have significant effects on when the infrastructuveuld be installed, timing of hydrogen
production and bus refueling. Melaina (Melaina, 200as discussed three approaches to estimate
the number of hydrogen fueling stations that might required to have convenient access to
hydrogen fueling. These approaches were based tingoexisting populations of gasoline stations,
the metropolitan land areas, and the lengths oicgal arterial roads. It has been demonstrated by
the author that the arterial roads approach appgegwsovide the most consistent analysis for both
rural interstate and metropolitan area stationgyRt al. (2006) have described a multi-objective
optimization model, where the main aim is to sgtafound a certain percentage of energy demand
for the transport in Spain by a certain time hanizéhe main assumption of the study is the use of
RES. The results permit to find out for each regishat is the RES used to obtain hydrogen and
hydrogen transport requirements between the regions

5.2 Geographical information system (GIS) based appaches

It is important to underline that by contrast te thathematical optimization approaches, the spatial
or GIS approach cannot be considered as a genethbdology for the finding of the optimal HSC
configuration. In fact, the results of the approach country/region specific conditions, depending
strongly on the local territorial condition, suck @ansportation network, population, available
resources, local policies and others. Fewer stude® focused on this framework, Stilletr al.
(2009) have developed a GIS-based regional hydratgmand scenarios and fuelling station
networks for the design of the pathways of hydro@esl in Norways. The author's method
considers growth of regional hydrogen coveragethadncrease in the density hydrogen users over
time. Kuby et al. (2009) have presented a model that locates theobgd stations to fuel the
maximum volume of vehicle flows. Their model inchsda spatial decision support system using
GIS coupled with a heuristic algorithm, which isedsas a support tool to analyze different
scenarios, evaluate tradeoffs and map the regdlsmsoret al. (2008) have proposed a model for
the optimization of a regional hydrogen infrasturet thus combining two modules, namely the
special data in GIS and a techno-economic moddiydfogen infrastructure. Their results have
demonstrated that by the aggregation of infrastinecat the regional-scale yields lower levelized
costs of hydrogen than at the city-level at a givearket penetration level. Also, they concluded
that the centralized production with pipeline dizition is the favored pathway even at low market
penetration. From the US national renewable enkaippratory (NREL), Melendez and Milbrandt
(2008) have developed a GIS based study for thetifib@tion of the minimum hydrogen
infrastructure to gain consumer buy-in for purchgdnydrogen vehicles in United States. Authors
have also presented a GIS method for sitting hyehogtations, thus basing on the demand
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characteristics of select urban areas. The abded studies mainly deal with papers that have
implemented solely the geographical informationtesys to design the hydrogen infrastructure.
However, additional enhancements could be projettgdcoupling the GIS based module to
additional mathematical models which lead to aagrdated approach. This coupling could favor the
exploitation of two different decision support syss. For instance, Strachah al. (2009) have
described an integrated approach linking spati@ @bdelling of hydrogen supply, demands and
infrastructures, anchored within a economy-widergnesystems model (MARKAL). The study
was specifically applied to the United Kingdom (UBall et al. (2007) have proposed a plan for
the integration of the hydrogen economy into then@a energy system. The objective of the
modelling approach is to optimize -for an exogehpugven, regionally distributed hydrogen
demand-the build-up of a hydrogen infrastructureerogpace and time, and to assess the
corresponding economic and environmental effectsnéddel was developed as a novel tool to

assess the introduction of hydrogen as vehicledyeheans of an energy system analysis.

5.3 Assessment plans towards the transition to Hydgen infrastructure

While some authors have developed mathematicaGd8dased approaches, others have presented
transition models to the future HSC. The objectieee is not to model the hydrogen infrastructure,
but to understand the behavior of the chain inaterarea assuming specific scenarios. Usually,
these kinds of studies are accompanied with the esignation of the hydrogen pathways. These
transition models are implemented on a country egion basis, aggregating simultaneously
territorial information and data specific (suchdbpolicies and regulations). Le¢ al. (2009) have
studied the environmental aspects of hydrogen pathwn Korea. The objective of this paper is to
evaluate the environmental aspects of hydrogenwasth according to hydrogen production
methods, production capacities and distributioniomggt The methodology applied to reach the
target is the life cycle assessment (LCA). Resflthe LCA applied to the Korean case study show
that wind is superior regarding its potential ie tleduction of global warming. In fact, authors édnav
demonstrated that the substitution of gasoline witid energy can reduce the global warming and
fossil fuel consumption by 99%. Farrat al. (2003) have reviewed different strategies for the
introduction of hydrogen as a transportation fulithors claimed that the cost of introducing
hydrogen can be reduced through the selection mbde that uses a small number of relatively
large vehicles that operate along a limited numibfepoint-to-point routes or within a small
geographic area. From an environmental point ofwyighe authors suggested that the
environmental benefits of hydrogen uses as a faellbe reached through the introduction in the
modes that have little or no pollution regulatidhat is applied to them. At the European scale, an
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estimation based on hydrogen penetration scenarigsirope has been carried out by (Tzineas
al., 2007). The authors have evaluated the evolutiotheé size and the cost of the hydrogen
delivery infrastructure in Europe. The estimatitudy has showed that between 1 and 4 million km
of pipelines distribution may be needed. While, tanalative capital between 700 and 2200
thousand million euros is necessary to build theastructure by 2050. In a similar study,
(Wietschelet al, 2006) have presented a European hydrogen infrdste in Europe by 2030. The
study was based on the hydrogen penetration levé&urope, where two scenarios have been
considered. The decisions related to the selecfaddSC were mainly based on both the energy
chain calculation costs, emissions, and the eXpdgments among others. It can be shown that
under economic and CO2-reduction objectives, tlkanstreforming of gas is the primary most
promising hydrogen production options in this fipbtase for developing a hydrogen infrastructure.
In (Ogden, 1999), Ogden has examined the technoeetical feasibility of developing an
infrastructure for the hydrogen with zero emissivekicles. The modelling has been applied to the
Southern of California. Different possibilities f@roducing and delivering gaseous hydrogen
transportation have been analysed. Shane and Ssonuébhane and Samuelson, 2009) have
discussed a novel tool entitled Preferred Comlomafissessment (PCA) that enables the analysis
of the impacts of an integrated HSC. This latted will allow the search for a HSC that respects
the criteria pollutant emissions, GHG emissions andrgy utilization. The inputs of PCA are
among others the total hydrogen demand in a regiamber of hydrogen refuelling stations,
production facilities and the distances over whtamust be delivered, whereas the outputs are the
criteria pollutant emissions, GHG emissions, ene&@ysumption, and water consumption. Hake
al. (2006) have reviewed the prospects of hydrogethé energy system considering various
scenarios. Authors have firstly reviewed the hydrogxperiencesl available in Germany, such
those related to the infrastructure for the transpd hydrogen (pipeline, railways and roads
trailers). Then, they have considered the prospettthree applications of hydrogen namely
stationary, mobile and portable power supply. Tol@ymed that the role of hydrogen will be small
in the coming decades mainly due to the high imaest costs. One solution that might be
advantageous for the hydrogen introduction is thhouts development under constrained
conditions. (Smikt al, 2007) have presented an excel simulation forstbdy of the transition to
hydrogen energy. In particular, the main objeciwao quantify the Dutch hydrogen transition
evaluating, for example, the prospects of hydramesite production and its role for the developing
of the hydrogen demand. Authors have found thatube of locally produced hydrogen from
natural gas in stationary and mobile applicaticas gield an economic advantage when compared

to the conventional system, and can hence genkydtegen demand. Contaldi al. (2008) have

60



analyzed the hydrogen market in Italy that needecestablished in order to meet climate change,
environmental and energy security issues. The stualy done following an Italy-Markal model.
Different hydrogen technologies were considered|enthe transportation was the only end users.
Kruger et al. (2003) have explored the potential in New Zealémdthe use of hydrogen as a
transportation fuel. Their study was based on e af some historical data on vehicle transport,
population and electric energy to make the estwnatregarding the requirements of hydrogen fuel
for a certain projected horizon.

6. Challenges for the design of the future hydrogesupply chain

The studies published in the literature range feooomplete design of the global HSC to a focus on
specific nodes. Strategies for designing the hyelnogconomy are established based on careful
analysis that takes into account critical issuehsas cost, environment and safety. It is recoghize
according to the literature review that models, hods and approaches for the planning of future
HSC are mainly focusing on the mathematical optatiin. These research studies have tried to
find the optimal configuration of HSC optimizinguaique criterion or multi-criteria. One common
point between papers based on mathematical optimmzées in the cost minimization of HSC.
Some authors have focused on the minimization abwua costs related to the node of the HSC,
others have focused on the minimization of the remvhental impacts of the HSC. Fewer studies
have addressed the optimization of the HSC fromrigies viewpoint. These criteria may be of
highly interest taking into account the particularof hydrogen. Also, from the production
viewpoint, there is a need to investigate HSC tiparates on clean feedstock, such those based on
renewable energy resources. Future research pape@so needed to cover the technical aspect
related to the operation of the HSC. Focus mustidiicated to the evaluation of the technical
feasibility and the performance of renewable HSCaddition, to encourage the widespread use of
hydrogen economy, comparison of HSC with the cotiweal network of petrol products should be
done, which could help in decreasing some unceigaimlong the future HSC and succeed to the
commercialization of the hydrogen as a fuel. Evesugh the greatest numbers of research studies
accomplished worldwide, it must be beer in mindt thasuccessful transition to a hydrogen
economy cannot be guaranteed that easy. The deweitdpf new models, equipments and others
technical standards represent serious challengesh& commercialization of hydrogen. Cost
reduction of hydrogen production and cost-compatitransportation are considered ones of the
major defies to the success of hydrogen infrastrest More attention should be given to hydrogen
production and delivery challenges like loweringstcof hydrogen production from RES, offering

secure production that can be considered as sabtainThe adoption of new strategies and
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initiatives, policies, government hydrogen reseasabventions and specific hydrogen programs
will promote and advance the use and acceptantgdrbgen as a fuel. In fact, more support is
needed from the national governments. In turn, gowent preferences must be included in the
modelling and the design phase of HSC. New pemmeptof hydrogen demand market are needed
to better understand the future hydrogen infrastinec This can be done through including new

estimation methods of hydrogen demand that willnmtyatome from real market.

7. Conclusion and main contributions

A classification of literature related to the HS&shbeen done, and which has distinguished three
main classes of paper, namely: mathematical opéitioiz methods, GIS based approaches and
assessment plans for the planning of HSC. Basetth@meview, it is observed that many authors
have focused on design/planning of HSC using madlieal optimization methods. These methods
are the most effective ones to best address thstigneof future hydrogen infrastructure design.
Main objectives to be minimized within the optintibm of HSC are related to cost and
environment. Fewer studies have addressed the iaption of the HSC from the hydrogen risks
viewpoint. Considering the HSC state-of-the aris ilso identified that more researches are needed
in addressing HSC that operate on clean feedsteaks, those based on RES. For this main reason,
the aim within this thesis is to investigate a logn supply chain based on the use of renewable
energy sources. The design of such a Green Hydr®gpply Chain will be based on the use of the
optimization methods which have the potential tosigie a general network of hydrogen
infrastructure that can be applied to a varietycabe studies. In the optimization of such
infrastructure, we will focus also on the risk salening to select an infrastructure that minimizes
the risks on the population and environment. Irs thhame, the focus will be dedicated to the
evaluation of the technical feasibility and thefpanance of renewable HSC. From the literature
review, a GIS based methodology will be appliedinzaon a specific case study. The GIS
methodology -in contrast to which is published-I\w# considered to analyze the clean feedstock
for hydrogen production and further the tool willpport in designing a decision support system to
select better sites for hydrogen production. Orditexhal component that will be considered in this
thesis is the risk criteria which were not enougmsidered in the design of a future hydrogen

infrastructure, so a design implementing the ristega will be studied and considered.
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Chapitre 4 : Hydrogen risks & safety issues: assessment and
analysis

L'hydrogene a été souvent reconnu comme un ve@pargetique par excellence susceptible
d’alimenter de futurs systemes énergétiques, cegpitésente une alternative universelle pour la
résolution des préoccupations croissantes lieesépuisement des ressources fossiles, au
réchauffement climatique et a la pollution atmosggh®e. Les avantages de I'hydrogene
s'accentuent en tenant compte du grand nombre weesod'énergies primaires qui peuvent étre
utilisées pour sa production, telles que le gaznegtle charbon, la biomasse et I'électrolyse de
'eau. Cette diversité de production contribue dargnt a la sécurité énergétique (Hugo, 2005).
Généralement, I'hydrogéne est produit, stocké praissporté vers I'utilisateur. |l doit donc étre
transporté a partir des usines de production vesspbints de stockage ou de demandes, ce
processus de livraison apporte de nouveaux risqueEsmment en considérant la particularité
physico-chimique de I'hydrogéne. Cependant, unaesitian slre et durable vers I'‘économie
d'hydrogéne exige I'étude et la compréhension destipns associées a la sécurité (Venetsanos,
2003). Les pratiques de sécurité dans la producliostockage, la distribution et I'utilisation de
I'hnydrogéne sont essentielles pour I'acceptalukt® technologies de I'hydrogene. Toute défaillance
dans les systemes a hydrogene pourrait endommneagerdeption du public et diminuer la capacité
d'approbation de I'économique d'hydrogene. Cepéndae bonne connaissance de ces dangers
ainsi que leurs conséquences est destinée a neettaeuvre une conception slre de systémes
utilisant de I'hydrogéne. Lehapitre 4 aborde les questions liées aux risques d'utitisatie
I"hydrogene dans les différentes composantes abaae logistique. Il analyse les problématiques
de sécurité de la "filiere hydrogéne". Ce chapitkorde ainsi la revue des approches
méthodologiques, publiées par les communautéstgijars et techniques, qui servent a évaluer

les risques d'une partie ou de la globalité dénéare logistique d'’hydrogene.

1. Introduction

Hydrogen has been often recognized as the likegrggncarrier for the future energy systems

because it would represent the universal remedghBgrowing concerns in accordance with fossil-

resource depletion, global warming, and increasegdution. The benefits are motivated given

the great number of primary energy sources usedt$oproduction, such as natural gas, coal,

biomass and water, contributing towards greaterggneafety and flexibility (Hugo, 2005).

Generally, hydrogen is produced, stored and thersported to the end-users; in general, it must be
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transported from production plants to the storagédemnand points. So that, the delivery process of
its supply chain brings new hazards exposures. ¢Jensafe and sustainable transition to the use of
hydrogen requires that the safety issues assocmtbdthe hydrogen have to be investigated and
fully understood (Venetsanos, 2003). For planning mstalling on a large-scale production and
distribution infrastructure in urban areas, goodndards and best practices are indispensable
(Pasman, 2010). Safe practices in the productitmmage, distribution, and use of hydrogen are
essential for the widespread acceptance of hydrtegmologies. Any failure in hydrogen systems
could damage the public perception and decreasahhi¢y of hydrogen to gain the worldwide
approval. However, a good knowledge of these danged their consequences is intended to
implement a safe design of systems using hydrogrerthese circumstances, it is possible to
envisage the development of hydrogen as an eneugieicor fuel alternative with a low level of
risk, enough to be individually and socially acedye. It is important to investigate the risks of
various parts of the distribution chain before apgl implementation. So, the development of
preventive and protective measures will requirelmble risk assessment methodology, which has
to rely on awareness base of the hydrogen compottiméhe logistics chain.

2. Hydrogen Safety Properties

2.1 Physicochemical properties

The concept of hydrogen as a primary energy vdwsrreceived considerable attention, due to the
environmental and energy security benefits compéoetthe conventional fossil fuels in terms of
emissions and availability of supply. Hydrogen hge imost abundant element in the earth. It has
been recognized by many researchers as an exdellerg energy alternative, playing both the role
of a future fuel and the role of an energy carfaar electricity. In addition, the hydrogen as a
material has many advantages such as being the eteysents that has high energy content per
mass. Besides being a good burning properties midemergy output per unit of mass, hydrogen
has some drawbacks that may affect directly itetgadind acceptability by the public. Hydrogen
has physicochemical properties that are drasticdifferent from traditional fuels. The key
concerns are related to its low ignition energghhilame speed, low flame visibility, colorless and
odorless and wide flammability range. Table 4.1pldigs the properties of hydrogen that are

particularly relevant to safety.
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Hydrogen  Methane Gasoline
Flammability limits (vol (%)) 4.0-75 5.315 1.07.6
Auto-ignition temperature (°C) | 572 632 440
Ignition energy (mJ) 0.018 0.280 0.25
Deflagration index (Bar m/s) 550 55 100-150
Limits of detonation in the air | 13-65 6.313.5 1.13.3
(vol (%))
Coefficient of diffusion in the aif 0.61 0.16 0.05
(cml/s)
Max flame speed in the air 3.06 0.39 -
(cm/s)

Table 4.1 Properties of hydrogen that are partibutealevant to safety ((Crowl and Jo, 2007),
(http://www.nrel.gov))

There is a great interest in hydrogen flammabilityits and its implications on fire safety and
prevention in many applications including hydrogesplications and logistics. For all fuels, the
hazard is due to the physical properties of thé&ifuéhis case due to the flammable and explosive
nature of the fuel. In addition, hydrogen is a g¢igkter than air, which means that it has the
tendency to rise and diffuse rapidly when releastathe atmosphere, dependant on the direction,
rate and pressure of the release. In addition, tduae low density, hydrogen can also diffuse
rapidly through certain porous materials or systémas would normally be gas tight with respect to
air or other gases. Hydrogen is highly flammable @ery easily ignition.

2.2 Hydrogen safety issues

A hazard is defined as a “chemical or physicaldiban that has the potential for causing damage
to people, property, or the environment” (AICHE/BRE, 2000). The primary hazard associated
with any form of hydrogen is inadvertently produgia flammable or detonable mixture, leading to
a fire or detonation. In general, a released qtyanfihydrogen may be ignited immediately at the
point of release, or it may be ignited after theud has been dispersed for a certain time, or yt ma
not ignite at all. Release of hydrogen can be bo#tantaneous (for instance, the rupture of a
compressor or buffer cylinder) or continuous (fastance, a leak in a pipe). In the event of a selea

of hydrogen, there are a number of potential risénarios such as: 1) Dispersion of hydrogen
(followed by ignition), 2) Explosion of hydrogero{fowed by a jet flame), 3) Instant ignition with

resultant jet flame.
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2.2.1. Hydrogen leak

The hydrogen gas contains the smallest moleculéghwimay increase the probability of leak
through small holes and materials. In other wodids to its low viscosity, hydrogen is much more
prone to leak from piping connections than othesglrdicarbons. Hydrogen would leak
approximately three times faster than natural gasfize times faster than propane on a volumetric
basis (Rosyid, 2006). From other side, hydrogeretisnof lower density comparing with others
fuels, which in turn gives it a higher buoyant babar in case of a failure in opening environment.
Table 4.2 expresses the leak frequency occurencihdocase of hydrogen pipes as estimated by
(LaChanceet al, 2009). The hydrogen leak sizes were expresspdrient fractional flow area and
grouped into 5 classes: <0.01%, <0.1%, <1%, <10%,100%. For instance, 0.1% means that the
leak size is 0.1% of the cross sectional area pé.pihe generic leaks frequencies apply to an
average of all equipment of the type in questiartlfis case: pipe), in the table 4.2, the geneak |
defines all leaks that have occured coming ini@aegr from chemical, oil, compressed gas, and

nuclear industries.

Leak area Generic leak frequencies Hydrogen leak équencies
0.01 7.8E-04 8.6E-06
0.1 1.0E-05 4.5E-06
1 4.0E-05 1.7E-06
10 5.4E-06 8.9E-07
100 5.3E-06 5.6E-07

Table 4.2 Leak frequency estimate for hydrogeng(heChance et al., 2009)

2.2.2 Hydrogen ignition

Fires and explosions have occurred in various corapis of hydrogen systems as a result of a
variety of ignition sources. Ignition sources haweluded mechanical sparks from rapidly closing
valves, electrostatic discharges in ungroundedapgate filters, sparks from electrical equipment,
welding and cutting operations, catalyst particiasd lightning strikes near the vent stack. For

instance, in case of an instant ignition of hydrogejet flame can be produced.

2.2.3 Hydrogen flash fire
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Depending on the pressure of release, weather ttmmgliand the size of the smallest internal
diameter of pipe work, hydrogen will disperse witliis flammable range for several metres from
the release. Flash fires can occur when a clodyddogen in open air finds an ignition source. The
flame is traveling back to the leak. It must beated that a flash fire is a non-explosive combuastio
of vapour cloud resulting from a release of hydrogas into the open air (Pasman and Rogers,
2010).

2.2.4 Jet fire

The analysis of fires is particularly important Base they have been found by many researchers as
the most frequent accidents. Although jet firesaten smaller than pool fires (in liquid hydrogen)

or flash fires, they can also be very large, dependn the fuel discharge rate. Although jet fires
have been studied by a number of authors, sombeofi itan be found in (Schefet al, 2006,
Scheferet al, 2006, Houf and Shefer, 2007). Jet fire is a tlemudiffusion of flame that results
from the combustion of a flammable fuel continuguslleased, flame originating from a leak are

almost unidirectional.

2.2.5 Explosion of hydrogen

Hydrogen explosion represent a considerable hakbdrogen gas forms combustible or explosive
mixtures with the atmospheric oxygen over a widegeaof concentrations in the range 4.0-75%
and 18-59%, respectively. Vapour cloud explosiowelve a large release of hydrogen outdoors
that mixes with air to form a large flammable cldoefore ignition occurs (Pasman and Rogers,
2010). The strength of the explosion depends onnthgnitude of confinement which in turn
depends on the degree of confinement, and couldrgenblast wave that can produce damages to
the surrounding buildings and people (Baratlial, 2009). Many of the studies on hydrogen
stations have dealt with explosion, deflagratiordetonation of hydrogen (Yamana&tal, 2004,
Fukudaet al, 2004, Xuet al, 2006).

3. Risk of hydrogen supply chain

It is important to investigate the risks of variquests of the supply chain, especially given trat fa
that hydrogen presents many peculiarities fromstifety and risk viewpoint. The hydrogen system
chain was assessed considering production, largle storage on the production site, refuelling
stations, and final utilization for automotive pages (Landuccet al, 2010). The peculiarities of
such infrastructure are mainly related to the sprafahydrogen storage installations in vulnerable

areas, like populated areas, commercial and dritifi@structures. The installations might also be
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so close to customers such as hydrogen vehiclestdinese facts, the widespread use of hydrogen

requires the safety level to be at least not latig@n those of existing fossil fuel technologies.

3.1 Risks in hydrogen systems

Like hydrocarbons, hydrogen as an activity relatedenergy generation have some safety
implications that may starts from the productiodiesio the end uses (final service) going through
the feedstock's uses, conversion to energy, tratajom between different nodes of the chains. The
European Integrated Hydrogen project (EIHP) grolganed that the many ways in which
hydrogen differs from conventional fuels make icegsary to perform detailed risk assessment for
every stage in the hydrogen supply chain (Alcethkl, 2001).

Storage Hydrogen
Inventories production
Transport by HYDROGEN Transport by
trucks, rails RISKS pipelines
Hydrogen Refueling
vehicles stations storage

Figure 4.1 Parts of the supply chain related tetyadspects

The use of hydrogen vehicles will require apprdgri@frastructures for production, storage and
refuelling stages. In particular, the storage protd can be considered as the most part involved in
the supply chain where risks may arise. This &lfirdue to the large amounts of hydrogen that are
accumulated within the storage device, and secotakyto low hydrogen density, its low ignition
temperature and flammability, over a wide rangeasfcentrations, which makes leaks a significant
hazard for fire, especially in confined spaces &bagaet al, 2009). Figure 5.1 shows different
part of the hydrogen infrastructure involving riskés common point can be illustrated from the
figure is the involvement of hydrogen storage iffiedent parts of the chain, for instance, hydrogen
must be stored in transportation systems, at theslfing station, and onboard vehicles. Hence,

great interest should be given to the storage side.
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3.2 Risks in hydrogen refueling stations

Hydrogen refuelling stations must be as safe asligasstations. The facility of hydrogen fuelling
stations must be safe. As well we may know, theag® of hydrogen is an important aspect of
fuelling station design and construction. In fakg storage system accomplishes two major roles in
hydrogen delivery: increase of storage working capaand regulation of delivery flow rate
(Casamirraet al, 2009). The main safety aspects at the user aterfare related to the risk
associated with a potential ignition of a hydrodgaikage at the station or at the vehicle. Hydrogen
refuelling station may be a complex architecturesj it must include additional devices that are
essential to deliver the hydrogen to customerd) saisccompressor unit that is required to compress
hydrogen to a required pressure, production fgcifih case onsite refuelling station). This
complexity in addition to fuels properties may algoe rise to the risk compared to the
conventional RES. For these reasons, risk of hygtrag the service station must be well evaluated
and the code and standards for safety must be egbdatorder to take into account this hydrogen
peculiarity. These safety issues and specifics eidgct the public perception of installing a
hydrogen refuelling station, especially those tha close to the facility. Lindell and Earle (1983
examined public perceptions of risk associated whtterent industrial facilities, and found thakth
higher the perceived risk, the higher the minimwuoeptable distance respondents would live from
a facility. Zhiyonget al. (2011) presented a quantitative risk assessmety sin gaseous hydrogen
refuelling station of 2010 World Expo. The Expo hygen station, located in the vicinity of the
Expo site, is mainly used to fill fuel cell vehisléor 2010 World Expo. The main aim is to evaluate
the risk of the station to personnel, refuellingtamers and to third parties. The results have show
that the leaks from compressors and dispensersharenain risk contributors to first party and
second party risks. This outcome leads to the csimh that mitigation measures should be
implemented in the first place on compressors aggetdsers. Table 4.3 shows the pprobability of

ajor accident that can cause one or more fatalities

Probability of accidents
Leak from Compressors 1.20 x 10°
Leak from Dispensers 1.17 x 10°
Pipe work-2 Rupture 1.76 x 10°
Leak from vehicles Fittings 9.52 x 1¢°
Others <10°

Table 4.3 Probability of a major accident causing or more fatalities among customers (Zhiyong
et al., 2011)

69



Kikukawa et al. (2008) undertook a risk assessment of hydrogelfirfgestations for 70 MPa fuel
cell vehicles using data on hydrogen behaviouQaPa which was extrapolated from existing 35
MPa hydrogen stations data. The study results erthblidentification of the safety issues that must
be resolved to maintain safety of the hydrogenaiéfig station that operates on high pressure such
70 MPa. Results of the study suggested that thetysdistance could be maintained to 6 m, which
is the same as for 35 MPa hydrogen stations, wiisisat for 70 MPa hydrogen stations.

Same authors, in (Kikukawet al, 2009), studied risk on liquid hydrogen refuellisigtions. They
assumed two forms of explosion that might be hapgext liquid hydrogen fuelling stations. One is
a diffusion explosion where leaked liquid hydrogeporizes and mixes with the air and ignites
resulting in a diffusion explosion, and the othsra premixed explosion where leaked liquid
hydrogen remains on the residual area and mixds twé air and ignites resulting in a premixed
explosion. In addition, same authors have highightwo consequences levels namely, blast
pressure and flame. As regard the first kind ofseguences, they are resulted from a boiling liquid
expanding vapour explosion (BLEVE) or vapour coafinexplosion (VCE). As regard the jet
flame, results have shown that 14mm wide hole predua 10-m long jet flame, a 1.0-mm wide
hole produced a 1.7-m long jet flame and a 0.2-miglevhole produced no jet flame. Work
presented by Houf and Schefer (2007) describespalfication of quantitative risk assessment
methods to help establish one key code requirentieatminimum separation distances between a
hydrogen refuelling station and other facilitiesddahe public at large. The separation distances
were calculated using a Sandia developed modelpfedicting the radiant heat fluxes and
flammability envelopes from high pressure releadfdsydrogen (Houf and Schefer, 2007). Figure
4.2 provides an example of deterministic separatistances based on one possible consequence of
a hydrogen leakage event: the radiant heat flux fao ignited hydrogen jet. It shows the separation
distances required to limit the exposure of a petsoa radiant heat flux of 1.6 kWw/m2 which is
generally accepted as a level that will not resubharm to an individual even for long exposures
(this heat flux level is currently specified in theC (IFC, 2003) as a “no harm” criterion for
designing hydrogen vent systems).
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Figure 4.2 Separation distances required for an®xe to a radiant heat flux of 1.6 kw/m2
generated by a jet fire (LaChance, 2009)

These results claimed that the gas storage pressua@ important parameter that should be
considered when specifying separation distancesa@iaraet al. (2009) realized a preliminary
safety studies in hazard identifications, and wlaoh intended to if the examined refuelling station
design is safe enough, as far as the occurrengedney point of view, as well to constitute a basis
for further more refined studies, which also coasithe consequences aspects, allowing the plant
risk assessment. These analyses concerned withighgressure storage equipment in a hydrogen

refuelling station.

4. Methodology for hydrogen risks analysis
4.1 Risk definition

Risk is *“a measure of human injury, environmertdamage or economic loss in terms of both the
incident likelihood and the magnitude of the lossnqury” (AICHE/CCPS, 2000). Also, according
to the same reference (AICHE/CCPS, 2000), risksasgent is "the process by which the results of
a risk analysis are used to make decisions".

Risk has been considered as the chance that soraesamething that is valuated will be adversely
affected by the hazard (Woodruff, 2005) while “ha?as any unsafe condition or potential source
of an undesirable event with potential for harndamage (Reniemst al, 2005). Moreover, risk has
been defined as a measure under uncertainty cfetherity of a hazard (Hgj & Krbéger, 2002), or a
measure of the probability and severity of advexects (Haimes, 2009Risk uncertainty has

always been a problem in risk assessment studies.
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4.2 Risk analysis

Risk analysis is defined as “the development glantitative estimate of risk based on engineering
valuation and mathematical techniques for combingstimates of incident consequences and
frequencies” (AICHE/CCPS, 2000). Proceeding bk asalysis approach, two values of risk have
to be measured, namely, the magnitude of the hazatdhe probability that the hazard will occur.
It is a very crucial phase of risk management sitseknowledge provides the first stage of

handling hydrogen risks. Figure 4.3 displays déferrisk analysis approaches available.

Risk analysis approaches and
methodologies

A 4 A 4
__| Quantitative Techniques| _| Semi-Quantitative techniques _| Qualitative techniques
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Figure 4.3 Risk analysis approaches and methodegogi

4.3 Quantitative risk assessment technique
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The QRA requires the evaluation of the hazard amaconsequences for each hydrogen release
scenario that may occur in different nodes of thardigen supply chain as can be seen from Figure
5.4. It is often used to quantify the risk arounyditogen facilities and support the communication
with authorities during the permitting process. éwtng to Marhavilaset al. (2011), this tool
offers the possibility to define four types of otifg unprotected people, cars, residential and
buildings. Based on the findings from the QRA, ptitd measures to control and/or reduce the risk
can be suggested, and the effect of the measuaéisaéed (Haugom and Friis-Hansen, 2011).
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Figure 4.4 Quantitative risk assessments (Frahtzit®98, Kikukawa et al., 2009)

Quantitative risk analysis can be also performelibviong the use of decision matrix risk-
assessment. Actually, this method consists of shienation of risk based on the probability and the

consequence of an event (Ayyub, 2003, Marhavilad Eoulouriotis, 2008). The product of
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consequence/severity and likelihood of a given ichpaeasures the risk. Then, the risk of such an
impact is quantified (Figure 5.5 ). The risk isrtteompiled to a format so that it can be compared
with the risk acceptance criteria applicable faztethe specific hydrogen infrastructure.

Probability level

Consequence

Severity level

Figure 4.5 Risk map in case of liquid hydrogen eéihg station (Kikukawa et al., 2009)

4.4 Hazard identification

Identifying hazards is fundamental for ensuringghfe design and operation of a system in process
plants and others facilities (Dunjé, 2010). Amongzdrd identification techniques, HAZOP
(Hazard and Operability Studies) is one of the m@s$hthat are widely considered to be effective to
identify the source of a risk, also it performs Mel safety assessment in the process industry. In
fact, HAZOP identify how a complex system can faild to determine qualitatively whether the
process design is robust and whether the existaiggaards are adequate (HyApproval WP2,
2008). In the context of hydrogen, analysing therditure, it is worth to notate that one main
knowledge gap in the hazard identification stagehis current lack of clarity about the main
components of a hydrogen delivery and storagestrfrature and their detailed design. This lack of

data makes the operation of hazard identificataitecqcomplex.

4.5 Historical analysis of hydrogen accidents

Historical analysis of the accidents occurring e tpast is required, which may be helpful to
determine and focus on the ones that are occueantist probable and the ones that lead to high
consequences. Many databases have begun to gatherethted to hydrogen accidents, the most
famous one dedicated specifically to hydrogen ledtitHydrogen Incident Reporting and Lessons
Learned". The American database is being develbgatie US Department of Energy and is fully

and freely available at www.h2incidents.org/ and ba completed from personal experiences. It is
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a database-driven website, intended to facilitage sharing of lessons learned and other relevant

information gained from actual experiences using)\@arking with hydrogen.

H Incident Reporting
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Figure 4.6 H2 incident reporting and lessons ledimavw.h2incidents.org/)

The h2incidents database is organised enablingdbess to different reported hydrogen incidents,
thus regarding different viewpoints, namely, thebable causes of incidents, their contributing
factors, the damages and injuries that result gugpenents involved in the accidents (Figure 4.6).
In addition, the h2incidents database reports tioedénts depending on its location (laboratory,
production, vehicles and so on), which may givatfiubinformation regarding the level of risks in
hydrogen infrastructures. Figure 4.7 shows theltesf statistical analysis done on the h2incidents
database, and which displays the frequency of oecoe of the causes responsible for the
hydrogen failure in the delivery infrastructure,démonstrates that among the reported incidents
that happen during the delivery of hydrogen, theuo@nce of equipment failure is the one that has
the higher frequency.
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Figure 4.7 Histograms of the incidents causes feqent failure, human errors, failure to follow
the standards operation process (SOP), vehiclésionland others) in the case of hydrogen

delivery (www.h2incidents.org/)

Another database which contains a database ofricestanalysis of hydrogen is the MHIDAS
(major hazard incident accident data service) (MAH) 2008). It is a database which includes all
accidents involving hazardous materials that hdf«site impact, and also those which only have
the potential to lead to an off-site impact. Sustpacts include human casualties or damage to
plant, property or the natural environment. Thelysis allowed us to determine the historically
most diffused causes and related consequencesntgat happen when hydrogen is used in any
kind of process (transport, industrial, process,) et

According to (Gerboni and Salvador, 2009), overotaltof 118 records related to accidents

involving hydrogen.
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Figure 4.8 Shares of total possible causes fadaots involving hydrogen
(Gerboni and Salvador, 2009)

According to Figure 4.8 published by the same awsthtbhe most frequent cause for an accident was
identified as the mechanical failure, although guiealent share of events had not their cause
explicitly determined.
From the hydrogen accidents view point, major krealgk gaps exists in analysing the accidents,
thus specially is firstly due to, the lack of handlhydrogen since it is a new energy for futur, n
yet used by public and others entities and secotudiyre insufficient of historical data, since no

mature sufficient experience is reached yet.

4.6 Event tree analysis

Event trees are commonly used to keep track ofecaifect relationships, and system and material
behaviour characteristics (Gerboni and Salvado@9p0OEvent tree analysis (ETA) is a graphic
technique that uses decision trees and logicaNgldes visual models of the possible outcomes of
an initiating event (Marhavilast al, 2011). The ETA technique may be applicable todésgign,
construction, and operation stages of a hydrogategksystem.

ETA for hydrogen release: Pipeline

The failure rate of a pipeline has units of the bamof failures per year per unit length of the
pipeline, 1/yr km, assuming uniform conditions adhe pipeline section of interest. It is somewhat
different from the case of a point source of falim which the rate is defined as the number of
failures per year (Jo and Crowl, 2008). Crowl and2007) showed that accidents originate from

incidents; an incident can be defined as the Idssoatrol of a material or energy. Figure 4.9

1



presents the event tree for hydrogen pipeline tngsson. Initiation can be realized with a very-

low-energy ignition source, i.e. 0.02 MJ (Steven dohn, 1990). It is worth to notate from the
Figure 4.9 that the possibility of a significardgh fire or vapor cloud explosion resulting from fa

delayed remote ignition is extremely low due to I@yant nature of the hydrogen. But within few
seconds after the start of the release, a largeni@ble gas cloud could be formed due to the
turbulent mixing between hydrogen and ambient His cloud has the potential to produce an
explosion due to the nature of hydrogen gas. If rideased gas ignited immediately with the

rupture of pipeline, it makes a jet fire just aféeshort-lived fireball.

‘ Initial event

Pipe]jmf'aﬂmemcdel i.rmtediateigmﬁm‘ mard.elayedigxﬁtiﬂm‘ far delaved iznition ‘ Final seenario
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Ha Jet fire
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Ha Fireball
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Tes Hazard
Ha
Ha

Figure 4.9 Event tree for pipeline hydrogen trarssmoin (Jo and Ahn, 2006)

ETA for hydrogen release: storage tank

The event tree analysis regarding accidental hygiraglease is displayed in Figure 4.10. It appears
that the critical factors that may affect substhtithe final outcome are two: the time of ignitio

of the resulting cloud and the confinement wheesfélure occurs.

It is obvious that, unless an immediate ignitioketa place, there is some time of dispersion that
intervenes between release and ignition. if reakthydrogen flammability zones were known, it
would be possible for preventive measures to bentaknd emergency response planning to be
prepared against fires and explosions (Rigas arav&knos, 2005). Consequently, major issue
arises regarding the computation of the dispersiocceeding an accidental hydrogen release.
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Hydrogen dispersion may be considered "safe" onherwno ignition occurs and no space

confinement exists or well ventilation exists.
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Figure 4.10 Event Tree Analysis adapted to accaddmyidrogen releases (Rigas and Sklavounos,

4.7 Conseguence calculation

According to the literature view point, differentethods and tools have been used to study the
consequences of a hydrogen accidents related tifisgeydrogen economy infrastructure. These
methods could be divided in three approaches:

1. The use of mathematical modelling:

2. The use of experimental studies

3. The use of Software and computational fluid dyna@iED)
We notate that the three methods introduced abave their own advantages and drawbacks, and
they may provide a variety of knowledge as regdmel comportment and how it behaves the
hydrogen substance once it releases from fadhtys, under different circumstances.

Mathematical modelling

This method is based upon analytical method thatrdzes the release of hydrogen. The paper
presented by William Houf and Robert Schefer (Hanél Schefer, 2007) presented results from
models for the radiative heat transfer from hydroget flames and the concentration decay of
unignited hydrogen jets for unintended release ®vigwvolving high-pressure gas storage systems

and fuel dispensers. The models are based on airatol of empirical correlations and analytical
79



models, as well as a numerical model of the tenigdoav-down of a hydrogen storage tank. In
another investigation, M.F. EI-Amin and H. Kanayaif2909) studied a small scale hydrogen

leakage in air.

Experimental studies

Many experimental studies have been done to hightlge hazards related to hydrogen. The aims
of these works were to:

= Test the usefulness of correlations for predictiame length & radiant heat flux

= Measurement of the dimensional and radiative ptagserof large scale, vertical

hydrogen jet

= Study the parameters that influences the hazamelyaleak diameter, pressure;
Measurements done by (Scheé&tral, 2007) were performed to characterize the dimersiand
radiative properties of large-scale, vertical hggne-jet flames. Thus, measurements were obtained
at storage pressures up to 413 bar (6000 psijsrstady. It was found that the flame length result
show that lower-pressure engineering correlatiormsed on the Froude number and a
nondimensional flame length also apply to releds®ea storage vessels at pressures up to 413 bar
(6000 psi). Similarly, radiative heat flux charadBcs of these high-pressure jet flames obey
scaling laws developed for low-pressure, smallatesttames and a wide variety of fuels. The same
authors have performed in large-scale, verticahdla to characterize the dimensional, thermal, and
radiative properties of an ignited hydrogen jete3én data are relevant to the safety scenario of a
sudden leak in a high-pressure hydrogen containnesgel. These data are relevant to the safety
scenario of a sudden leak in a high-pressure hgdragntainment vessel. The results show that
flame length increases with total jet mass flonerahd jet nozzle diameter (Schefer and Houf,
2006).

Software and computational fluid dynamic (CFD)

It is well known that it is quite expensive to und&e experimental real hydrogen release and
combustion in real-scale configurations, the useamhputational fluid dynamics (CFD) modelling
for safety purposes is increasing in this fielde T@FD modelling also permits the investigation of
releases in real world environments incorporatimg énvironment conditions and using specific
structures of infrastructures. Wilkening and Bargk07) have studied an accidental releases from
a large pipelines for methane and hydrogen undefasiconditions in a numerical view point, thus
for the aim to compare hydrogen pipelines to natgas pipelines whose use is well established

today. Within their paper, they compared safetylicagions in accidental situations. As a tool of
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consequence modelling, the CFD tool has been usedvestigate different properties such as
density, defeasibility, and flammability limits d¢fydrogen and methane on dispersion process.
Since, it is an accidental release of the substaebtease is simulated through assimilating a hole
between the high pressure pipeline and its enviesrinThe numerical simulation has been made in
the presence and the absence of the wind so todedts effect as regard the dispersion of the
gases.
In the design of hydrogen supply chain, besidesngpkinto account the economic and
environmental aspects, the risk management is aismnportant side that must be given careful
attention. There are two different perspectivesvaluate the hydrogen risk: (1) risk of hydrogen
facilities to the population and environment, agfr{sk of hydrogen developing hydrogen projects.
In the first definition, risk is presented previosections of this chapter taking into account the
physical properties of hydrogen. The second défimiof risk is in turn related to the financialkss
of developing related hydrogen projects.
In fact, hydrogen projects are surrounded by mamgertainties which may lead to failures to
complete the project or in meeting its financiabigo Hence it is important to identify the most
economic routes, and evaluate impacts of varioeaats of developing a supply infrastructure.
The project developers may have many attitudes ridsvéhe financial risk associated with the
investment on a project under uncertainty, foranse, risk adverse aims to avoid the unfavorable
conditions focusing on solutions with lower variglpifor a certain budget.
Many solutions are proposed to avoid the finantsids of hydrogen projects using:

- The financial tools, which may include insuracel reinsurance policies, alternative risk

transfer instruments, contingent capital, andicenhancement products.

- Understand and prioritize the financial risk

- Identify and understand scenarios that may teddigh risks
In the literature, the component of financial risknot well studied, there is a lack of research
studies that investigate the risk associated hysirogrojects. Sabio et al. (2010) provided a
mathematical programming for long-term design amehming of hydrogen supply chains for
vehicle use under uncertainty in their economidgrarance with the ability to handle the financial
risk associated to market changes. In their pag&thors have explicitly measured the financial
risks via the worst case, which is associated eéwmttjective function as an additional criteriorb&

optimized.

4.8 Risk acceptance criteria
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It was accepted by the IEA hydrogen safety groa i paramount to determine appropriate risk
acceptance criteria that ensure acceptable sa®atglsl for the emerging hydrogen fueling
infrastructure (http://www.ieah2safety.com/).
According to EIHP (Haugom, DNV), there are sevathrnative strategies for developing risk
acceptance criteria, such that:

» Comparing with statistics from existing petrol &as, giving an historical average risk

level
» Comparing with estimated risk levels from risk asak

» Comparing with general risks in society.

For instance, the risk acceptance criteria canhbéetb ensure that the risk level associated with
hydrogen systems are similar to or smaller tharrigles associated with comparable existing non
hydrogen systems that are generally worldwide geceip society.

Another tool used for risk acceptance criteriehiss TALARP" proposed by the integrated Hydrogen
project phase 2 (EIHP2). The ALARP (As Low As Rewdue Practicable" tool was developed by
the UK authority which is based on general risk gociety. Figure 4.11 shows the societal risk

curve based on the ALARP principle.
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Figure 4.11 Societal risk curve, FN curve with ALRRegion

The upper line in Figure 4.11 represents the rigleptance curve. The region between this line and
the lower line denotes the ALARP area (As Low Asgmable Practical). For scenarios with risk

levels (that lie) between these lines the risk thdwe reduced if practical, typically subject testo
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benefit analysis. For scenarios with risk levels\abthe upper curve, measures to reduce the risk
must be implemented.

According to risk accepted adopted by the EIHP ¢dRean integrated hydrogen platform), three
main acceptable level of risk could be attributedhte infrastructure related to hydrogen refueling
stations. These levels differ according to typepafty that is exposed EIHP categorized three
parties namely first party risk, second party r@sid third party risk. For the first party riskseth
individual probability of fatality caused by hydmgprocess related events on the refueling station
should not exceed TOper year. For the second party risks, the probgahf a major accident
causing one or more fatalities among customerd sbalexceed 10 per year. For the third party
risks, both individual and societal risk measuresutd be considered (e.g. risk contours and FN
curves) (EIHP2, Zhiyong et al, 2010).

4.9 Hydrogen infrastructure regulations

Hydrogen has unique physical and chemical promertigich present benefits and challenges to its
successful widespread as a fuel. Hydrogen can eé as safely as other common fuels we use
today when guidelines are observed and users uaddrsts behavior. The goal that must be
ensured is to build new infrastructures providindeast the same or better societal and individual
safety compared to the conventional situation (Dupnd Markert, 2009). For this purpose,
hydrogen regulations must be developed to provideariformation needed to build, maintain, and
operate hydrogen facilities including hydrogen fgell vehicles. A catastrophic failure in any
hydrogen involved project could damage the publpesception of hydrogen and fuel cells. The
safety hydrogen regulations should be developdddirtg the production, storage, distribution, and
the final use of hydrogen. They are essential far Wwidespread acceptance of hydrogen by
government and public.

In United States, Sandia National laboratories it department of Energy are the leader in
developing technical, research papers regardingdlfiety issues of hydrogen. They developed a
technical basis for assessing the safety of hydrbgsed systems for use in the
development/modification of relevant codes and ddasls. Two databasse have been made
available for public to share information relatenl liydrogen incidents and lessons learned
(http://Iwww.h2incidents.org) and safety practic#ssign and operation (http://h2bestpractices.org).
In Italy, the Ministerial Decree, in August 2006papved a technical regulation for the prevention
of incidents in planning, build and operation ofdlggen service stations (G.U.n.213 del
13.09.2006). In particular, specific safety diseséor hydrogen refuelling stations included in DM
31/8/2006 are used (based on previous experiertbeGMG).
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Generally, a QRA is performed on the first hydrogefuelling station in Italy, had shown these to
be adequate. In particular, if the HRS compliesvidM 31 August 2006 then a QRA is required
only for the in-situ hydrogen production sectiontloé HRS. If the safety distances of the HRS do
not comply with DM 31 August 2006 then a QRA isuigd on the whole HRS to convince the
authorities that the safety characteristics of lba-compliant HRS are equivalent to those of a
compliant HRS.
The regulations aim to guaranty the following objexs:

* minimize the cause of hydrogen release, fire amdosion

* limit, in case of incident event, damage to person

» limit, in case of incident event, damage to buiddirand adjacent structures

» allow to rescuers to operate in security conditions
The Italian Working Group on the hydrogen fire metion safety issues (Grasso et al, 2005) has
considered that three main topics related to hyelmagfrastructure need to be regulated (Italian
ministry of the interior):

a. the hydrogen refuelling stations

b. the hydrogen vehicle components

c. the hydrogen transport in pipelines

In (Grasso et al, 2009), the same lItalian Workingup presented theoretical and experimental
results that are carried out on the hydrogen frevgntion safety issues the field of the hydrogen
transport in pipelines. According to the Group, tfhélished current work is concluded to be
considered as a document to begin discussions tivgHtalian stakeholders that are involved in
hydrogen applications. In particular, from one hathe theoretical framework developed aims at
issuing a draft document that is based on Itakegulations in force on the natural gas pipelines. |
fact, these latter have been reviewed, correctedirsegrated with instructions suitable to the use
of hydrogen gas in pipelines. From another hane,ekperimental component has designed and
installed at the University of Pisa an apparatugcvivill be considered as the simulation platform
of hydrogen releases from pipelines. Another ptagetitied "The Zero Regio” project includes two
demonstration projects, one in Germany (Frankfregion of Rhein-Main) and one in Italy
(Mantova-Valdaro, region of Lombardy) (see Figurg?24.). The demonstrator projects are related
to hydrogen refueling stations. In Italy, one rdifug unit for compressed hydrogen at 350 bar was
built. The regulation requires safety distancess0% larger than those mentioned in the draft
‘technical rule’ which was applied in the designtioé ENI (ltalian biggest oil company) station. A
3x2 m concrete wall became safety requiremenBgdkhaus and I.G. Bunzeck, 2010).
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Figure 4.12 Zero Regio hydrogen refuelling uniMantova Source:

http://www.admin.zeroregio.de/CDROM/englisch/10apgeni/opening/index.html.

5. Conclusion

Hydrogen has a long history of safety use in thenubhal, manufacturing and utility industries,
however, as a large and widespread scale wherealgndlic can handle hydrogen infrastructure,
it may create safety issues. For this main reatbensafety technological conditions for the use of
hydrogen as an energy carrier must be well knowd deeply studied in order to deliver
appropriate safety codes and standard to mininsks on public. The chapter discusses the risks of
using the hydrogen in different components of agidtic chain as well as it discusses about the
safety issues related to hydrogen. A detailedditee review is summarized which contains the
state of art of hydrogen risks and the methodobldgpproach followed by the worldwide scientific

and technical communities to evaluate risks thaulte from hydrogen accident.
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Chapitre 5 : Models and methods dedicated to formalized a
regional decision support system based on renewable
hydrogen energy systems

Dans la f© et 2™ partie du chapitre 5, les données du vent et thirsade la région de Ligurie
(Italie) ont été analysées. En effet, I'évaluationpotentiel du vent a porté sur 25 stations régsart
sur quatre provinces de la région de la Ligurieagos La Spezia, Génes, Savone et Imperia.
L'évaluation du potentiel du solaire a porté sustedions réparties sue les mémes provinces.

Une analyse statistique a été réalisée, suivieipaméthode d'interpolation de Kriging appropriée,
donnant lieu a des cartes de vent de la régionriggudifférentes hauteurs. Comme résultat, iEa ét
reconnu que certains territoires internes situés aes régions montagneuses, ainsi que certaines
parties de la cote Ligure sont plus prometteusesdjautres, vis-a-vis d’'une exploitation pour la
production d'énergie. En outre, ce potentiel serabsez stable au cours des années d'étude. D'aprés
les données obtenues sur les 25 stations, seulehtantre elles semblent étre satisfaisantes pour
la production d'énergie.

Afin de détailler ces résultats, une étude appmitoa été menée pour une meilleure évaluation des
ressources éoliennes dans ces quatre sites. dualisin mensuelle et saisonniére de la vitesse du
vent, la densité de I'énergie é€olienne et la doaaiu vent ont été déterminées pour les quates sit
pour fournir de plus amples informations sur lauratde ces ressources éoliennes. Les résultats
montrent que Capo Vado est le meilleur site avecuateur moyenne mensuelle de vitesse du vent
entre 2.80 et 9.98 m/s a une hauteur de 10 m etlensité mensuelle de puissance entre 90.7 et
1177.9 W/mz2, tandis que la plus haute énergie pr®gar une éolienne spécifique de 1500 kW a
été atteinte en décembre avec une valeur de 3808.MW

Cette étude pourrait fournir des informations gppmode la sélection des sites et sur la planifioati
économique des capacités éoliennes pour la pratudtlectricité dans la région. La classification
Battelle-PNL a été utilisée pour classer les gtéalablement analysés vis-a-vis de la pertineece d
I'énergie éolienne. Il en résulte que les quatiesssont considérés comme satisfaisants pour la
plupart des applications de I'énergie éoliennesvdration saisonniere de la vitesse du vent de ces
sites doit refléter la nécessité d'adopter dedésfies appropriées pour adapter I'énergie éolienne
exploitable a la demande. Ceci pourra étre accoerpfionction de deux stratégies principales: la
promotion des systemes hybrides et le stockagerdfi&npour alimenter la demande future dans le
but d'éviter une pénurie d'énergie. A propos dpréaniére option, pour les sites étudiés dans ce
travail, I'énergie solaire présente une option mibeuse, puisque le rayonnement solaire est
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disponible et atteint des valeurs élevées dansit@s ou les saisons ou le vent semble avoir un
potentiel réduit.

La 2™ partie introduit une méthode pour améliorer cellésentée dans la partie 1 : il s'agit de
moyens spécifiques pour une meilleure analyse tkengel des énergies renouvelables. Ce chapitre
contient également la description d’'un systemedd'ad la décision pour l'exploitation des
ressources renouvelables pour la production d'ggdare. L'approche globale, a la fois pour les
parties A et B est appliquée a un cas d'étude ldanégion Ligure.

Dans le cadre de l'infrastructure d’hydrogene, quesstion clé qui doit étre abordée est la capacité
des systemes d'énergie renouvelable pour répondreexigences de carburant d’hydrogene (en
guantité et en temps). La troisieme partie du dhaysi présente une nouvelle configuration de la
chaine logistique de I'nydrogene, complétementderslr I'utilisation des ressources renouvelables
comme matiere premiere de production. Il s'agih adéseau "vert" de stations d'hydrogéne et de
plusieurs usines de production centralisées. Dangatlre, un probleme d'optimisation a été
proposeé, ou les principales décisions sont la séfedes stations services a hydrogéne qui seront
alimentées par des productions centralisées enligiie des flux d'énergie et d'hydrogéene échangés
entre les composants du systéme. Les critéresleldied sont fondés sur la distance qui sépare les
nceuds de production et de consommation, ainsi daetres criteres strictement liés a la
minimisation des risques. Les configurations opke®asont étudiées en tenant compte de la
présence d'une demande supplémentaire dédiée abémadustriel d'hydrogéne et de la connexion

avec le réseau électrique.
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A-Renewable energy sources: clean feedstocks for hydrogen production

1. Introduction

Renewable energy is an environmental friendly aptidhich may be economically competitive
with conventional power generation, where good uesss are available. It represents an
opportunity to enhance sustainable developmenith bountries which traditionally lacks fossil
fuels and those who are constrained by some emaeatal policies and regulations. Renewable
energy can play increasing role in countries tlaatehan important environmental wealth and great
renewable energy potential. Quality and accessjiloli resource data will enable private investors
and public policy-makers to access the technicanemical and environmental potential for large-
scale investments in green technologies. For mooairate resource assessment, detailed site-
specific micro-sitting analysis should be done abgrsng existing transmission grid, accessibility,
land availability, altitudes and topography (Akpirend Akpinar, 2005), (Mabel and Fernandez,
2008).

Renewable power generation has known a remarkalpig igrowth in the past twenty years, and
now it is a mature, reliable and efficient techmyldor electricity production (Fyrippis et al, 2010

In addition, in regions with proper resource chamastics, renewable energy may already be
competitive with coal or nuclear power, especiallyen the cost of pollution is taken into account
in the overall economic evaluation (Kaygusuz, 2002)

Any choice of renewable energy sources exploitasde must be based on the preliminary
investigation of the average wind velocity, solaadiation and potential, so that the accuracyef t
resources data analysis is a crucial factor tonokedaken.

In the literature, many studies have been focusegroviding a forecasting tool to predict and
assess renewable energy sources and power pradudgtio good accuracy. From the wind speed
assessment viewpoint, several authors (Rehamari, Zltata and Hanitsch, 2008, Himri et al,
2009; Celik, 2006, Ucar and Balo, 2009, Cote efi@888) have used many approaches to evaluate
wind speed and wind energy production. The aimhgf thapter is to investigate the wind speed
and solar irradiation characteristics of the Liguregion. The study is performed following two
steps. In the first step, the study is based orattadysis and modelling of the statistical datahis
step, attention is given also to a deeply analysiwind sites that have shown promising potential
for future exploitation. In a second step, a GI&,taore specifically, an ArcGIS Spatial Analyst is

used to produce maps of wind and solar energy.
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2. Wind speed and solar irradiation data

The estimation of a potential is based on the kadgé of wind and solar regimes on the
considered territory. In this chapter, the assessmiethe Liguria Region wind and solar potential
has been carried out using data gathered by thezZadregionale della Protezione Ambientale
Liguria (ARPAL). In total, data from 25 stationsrfwind and 16 stations for solar distributed over
the four provinces of Liguria (Figure 5.1 and Figuw.2) (i.e, La Spezia, Genoa, Savona and
Imperia) have been analyzed. It should be pointedtioat different periods of monitoring are
available for different sites, these data weredhky ones that are available and which have been
gathered on-site by the regional agency for enwiremtal protection in the Liguria region.
The wind data used in this current study were ofegkin the following locations:

- Casoni (2002-June/2008),

- Borgonuovo, Castellari, Cavi di Lavagna, Cenesipdnm, Levanto-s Gottardo, Monte

Rocchetta and Polanesi (2003-June/2008)

- Genova villa Cambiaso (2002-2006)

- Diano Castello (2003-2007)

- Monte Settepani, Fontana Fresca, Monte Maure anddr@004-June/2008),

- Vernazza (2004-2007)

- Giacopiane Lago and Pornassio (2005-June/2008)

- Romito Magra (2004-2006)

- Capo Vado (2006-June/2008)

- Genova, ARPAL functional center (2007-June/2008)

- Savona (April/2007-June/2008), Poggio Fearza (2007)

- Corniolo and La Spezia (2008-June/2008).

Casoni

Glacoplane Lago

Genova Villa CambiasoFontana fresca
= Poia i
Gﬂnn\fu.ltenlro-‘runzmnaie v

_ Savona stituto Nautico ’ __ Cavldl Lavagna

Monte Sctlcpd_q'ca PO Vado
Levanto
Castellari e Vernazza
g e Cornlolo
PaorassioRanzo . A ezia
Paggio Fearza g 5 Monterocch
= Cenesi

Diano Castello

Borgonuovo
e Imperia
Maonte Maube

Figure 5.1 The geographical locations of wind medlegical stations
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The solar data used in this current study werergbddn the following locations:

- Castellari (2008 Jan/ 2009 Dec) - Genova (2008-2209-Dec)

- Polanesi (2006-Jan/2009-Dec) - Monterocchetta

- Corniolo (2009-Jan/ 2009-Dec) - Buorgonuovo (20a6/ 2009-Dec)

- Capo Vado (2008-Jan/2009-Dec) - Cavi di Lava@@®%-Jan/ 2009-Dec)
- Levanto\S.Gottardo - Allassio (2007-Jan/ 20G5:D

- Sanremo (2008-Jan/ 2009-Dec) - Romito Magra (2608 2009-Dec)

- Ranzo (2006-Jan/ 2009-Dec) - Pornassio (20062049-Dec)

- Giacopiane Lago - Poggio Fearza (2009-Jan/-Z3419

Giacopiane Lago

.. Genova
R Polanesi
y .. CavidiLavagna
/Capo Vado . A
Levanto/S.Gottardo
Castellari "
& Corniolo

Poggio Fearza' o "2S,oRanzo % -Romito May

Alassio

Borgonuovo
A Sanremo

<

0 19'500 39'000 78000 Meters
1 1 1 1 1 L ]

Figure 5.2 The geographical locations of solar orelegical stations

The data have been used to evaluate the annualkefrey of wind speed, the monthly and annual
variations as regards average speed, the vertioélepof the wind speed, and the assessment of
wind and solar power potential.

3. Wind analysis model

The computation of the wind speed probability disttion function (PDF) constitutes the first
fundamental step to assess the wind energy pdtestrece it can effectively determine the
performance of wind energy systems for a giventlonaand time (Kantar and Usta, 2008; Carta et
al, 2009). Several PDFs have been proposed inténature to represent the frequencies of the wind
speed. The Weibull with its two characteristic paegers is the most commonly used and different
estimation methods can be used for its identifica{Carta et al, 2009).

The general form of the Weibull PDF is:
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f(v)= (%)(%)“ exp (- (%)k ) 5.1

wheref(v) is the probability of observing wind speedk is the dimensionless Weibull shape
parameter, andis the Weibull scale parameter.

According to the measurements of wind speed giteaific site, it is necessary to use estimation
methods to derive parametetsand ¢ on the basis of the known data Common estimation
methods can be applied: the standard deviation ade(B8D), the maximum likelihood method

(MLM), or the least squares method (LSM). In thisdy, the SD method has been used, so that the

two parameters of Weibull PDFk and c can be related to the mean speégd and standard

deviationo by (Pavia and Brien, 1986; Perez et al, 2004):

= k(v) —(%]K 1
-([vf(v) dv= j C(Ej e de E(l+?) (5.2)
where
r(y) = [e™x"dx (5.3)
B i -1086
k_(vmj (5.4)
ez Um (5.5)

3.1 Extrapolation of data at hub height

The wind speed data are collected at a héight [m] that is different from the height of the hub.
So, it is necessary to represent the relation arnmond speedv,,, [m/s] at hub heightl, , [m], the

wind speedv,,, [m/s] at H,,.., and the surface roughness length[m]. In this work, a relation

proposed in (Dufo-Lopez and Bernal-Agustin, 2008mdn and Patrick, 2009), is used, namely,

IN(H 4/ %)

Vhuo = Vdatam (5.6)

3.2 Wind power density
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The power of the wind that flows at speethrough the blade sweep a®dm?] increases as the

cubic of its velocity and is given by (Eskin et 2008):
P(v) = % PAV? (5.7)

wherep [kg/m?] is the density of air.

The wind power density of a site based on Weibulfsbability density function can be expressed
as follows (Eskin et al, 2008):

k+3
k

P :TP(V) f(v) dv:%A,oc3I'( ) (5.8)

3.3 Classes of wind power density

The Battelle-Pacific Northwest Laboratory (PNL) dmped a wind power density classification
scheme to classify the wind resources. The BatRMé classification is a numerical one which
includes rankings from Wind Power Class 1 (low&styVind Power Class 7 (highest). Each class
represents a range of wind power density (W/m2a sange of equivalent mean wind speeds at
specified heights above ground level (llinca et28l03). Class 4 or greater are considered to be
suitable for most wind turbine applications. Cl8sareas are suitable for wind energy development
using taller wind turbine towers. Class 2 areascarssidered marginal for wind power development
and Class 1 areas are unsuitable (llinca et al320®lore description of the Battelle-PNL
classification can be found in (llinca et al, 2003)

As determined by Ouammi et al (2010), taking intocaunt a statistical analysis on the whole year,
the wind power densities of Capo Vado, Casoni, &uwatFresca and Monte Settepani are equal
respectively to 487.7, 332.5, 206.5 and 203 W/nm8ngequently, Capo Vado appears to have
potential wind resources as Class 7, Casoni isifled as Class 6 and both Fontana Fresca and

Monte Settepani are classified as wind power Class

4. Modelling the wind power plant and its performarce

The estimation of the exploitable energy requites definition of the performances of the wind
power plant (WPP) system. The WPP simplified madelh is taken into account in this work is
related to a horizontal axis wind turbine equippé@th a gearbox. So, the WPP is supposed to
consist of three main components: the rotor Rgdeebox GB, and the generator G.

The site will be characterized by a wind spedd/s] with a statistical distribution functiof(v) ,
equipped with a WPP whose efficiency @&, and with a rotor sweeping a surfade[m?,
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working in a range of wind speed! [\/i WV J whereV, [m/s] is the cut-in wind speed, and [m/s]
is the cut-off wind speed.
Under the above mentioned hypothesis, the eleetrezgy E,, [kWh] which can be produced per
time periodT is given by (Diveux et al, 2001):
=P ATV (V) Cop (V) 5.9)
1000 2

whereT is the number of hoursp [kg/m’] is the air density, f(v),is the Weibull PDF at the
height of the hub and [m?] is the area swept by the WPP blades.

The WPP performance coefficient of the plant systeCfWPP(V), iIs made by three related
components, which are also dependent on the wieedsp(Diveux et al, 2001):

CV\/PP (V) = CP (V)I7GB (V)I7G (V) (5 10)

with ¢, the power coefficientj,, the gearbox efficiencyy; the generator efficiency.

5. Results and discussion

The obtained results from the available meteorcklgdata used in this study show that in some
sites the wind energy potential is low, while i@t sites wind potential is considerably high. With
the aim of covering all four provinces of Liguriae used data from all the available stations, even
if most of them are not located in the windiestgaf the territory. The average wind speed (on the
whole measurement period) has been evaluated ¢brsi@ and shown in Table 5.1.

The results show that Capo Vado (6.52 m/s), Caéaiid m/s), Monte Settepani (5.45 m/s) and
Fontana Fresca (5 m/s), have the highest wind speg&@ m. Unlike other sites, among these four
sites (Table 5.2) Capo Vado is considered the masnising site for the Liguria Region with an
available energy of 4271.7 kWh/m2.yr.
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Sites Wind speed Wind speed K C (m/s)
[m/s] 10 [m/s] 40 (SD) (SD)
[m] [m]

Borgonuovo 1.15 1.86 2.3 1.3
Capo Vado 6.52 8.56 1.43 7.18
Castellari 1.28 2.06 1.1G 1.32
Cavi di Lavagna 1.25 2.03 0.98 1.24
Cenesi 1.55 2.42 1.43 1.70
Corniolo 2.76 4.05 1.09 2.85
Fontana Fresca 5.00 6.76 1.48 551
Genova Centro 3.64 5.14 1.29 3.94
Genova Villa Cambiaso 1.90 2.89 1.63 2.12
Giacopiane Lago 3.73 5.28 1.0p 3.82
La Spezia 3.15 451 1.43 3.47
Levanto-S Gottardo 1.48 2.32 1.46 1.63
Monte Maure 3.86 5.38 1.69 4.32
Monte Rocchetta 3.80 5.33 1.48 4.21
Monte Settepani 5.45 7.29 1.84 6.13
Poggio Fearza 4.72 6.44 1.51 5.23
Polanesi 1.21 1.95 2.31 1.37
Pornassio 1.24 1.98 1.92 1.39
Ranzo 2.35 3.48 2.23 2.65
Romito Magra 1.01 1.66 1.38 1.10
Savona lIstituto Nautico 3.47 4.90 2.44 3.91
Vernazza 1.65 2.55 1.84 1.85
Casoni 5.74 7.30 1.43 6.34
Diano Castello 0.69 1.20 0.99 0.69
Imperia 3.35 4.77 1.54 3.72

Table 5.1 The average wind speed on the whole measuts period for each site.

Sites K C Power Available energy | Altitude | Latitude | Longitude
[m/s] density [kWh/mz2.yr] [m] N E
[W/m?]

Borgonuovo 2.3 1.3 1.54 13.6 100 43.8463 7.6208
Capo Vado 1.43 7.1§ 487.7 4271.7 170 44.2583 8.4425
Castellari 1.10 1.32 6.04 52.9 100 44.1456 8.2625
Cavi di Lavagna 098 1.24 7.5 65.7 100 442961  3W37
Cenesi 1.43 1.7Q 6.47 56.7 110 44.0750 8.1347
Corniolo 1.09] 2.85 62 543.5 258 44.1063 9.7348
Fontana Fresca 148 5.51 206.5 1809.3 743 44.4022.0930
Genova Centro 1.29 3.94 100 874.3 20 44.4017 2.947
Genova Villa 1.63 2.12 9.90 86.7 40 44.3986 8.9633
Giacopiane Lago 1.06 3.82 161.75 1417 1016 44.4608.3875
La Spezia 1.43 3.47 54.47 477.2 5 44.1045 9.80f5
Levanto-S Gottardo 146 1.68 5.5 48 10( 44,1811 2196
Monte Maure 1.69 4.32 80 694.5 210 43.7922 7.6192
Monte Rocchetta 148 4.21 92 805.2 412 44,055 99.91
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Monte Settepani 1.84 6.18 203 1776.5 1375 44.2430.1968
Poggio Fearza 1501 5.28 170 1483.5 1833 44.0420 933.7
Polanesi 2.31 1.37 1.8 15.8 50 44.3658 9.1247
Pornassio 1.92 1.39 2.3 19.8 50Q 44,0639 7.86p4
Ranzo 2.23 2.65 135 118 310 44.0632 8.0049
Romito Magra 1.3§ 1.1Q 2 16.9 100 44,1033 9.9303
Savona Istituto Nautico 2.44 3.91 40.23 352.4 38 .30B86 8.4855
Vernazza 1.84 1.85 5.61 49.2 160 44,1361 9.6833
Casoni 1.43 6.34 332.5 2908.8 800 44 5272 9.3086
Diano Castello 0.99 0.69 1.20 10.5 134§ 43.9232 aR06
Imperia 1.54| 3.72 59 516.7 10 43.8882 8.0416

Table 5.2 Available wind energy for each site

Table 5.3 shows the annual variation of averagel\speed of each of these sites. For Capo Vado, a

minimum average speed of 6.12 m/s in 2006 and amuax of 6.87 m/s in 2008, have been

monitored, which show that the average wind spdeth® site has not undergone considerable

changes and has kept the same order of magnitindesdme conclusion can be drawn for Casoni

with a minimum of 5.73 m/s in 2008 and a maximun®df2 m/s in 2006, and for Monte Settepani

with a minimum of 5.16 in 2008 and a maximum of%rii/s in 2007. Similar results are obtained

for Fontana Fresca with a minimum of 4.94 m/s if2and a maximum of 5.04 m/s in 2008.
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Capo Casoni Fontana Fresca Monte
Vado Settepani
Annual average wind speed [m/s]
2004 - 5.82 4.94 5.30
2005 - 5.73 4.94 5.60
2006 6.12 6.12 5.03 5.40
2007 6.56 5.84 4.99 5.79
2008 6.87 5.97 5.04 5.16
(a)
Capo Casoni Fontana fresca Monte
Vado Settepani
Power density [W/m?]
2004 - 355.98 183.80 194.02
2005 - 366.41 200.16 197.92
2006 367.58 367.59 211.40 192.09
2007 483.58 329.03 202.04 222.72
2008 620.71 374.64 237.08 207.54
(b)



Capo Casoni Fontana fresca Monte
Vado Settepani
Available wind energy [MWh/m2.yr]
2004 - 3.12 1.61 1.70
2005 - 3.21 1.75 1.73
2006 3.22 3.22 1.85 1.68
2007 4.24 2.88 1.77 1.95
2008 5.44 3.28 2.08 1.82
(c)

Table 5.3 Annual average wind speed (a), annuakpaensity (b) and annual available energy for

the four sites with highest wind speed (c).

ArcGIS Spatial Analyst has been implemented toldisghe distribution of the wind and solar in
the region. The ArcGis tool includes specific ipi@ation methods to estimate spatially continuous
phenomena, here it is related to solar and win@. dim of the interpolation methods is to create a

surface grid in ArcGIS in order to assess the \&lhfecells at locations that lack sampled points.

Among interpolation tools, there are spline, krggmethods and inverse distance weighted (IDW).
the most appropriate method depends on the distibof the sampled points as the set of points is

dense enough to capture the extend of surfacetiaarid-or this reason, this method has been
excluded for the case of Liguria region. we shaukhtion that different methods have been tested
to evaluate the phenomena and create surfacetigeidriging method is the one that gave the most

appropriate results. The data from all the sitegeHaeen given as input to a Kriging algorithm in
order to produce available wind energy at 10 m.

18'000

36'000
1

72'000
]

Meters

kWhimA2.yr
P High : 4272

B Low: 10

Figure 5.3 Available wind energy in Liguria region
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From Figure.5.3, it is quite evident that differesities of Liguria region have very different wind
potential characteristics. It seems that some nateterritories on the mountains as well as some
part of the coast in the western side are more gingithan others for the exploitation of the wind
resource for energy production. In addition, thosemtial seems quite stable in the years. However,
as usual in these cases, also due to the compbdgxamhy of Liguria region, a monitoring campaign
on the field should be performed on the site. Ftbendata obtained on the 25 stations, only 4 of

them seem to be eligible for energy production.

The WPP with the following geometric and technicladracteristics has been considered to assess
the energy output: rated power 1500 [kW]; cut-imavispeed of 4 [m/s], rated wind speed of 14
[m/s], cut-off wind speed of 20 [m/s], survival wlirspeed of 52.5[m/s]; 3 blades; diameter 82 [m];
hub height 76 [m]; and swept area of 5281%|[nfFurthermore the power coefficient, gearbox
efficiency and generator efficiency have been sapgaqual respectively to 0.45, 0.96 and 0.96.
The wind speed data of the four locations (Capo oyadasoni, Fontana Fresca and Monte
Settepani) have been analysed taking into accdumtntonthly and seasonal variations. The
monthly variation of Weibull parameters 4ndc) and the mean monthly wind speed at 10 and 76
m above the ground level are listed in Tables%.3,5.6 and 5.7

For Capo Vado site (Table 5.5), it can be obsethatlthe maximum value of the monthly mean
wind speed at 10 m is 9.98 m/s in December andrémmuim value of 2.80 m/s occurs in April,
while at the hub height the monthly wind speedesatetween 3.73 and 13.46 m/s. Furthermore,
Weibull shape paramet&rvaries between 0.95 and 1.94, while scale pararodtetween 2.73 and
11.25 m/s.
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Month c Mean wind Mean wind Power
[m/s] speed [m/s] | speed[m/s] | density
10 [m] 76 [m] [W/m?]
January 7.50 1.36 6.87 9.27 620.14
February 7.15 1.63 6.40 8.63 381.04
March 7.05 1.46 6.38 8.61 441.65
April 6.21 1.30 5.73 7.73 384.75
May 5.42 2.03 4.80 6.48 125.21
June 5.53 1.89 491 6.62 143.78
July 5.13 1.86 4.56 6.15 117.17
August 4.97 1.83 4.41 5.95 108.32
September 5.61 1.54 5.05 6.81 202.53
October 6.51 1.48 5.88 7.94 339.62
November 7.04 1.44 6.39 8.62 452.95
December 8.62 1.39 7.86 10.61 894.86

Table 5.4 Monthly variations of the mean wind spaed Weibull parameters in Capo Vado site.

Capado
Month c k Mean wind Mean wind Power

[m/s] speed [m/s] | speed [m/s] | density

10 [m] 76 [m] [W/m?|

January 591 1.4% 5.36 7.24 265.52
February 7.60| 1.64 6.80 9.17 453.93
March 7.80| 1.53 7.02 9.47 550.20
April 2.73 | 0.95 2.80 3.78 90.71
May 5.06 | 1.36 4.63 6.24 187.71
June 5.29| 1.58 4.75 6.41 162.55
July 495 | 1.53 4.46 6.01 140.21
August 5.78| 1.82 5.14 6.93 172.04
September 6.420 1.49 5.80 7.83 321.06
October 9.22| 1.89 8.19 11.05 666.03
November 9.06| 1.63 8.11 10.95 783.07
December 11.25 1.94 9.98 13.46 1177(97

Table 5.5 Monthly variations of the mean wind spaed Weibull parameters in Casoni site
Results of Fontana Fresca location (Table 5.6)alsvdat at 10 m, a value of 6.78 m/s is observed

as a maximum monthly wind speed in December andirimmam value of 3.69 m/s in June,

furthermore at the hub height, the monthly windespes ranging between 4.98 and 9.15 m/s. The
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shape parametérvaries between 1.36 and 1.92 while the scale paterimbetween 4.15 and 7.46
m/s.

Table 5.6 Monthly variations of the mean wind spaed Weibull parameters in Fontana Fresca

Table 5.7 Monthly variations of the mean wind spaed Weibull parameters in Monte Settepani

Fontana Fresca

Month c k Mean wind Mean wind Power

[m/s] speed [m/s] | speed [m/s] | density

10 [m] 76 [m] [W/m?|

January 6.65 1.73 5.93 7.99 279.36
February 5.92| 1.47 5.36 7.22 257.13
March 6.61| 1.68 5.90 7.96 286.111
April 452 | 1.53 4.07 5.49 107.03
May 5.10| 1.82 453 6.12 117.81
June 5.15| 1.97 4.57 6.17 114.48
July 415| 1.76 3.69 4.98 66.13
August 4.86| 1.68 4.34 5.86 113.80
September 452 1.41 4.11 5.55 124.44
October 5.64| 1.36 5.17 6.97 261.95
November 6.13| 1.5( 5.53 7.46 275.45
December 7.46| 1.43 6.78 9.15 547 .46

site
Monte Sqitmi
Month c k Mean wind Mean wind Power
[m/s] speed [m/s] | speed [m/s] | density
10 [m] 76 [m] [W/m?]
January 7.04) 2.26 6.24 8.41 248.60
February 7.58| 2.16 6.72 9.06 322.22
March 6.30| 1.90 5.59 7.55 212.04
April 6.28 | 2.45 5.57 7.51 166.26
May 581 | 234 5.15 6.95 136.11
June 5.61| 2.43 4.97 6.71 118.76
July 530| 2.25 4.69 6.33 106.21
August 570 2.11 5.05 6.81 140.18
September 5.8 2.07 5.21 7.03 157.08
October 7.12] 1.95 6.32 8.52 296.46
November 7.07] 1.95 6.27 8.46 289.53
December 7.83 2.32 6.94 9.36 334.71

site
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As concern Monte Settepani (Table 5.7), it app#@as December is still the month that gives the
maximum value of the wind speed, and which attéi@d m/s at 10 m. On the other hand, the wind
speed reaches its minimum limit in July (4.69 mA)the hub height, the monthly wind speeds
range between 6.33 and 9.36 m/s. The shape pardiekes a value between 1.90 and 2.45, while
the scale parametetbetween 5.30 and 7.83 m/s.

To sum up, a maximum value of the mean wind spe&Q@ an is obtained at Capo Vado as 9.98 m/s
in December. Furthermore, the Weibull parameteatkes between 0.95 and 2.45 with a minimum
at Capo Vado in April and a maximum at Monte Seltelso in April. The parameter c varies
between 2.73 and 11.25 m/s, thus for a maximumnantmum values observed at Capo Vado in
December and April respectively.

In addition to the wind speed analysis, the knogéedf the wind direction is an essential task to
carry out in order to make a better understandegamding the planning of the wind turbine
installations. The wind direction frequencies floe four locations are displayed in Figure 5.4. The
wind directions show a quiet similar behaviour. Bot Fontana Fresca, all the other locations
(Capo Vado, Casoni and Monte Settepani) exhibistildution between NNE to NNW pattern. For
Capo Vado, the predominant wind direction is thetNavith a value of 37%, while for Casoni and
Monte Settepani; it is respectively NNE and NNWhv@1% and 41%. An opposite tendency is
observed at Fontana Fresca site, where the predaidirection is the South with

Casoni

"41/ “y‘V’ WswW
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Fontana Fresca N Monte Settepani

WSW

WSwW

Figure 5.4 Annual wind direction frequencies atfibr locations

The estimation of the mean wind speed over a siteot a final step to assess the available wind
potential in the considered site. Moreover, theigalf the power density is an important parameter
that can provide complementary information regaydine choice of suitable site, as well as an
immediate classification of the site. For this mesason, the wind power density available at the
four locations has been computed. Figure 5.5 revited monthly variation of mean wind power
density at different heights for the four selectdtions. It can be recognized that all the four
stations (Capo Vado, Casoni, Fontana Fresca andeVieeitepani) exhibit the same tendency as
regards the highest monthly mean wind power dersity which occurs in December. Whereas,
once it comes to the minimum wind power densitye thte of variation is not the same; the
occurrence of the minimum differs from one sitdfhe other. At 10 m elevation, this minimum is
reached in August at Casoni site with a value &.3D W/m?, and for Capo Vado in April with a
value of 90.71W/m2, while for the two other sitesnfana Fresca and Monte Settepani, their
minimum values occur in July with values equal esd$pely to 66.13W/m? and 106.21W/m>.
Comparing the trend of the four wind power densityigure 5.5, the wind power density has its
maximum value in December for Capo Vado with 117%@mz2 at 10 m and 2411 W/m2 at the hub
height (76m).
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Figure 5.5 Monthly variation of wind power density the four locations

The seasonal wind characteristics for all the tgtiare shown in Table 5.8. It is observed that the
highest value of the mean wind speed and the mead power density for all locations are
observed in the Autumn season which coincides Withincreased demand of energy. It is also
apparent from the same table that Capo Vado latasidhe windy site, at which the maximum
seasonal mean wind speed is about 8.76 m/s (antheiglO m) observed in the Autumn season,
while the minimum of 4.06 m/s in Spring, whereas sieasonal mean power density varies between
134.64 and 872.87 W/meached respectively in Spring and Autumn seassnihie hub height (76
m), the seasonal mean wind speed occurred betwd8nafd 11.81 m/s. The obtained results for

the other locations are reported in details in &&b8.

Season c [m/s] k Mean wind Mean wind Power
speed [m/s] 10 | speed [m/s] 76 density
[m] [m] [W/m?]
Capo Vado
Winter 7.09 1.51 6.39 8.63 422.47
Spring 4.41 1.32 4.06 5.48 134.64
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Wind speed (m/s)

Wind speed (m/s)

Summer 5.71 1.56 5.13 6.92 208.45
Autumn 9.84 1.78 8.76 11.81 872.87
Casoni
Winter 7.23 1.46 6.55 8.84 477.06
Spring 5.73 1.58 5.15 6.94 207.00
Summer 5.24 1.69 4.67 6.30 140.88
Autumn 7.36 1.39 6.71 9.06 555.13
Fontana Fresca
Winter 6.40 1.62 5.73 7.73 274.30
Spring 4.93 1.74 4.39 5.93 113.15
Summer 451 1.58 4.05 5.46 100.46
Autumn 6.39 1.40 5.83 7.86 359.11
Monte Settepani
Winter 6.98 2.08 6.18 8.34 260.94
Spring 5.90 2.39 5.23 7.06 140.25
Summer 5.63 2.12 4 .98 6.72 134.16
Autumn 7.35 2.06 6.51 8.78 307.17
Table 5.8 The seasonal wind characteristics
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Figure 6éasonal histograms of the wind speed

The seasonal variation of the wind speed can mefprecasting the future trend of wind projects.
Due to the randomly behaviour of the wind speed @sd its variation over the time, it is more
practical to represent its behaviour using a proialunction. The comparison between the actual
seasonal data and the estimated seasonal Weibgllency distributions of wind speed of the four
locations are shown in Figure 5.6. It can be seahthe Weibull distribution demonstrate a good
fit. Furthermore, it is observed for Capo Vado dakoni, that the wind speed covers the large
range of variation in Winter and Autumn seasonsl, &hich reach [0-20 m/s], whereas in Spring
and Summer the higher range limit does not exceednis. For Fontana Fresca and Monte
Settepani, the wind speed covers the large rangaradtion in Winter and Autumn which equal to
[0-15 m/s]. In Spring and Summer the higher ramggt ldoes not exceed 10 m/s. Results of wind
availability in Capo Vado site show that the wirnmked is above 3 m/s respectively in Autumn,
Winter, Spring and Summer with 82, 68, 49 and 63%he time, so the wind power plant can
produce energy for 82, 68, 49 and 63% of the tinespectively in Autumn, Winter, Spring and
Summer. The higher percentage of wind availahifityVinter occurs at Casoni and Fontana Fresca
respectively with 70 and 67%, and at Monte Sattegn Autumn with 79%.
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Figure 5.7 Histograms of the monthly of the meandrénergy produced by the wind power plant

versus the available wind energy in the swept ratea for the four locations
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The histograms of the monthly variation of the meand energy produced by the WPP and the
available wind energy in the swept rotor area Far tour locations are shown in Figure 5.7. It is
important to underline that, for the whole fourdtions, the highest energy produced by WPP can
be reached in December respectively with 3800, 24319, 1146 MWh. Further seasonal
assessments of the available and produced enezggported in Fig. 6. For all sites, the produced
energy by the WPP shows a large variation from seds season, in addition, the highest
production values for all stations occur in Autuseason with 8164, 4544, 2951 and 3039 MWh
respectively at Capo Vado, Casoni, Fontana Frasgd/nte Settepani.

The monthly and seasonal wind data analysis has lo=eried out to investigate wind
characteristics and WPP production during the periaf 2002-2008, 2006-2008 and 2004-2008 for
respectively Casoni, Capo Vado and Monte SettegrashiFontana fresca. The monthly and seasonal
wind speed distribution, wind power densities anidhdwvdirection are determined for the four
locations in order to provide information of winelsources, further assessment of the monthly and
seasonal wind energy available in each site anerteegy output of the WPP have been done. It is
believed that Capo Vado is the best site with atilgmmean wind speed determined between 2.80
and 9.98 m/s in December at a height of 10 m amathly wind power density between 90.71and
1177.97 W/m2 while the highest energy produced PMNvas reached in December with 3800
MWh.

As a result of the Battelle-PNL classification madesection above - Capo Vado Class 7, Casoni
Class 6, Fontana Fresca and Monte Settepani Classal¥the four sites are considered to be
suitable for most wind turbine applications takingp account data on the whole year. On the other
hand, for example, Capo Vado dramatically fall€lass 1 if data limited to the month of April are
taken into account and in Class 7 if limited to thenths February, March, October, November and
December. This fact should reflect the inadequddyattelle-PNL classification on regions with a
complex orography and variable wind characteriséisd.iguria region, and, in general, as many
others Mediterranean countries.

The seasonal variation of these sites should teftecneed of adopting proper strategies to adapt
the wind exploitable energy to the demand. Thesddcbe done according to two main — not
alternative — strategies: hybridizing the produttigith the contribution of some other renewable
energies; storing energy to feed future demand Withaim to avoid shortage. As regards the
former option, for the sites investigated in thierly solar energy should be a promising option,
since sun irradiation reaches high values jushénmonths and seasons where wind seems to have

lower energy exploitation. As regards the lattetiaap hydrogen might be a challenging way to
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store energy, specifically if coupled with automethydrogen fuel future demand. For example, as
a rough estimation, for the site of Capo Vado, dstimated hydrogen gas mass that can be
produced using an electrolyser characterised bgffasiency of 0.9 is about 65 tones in December
(2166 kg/day) which is equivalent to 2558 MWh ofdlggen energy production and 3 tones in
April which is equivalent to 117 MWh of hydrogeneegy production. In this respect, proper
strategies should be studied to couple the stooédedrogen for household and industrial energy
consumption and as a fuel for transport vehiclesmFan automotive perspective, as a kilogram of
hydrogen is roughly equivalent to a gallon of gas®lin energy content, assuming a 6 kg/fill
average per day for a car, the 2166 kg/day wodldafiproximately 360 cars per day, For a
hydrogen vehicle with internal combustion enginel faonsumption is about 0.60 kWh/km as
reported by (Ajanovic, 2008), thus, the hydrogeergy production in December for Capo Vado
site is more than 4*f0km. Table 5.9 shows the solar energy availablecasputed by statistical
analysis and the geographical coordinates of themétorological stations. It can be seen that the
obtained solar energy shows a quiet similar valugish is mainly due to the similar orography and
climate. The results shown in Table 5.9 have besenl io map the solar potential of Liguria region

using an Arcgis tool.

N° Sites Eolar Latitude | Longitude | Altitude
[kWh/mZ2.yr ] N E [m]
1 | Castellari 1239.79 44,1456 | 8.2625 100
2 | genova 1384.34 44.4017 | 8.9472 20
3 | Polanesi 1356.08 44,3658 | 9.1247 50
4 Monterocchetta 1497.05 44.0755 | 9.9197 412
5 | Corniolo 1512.00 44,1063 | 9.7348 338
6 | Buorgonuovo 1144.60 43.8463 | 7.6208 100
7 | Capo Vado 1456.27 44.2583 | 8.4425 170
8 | Cavidi Lavagna 1365.75 44,2961 | 9.3739 100
9 | Levanto\S.Gottardo | 1421.11 44,1811 | 9.6211 100
10 | Allassio 1449.24 44.0000 | 8.1700 10
11 | Sanremo 1556.32 43.8200 | 7.7800 45
12 | Romito Magra 1345.26 44,1033 | 9.9303 100
13 | Ranzo 1380.08 44.0632 | 8.0049 310
14 | Pornassio 1273.39 44.0639 | 7.8664 500
15 | Giacopiane Lago 1375.59 44.4608 | 9.3875 1016
16 | Poggio Fearza 1331.90 44.0420 | 7.7935 1833

Table 5.9 Solar energy production

The theoretical solar potential of Liguria regidmt can be exploited for energy production is
reported in Figure 5.9. As it can be seen, thd totaual solar energy is ranged between 1128 and
1534 kWh/m.yr, which are reached respectively in Buorgonumazle 6) and Sanremo (code 11).
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In fact, the estimated solar energy over the regioes not present important differences between
all locations of the territory.

kKWh/im*2.yr
High : 1534

Low: 1128

0 19'000 38'000
|

76'000 Meters
|

Figure 5.9 Solar energy production map

6. Conclusion

This chapter presented an evaluation of the patieotiwind and solar energy available within the
territory of Liguria. The study focused on a deephalysis of wind sites, with special reference to
available locations that have shown high wind pwaéénin this respect, a deeply monthly and
seasonal assessment of wind variation charactsrigis been performed on those sites. Spatial
maps have been generated using the ArcMap tool daeblein the ArcGIS Software. As a future
development, | wish to evaluate the potential okxable energy taking into account the orography
of the region. In this way, special interpolatioethods will be implemented. Another interesting
and challenging research direction is to focus ptintal strategies to storage energy from wind

exploitation using the hydrogen as energy vector.
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B- A regional decision support system for onsite renewable hydrogen
production from solar and wind energy sources

1. Introduction

Among numerous techniques for the hydrogen prodoaotiithout harmful emissions, especially
avoiding the carbon dioxide emissions (IUPAP, Sheam& Samuelsen, 2009, Barton and Gammon,
2010, Woodrow and Rifkin, 2006), hydrogen techn@egdriven by renewable energy sources
(RES) represent an attractive solution (Little &t @007), firstly due to their diversity and
abundance, and secondly, because of their envinst@nsustainability potential. According to
(Moriarty and Honnery, 2009), intermittent RES,afly wind and solar energy, will have to supply
most non-fossil energy in 2050 and beyond, anddmtrast to others forms of renewable energy
such as hydraulic and biomass, they may play agiat role in the future (Janke, 2010) and they
will more and more have a strict synergy with hygno production, as it is starting to have in the
form of the several wind/hydrogen plants spreadoatr the world. The main challenges of
hydrogen production via intermittent RES are relai@ storage. In fact, hydrogen can be stored
until it is needed as fuel for either transportatapplications or local stationary power generation
sources, or it can be transferred into electrieityl fed into the electrical network (Martin and
Grasman, 2009). As a result, hydrogen can be useddist the penetration of renewable energy
systems exploiting its main two features: storagelionm to balance the intermittency of many RES
and energy carrier for electricity generation irses of failure of renewable energy production
systems.

In the regional and national decision process efftiithcoming hydrogen economy, one key issue
that will be more and more required in the adoptiba RES based hydrogen production system is
their potentiality to produce and satisfy the hygno demand within a specific location. A deep
analysis will be more and more required to assistdecision makers for designing and sizing a
new future hydrogen plants in a specific territowith suitable technologies of production.
Moreover, the assessment of the hydrogen produatraiiability within the region will contribute

to provide information regarding the adequate sated scales of production plants (small, medium
or large).

Rodriguez et al. (2010) have analysed the avaitalaf wind resource and the energy requirement
and the potential of hydrogen production from wiregources in the province of Cordoba in
Argentina. It results that using the wind power gyated by one of the best sites (Rio Cuarto),
hydrogen could be generated ten times higher then amount of hydrogen required for
transportation in the province of Cordoba.
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Honnery and Moriarty (2009) estimated the globaldrogen production from wind, thus
implementing 2 MW turbines per Knover the earth surface. It results that 116 E4 &chnical
potential of hydrogen could be generated. In anmofiaper, Ni et al. (2006) have assessed the
potential of renewable hydrogen production for ggesupply purposes in Hong Kong. Authors
have reviewed the technologies for hydrogen pradndibllowed by an overview of renewable
energy deployment in Hong Kong. As results, thesead that because of the mismatch between
solar and wind energies, as a hybrid systems, dheyecommended to increase the availability of
renewable energy supply. Levene et al. (2007) lzenadysed the potential of hydrogen production
from renewable electricity. Theanalysis has been applied to the whole territoryoited states.
The results indicate that ample resources exipraduce hydrogen from wind and solar power to
serve the transportation sector.

Despite the published results in the literaturetfa assessment of the hydrogen production from
RES, limited attention has been dedicated to theebaoed role of wind and solar energies in the
production of hydrogen. In this work, a GIS-basedision making methodology is proposed for
the selection of the most promising location fostalling renewable hydrogen systems. In
particular, focus is been dedicated to sites winénel and solar energies can play important role in
the production process of hydrogen. The proposethadelogy aggregates different studies and
approaches. The method is analysed in detail ifalh@ving section. In section 2, a methodology
for the assessment of the renewable hydrogen paitestproposed. It is based on three main
modules namely: detailed statistical analysis, r@erpolation method using an artificial neural
network model and the calculation of the hydrogesdpction potential from RES. The aim of this
section is to highlight suitable sites that havghhannual hydrogen production. A multi-criteria
decision support method is been presented in se8fithe objective is to provide some support to
decision makers for the planning of future hydrog#ants. In section 4, an integrated RES-
hydrogen based refuelling station was modelle@s$b the feasibility of hydrogen plant that is based
on solely the hybrid renewable energy resources.prbposed approach is general and can be used
for various territories under regional and locahsiderations. Here, the method is applied to

Liguria region in Northern Italy.

2. Potential of renewable hydrogen production

Here, the steps for the determination of hydrogetemtial from renewable energy resources are
deeply analysed. This section comprises three s&tions, namely wind and solar data collection,
the assessment of the available wind/solar eneaggngal and the assessment of the available

hydrogen potential.
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2.1 Wind and solar data collection

In general, the solar energy production varies Withlocation, orientation and mechanical devices
utilised to convert the sunlight to electricity. Wever, as reported by (Chiabrando et al., 2009),
solar radiation requires a deeply analysis to bettaluate the suitability of a certain area fdaso
technology installation. The computation of theikde solar energy potential is the first stept tha
is needed to be accomplished before the evaluafitre technical solar potential. Solar radiatien i
here analysed as the amount of energy received wytarea over a stated. The solar insulation
data can be derived from variety of database sactatellite data and situ data that represent the
local meteorological stations spread on the tewrito

The estimation of the wind potential is based ankhowledge of wind regimes of the considered
territory. The wind resources assessment phaseicsat as the provided power is proportional to
the cube of wind speed. The behaviour of wind spsedifferent from that of solar radiation,
mainly because high wind speed may be availableifsgaly in some areas rather than other as
compared to solar radiation which is usually avaddor all sites of the territory

For this main reason, special emphasis shouldu@ndo the anemological recorded data. The wind
speed data are recorded on different heights dépgoa the wind resources locations. Generally,
for accuracy reasons, wind data of long years nreasnt are needed. These gathered data must be
then processed and treated statistically in om@ravide the theoretical wind energy. In this pape
the assessment of wind potential has been condigi®@ementing and enhancing previous works
developed by (OQuammi et al., 2010) and (Ouammi.e810). The enhancement is done taking
into account the orography tife territory in the assessment of the availabledv@nergy resources,

as described in the following subsection

2.2 Assessment of the available wind/solar energyiential

The meteorological measurements stations are ysinaufficient to determine the potential of
wind and solar energy available in the whole teryit However, approproate assessment methods
are needed to estimate the wind and solar energythars locations where no measurements
stations are available.
Indeed, in order to predict the renewable energgni@l that can be assigned to each special points
of the region, an interpolation method is requitedind out the potential accessible anywhere in
the territory in question. Numbers of methods arailable to construct an interpolated surface
between available point’s data measurement. Krigimgghod is one of the interpolation methods
referring to a family of least-square linear regres algorithms that attempt to predict values of a
variable at locations where data are not availableed on the spatial pattern of the available data
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(Alsamanra et al., 2009). Kriging is an interpadatiechnique that estimates unknown values from
known sample values and semi-variograms.

The key tool of this method is the variogram, whielates half of the average squared difference
between paired data values to the distance betitesn (Shad et al, 2009). In recent years, the
method has been widely applied in different redeéisdds, among which the application in GIS in
order to interpolate data. According to Bargaoud &hebbi (2009), the most classical method in
the Kriging of environmental data is to operatdwgpatial lags by using spatial coordinates (xfy) o
data locations.

In this respect, the Kriging techniques have bedopted for the interpolation of renewable
resources using a digital elevation model, amoresehKriging techniques, good results have
recently been obtained by the use ANNs techniqtiés.one of the more frequently used methods
for data interpolation in the literature. Data hémeen inferred using an ANN algorithm to establish
a forward/reverse correspondence between the lateitlatitude, elevation and the mean annual
wind speed/solar irradiation. Specifically, for tA&IN model, a three-layered, back-propagation
standard ANN classifier has been used consistintprefe layers: input, hidden and output layer.
Generally the best way to determine the wind caowkt at a given site is by measuring the wind
speed at least one year. The Kriging techniqueg baen adopted for the renewable energy and
hydrogen mass assessment, among these Krigingiqeelsn good results have recently been
obtained by the use of artificial neural networkN(d) techniques (Rumelhart, 1986), (Cellura et
al., 2008). In this study, data have been infeusidg an ANN algorithm (Figure 5.10) to establish
a forward/reverse correspondence between the lateitlatitude, elevation and the mean annual
renewable energy and the hydrogen mass. Spegffidall the ANN model, a three-layered, back-
propagation standard ANN classifier has been usedisting of three layers: input, hidden and
output layer. The ANN input layer consists of 3tanvhich are associated to the longitude, the
latitude and the elevation (linearly normalisedwssin O and 1, taking into account, respectively,

the maximum and minimum longitude, latitude and/a&iien of the territory) of a specific location.
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Figure 5.10 Configuration of the ANN with three éay

The ANN output layer consists of 1 unit which iss@sated to the average annual solar/wind

energy available in the location, linearly normatdisbetween O (correspondent to the minimum

energy available) and 1 (correspondent to the maxirenergy available). As regards the hidden

layer, the choice of the number of units may bejesttive since the prediction accuracy on the

learning set increases by adding units, but causilogs of prediction accuracy on new patterns not
belonging to the learning set. In this paper, aft@amne testing, a reasonable choice for the hidden
layer is 20 units.

In a back-propagation standard ANN learning phtse characterising “weights” are defined on a

given set of patterns. Specifically, the outguf each unit i in the network is determined by:

1
= (5.11)
yi 14+e7%

This output has a real value between 0 ang, Is the total input to unit i given by:

X; :zvvl,jyj +bi (512)
j

wherey, , is a real number, called weight, representingsthength of the connection from unit j to

unit i; the weighted sum of the inputs is adjudtgdhe bias characteristic of the unibi, Network

weights are initially assigned random values umifgr distributed in [-0.3, 0.3]; in each back-
propagation cycle, the weights are adjusted irtdted output error. The learning ends either adter
user-defined number of steps or when the totaludgpror becomes asymptotic, where this error is

defined as:
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E=Y> (0 -D,;)? (5.13)
p

whereop’j is the observed output on unit j for learning patie andDm is the desired output.

The ANN learning procedure is performed on learrseg of patterns, where, in our model, each
learning pattern p is represented by 3 parametepsit(layer) and by 1 output parameter (output

layer).

2.3 Assessment of the available hydrogen potential

Once the potentials of wind and solar energies vemsessed, the estimation of the hydrogen
production potential can be done. The evaluationhef potential is based on the use of energy
generated by the renewable energy driven the apgrat an electrolyser plant. The quantification
of the hydrogen mass could be performed from thewkedge of the RES available within the
specific location. In this analysis, an electrolyagh power capacity of 52.5 kwWh/kg is considered
(which is equivalent to about 75% in efficiency)ww.h2fc.com). As regards the system losses of
the electrolysis, they are assumed to be equal0%. rhe computation of the hydrogen mass
produced from both wind and solar energy is deedriés follow:

M, = Ey, _'h/72Ere (5.14)
* TLHV,  LHV,

whereMy; [kg] is the hydrogen gas mass produdeg; [kWh] is the renewable energy production,
LHVy2 [KWh/kg] is the hydrogen higher heating valug;, [kWh] is the hydrogen energy
producedy is the efficiency of the electrolysis system gads an additional efficiency coefficient

included to take into account the energy lossekarelectrolyser.

3. Criteria for site selection

According to regional and territorial regulatioesivironmental as well as work constraints (Aydin
et al., 2010), some restrictions to green hydrogesduction plants settling may be adopted,
discarding areas with features that are not adequathe exploitation of hydrogen potential. In
addition, the spatial information regarding theyiélie areas from a regulation viewpoint should be
intersected with areas where renewable energy mesewan be effectively exploited from an
energy viewpoint for hydrogen production. The imggpn of spatial multi-criteria decision making
with the geographical information system enablesitiplementation of the geographical data with
the decision makers’ preferences in order to pwaderall assessment of multiple, conflicting, and
incommensurate criteriaMalczewskj 1999). Table 5.10 displays the assumed objecawesstheir
associated criteria.

Commonly, the following spatial information shoudd used:
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» provincial and municipal boundaries;

* slopes;

* airports, port areas, the urban and industrialareds;

» sites of interest, the special protection areaspaotécted areas;
» high and medium voltage electric supply network;

* network traffic main road.

Objectives Criteria
Acceptable in terms of safety 500 [m] away from inhabitants areas
Acceptable in terms of natural reserves 250 [m] away from water bodies, rivers and

environmental protected areas
Acceptable in terms of infrastructures
250 [m] away from the road network
250 [m] away from the electric network
500 [m] away from the railways

Table 5.10 Objective and proposed selection caiteri

4. Modelling hydrogen refuelling station

Many hydrogen refuelling stations have been opemetiare currently in operation worldwide. To
date, more than 140 hydrogen refuelling stationsvehabeen opened Kfuse et al,
http://www.bellona.no)In Italy, around 5 hydrogen refuelling stations a@meoperation (Table
5.11). An integrated system has been developed. prbposed model is referred to on-site
production and it includes a wind turbine, a phottaic (PV) module, an electrolyser unit, and a
hydrogen storage tank. The aim is to assess thabiieg of the implementation of a green

refuelling station in a site with high hydrogen gation potential from wind and solar energy.

Location Italian region | Opening year
Collesalvetti | Tuscany July 2006
Mantova Tuscany September 2007
Milan Lombardy September 2004
Pontedera |Tuscany 2003

Turin Piedmont -

Assago Lombardy February 2010
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Table 5.11 Italian hydrogen refuelling stations

4.1 Photovoltaic module

The power output of a photovoltaic (PV) module UNif] can be calculated as folloviéstli and
Charabi, 2010)

Py = Ap /7 oy 5o Pr G (5.15)

where G is the perpendicular radiation at arrayit$ase [W/nf] received by the PV moduléy, is
the PV module areay,y is the module reference efficienqy,is the packing factor ang. is the

power conditioning efficiency.

The energy produced by the PV module [kWh] durlmgtime period can be expressed as follow:

pvzf§ipw (5.16)

4.2 Wind turbine model

The output energy generated by the wind power ptamtostly dependent on the mean wind speed
at the location. The knowledge of the probabilitytibution function of the wind speed is crucial
to evaluate the wind energy potential. In this giude commonly Weibull probability distribution
function has been used to represent the frequertfiethe wind speed, its general form is

represented by:
k-1 k
foo:(%)(%j ex{f(%) J (5.17)

where f(v) is the probability of occurrence of wind speefin/s], k is the dimensionless Weibull

shape parameter, arm[m/s] is the Weibull scale parameter. The two W#ilparameters are
identified for each site.

The wind speed data are generally collected ath#ight hyaa Which is different from the wind
speed at the hub height. The computation of thebWledistribution at the hub height is necessary
to represent the wind characteristics at lthg, the following relation is adopted (OQuammi et al.,

2010):

— IN(Mhun/ 20) 5.18
R TN 529
kK

= N
K (L- 0088%10g(Nyp/ hyaia) (5.19)
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The wind power density of a site based on Weibyligbability density function is expressed by:

P:T AY) f(V)dv :;Apc3l'(k;3) (5.20)
0

whereA is the blade sweep area?randp is the air density [kg/f.

Thus the wind power density at the hub heightvegiby

1

Paub = E

Apchub3r[%j (5.21)

hub

where gamma function is described by the follonenggation:

r(y)= ofe‘xxy‘ldx (5.22)
0

The electric energig, [Wh] produced per time perictis given by:
E. = Cupp T-Prs (5.23)

The wind power plant performance coeffici€hl,, is composed by three componemtthe power

coefficient g, the gearbox performance amgthe generator performance.

prpchngbng (524)

4.3 Hydrogen electrolysis production

The generated power by the hybrid energy systerhbeilsent to the electrolyser to drive the
electrolysis process of water for hydrogen produrctiDifferent kinds of water electrolyser exist,
with different advancements levels, here a protarhange membrane (PEM) electrolyser has been
used. It benefits of high efficiency factor, higHée cycle and a good suitability with renewable
energy systems where the amount of electricityegarandomly according to the wind and solar
intermittenciesKruse et alhttp://www.bellona.no). Furthermore, PEM becomesiiractive option
especially in the case where hydrogen needs tddveds@Barbir, 2005) The output pressures of
hydrogen within a PEM are around 1.2 bar (Thanaa.e2006), enough to not necessitate the use
of a compressor. As a result, electrolyser’s ouiputlirectly injected to a hydrogen tank or a
pipeline network. A power consumption of 52.5 kWih/is used by the PEM. As a result, the
energy transferred to the hydrogen tank in [kWIgefined as:

Erya = /1772 Enyp (5.25)
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wheres; andz, are respectively the electrolyser operation efficgand the electrolyser losses. The

hydrogen mass [kg] can be calculated as follow:

Mpya = Enya/LHV: (5.26)
whereLHVy, [KWh/Kkg] is the lower heating value of hydrogen.

5. Method application

5.1 Study area

Liguria Region, situated in the North of Italy betwn the following geographical coordinates,
latitudes 43°47’and 44°10’ and longitudes 7°36'&@f80’. It is a coastal region of the north
western Italy, bordered by the Tuscany region & ehst, France to the west and Piedmont to the
north. As territorial Italian area, Liguria bensfibf a Mediterranean climate with an average air
temperature equals to 8.75°C January and 23.956 J@ly.

The total production of Liguria region is based thermo-electric energy. The annual energy
produced reaches a value of 13000 GWh/yr, wher® @'h is used to satisfy the local demand of
the Liguria communities while the surplus (abou®®0s exported outside the region (Regione
Liguria, 2009). In addition, due to its local geaginical position, been a border region and a land
for passage of fuel as a result of port activitidxss will contribute significantly to increase the
amount of CQ gas emitted by the region which is equal to 20M2qCQ, and will fix the gas on
the large woody area available on the region (Regioiguria, 2009). Due to those special local
peculiarities, the need for renewable and susténabergy seems an obligation to diversify the
energy production of the region and even to redigsamtal CQ gas emissions. Figure 5.11 displays

the CQ emissions from fossil fuel combustion by sector.
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Figure 5.11 C@emissions from fossil fuel combustion by sectokiguria region

5.2 Meteorological data

5.2.1 Solar irradiance data

In this paper, solar data from 16 stations disteduover Liguria region have been analyzed. The
solar irradiation data have been monitored from526® 2009. These data have been used to

compute, the monthly and annual solar potential.

5.2.2 Wind data
As regards wind energy, 25 stations distributedr dhre four provinces of Liguria region (i.e., La

Spezia, Genoa, Savona and Imperia) have been eoedidlhe data have been used to evaluate the
annual frequency of wind speed and annual variatasregards average wind speed, the vertical
profile of the wind speed, and the assessmenteoivthd power potential.

5.3 Geographic model and interpolation method

A GIS supported methodology has been used to lgightihe potential of RES and hence the
hydrogen potential from renewable energies. The @t¥ides a spatial support to visualize the
solar, wind and hydrogen potential in Liguria regidhe GIS computer tool requires as an input
the results of the artificial neural network modmhd the geographical coordinates of the
meteorological stations that are distributed over tegion. An ArcGIS version 9.2 with spatial
analyst tool has been used with a cell size eqeaZ)0mx200m. Four parts will be discussed in
this section:

= Interpolation by ANN

= Mapping the renewable energy potential

= Mapping the hydrogen production potential
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= Criteria for site selection

= Application of a hybrid on-site hydrogen productgystem

5.3.1 Interpolation by ANN
In the proposed approach, the results of the ANNparticular the learning set consists of the

normalized longitude, latitude and elevation andlennormalised average annual wind energy and
its relative hydrogen mass for 25 sites of Liguegion, and on the normalised average annual solar
energy and its relative hydrogen mass for 16 hadiges.

On the other hand, the testing set consists okenettjust represented by the input component
(normalised longitude, latitude and elevation), lethaccording to a classic jacknife procedure, the
output component is left unknown and its value ltesuiom the ANN algorithm for that specific
input. In the adopted approach, the testing sesistsof the same 25 and 16 sites quoted above.
Finally, in order to obtain a map of the overalleemge hydrogen mass on the whole Liguria
territory, interpolations have also been obtained tbe whole Liguria territory, on areas of
200mx200 m. As regards wind energy, in the ANNnirag process (Table 5.12), the available wind
energy predictions have shown an average absatateat 40 kWh/m.yr. The higher error is equal

to 264 kwWh/m2.yr which is quite low taking into acmt that the interpolation has been performed
on only 25 sites. In addition the sites where thterevas higher (Fontana Fresca, Poggio Fearza,
Monte Maure, Savona and Casoni) are characterigea tuite complex local orography which

obviously requires further local investigationsiwitirect monitoring.
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Sites Available wind energy | ANN predictions | Relative Error
[KWh/m2.yr ] [KWh/mZ.yr ]

Castellari 52.91 48.86 0.07636
Genova/Centro

funzionale 876 948.09 0.08229
Polanesi 15.77 16.05 0.01776
Monterocchetta 805.92 798.93 0.00867
Corniolo 543.12 513.39 0.05472
Buorgonuovo 13.49 10.51 0.22090
Capo Vado 4272.25 4229.63 0.00998
Levanto 48.18 49.29 0.02304
Cavi di Lavagna 65.7 95.74 0.45723
Cenesi 56.68 61.65 0.08769
Imperia 516.84 564.53 0.09229
Fontana Fresca 1808.94 1544.73 0.14605
Genova villa cambiasqg 86.72 82.95 0.04336
Giacopiane Lago 1416.93 1374.26 0.03011
Laspezia 477.16 466.51 0.02230
Monte Maure 700.8 607.15 0.13363
Monte Settepani 1778.28 1736.51 0.02349
Poggio Fearza 1489.2 1374.26 0.07718
Pornassio 20.15 23.29 0.15633
Ranzo 118.26 120.88 0.02224
Romito magra 17.52 18.18 0.03767
Savona lIstituto Nautico 352.41 436.68 0.23912
Vernazza 49.14 43.75 0.10969
Casoni 2912.7 2823.25 0.03071
Diano Castello 10.51 10.81 0.02854

Table 5.12 Predictions of the annual mean availaiiié energy obtained by the ANN kriging
method learning on 25 sites and testing on the shatee
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Sites Available solar energy| ANN predictions | Relative Error
[KWh/mZ.yr ] [KWh/mZ.yr ]
Castellari 1239.79 1292.82 0.04277
Genova 1384.34 1396.30 0.00864
Polanesi 1356.08 1349.32 0.00498
Monterocchetta 1497.05 1518.41 0.01427
Corniolo 1512.00 1473.55 0.02543
Buorgonuovo 1144.60 1147.95 0.00293
Capo Vado 1456.27 1374.10 0.05642
Cavi di Lavagna 1365.75 1358.36 0.00541
Levanto\S.Gottardo 1421.11 1419.59 0.00107
Allassio 1449.24 1481.10 0.02198
Sanremo 1556.32 1531.62 0.01587
Romito Magra 1345.26 1385.04 0.02957
Ranzo 1380.08 1351.49 0.02072
Pornassio 1273.39 1288.92 0.01220
Giacopiane Lago 1375.59 1385.14 0.00694
Poggio Fearza 1331.90 1290.61 0.03100

Table 5.13 Predictions of the annual mean availsbla energy obtained by the ANN kriging
method learning on 16 sites and testing on the shatse

As regards solar energy, in the ANN training precéfable 5.13), the available solar energy
predictions have shown an average absolute err@6 dWh/nf.yr on the same sites. The higher
error is 82 kWh/riyr observed in Capo Vado site.

From these tests, it seemed so worthwhile to preduaps of wind and solar energies and hydrogen

mass of the whole Liguria region starting from gitdl elevation model (DEM).

5.3.2 Mapping renewable energy potential

The mapping of wind potential is an important siegarry out in order to evaluate sites with good
wind potential. As can be shown in Figure 5.12, #vailable wind energy differs in the Liguria

region. The map displays the distribution of thaikable wind energy per square meter at the
height of measurement (10 m).

From the recorded wind data as well as from th&iNAmap, it seems that some internal territories
on the mountains as well as some part of the doaste western side are more promising than
others for the exploitation of wind resources foemgy production. In particular, two locations

(codes 7 and 24) encompass high wind energy patemthich correspond respectively to Capo
Vado and Casoni with a wind energy production valegual respectively to 4272 and 2912

kKWh/nf.yr. In addition, locations 18, 17 and 12 that espond to Poggio Fearza, Monte Settepani
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and Fontana Fresca with annual wind energy proolu@gual to 1489, 1778 and 1808 kWhjm
demonstrate good wind potential and seem to batdaitor wind energy exploitation.

Iy kKWh/m*2.yr
W%%F g High : 4272

.Luw:w

0 25 50 100 Kilometers
[ | | | ] | |

Figure 5.12 Map of the annual mean available wimergy of Liguria region as obtained by the
ANN kriging technique.

The theoretical solar potential of Liguria regidmatt can be exploited for energy production is
reported in Figure 5.13. As it can be seen, tha totnual solar energy is ranged between 1144 and
1556 kWh/m.yr, which are reached respectively in Buorgonufmazie 6) and Sanremo (code 11).
In fact, the estimated solar energy over the regioes not present important differences between
all locations of the territory. This behaviour igedin particular to the small area of the regit®, i
Mediterranean climate and its similarity regardihg orography. Generally, the ANN solar map
obtained shows a high potential in the whole teryit which can be interesting to install various

solar energy technologies, which may be thermal,arphotovoltaic.
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Figure 5.13 Map of the annual mean available sslargy of Liguria region as obtained by the
ANN kriging technique

5.3.3 Mapping the hydrogen production potential

Table 5.14 displays the data related to the winerggnproduction, hydrogen production and the
geographical coordinates of different locationstlué meteorological stations. By analysing the
results depicted in Table 5.14, it appears thatrdyeh mass produced from wind energy could
reach higher value in some parts of the region sscilCapo Vado, Casoni, Monte Settepani and
Fontana Fresca with a percentage of hydrogen ptiotuin the region respectively equal to 23%,
18%, 9.6%, and 9.7% of the whole produced amouhtydfogen. Two locations of Liguria region
have a higher hydrogen potential production fromdaxenergy, namely Capo Vado and Casoni. The
maximum amount of the hydrogen mass available eghihthose sites is about 73 kg/yn.
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N° Sites Eving M h2-wind Latitude | Longitude Altitude
[kWh/m2yr] | [kg/ m2yr] N E [m]

1 Castellari 52.91 0.906 44,1456 | 8.2625 100
2 Genova/Centro funzionale 876.00 15.008 44 4017 | 8.9472 20
3 Polanesi 15.77 0.270 44,3658 | 9.1247 50
4 Monterocchetta 805.92 13.807 44.0755| 9.9197 412
5 Corniolo 543.12 9.305 44,1063 | 9.7348 338
6 Buorgonuovo 13.49 0.231 43.8463| 7.6208 100
7 Capo Vado 4272.25 73.192 44,2583 | 8.4425 170
8 Levanto 48.18 0.825 44,1811 | 9.6211 100
9 Cavi di Lavagna 65.70 1.126 44,2961 | 9.3739 100
10 Cenesi 56.68 0.971 44,0000 8.1700 10
11 Imperia 516.84 8.854 43.8200| 7.7800 45
12 Fontana fresca 1808.94 30.99 44,4022 | 9.0936 743
13 Genova villa cambiaso 86.72 1.486 44,3986 | 8.9633 40
14 Giacopiane lago 1416.93 24.275 44.4608 | 9.3875 1016
15 La specia 477.16 8.175 44.1045| 9.8075 5
16 Monte Maure 700.80 12.006 43,7922 | 7.6192 210
17 Monte settepani 1778.28 30.465 44,2430 | 8.1966 1375
18 Poggio Fearza 1489.20 25.513 44.0420| 7.7935 1833
19 Pornassio 20.15 0.345 44,0639 | 7.8664 500
20 Ranzo 118.26 2.026 44,0632 | 8.0049 310
21 Romito magra 17.52 0.300 44,1033 | 9.9303 100
22 Savona Istituto Nautico 352.41 6.038 44,3056 | 8.4855 38
23 Vernazza 49.14 0.842 44,1361 | 9.6833 160
24 Casoni 2912.70 49.900 44,5272 | 9.3086 800
25 Diano Castello 10.51 0.180 43,9232 | 8.0669 135

The hydrogen mass produced from solar energy stogsite different behaviour than the one
observed for the wind. For instance, for Capo Vsiti, the maximum amount of hydrogen reached
from the available solar energy is lower approxghathree times than those produced in the case
of wind. High hydrogen mass production from solaergy is observed in the coastal line that is
ranged between 26 and 19 kg/yn. Table 5.15 shows in detail the results of lagém production

Table 5.14 Wind energy and its equivalent in hyeroghass

from the 16 locations distributed over the Liguegion.
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N° Sites Eolar M 2-solar Latitude | Longitude Altitude
[kWh/m2yr] | [kWh/mZyr] N E [m]
1 | Castellari 1239.79 21.240 44.1456 8.2625 100
2 |genova 1384.34 23.717 44.4017 8.9472 20
3 |Polanesi 1356.08 23.232 44.3658 9.1247 50
4 | Monterocchetta 1497.05 25.647 44.0755 9.9197 412
5 | Corniolo 1512.00 25.904 44.1063 9.7348 338
6 Buorgonuovo 1144.60 19.609 43.8463 7.6208 100
7 | Capo Vado 1456.27 24.949 44.2583 8.4425 170
8 |CavidiLavagna 1365.75 23.398 44.2961 9.3739 100
9 Levanto\S.Gottardp  1421.11 24.346 44,1811 9.6211 100
10 | Allassio 1449.24 24.828 44.0000 8.1700 10
11 | Sanremo 1556.32 26.663 43.8200 7.7800 45
12 | Romito Magra 1345.26 23.047 44.1033 9.9303 100
13 |Ranzo 1380.08 23.643 44.0632 8.0049 310
14 | Pornassio 1273.39 21.816 44.0639 7.8664 500
15 | Giacopiane Lago 1375.59 23.567 44.4608 9.3875 1016
16 | Poggio Fearza 1331.90 22.818 44.0420 7.7935 1833

Table 5.15 Solar energy and its equivalent in hgdromass

RES utilisation is considered as a promising wagdpe with the limitations of current patterns of
energy generation and consumption, to complemeistiey energy production systems, and to
contribute to the further modernization of the gyesector. Wind and solar energies provide an
indigenous, environmental friendly option that gaduce dependence on energy imports, ensure
the sustainable security of energy supply and dmuntt to an overall strategy for the sustainable
development.

However, due to their intermittent behaviour, mB&S do not follow the energy demand. The
main problem of the RES is that electricity generatcannot be fully forecasted and does not
usually match the demand pattern overtime. Thieescase, for example, of a wind farm where, in
relation to a certain (future) time horizon, theegy produced depends on the wind speed, whose
prediction is clearly affected by uncertaintiesisltact causes a certain degree of uncertainty even
on the satisfaction of the energy demand (also wherdemand pattern is assumed to be known)
over the considered time horizon. The adoption bf/larid system can be taken into account as a
reasonable solution, which can support energy ddmé&or different applications of both stand-
alone and grid-connected users.

The stochastic behaviour of RES should reflectribded of adopting proper strategies to adapt the
exploitable renewable energy to the demand. Thes&l de done according to two main — not

alternative — strategies: hybridizing the produttieith the contribution of some other renewable
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energies or storing energy to feed future demarith Wie aim to avoid shortage. As regards
hybridizing the production, for the territory intigmted in this work, wind and solar energies
should be a promising option, since sun irradiatieaches high values just in the months and
seasons where wind seems to have lower energyietdo.

For this main reason, the approach adopted hereaft@ased on the combination of solar and wind
resources in order to provide information to decismakers related to the selection of appropriate
sites for mixed wind and solar hybrid systems fgdrogen production. Figure 5.14 shows the
hydrogen map produced using both wind and solauress available within the Liguria region. It
is obtained by making an overlapping process beatwee wind and solar hydrogen potential maps
as obtained by the ANN kriging technique.

The overlapping process consists of making the nbetween the hydrogen mass produced from
the solar and the one that comes from the windaritbe seen that the extremities of east and west
parts of Liguria dispose of poor hydrogen potertiacontrast to the internal part which dispose of

a considerable potential.
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Figure 5.14 Map of the annual mean available hyeinggptential from wind and solar of Liguria
region as obtained by the ANN kriging technique

5.3.4 Criteria sites selection

The GIS environment has been used to select th®pipgte sites for the implementation of green

hydrogen refuelling stations in potential areastlom basis of several criteria. For site selection,
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different map layers are collected. These layethude study area, potential locations for hydrogen
production from wind and solar energies, populateeas, roads, railways, electrical network,
natural reserves, etc.

Figure 5.15 shows the electrical network over tigutia region. Figures 5.16, 5.17, 5.18 and 5.19
show respectively inhabited areas, railways, roadsl, rivers of Liguria region. A detail of the
resulting eligible areas for the implementatiorgagden hydrogen refuelling stations for the Liguria
region are shown in Figure 5.20.
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Figure 5.15 Electrical network map of Liguria regio
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Figure 5.16 Inhabited area map of Liguria region
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Figure 5.17 Railways map of Liguria region
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Figure 5.18 Roads map of Liguria region
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Figure 5.19 Rivers map of Liguria region
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Figure 5.20 The spatial information regarding thegilde areas
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5.3.5 Onsite hydrogen refuelling station: Capo Vado site

Given the promising hydrogen potential of Capo Vaitidvas been selected for a case study. A
renewable energy-hydrogen system was modelledstahie feasibility of hydrogen system that is

based on solely the hybrid renewable energy ressuithe system to be modelled is a hydrogen
refuelling station driven by a mixed hybrid systeithe system is composed by a wind turbine, PV
modules, electrolyser system and a hydrogen stonage The proposed model has been tested
using results obtained from Capo Vado site. Thethipnwind and solar irradiation data have been

used (see Figure 5.21).
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Figure 5.21 Monthly solar irradiation and wind spekata in Capo Vado

The model described by equations (5.15)-(5.26) desen applied to the specific case study. The
system to be modeled is a hydrogen refueling statiat operates on renewable energy resources.
A hybrid renewable energy system is used, whicttamposed by a wind turbine, with the

following technical parameters: cut-in wind speé®.& [m/s], cut-off wind speed of 25 [m/s], hub

high (h,,,) of 30.5 [m]. As regards the PV module, it is assdthat the PV module area is of 200

m?, which might be installed on the roof of the hygken refuelling station. A packing factor of 0.9
and a power conditioning efficiency of 0.86 aredus&s concern the electrolyser, it is assumed an
electrolyser operation efficiep®f 75% andelectrolyser losses of 0.9. The technologies used f
wind and solar are assumed taking into account hyarogen refuelling station installed in
Colleslvati in ltaly (http://www.h2it.org/), thatperates using renewable energy resources for the
hydrogen production. The aim behind this last stepp demonstrate the feasibility of a onsite
hydrogen refuelling station in the region of Liguthat is based on the use of clean energy (from
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mixed renewable energy system). ure 5.22displays the monthly hydrogen produced from
proposed hybrid system. It can be seen ‘he maximum production is reached in December w
value of 2669 kg and a minimum of 216 kg in Marfélom an automotive perspective, a
kilogram of hydrogen is roughly equivalent to algalof gasoline in energy content, assuming
kg/fill average pr day for a car, the 2669 kg/day would fill approately 445 cars per day. Or
annual basing, the onsite production of hydrogethnCapo Vado site can satisfy the deman
about 1920 cars in a period of one y
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Figure 5.22Vionthly hydrogen productioria Capo Vad

6. Conclusion and future developmen

High challenges rise from the production of hydmdrom renewable energy resourcFrom one
hand, hydrogen can be exploited as a bridge totreliég generation through been a stori
medium which balance the intermittency of many RE&m the other hand, hydrogen can

considered as an alternative fuel for future that leads to mg environmental advantages. In t
chaptey a decision support system is proposed for thecieh of the most promising location f
installing renewable hydrogen systems. In particulae focus is been dedicated to sites w|
wind and solar energiecan play important role in the production processhydrogen. Thi
proposed methodology aggregates different studidsapproachedn this paper foumodules were
considered: the evaluation of the wind and soldemqtals, the analysis of the hydrol potential,
development of a regional decision support moduotk alast module that regards modelling o
hybrid onsite hydrogen production system. The aim of thitetais to assess the feasibility

hydrogen orsite refuelling station that is bas on solely the hybrid renewable energy resour

The proposed methodology has been applied to arragi Northern Italy. The results obtain
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showed very high potential of hydrogen in the C&amlo region, where the application for the

hybrid on-site hydrogen refuelling station is bexmsidered. It results that aggregating the wind
and solar energies for the hydrogen production ccdeads to many advantages, among them
solving the dispatch problems between the two Rt8ure research will be directed to the study of
tradeoffs that exists between the on-site and itd#ftsydrogen production The study will concern

the development of optimal configuration that magisgy not only criteria related to the availalyilit

of renewable hydrogen potential, but also critéret seem particular from a logistic viewpoint.
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C- Modelling and control of hydrogen and energy flows in a network of Green
Hydrogen Refuelling Stations powered by wind and solar resources

1. Introduction

The global awareness concerning greenhouse gas Y@&mrsions, air pollution, fossil fuel
depletion and others energy security issues (Lalet 2009, Demirbas, 2008) have led many
governments and researchers around the world telafegecure and environmental friendly fuel.
The current fossil fuel systems must be switchedigally to clean, affordable and reliable energy
systems, thus to reach the global drivers for daswable vision of our future energy market.
Among many alternative energy sources, hydrogenbeanonsidered as an attractive solution to
succeed the current carbon-based energy system.nmidie benefits of hydrogen are even
substantially considered by the fact that hydrogam be manufactured from a number of primary
energy sources, such as natural gas, nuclear,lmoalass, wind and solar energies. Such diversity
in production, obviously, contributes significantly diversifying the energy supply system and
ensuring security of fuel supply. For transportleapions, there will be an increasing requirement
to use clean and low or zero emission fuels suchydsogen (Clarke et al., 2009). In addition,
hydrogen is the most abundant element on the eadghn and has the highest specific energy
content of all conventional fuels (Campen et &0&). Hydrogen can contribute to a diversification
of automotive fuel sources and supplies and oftaes long term possibility of being solely
produced from renewable energies. The developmieat loydrogen infrastructure for producing
and delivering hydrogen appears as a key factoaduieve the hydrogen transition and its
development. In fact, the modelling of hydrogemnrastructure is still a complex task, the main
complexities rise from the significant uncertaistia demand, supply, economic and environmental
impacts, and the diversity of technologies avaddbol production, storage and transportation. The
key question is from which source hydrogen can toelyced in a sustainable manner (Ingason et
al., 2008). The extent to which the hydrogen besefill occur has a great dependency on the
technologies involved. Many authors have agreet rdraewable energy sources (RES), such as
wind and solar are central for better transitiototwy-term hydrogen economy.

In order to reach that goal, it is advantageous @ndial to use renewable energy for hydrogen
generation. In fact, the resources for the opeanadiorenewable energy systems are inexhaustible
and practically free making. In addition, sustaiealtyydrogen production from electrolysis yields
several advantages from a system point of viewg€lwen and Ropenus, 2008). For instance, wind-
powered water electrolysis ranks high in termsezhhical and economical feasibility, having a

great potential to become the first competitivehtexdogy to produce large amounts of renewable
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hydrogen in the future (Sherif et al, 2005, Bolasl Veziroglu, 2007, Greiner et al., 2008, Segura
et al., 2007, Prince-Richard et al., 2005).

From the end users perspective, the use of hydrogéumel cell applications offers a number of
advantages over existing fuels and other emergorgpetitors, especially in the transportation
sector (Hugo et al., 2005). The fuel cell vehiaas be a long-term solution to the highly persisted
environmental problems associated with transporatiThe fuel cell vehicles would be less
complex, have better fuel economy, lower GHG, gneatl import reductions and would lead to a
sustainable transportation system once renewaklggmvas used to produce hydrogen (Thomas et
al., 1998). According to Doll and Wietschel (2008) introduction of hydrogen coupled with the
fuel cell vehicles could reduce significantly thaissions of CQ NOy and SQ.

The transition to a sustainable hydrogen econorogsfgparamount economic and technological
barriers that must be overcome in order to enswgceessful transition. It is essential to study an
analyse the interactions between different hydragéastructure components in advance, in order
to set and build variety of options for the incalggen of this new economy. This will facilitateeth
management of hydrogen supply chain, and help idesisnakers to define adequate roadmap for
the hydrogen implementation.

Many authors have detailed many approaches and Isndoe the development of the future
hydrogen infrastructures. The approaches range tl@mexamination of the supply chain as a
whole (Almansoori and Shah, 2009, Aimansoori andhSR006, Kim et al., 2008) to the focus on a
node of the infrastructure such as, productiomagi or transportation (Parker et al., 2009, Jeiffe
al., 2004, Joffe et al., 2004, Dagdougui et al,MMartin and Grasman, 2009, Sherif et al, 2005).
In (Kuby et al., 2009), authors have developed aehable to locate the hydrogen stations that
refuel maximum volume of vehicle fuel, this lattermeasured both using the number of trips and
vehicles miles travelled. Bersani et al. (2009)enenvestigated the planning of a network of service
stations of a given company within a competitivaniework. They proposed a decision support
system that can be considered to determine thenapilacement of services stations within a
hydrogen economy. Nicholas et al. (2004) have plexdvian analytical framework for locating
hydrogen fuel stations assuming that the existietgop infrastructure is strongly related to needed
hydrogen infrastructure of the future. In anothtrdg, Parker et al. (2009) have assessed the
economic and infrastructure requirements of thaelpeton of hydrogen from agricultural wastes,
they concluded that the delivery price of bio-hygko is similar to the hydrogen produced from the
natural gas. Joffe et al. (2004) have developegthnical modelling of a hydrogen infrastructure.
They investigated the operation of the system sprawide initial facility for refuelling hydrogen

fuel cell buses in London city. Greiner et al. (8D@ave presented a simulation study of combined
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wind-H2 plant on a small Norwegian island. Theylue chronological simulations and economic
calculations enabling the optimization of the comgt size. Their simulations include a grid-
connected system and an isolated system with bapkur generator. Dagdougui et al. (2010)
have introduced a dynamic decision model for thed tiene control of hybrid renewable energy
production systems, which can be particularly fligdor autonomous systems.

General interest in a wind-hydrogen system hasas®d partly because the price of wind power
has become competitive with traditional power gatieg sources in certain areas (Martin and
Grasman, 2009). Wind-powered water electrolysigsdngh in terms of technical and economical
feasibility, having a great potential to become ftingt competitive technology to produce large
amounts of renewable hydrogen in the future (Stegrél., 2005). Worldwide installations of wind
turbine power reach a value of 194.5 GW (Le jourmhall'éolien, 2011). Studies carried out by
Honnery and Moriarty (2009) have evaluated the glgiotential of a coupled wind/hydrogen
system, thus in order to estimate the future hyeinqgoduction.

A challenging task that is worth to be deeply stddregards the feasibility to feed hydrogen
demand points by an uncertain renewable supphh sgcthe case of hydrogen production from
intermittent RES. The key question that needs tadukessed is the ability of the renewable energy
systems to meet the hydrogen fuel requirementaniount and time).

In this paper, an attempt has been made to plamawative design of a hydrogen infrastructure. It
consists of a network of GHRS and several prodochodes. The proposed model has been
formulated as a mathematical programming, wherenth decisions are the selection of GHRS
that will be powered by each point of productiosdion distance and population density criteria,
as well as the energy and hydrogen flows excharagedng the system components from the
production nodes to the demand points. The appesaahd methodologies developed can be taken
as a support to decision makers, stakeholdersauad duthorities in the implementation of future

hydrogen infrastructures.

2. The methodological approach

2.1 Model structure and components

Wind/solar energy production systems are designttexipply electric and hydrogen needs to a
network of GHRS. From the demand viewpoint, theesysto be modelled consists of a network of
GHRS, each one having a local hydrogen storage tartkneeds to procure hydrogen to costumers
(in terms of fuel cell vehicles). From the suppigwpoint, production systems for hydrogen consist
of many mixed energy production plants. Each octides a large scale hybrid wind/solar system,

electrolyser unit, fuel cell, and a main hydrogéorage tank. Moreover, each production plant is
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connected to the electrical network, giving thetesys the possibility to sell excess of energy

generated by the production nodes. Figure 5.23alisghe proposed hydrogen infrastructure that
forms the basis of the hydrogen global system.
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Figure 5.23 System description

2.2 Planning horizon: plants and technologies

The implementation of planning phase is importantthe formulation of the optimization model,
because it will provide the knowledge about thespmty of making use of the renewable
resources for hydrogen production. Furthermore, tdube absence of large hydrogen market, the
development of the hydrogen infrastructure willtiatie by the introduction of small hydrogen
decentralized systems. Hence, the operation oéthgstems as a whole will depend, in addition to
the available renewable resources, to the desigheosystem that will generate and fulfil specific
requirements. In fact, the system must be adapedrately in order to fit the mass of hydrogen for
the GHRS. Nevertheless, economically speakingctiméiguration of the best design will strongly

depend on the considered scenario. In other word¢he renewable resources condition as well as

138



the cost of the different components and the fagling prices of the energy generated by each
type of renewable source (Lopez et al., 2009). iftaén idea of using mixed renewable energy
systems for hydrogen production is based on gangratectrical energy by the wind turbines and
the photovoltaic modules, and then using that gnéwg hydrogen generation using electrolyser
systems. Owing to the low energy density by volumhéhe hydrogen, the effective use of the
logistics chain to transport hydrogen to the rdinglstations requires the reduction of the hydroge
volume, thus by means of liquefaction or compressio this paper, liquefaction or compression of
the hydrogen substance will not be consideredheeithe distributing chain of hydrogen to the

refuelling stations.

2.2.1 Mixed renewable energy system

The selection of the suitable renewable energyn@ogies has been made on the basis of several
considerations: meteorological conditions, renewahiergy potential, load factor and amount of
hydrogen required by the refuelling stations. Thebem needs much more attention, especially
because of the use of the intermittent RES, whiahainly the case of solar and wind. Due to these
issues, the mixed renewable energy system mustediiedesigned in order to better exploit the

potential of RES, hence fulfil specific requirenmgent

2.2.2 Electrolyser unit

The hydrogen generation process becomes more bihéfiused in conjunction with electricity
generated by the RE. Different kinds of water etdgsers exist, with various levels of
technological advancements. Water electrolysersbeadivided into two categories, alkaline and
proton exchange membrane (PEM) electrolysers. PHadtrelysis is a viable alternative for
generating hydrogen from RES. Despite its higtmst compared, the PEM benefits of high
efficiency factor, higher life cycle (approximateign years) (Benchrifa et al., 2007), adaptability
with renewable energy systems (Kruse et al., 2002addition, a PEM electrolyser can deliver
hydrogen at high pressure, which will in turn beeative for the application where hydrogen needs
to be stored (Barbir, 2005). In this study, a PH&t&olyser will be adopted, this choice is justifi

by two main reasons namely, the exploitation ofdigolar potentials and the need of high pressure

hydrogen to refuelling stations.

2.2.3 Fudl cell system

Among all kinds of fuel cell available, fuel celid®on exchange membrane PEM will be the most
suitable for the system configuration, this chagdictated by the PEM electrolysis. The operation
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of PEM fuel cell needs only hydrogen, oxygen frdma &ir and water to operate and do not require
corrosive fluids like some fuel cells. The drivemagof using a fuel cell system at the centralized
plant is to ensure another option for the provisibrelectricity (in case of low power generation

from mixed renewable energy system).

2.2.4 Hydrogen storage system

A hydrogen storage system is available in each dgeir production plant. Since, the plant is
supposed to provide hydrogen for a network of hgdrorefueling station, there is a need to assume
the availability of a large scale hydrogen storaystem. The storage system assumes the
aggregation of both a compressor and storage sy3teenhydrogen storage device has to be able to
meet the requirements of the hydrogen demand asgkeific hydrogen refuelling station in each
type (taking into consideration the delivery scHeyluBecause lack of data in particular those
related to large scale hydrogen storage. In thiepdhe hydrogen storage systems have been sized
by analysing the real amount of gasoline delivdrgdeveral service stations which is transformed

in equivalent amount of hydrogen.

2.2.5 Hydrogen demand

Due to the absence to date of a widespread hydrogeRket, the computation of the hydrogen
demand cannot be estimated by accuracy. The operatithese markets will depend initially on
the hydrogen demand in the available infrastructurg@articular, the number of hydrogen fuel cell
vehicles and hydrogen refuelling infrastructureadidition, due to many uncertainties, the planning
of scenario can be considered as the only systenutati that helps designing the hydrogen supply
chain. The configuration of the optimal design wgtiftongly depend on the scenario considered. In
this study, the estimation of hydrogen demand ef higdrogen refuelling stations is performed
basing on the current supply of the petrol productsthe conventional petrol stations. The
information related to the petrol stations may balptul in determining the capacity, the
consumption of the future hydrogen refuelling stagi. Then, according to these estimations,

multiple scenarios are explored including varyirygrogen fuel cell penetrations.

2.3 Modelling the mixed renewable energy system

As presented previously, the electrolysis hydrogerduction plant is mainly driven by power
generated from the renewable energy system. Thalbtgdrogen production plant is linked to the
network of GHRS. It is composed by the followingbsystems: photovoltaic modules, wind

turbines, electrolyser unit, fuel cell unit, maipdnogen storage system. Among these subsystems
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and from/to the external electrical network, thevpo and hydrogen flows can be exchanged as
shown in Figure 5.24. The energy produced by timewable energy system can be sent to the
electrolyser to produce hydrogen that will be slore main tank, and/or used to feed electrical
energy of GHRS. The quantity of hydrogen can beduse different purposes: to satisfy the
hydrogen fuel demand by the refuelling stationfrad used by the fuel cell to ensure the elegyricit
demand of the refuelling stations in the case déficit of energy production, or/and delivered to
the industrial markets.
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Figure 5.24 Energy and hydrogen flows exchangedamsgstem components

2.3.1 Thewind turbine subsystem model
The energy produced by a wind turbine in a poingrofuctioni is given by:

T PAY ty i3 —
El. =——Z ¢ f (v v dv t=1,...T 5.27
W, 1 1000 2 \,!.I p’]gb’?g ( |) i ( )

where f(vit) is the probability of occurrence of wind spele;td [m/s] in a point of production A

[m?] is the blade sweep areajs the air density [kg/rh, Cp [-] the power coefficientyq, [-] the

gearbox performance ang[-] the generator performance.

where\/it corresponds to the wind speed at the wind turbireheight. It is assumed that the wind

speed can be predicted by some reliable meteooalbgnodels. In general, the wind speed
measurements are given at a height different thenhub height of the wind turbine. So, the

following equation is used to evaluate the windespat the desired height:

e _ot In(Hiuw/2) t=1,..T (5.28)

Vi =V . =
I datal |n(H dataj /ZO)
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where H ,,; [m] is the height of the measurement,,, [m] is the hub height and, is the

surface roughness length axégai is the wind speed at the height of the measuresnent

2.3.2 The PV module subsystem model

Hybrid energy systems are often taken into accasita viable approach to face the RES
intermittent character. The use of different RE8cks as wind and solar) can enhance the
effectiveness to face the load energy demandseldutrical energy generated from a photovoltaic

module can be calculated using the following foranul

Epvi = So/7ev P75 G t=1,...,T (5.29)
where S, [m?] is the solar cell array aregy, [-] is the module reference efficiency, [-] is the
packing factor,7 .[-] is the power conditioning efficiency an@; [kWh/m?] is the forecasted

hourly irradiation, that is predicted by some reléameteorological model.

3. Optimization problem

The decision variables of the optimization probkem:

eq, Er]t andE$ [KWh] are the electrical energy components in tjpeeiod [t,t+1) respectively

given by the mixed renewable energy sysiaim electrolyser unit, electrical network and todee

the electrical demand of the GHRS.

Ef(-,£ , Eigt andEsﬁ i [KWh] are the electrical energy components in tjpeeiod [t,t+1) respectively

given by the fuel cell, consumed by the main hydrogtorage tank in point of productiomnd
consumed by the GHRSand its local hydrogen tank.

QH, Qsf';, QI';, Qnj [kg] represent in time interval [t,t+1) respectjvthe amount of hydrogen
produced by the electrolyser unit at productionenigd the amount of hydrogen sent from ffie
production node to th&" GHRS, the amount of hydrogen delivered byjth6HRS and the amount
of hydrogen sent to the industrial market fromitheroduction node.

wherep, ; is a binary variable, equals to 1 if tH production point will be connected to tﬁ%
GHRS, 0 otherwisgy; is a binary variable, equals to 1 if tife refueling station is selected, 0

otherwise.

The state variables of the optimization problem are

142



Mit ,Msfifj are respectively the amount of hydrogen storddne period [t,t+1) in the main tank

of i"™ production point and the amount of hydrogen stdrethe local tank of th¢" GHRS at

instantt.

The following parameters are used in the model

- Ny number of wind turbines;
- Npv: number photovoltaic modules;
- HHV,, : hydrogen higher heating value [kWh/kg]

- LHV, : hydrogen lower heating value [kWh/kg]
- LHV, :fossil fuel lower heating value [MJ/kg]

- nu.n,. parameters of the electrolyser plant: the first oepresents the efficiency of the

electrolysis system, while the second one is aitiaddl efficiency coefficient included
to take into account the (energy) losses in thetreyser.

- 1y . efficiency of the fossil fuelled engine
- 11y, efficiency of the Hengine/fuel cell [-]
- e . fuel cell efficiency [-]

- foifj : demand of fossil fuel in time interval [t,t+1)at the [ refuelling station [kg]

- émt : hydrogen market demand in time interval [t,ttdduested from thd'production

point [kg]

- QIf; : hydrogen demand in time interval [tt+1) of tjifé GHRS supplied byi"
production point [kg]

- eq,j . electrical demand in time interval [t,t+1) ofetf"” GHRS connected to thé&
production point [KWh]

- D, ; :distance from thd"iproduction pointto thej™ GHRS [m]

- N; : population density around a circle of unit diaemeof distance of" GHRS

[inhabitant/knd]
- 4 : binary variable that is implemented to take iatrount the exchange in power

i,

between the hydrogen production plant and therdanttwork. It is equal to 1 when the
market penetration of hydrogen is less enough kowapower exchange with the
electrical network.

3.1 Objective function

The objective function to be minimized is the suimseven terms: two first terms reflect the

satisfaction of different hydrogen demands, nantieéyhydrogen fuel demands of the GHRS and
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the industrial market demand. Third term is relate@nsure the electrical demands of GHRS, the
fourth tem is related to the energy sold to thectalmal network to be maximized/minimized
according to the market penetration, it means,ldar hydrogen demand the energy sold to the
electrical network will be maximized, otherwisewitll be minimized, this assuming that the
renewable energy systems are well sized. Fifth terine maximized is related to the amount of
hydrogen stored in the main hydrogen tank. The kb terms are added to select the suitable
GHRS to be powered by the appropriate point of pctdns.

T-1J t T-11
z=Y 3 (ot -Gl f+ XY afont o +
t=1j=1 t=1i=1
T1J | - T-1 1
yy (e, +omst - B f + 23y gEN - AZMszzn D +)(Zﬂ,
t=1j=1i=1 t=1i=1 j=li=1

t=1,....,T-1; i=1,....I; j=1,.....d (5.30)
a,y,(,A,B,x are weight factors.

3.2 Constraints

3.2.1 Flow conservation

The overall energy producﬁtm'i [kWh] by each mixed renewable energy system ire tinterval
[t,t+1) is given by:

Eoti = Nuw-Evi + NpyEpyi t=1,....,T-1; i=1,....,] (5.31)
The total energyE(tot,i [kwWh] can be used for three different purposeshm same time interval:
direct for the hydrogen productiorE€ ), satisfy the electricity demand of the refuellistgtions (
Es'), and a part sent directly to the electrical netw(@En'). Thus

Ewi =E€ +En +E§ t=1,....,T-1; i=1,....,| (5.32)

Es +Efg —Ees —Et =0 t=1,....,T-1; i=1,....,| (5.33)

The electrical enerﬁe$ [kWh] consumed in time interval [t,t+1) B GHRSs will be equal to

the sum of electrical energy consumed by eachamit is given by:

k<J
Ees = Y Esf, t=1,....,T-1; i=1,....I; j=1,....,.d (5.34)
=
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Esf, =E ; +¢Msf', t=1,....,T-1;i=1,.....1; j=1,...., (5.35)
whereEs{'; [KWh] is the electrical energy consumed in timéeimal by thej" GHRS that is
composed by a constant teff ; and a variable or(d\/lsffj , With ¢ the unitary demand of electric

energy for a unit of hydrogen stocked reservoidg Msﬁj the amounts of hydrogen available in
thej™ local tank of the GHRS in time interval [t,t+1).
The electrical energ)Eig[ [kwWh] consumed in time interval by the main hydnoggorage reservoir
in the point of productionis given by:

Et =gM! t=1,....,T-1; i=1,...,I (5.36)
where Mit is the amounts of hydrogen available in the maorage reservoir in time interval
[t,t+1).

The electrical energEfé [kwh] delivered by the fuel cell in time intervialt+1) is calculated by:

Efc = LHV,, Qfq /7 t=1,....,T-1; i=1,....,| (5.37)
The amount of hydrogelQl’]t [kg] delivered in time interval [t,t+1) by the eteolyser plant is

equal to:

1
o)1) :% t=1,....,T-1;i=1,....| (5.38)
H2

The amount of hydrogef@s;t consumed in time interval [t,t+1)by th® GHRS is equal to the sum

of hydrogen that is consumed by each one, andjiven by:

k<J
Qs = >.0sf, t=1,....,T-1; i=1,....I; j=1,....,.d (5.39)
=1

The hydrogen dema@f’j [kg] of thej™ GHRS in time interval [t,t+1) is given by:

(Sl-t o Qﬁit,j LHVg 774
b LHVy, 774,

t=1,....T-1; i=1,.....]; j=1,....,. (5.40)

3.2.2 Storage system state equations

The state equations of the main hydrogen storagle @& each point of production and the local

hydrogen storage tank of each GHRS in time intdityall) are given by:
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Mt =M +QH -Q¢ -Qni —Qfd t=1,....,T-1; i=1,....,| (5.41)

Msf'* = Msf'; +Qsf'; -Ql', t=1,....,T-1; j=1,...., (5.42)
M =M, i=1,....,| (5.43)
Mst! = Msf |, i=1,....,1; j=1,...., (5.44)

where M, 1, Msf, ; ; [kg] are respectively the storage system levehatinitial time for each main

hydrogen storage tank and each local one.

3.2.3 Other constraints

Selection GHRS
Constraint (19) is introduced in order to imposat ththe link between th&" production point and
thej™ GHRS is established. So, ffeGHRS must be selected following the safety viewpoi

If Op; =1-y; =1
_ |1 if thelink (i, j)isestablishel
AiT0 otherwise (5.45)

Equation (5.45) can be also written as:
P, ~Ry; =0 (5.46)

where R is a big number

Hydrogen storage systems

The main hydrogen storage tanks are limited in uppd lower bands:

M, in M <M, t=1,...,T-1; i=1,....,| (5.47)

i,min = i max

The local hydrogen storage tanks are limited ineugmd lower bands:

MSE j min SMSEj SMsf oy =1, T-150 51,003 (5.48)

Activation of transport

The hydrogen flows sent from a supply pairto thej™ GHRS are limited in upper and lower
bands:
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2,;Qsf min <Qsf; < o ,Qsf 1oy =1, T-1;i=1,.0; =1, (5.49)

Electrolyser
The energy flows sent to the electrolyser unitatheproduction point are limited in upper and

lower bands:

O.E8 min < E€ < ILEQ 1ay t=1,....,T-1;i=1,....,1 (5.50)
0 if Ed <Eeg,,

St = g & min (5.51)
1 if E€ 2Eemm

Fuel cell

The hydrogen flows sent the fuel cell are limitedipper and lower bands:

01 QfG min < QfG < I QfG max t=1,....,T-1; i=1,...., (5.52)
0 if fc' <Qfg .

Jt - Q G Q Q,mln (5'53)
1 if  Qfg =Qfc;nim

Electrical network

The energy sold to the electrical network couldri@ximized or minimized according to the market
penetration (MP).

- _ {_ 1 if MP < MPthreshoId
i

. (5.54)
1 otherwise

4. Results and discussion

The problem is here solved using mathematical progring techniques through a commercial
optimization package (Lingo, www.lindosystems.orly).particular, the optimization problem is
solved for a case study in Capo Vado site (Savastaad) for a time period of one month (April
2009), which consists of a network of seven realaling stations. Due to the lack of data that
regard fossil fuel and electrical energy consunmgias well as some territorial characteristics
(distance, population density, ..,), in additionth@ meteorological measurements of wind speed
and solar radiation, we applied the model to onetpaf production and seven existing refuelling
stations which we have their related data. In $leistion we assumed that this network of GHRS is
the suitable one for the considered point of préidanc Table 5.16 reports the characteristics of the
network of GHRS.
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GHRS Code Longitude | Latitude | Distance| Density of
[Km] population
Inha/km?
Refuelling station 1 PV 01363 44.4286 | 8.7587 52 7708
Refuelling station 2 PV 01398 44.2682 8.4344 22 0175
Refuelling station 3 PV 11348 44.3419 8.5438 33 4145
Refuelling station 4 PV 01334 44.1688 8.3413 27 216
Refuelling station 5 PV 01377 44.0884 8.2072 45 3155
Refuelling station 6 PV 01371 44.3211 8.4654 21 8616
Refuelling station 7 PV 01351 44.1294 8.259 45 2277
Production point - 44,3984 8.2193 0 -

Table 5.16 Characteristics of a network of GHRS

The developed approach supposes that the energraged from the mixed renewable energy
systems is used to ensure electrical energy antbpgd fuel demands of the GHRS as well as a
hydrogen market demand. The last is assumed tmihstant and equals to 10 kg in time period.
The hydrogen market could reflect different usbeg tmay buy hydrogen from the production plant.
The energy surplus is sold to the electrical nekwdir is assumed in this case study that the
forecasted data from which the optimization problerast be solved are exactly equal to the
historical data recorded in the Capo Vado site,wahith consist of the daily wind speed and solar
radiation, recorded at the height of 10 m. FiguZ55hows the daily variation of the wind speed
and solar radiation of Capo Vado site, it can lmnghat the wind speeds range between 4.8 and 9.5
m/s. Generally, the wind speed takes an average \eqjual approximately to 7.54 m/s at 10 m of
height. Whereas, solar radiation ranges betweehdhd 7.3 kWh/fiday, with an average value of
4.8 kWh/nf/day.
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Figure 5.25 Wind speed and solar radiation dathertest site

In this paper, ten wind turbines (ENERCON E-53)w{wenercon.de), with the following
geometric and technical characteristics have beesideredv, = 2 [m/s],v; = 13 [m/s],v = 25
[m/s], Pr= 800 [kW], Hhp = 75 [m]. The power curve of the considered wiatbine supplied by
the manufacturer is shown in Figure 5.26. For thetg@voltaic modules, it is assum&g,= 10000
[M?, 7pv= 0.11/;5c= 0.86, andP;= 0.9.
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Figure 5.26 Manufacturer power curve of the conmgidevind turbine
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In this work, the hydrogen demands are assumed tmbwn, and they are estimated using the real
existing demands of the petrol stations availablthe province. These real data are recorded from
petrol stations of an Italian Petrol Company. Themdnd of hydrogen used in this paper is
calculated according to several scenarios of magykaetration (5%, 15%, 25%). This hypothesis
seems reasonable since in a short term scenagidetinand of hydrogen cannot be equal to the one
of petrol products consumed by vehicles. Figure7 Sdisplays the hydrogen demands of the
network of the GHRS considered. It can be seenttleatonsumption behaviors of the considered

stations in April month are different from eachathand it ranges between 54 and 3500 kg.

12000 +
I GHRS7 MW GHRS6 m GHRS5
[ B GHRS4 mGHRS3 mGHRS2
10000 -+ B GHRS1

8000 -

6000 -

4000 -

123456 7 8 9101112131415161718192021222324252627282930
Time [day]

Hydrogen demand (100%) [kg]

2000 -

Figure 5.27 Hydrogen demand of the network of GHRS

Figure 5.28 shows the daily electrical energy neddbe GHRS, they range between 1.7 and 318
kWh. These demands are related to the real consummaticorded at petrol stations available in the
province of Savona. These demands are almost cdnmtngthe electric network, but, since in this
study, the GHRS is mentioned, this mean that etéigtrconsumption needs to be satisfied by the
energy produced by renewable energy system. Thesarts are mainly coming from lighting,
pumps, vehicles machine washes and others. Theraliife in electricity consumption among
refueling stations is mainly due to the availapibr not of special services (for instance, carhveas

machine) and to the demand of hydrogen for vehiatesach time instant that is directly linked to
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the pumps consumption. The electrical energy demars®d in this case study are calculated

according to the scenarios of the market penetratio

600 T GHRS7 mGHRS6 m GHRS5

B GHRS4 mWGHRS3 mGHRS2
W GHRS1

w
o
o
1
T

400 +

300 -
200 - ‘ ‘ | |‘ ‘
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Electrical energy demand (100%) [kWh]

123456 7 8 9101112131415161718192021222324252627282930

Time [day]

Figure 5.28 Electrical energy demand of the netvodi®HRS

Figure 5.29 displays the daily energy producedhgyrmixed renewable energy system, we should
notate that no distinction is been considered batwthe energy produced by wind turbines and
photovoltaic modules, It is assumed that it is @l energy produced by a renewable energy
system, since the economical aspect is not takienaiccount in this study. The daily produced
energy ranges between 31 and 188 MWh. Figure 5ivs the daily energy sent to the
electrolyser plant according to the three scenaobsnarket penetration in order to produce
hydrogen. Figure 5.31 reports the daily electrieaérgy surplus sold to the electrical network
according to each scenario, it can be seen thatmtbst part of electrical energy has been sold in
scenarios where the market penetration equals téo8&tved by 15%, while in the third scenario
(25%) the system did not exchange energy with thetrecal network. This is due to the low
demand of hydrogen with a high energy productiothatwo first scenarios and a high hydrogen
demand in the third one. Figure 5.31 displaysdduéy electrical energy supplied to the network of
GHRS to satisfy their electrical energy needs idicig the energy consumed by the local hydrogen
storage tanks.
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Figure 5.3CElectrical energy sent to the electrolyser
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Figure5.31 Electrical energy sold to the network
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Figure5.32 Electrical energy consumed by GHRS

Figure 5.33hows the trend of the energy stored along the Imiorthe main hydrogen storage te
according to the scenarios of tharket penetration. It appears that the higher anoluhydroger

stored is reached fa market penetration equals to 5% which is di the low hydrogen demanc
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Figures 5.34, 5.35, 5.36, 5.37, 5.38, 5.39 and Sh#v the level of hydrogen in each local storage
system according to the three scenarios of the ehgménetration. It is observed that each GHRS
exhibit a various storage tendency than the otheciwis mainly due to the difference in hydrogen

demands. It appears from the figures that onceriaieket penetration level of hydrogen increases
the level of hydrogen stored in the hydrogen rdifuglstations as well as in the main storage
system is increasing dramatically. This remark &nty due to the augmentation of the hydrogen
vehicles which necessitates more hydrogen demanrdthé same market scenario, the change in
the storage level is also dependent on the tinteeofveek and on the size of the refuelling station
that serve hydrogen.

P153-156 : Il faut mieux expliquer pourquoi quardpénétration sur le marché augmente, le

stockage augmente (changement de répartition diagie ?).

In general, all demands are always satisfied ah ¢éane period and for each scenario.
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Figure 5.33 Hydrogen storage level of the main tank

154



Hydrogen mass [kg]

Hydrogen mass [kg]

2400

2000

1600

1200

800

400

3000

2500

2000

1500

1000

500

i = \arket penetration 5%
- Localtank GHRS1 ..., Market penetration 15%
T Market penetration 25%

1234567 8 9101112131415161718192021222324252627282930
Time [day]

Figure 5.34 Hydrogen storage level of GHRS1

[ L ) .
" Local tank GHRS2 Market penetration 5%

------ Market penetration 15%
Market penetration 25%

1234567 8 9101112131415161718192021222324252627282930
Time [day]

Figure 5.35 Hydrogen storage level of GHRS2
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Figure 5.36 Hydrogen storage level of GHRS3
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Figure 5.37 Hydrogen storage level of GHRS4
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Figure 5.38 Hydrogen storage level of GHRS5
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Figure 5.39 Hydrogen storage level of GHRS6
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Figure 5.40 Hydrogen storage level of GHRS7

5. Conclusion

An optimization model of a network of GHRS is presel. The network of GHRS is completely
powered by mixed renewable energy systems. The maaisions within the problem can be
categorized into two types: First one related tonagl selection of the network of GHRS following
roads network distance and population density razitewhile the second is the control and
management of the hydrogen and electric flows dhatsent to the GHRS. The optimization model
has been simplified, and then applied on one mbatihs to a case study in the province of Savona,
Italy. Optimal results are reported taking into @aat the presence of an additional hydrogen
industrial market and a connection with the eleatrnetwork. Results show that the demands are
satisfied for each time period and for all markehgtration scenarios. Future developments of the
present work regard the possibility of introducistgchastic issues both in demand and resource
predictions. In this case, in order to reduce tkeral complexity of the problem, dynamic
programming could be used. Then, the model coulddbtiled from the electrical and
technological point of view. Moreover, an objectiuaction based on hydrogen costs could also be
adopted. Finally, the inclusion of the developedhaiyic decision model in a decision support

system could be helpful since it can allow to teeruo interact with the mathematical models.
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Chapitre 6 : Decision support system based on risk criteria
for the hydrogen infrastructure implementation

De nombreuses études ont affirmé que les infrasires des stations de services sont I'un des
obstacles les plus significatifs pour une transiti@ussie vers un systeme de transport routies@ ba
d'hydrogéne (DOE, 2002; Melendez, 2006; Ogden, 1998 nos jours, la majorité des travaux de
recherche publiés dans ce domaine traite le prabléfun point de vue lieé a la demande
d'hydrogéne, aux colts associés, a la pénétratiote snarché et a la distance pour alimenter les
véhicules a hydrogene. A notre avis, I'accent do# donné en amont, en particulier par rapport
aux criteres de sélection liés a la localisation cés stations par rapport aux ressources de
production. L'objectif de cette partie est de pnéseune approche intégrée considérée comme un
systeme d'aide a la décision pour la sélection stiasons services en hydrogene. La méthode
combine deux approches différentes: une analysailldét des données spatiales utilisant un
systeme d'information géographique (SIG) avec undél® d'optimisation mathématique.
Concernant le SIG, les critéres relatifs a la dedeagn hydrogéne et a la sécurité sont considérés
pour la sélection des stations d'hydrogene, tajaiésdans le modéle mathématique d'autres critéres
sont abordés, tel que le colt d'installation. Enégdl, le systéme d'aide a la décision permet
d'identifier les sites appropriés fournissant désrmations sur une échelle multicritéres pour la
localisation de l'infrastructure d'hydrogene. Lanposante SIG sera appliquée a la région Ligure,
au nord de I'ltalie, tandis que I'application dud@le mathématique est projetée comme un travalil
futur, car le modeéle est encore en phase de dgwetopnt.

Dans cette étude, une approche empiriqgue est prepopgour évaluer le risque d'un scénario
accidentel dans les canalisations a haute preddigdrogene. L'approche vise a étudier les effets
des conditions d'opération de I'nydrogene, ainsirglyser les différents scenarios d'échec. L'étude
comprend également une analyse des risques peoaflubdion des zones endommagées, tenant
compte de la densité de la population qui vit dansisinage. A cet égard, un développement futur
peut étre inclut pour le modeéle global résultamhoee un complément spécifique sur les logiciels
classiques des systemes d'information géographiguoes ['évaluation des risques dans la
planification de pipelines d'’hydrogene. Cette paptiésente un outil d'ingénierie utile, afin d'étab
les exigences de sécurité liées a la définitionzaees adéquates de sécurité pour les canalisations

d'hydrogéne, assurant ainsi la sécurité des peesainsi que I'environnement.
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A-Novel approach to develop alternative transition toward the
implementation of green hydrogen infrastructure

1. Introduction

Many studies have claimed that refueling infradtitess are one of the most formidable barriers to a
successful transition to a hydrogen-based roagpa@tation system (DOE, 2002; Melendez, 2006;
Ogden, 1999). To the author’'s knowledge, to datpeps have treated the problem from the point
view of hydrogen demand, costs, market penetratod, distance to fuel hydrogen vehicles and
areas of interest. More emphasis must be giverregstthe hydrogen refueling stations network,
in particular to criteria of selection related keetlocations of resources of production. The oVeral
objective of this chapter is to present an integtadpproach considered as a decision support
system for the selection of hydrogen refueling istet The method combines two different
approaches: a detailed spatial data analysis uaingeographic information system with a
mathematical optimization model of set coveringg&eding GIS component, criteria related to the
demand and safety are considered for the seleafothe hydrogen stations, while in the
mathematical model, criteria that regard costs miration are considered. In general, the DSS will
identify the suitable sites providing information oulti-criterion level evaluation of locating the
hydrogen infrastructure. The GIS component of thiegrated approach will be applied to the
region of Liguria, North of Italy, while the app#iton of mathematical model is projected as a

future work since the model still in the developingimase.

2. Method description
2.1 GIS based approachdecision

The GIS based modelling is implemented as a ftegjesof decision support system (DSS) in order
to find whether a location is convenient to be tarfet hydrogen refueling station or not.

The geographic information system is employed udysthe spatial relationships that exist between
the hydrogen demand, future location, primary reses and existing petrol infrastructure that
could be considered as a potential site for hydrogeploitation. This tool requires the use and
integration into one component sources of spat#d fom national organizations, local authorities
or private companies for the characterization @ #nea. It help to now the nature and location
issues such as population, personal property, th®@icpbuildings, the water system, transport

infrastructure, areas of nature conservation etrl§@ino, 2009).
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This section of GIS-based modelling is developedegional scale considering various market

hydrogen penetration levels. The analysis was d@sing on previous works of (Johnson et al,

2008; Johnson et al 2005).

Even though, it is important to highlight that deon support systems based on GIS, but alone, it is
not ideal for the planning of future infrastructune particular, hydrogen refueling stations. In a

problem of location, the decision makers usuallgchto perform a selection study, and to choose
among a combination of a large set of candidats sithich satisfy some predefined criteria. The

GIS module can be considered as preliminary steyelect the eligible hydrogen sites. As a result,

the GIS tool could lead to a significant reductiohthe number of locations that need to be

implemented in the mathematical optimization problewhich may reduce significantly the

computational time.

2.2 Mathematical optimization: model description

The second component of the approach deals withmidadematical optimization, where eligible
hydrogen refueling stations locations, found by &8 component are implemented as an input to
find the optimal set of hydrogen refueling statitimst satisfy optimization objectives.

The mathematical optimization is a cost driven hein objectives are to minimize the cost of
installation of new onsite hydrogen refueling stas, the cost of conversion of existing gasoline to
hydrogen stations and the cost of transporting doyein fuel to offsite stations. The model takes
into account the cost minimization in order to seldose hydrogen refueling stations, a priori -
previously selected- by the first model based engiographical information system.

The novelty of such study is to develop a decisopport system for the localization of hydrogen
refueling stations taking into account the potérdfgproduction within a specific boundary region.

Figure 6.1 represents the general model comporextsrchitecture.
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Figure 6.1 Model components displaying both modatessidered

2.3 Model characteristics

2.3.1 Hydrogen refuelling stations: type and scale

It is important to understand the function of thervece station, which may be simply be a
dispensing station (off-site hydrogen refuelingistg, having hydrogen stored in reservoir or both

a production and dispensing station (on-site hyelnagfueling station). Figure 6.2 display different
configurations of renewable hydrogen refuelingistet that may exist.
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Figure 6.2 Configurations of hydrogen refuelingti®ins driven by renewable energy
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One patrticularity of the proposed approach is tiheption of a combination of onsite and offsite
hydrogen refueling stations that are considereahasput for the model.
During the current study, two configurations aresidered:

- The onsite hydrogen refueling stations (Figure 6.3)

- The offsite hydrogen refueling stations (Figure)6.4
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Figure 6.3 Electrolysis onsite hydrogen refuelitegisn

Storage Tube

Tube trailer E

|: @ ——

]
o

Dispenser

Figure 6.4 Offsite hydrogen refueling station

However, the main goal is to determine the optiplaicement for the two types of hydrogen
refueling stations noted above. The problem has Iselved assuming two scenarios for hydrogen
refueling stations:

- Scenario 1. conversion of petrol stations to hydrogtations. This scenario is been
implemented assuming that Petrol companies wih ttegpresent one of the major categories
of hydrogen producer. This analysis also can besdaklen to avoid in somehow the most
haphazard placement of hydrogen station.

- Scenario 2: installation of new hydrogen statidifge scenario is been implemented to take
into account the onsite hydrogen station, becaag®iori scenario 1, alone may not cover
the demand due to the geographical location andolggesh production potential within the
station.

2.3.2 GI S Sdlection criteria

* Hydrogen demand

The hydrogen demand is one of the important caténiat must be taken into account for the
localization of the station. From a demand viewpothe selection will depend on the spatial
distribution of the hydrogen demand basing on glexdic market and population data.

Methodology proposed by Ni et al (2005) is adopéed adapted according the proposed case
study. The calculation method is based on the @ojom, a multiplier of for the number of vehicles
per person, another multiplier for the fractionhgflrogen that use hydrogen fuel, and a multiplier

related to fuel economy of hydrogen vehicles agmiv equation (6.1):
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2 2
Hydrogen Demand Density [kngdiay/km] = Population Density [people/kinx Vehicle

Ownership [0.7 LDV/person] x Market PenetrationdrR@%, 10%, 40%, 60%,
80%, and 100%) x Fuel Use (0.6 kg’dﬁy/vehicle (6.1)

Basing on the GIS, the hydrogen demand is calalilate a spatial basis, where various thresholds
values are used to identify demand density ardase 0only those areas with sufficient hydrogen

demand can be assumed to be viable locationsfieeglieg stations opening.

It is important to underline that the hydrogen dethalso depends strongly on the market
penetration of the hydrogen vehicles. However, abeurate knowledge of the hydrogen market
penetration is a hard task, especially becaudeeofimcertainty in supply and demand (related to the
chicken and eggs dilemma). Consequently, the cumesdel adopts steady scenario assuming
various values for the hydrogen market penetrat®i. scenarios for hydrogen market were

implemented here (6%, 10%, 40%, 60%, 80%, and 10B%)instance, at 6% market penetration,

it is assumed that 6% of the vehicles in the emgggon are hydrogen fuel cell vehicles that are in

operation within these areas.

» Safety criteria

Another criterion that may play increasing roletire selection process of hydrogen refueling
stations is related to the safety issues. In faftieling station must be adequately located ireord
to better serve demand of a specific category dfdyen fuel vehicle users, but, in the same time,
they must avoid high risk that can bring to popola and environment.

Two methods could be used to evaluate whetheraitotcan be considered as eligible one or not.
These methods are: risk assessment (quantitatigeiitative) and analysis of safety distances.
The latter is adopted to justify the permitting gess of hydrogen refueling station. The choice of
such approach is related to lack of complete datmplete the quantitative risk assessment. The
current work will estimate the safety distance framefueling stations basing on an approach by
consequence, where consequence of worst possidtarse is considered to set adequate safety
distances. In this context, explosion represengswibrst scenario, as stated by (Zhiyong et al,
2010), the explosion produces the longest harnceffistances, both to people and to equipment.
The main attention to the introduction of hydrogefueling station presented will be a macro-scale
level, which reflects the outside risk to peoplel @mvironment nearby. This method is recognized
by many authors to be an effective method, whiclstrbe used primary in the approval process of
hydrogen refueling stations.
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3. Hydrogen refuelling station components

The safety distance from a hydrogen refueling atatiill be determined assuming gaseous fuel
stations. These station type may include equipnientthe supply, compression, storage, and
dispensing of fuel. The failure may occur in anyt p@ading to a scenario of high consequence. The
distance required to mitigate the exposure of d@ingett would differ depending on what is the source
of the release or kind of failure. Figure 6.5 pr#gsahe general components of onsite and offsite
HRS that will be considered.

On-site hydroge Production of gaseous High pressure High pressure Vehicles refueling
refueling station hydrogen via electrolysis compression storage dispenser

Off-site Fy TS High pressure High pressure storage Vehicles refueling
compression dispenser

refueling station
Figure 6.5 General components of hydrogen refuedtagon

Hydrogen production system: hydrogen is producesiterby electrolysis process driven by wind
turbine of electricity coming from different sousgenamely, wind, solar and electric network. The
electrolysis process is driven by an alkaline typkich is the most mature electrolysis technology
used today. It is assumed that one unit electroligsastalled. It operates at a rate of 10 Nm3/h,
with a consumption of water equals to a value 8fl7Zh. Hydrogen is produced at a pressure of
4bar. Hydrogen compressor system: the compressor éssential element of the refueling station,
whenever the type of this latter (onsite or offsitdere, the compressor allows a compression of
hydrogen from 4 bar to 200 bar. The compressonssailed with the electrolyser in the same
enclosure. Hydrogen storage system: The hydrogeiostis equipped with hydrogen cylinders for
the storage of hydrogen, where the capacity of eatietween 30 to 300 kg. The main difference
between the stations storage capacities lead laio tapacities to refueling cars (how many cars
are refueled daily), and the quantity of hydrogemagye in the inventory of each one.

4. Consequence of worst scenario: Explosion

» Scenario of failure at the hydrogen refueling statin

The hazard source within a hydrogen refueling atatian be any object (installation, equipment,

construction, machinery, etc) that handle hydrogew which may create a hazard to its
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surroundings. Gaseous hydrogen refueling statiotigereonsite or offsite mainly consists of
compressor, storage tank, piping system which diiffilterent components to each other. Owing to
this architecture, the hazard may arise from corapbfailure, operational mistake from various
sources and in a number of ways (leak, full boreThg distance required to mitigate the exposure
of the target would differ depending on what is serce of the release or kind of failure. Table 6.
reports different accidents that may derive frorfiedent components of the stations which may
result of potential explosion of gaseous hydrogem databases have been used (CEC, 2005;
http://www.h2incidents.org). These accidents caad &0 a potential of exposing the third party

(outside the station), which are of our intereghis study:

Components Scenarios Failure
involved
Tube trailer accident, compressed trailer Leak, failure | of
pressure relief device, failure of tube on trailer
compressor valve on discharge of compressor fails closed, high

pressure hydrogen supply, line to station failure,
leak from compressor

Storage tank Relief device failure (on cylinders) fails Open,
storage tank failure, piping leak
Dispenser Piping failure,drive away while connected |to

dispenser, hose failure, vehicle pressure relief
device leaks, vehicle tank backflows through,
dispenser vent
Electrolyser system exposed electrical circuit, rectifier startup,

Onsite hydrogen gas leak or full rupture of pipge,
hydrogen electrolysis gas vent valve leaks
refueling i : :
station Compressor compressor line failure, compressor seal failure,
failure compressor valve, hydrogen supply line
failure
overpressure and fail storage tank, storage tank
Storage tank failure, relief device failure fails open
Dispenser Piping failure, drive away while connected |to

dispenser, hose failure, vehicle pressure relief
device leaks, vehicle tank backflows throygh
dispenser vent

Table 6.1 Accidents leading to explosion for onaité offsite station (CEC, 2005;
http://www.h2incidents.org)

5. Harm criteria for explosion

5.1 Harm to people
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The possible effect of overpressure on humans dieslulirect and indirect effects. The main direct
effect is the sudden increase in pressure that@ase damage to pressure-sensitive organs such as
the lungs and ears. Indirect effects include theaich from fragments and debris generated by the
overpressure event, collapse of structure, andradation (from fireball generated from by vapor
cloud explosion) (Jeffries 1997). For people, hamiteria can be expressed in terms of death or
injury. The level of person harm is dependent ufemiors such as the age of the person, the
exposure time. Table 5.2 represents the damagedadysan overpressure to people.

Effect type Overpressure Damage description
Direct effect 0.138 Threshold for eardrum rupture

0.345-0.483 50 % probability of eardrum rupture
0.689-1.03 90 % probability of eardrum rupture
0.82-1.03 Threshold for lung hemorrhage
1.38-1.72 50% probability of fatality from lung
2.07-2.41 hemorrhage
0.48 90% probability of fatality from lung
4.83-13.8 hemorrhage

Threshold of internal injuries by blast
Immediate blast fatalities

Indirect effect 0.10-0.20 People knocked down by pressure wave
0.14 Possible fatality by being projected against
0.55.1.10 obstacles
0.069-0.13.8 People standing up will be thrown a distance
0.28-0.34 Threshold of skin lacerations by missiles
0.48-0.69 50% probability of fatality from missile

wounds
100% probability of fatality from missile
wounds

Table 6.2 Direct and indirect on people damagetdwyerpressure (Jeffries 1997),
(LaChance et al, 2010)

It can be shown from table 6.2 that the thresholergressure for no "direct” harm is 0.138 bar,

while no "indirect” harm is equal to an overpressoir 0.069 bar.

A mathematical parameter that can join the peoplenhcaused by the overpressure to the peak

overpressure is named probit function. The probiicfion that estimates the fatality level for

explosion due to overpressure is expressed in pge and is given by (Eisenberg et al, 1975):
Pr=-771+ 691in(P,) 6.2)

where Ris the overpressure
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5.2 Harm to structures

According to Table 6.3, the overpressure causethéyexplosion has a minimum threshold equals

to 0.01 bar and which correspond to the threshmigass breakage.

Overpressure (bar) Damage description

0.01 Threshold for glass breakage

0.15-0.20 Collapse of unreinforced concrete or cinderblock

0.2-0.3 walls

0.35-0.4 Collapse of industrial steel frame structure

0.7 Displacement of pipe bridge, breakage of piping

0.5-1 Total destruction of buildings; heavy machinery
damaged
50e100 Displacement of cylindrical storage tank,
failure of pipes

Table 6.3 Damage to structures and equipment doeetipressure (Guidelines, 1998)

Similarly to harm to people, Einsenberg has intoetlia mathematical formula that enables the
calculation of the probit function due to harm tousture and others equipment. The formula

calculates the total damage that results from ampressure.

Pr=-238+ 292In(P,) (6.3)

where Ris the overpressure

An estimation done by LI. Zhiyong et al (2011), Bassumed that 100% lethality is obtained for
an overpressure of 0.3 bar and 0% lethality foreiowverpressure levels for people outdoors
(outside boundary of the station). Results pubtidhe Rosyid are used. In its thesis model, Rosyid
concludes that the effect zone due to an explosmrd be represented by a circle or ellipse
centered at the release point of hydrogen. In tresults, the effects zone due to the explosion
caused by a liquid release are much more higher thase reached for the case of gaseous
hydrogen release by about 3 times. This remarkdcenhance the safety by using gaseous HRS.
Table 6.4 displays the safety distance assumeudsgrstudy, for the two types of hydrogen refueling
stations, and for different capacities of invergeravailable at the station. It can be shown tat t

capacity of inventory has a major role to define tadius of the effect zone around the station.
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Type Station size Storage capacity (kg) Safety distance (i

Onsite Electrolysis | Small 30 150
hydrogen refueling
station Large 420 334.4 (early explosio
341.2 (late explosio
Offsite compressed| Small 30 100
hydrogen refueling
station
Medium 100 125
Large 300 300

Table 6.4Threshold between effect distances for "no hi

6. GIS based on safety distance criter

Through the definition of the harm distances otatise with high risks, GIS is deployed to cre
anoverlapping map between the hydrogen refuelingostab be installed on the specific territc
and the harm distance observed in case of expl@simmd the station. This procedure is enti
hazard mapping. In our approach, once developiad#izar mapping, another overlapping will |
created by combining this latter with the densitypopulation of the region and land use of
region. Refueling stations that have part of thettey that collapse presence of population

harm distance will & not considered for the conversion or installa

f T
Map 1: Land use— gt & ""‘/
e £

A N ;

e/

U b
ey

Figure 6.6GIS based study on risk based decision su

Map 2:
Hydrogen
refueling station

Map3: Safety
distance buffer = |

The GIS based decision support system is perforthednsists of four modules that are descri
hereafter:
Module 1: Buffer layer: The aim is to draw a bufegound all stations implemented in the stt

The dimension of the buffer will reflect the ety distance associated with each type of hydr
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refueling station to be implemented. The bufferarelg the existing petrol stations that have the
potential to be converted to hydrogen refuelingiata and also the new onsite station that are set
depending on the hydrogen production potentiallalvka within the territory.

Module 2: Population Intersect layer: During thigape, an intersection has been made between the
buffers of all stations and the population of tegion. The aim was to examine the location of the
stations according to different levels of populatiorhree levels were made regarding the
population. When the population is up to 50 thodsarhe region can be categorized as Level I.
Level 1l corresponds to region with population betw 5 and 50 thousands and Level Il for
population under 5 thousands.

Module 3: Buildings Intersect layer: the same asialyvas made to assess the distribution of station
according to the spread and levels of buildingslabig within the Liguria region. Similarly, three
levels were made to classify the density of presdnaldings around the hydrogen station. Level |,
buildings number up to 20 thousands, Level Il foesence of buildings between 7000 and 50000
and finally Level 11l with a buildings number unde®00.

Module 4: This module aim to create a risk rankimgtrix for both levels related to the population
as well as the buildings. The aim of this modulens to make a detailed qualitative risk
management, but just to exclude those stationhévat a higher rank regarding population as well
as buildings number. We claimed that station with@vel | for both population and buildings

number are excluded.

7. Case study

The approach presented above is applied at a @gszale to a case study in the north of Italy.
Various data are gathered and presented such asdhability of primary energy sources and their
distribution, the hydrogen demand over the planfinogzon and the future possible scenarios of
hydrogen infrastructure. In this case study, hydrog assumed to be produced from renewable
based electricity generation with the possible coatiion with the electrical network. The "clean

feedstocks" in terms of renewable energy resourmagly driven by solar and wind energy.

7.1 Hydrogen demand data

A GIS based method to model the magnitude and glaéas distribution of hydrogen demand is
developed. the data used to perform the estimatidrydrogen demand maps is mainly articulated
around the population data of the region, the afethe region to be studied, beside some others
technical parameters. Steps used are describedfteere

1. The population density of the region [people/km?].
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2. An estimation of the hydrogen market penetration

3. An estimation of the totavehicle available: [vehicles/lkm2] vehicle (or autmynershig
multiplied by the population density. For Italyetlownership is assumed to be equal
0.571 vehicles/persons.

4. An estimation of the hydrogen vehicle density [Hshicles/km2]: obtained by rmrtiplying
the market penetration by the total vehicle avie

5. An estimation of hydrogen demand density [H2 kg/kmdbtained by multiplying th
hydrogen vehicle density by an average vehicle fisel of 220 H2/year/vehicle. This [i
amount is estimatedabing on the fact that an average vehicle trav@0@ km/year and he

fuel economy of 105 km/kg (equal to the one of §asdy gallon)

Figure 67 displays the percentage of hydrogen demand edvby the main populated are
(Genoa, Savona, La Spezidbenga, Ventimiglia, Sanremo, Imperia, Chiavand Rappallo). Th
histograms show the hydrogen demand in @rea as percentage of the total hydrogen demar
the region, for the specific scenario. It can bensthat Genoa city need around 54%the whole
demand of the region. Maps of hydrogen demandhieistx different scenarios are given in Fig
6.8. It can be shown that hydrogen demand will b&gth area with high population (up to 200(
for small hydrogen market scenario (6, 10%) w value between 60000 and 600000 kg/year.
remark seems obvious since population density centédl be the ones that will implement t

hydrogen fuel cell vehicles.
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Figure 6.7Percentage of hydrogddemand in most populated areas in Lig
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Figure 6.8 Snapshot of hydrogen demand for difteseanario

7.2 Locations of hydrogen refuelling stations

The geographical location of the future hydrogeirgbestation is based on the analysis of this
information related to hydrogen potential productamd main roads of the region. The most likely
sites for alternative fuel refueling infrastructwvere identified to satisfy the hydrogen demand and
to minimize the risk. Different criteria were usedselect several potential locations for hydrogen
refueling stations including available infrastruetWroadways & highways), hydrogen market
penetration, accessibility (remoteness of the atats avoided), locations of promising potential
alternative fuel users, demand and population.rinédion related to existing petrol stations, and
locations available for use as refueling sites wgathered, and displayed on Figure 6.9. While

figure 6.10 displays the potential sites for theitmhydrogen production.
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Figure 6.10 Onsite hydrogen sites

7.3 Eligible hydrogen refueling stations

energy resources.

As mentioned above, the decision support relatethe¢orisk aims to exclude all station that can
bring higher risk to population and environmentgufe 6.11 displays the buffer of the onsite
location, while Figure 6.12 is related to the bufbé the offsite locations. This GIS based decision
support system, even it is a rough one, but itdrebled the reduction of 28 offsite station from a
number of 93. As regards the onsite station, tbequmure has enabled the exclusion of two stations.
This remark is due to the low density of hydrogemlaces of high hydrogen production potential.

This remark could favor the installation processnefv onsite station operating on the renewable
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175



8. Conclusion and future work

In this chapter, an integrated approach considasea decision support system for the selection of
hydrogen refueling stations has been presentedmiéteod combines two different approaches: a
detailed spatial data analysis using a geographformation system with a mathematical
optimization model of set covering. The DSS wikidify the suitable sites providing information
on multi-criterion level evaluation of locating theydrogen infrastructure. Here, the first part
related to the use of geographical information esyst has been detailed while the application of
mathematical model is projected as a future warkesthe model still in the development phase.
The GIS based approach has been applied to thed igagion.
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B-Hazard and risk evaluation in hydrogen pipeline

1. Introduction

Generally, hydrogen is produced, stored, and theamsported to the end-users; in general, it must
be transported from production plants to the s@m@gdemand points, so that, the delivery process
of its supply chain brings new hazards exposurescE, a safe and sustainable transition to the use
of hydrogen requires that the safety issues agsacwath the hydrogen have to be investigated and
fully understood (Venetsanas al, 2003). About 1013 km of transmission pipelineshie United
States transport hydrogen today, most of whicHarated in the Gulf Coast region (DOE Pipeline
Working Group Workshop, 2005). The pathways invdlbetween different supply chains nodes is
realized by a variety of delivery technologies. Algadhem, the pipeline has proven to be one of the
cheapest ways to transport hydrogen, especiallyjaige areas with large hydrogen demand. In
addition, pipeline compressed gas transportationiges an environmental friendly way to satisfy
demand, with zero greenhouse gas emissions. Howévier infrastructure is often exposed to
interference from accidents, human errors, abnoopatations, equipments failures, etc. So, it is
more important to study the failure case linkedh® hydrogen compressed gas delivery or storage
in order to evaluate the danger that hydrogen aotédmay cause. The purpose of this work is the
definition and the implementation of a mathematiceldel to estimate the hazard and the risk
related to the use of high pressurized hydrogeelip. Basing on the combination of empirical
relations and analytical models, this method ske¢sltasis for suitable models for consequence
analysis in terms of estimating fire length andpoddicting its thermal radiation. The results are
compared either with experimental data availablethe literature, thus by setting the same

operations and filure conditions; or with other eentional gaseous fuel currently used.

Jetflame —*

Hydrogen
telease

Ll
U U

Figure 6.13 System under study
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2. Release model

The escaped mass flow rate of hydrogen is detedvaneording to two flow conditions, which are
chocked and non-choked (Montiet al, 1998), so that, the value of flow rate at theehwiill
depend on whether the flow is sonic or subsonics Will be established by the calculation of the
critical pressure ratio. In this study, the pressairwhich the gas escapes from the hole is sugpose
to be strictly higher than the critical pressurer Ehe case of hydrogen, the value of this critical
pressure is equal to 1.92 Bar. Unlike the releaghe hydrogen high pressured tank, which mainly
depends on the stagnation conditions of the tdnekrelease rate of high pressurized hydrogen from
a leak in the pipeline depends on the operatingspire, the pipeline diameter and the length of
pipeline from the supply point to the failure poiBue to large differences between the pipeline and
the environment, the flow conditions at the relelaseome critical, so that a sonic flow will release
from the failure point, and then the flow rate gtllogen can be estimated as:

— Qh—s
Hole = (6.4)

C

TheQ,_. is the peak initial release rate defined as fol{@rowl and Louvar, 2002):

(r+1)/(y-1)
DA 2
=— Pl 77— 6.5
Qh—s 4 \/ypo 0|:(y+1):| ( )

The term in the denominator of tRig e is due to thdrictional loss in the pipeline and it is
determined using (Jo and Ahn, 2003):

2
Fo= [l ele (6.6)
Dp (2 +1)*

where:

= F.[]is the term responsible for the loss of pressuaside the pipeline;

Dp [m]is the hole diameter;

= fg[-] is the fanning friction factor;

= A[-] is the dimensionless hole size which is théoraf effective hole area to the pipe cross-
sectional area;

= Lg[m]distance from the hydrogen supply point to fdakure occurrence;

= p,[kg/m’the stagnation density of hydrogen gas at opegatimditions;

= P [Palis the stagnation pressure of gas at operatinditions
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= y[-]is the specific heat ratio of gas, equal tollfdr hydrogen gas.

3. Jet flame length

The geometry of jet fire is an important paramétethe consequence analysis, since it allows the
prediction of the safety distance that must be kepbrder to minimize the individual and the
environmental risks, and it also constitutes fundatal information for hazard analysis. The length
of the jet flame is the dominant feature to be knomworder to simulate the possibility of the flame

impingement on nearby facilities (Bagster and Selchh 1996).

f
Failure of hydrogen
pipeline
- ¢ \
Jet fire [ Flash fire ] { Explosion }

v v v
{ Gas dispersion J [ CVCE } { Detonation ]

Figure 6.14 Diagram of hydrogen accidental scesario

As compressed hydrogen is abruptly released imfdhe chocked release is generated ahead of the
under-expanded jet. The pressure will drop gragluaitil it reaches the ambient pressure. Studies
in the literature have defined many relations ticudate the length of the flame, (Delichatsios,
1993) developed a relation basing on the non-dimaakFroude number that measures the ratio of
buoyancy-t-momentum forces in jet flames. Accordioghe experimental investigations done by
(Mogi and Horiguchi, 2009), the flame length is podional to 0.53 power of the mass flow rate,
thus for an operating pressure up to 0.1MPa. Tdiation is valid for the case of high pressurized
hydrogen tank. So, in order to simplify the compota of the flame length, the second relation
(Mogi and Horiguchi, 2009) was adopted in this gtuebr that main reason, it has been considered
that the pipeline operates as a tank or, in othersls, that the dimension of the hole is very small

comparing to the dimension of the pipe. The flagrggth is expressed as:

- 053
L, =203Q° 67)

whereL; [m] is the length of the flame arg@h, [kg/s]is the mass flow rate of hydrogen.
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4. Thermal effect from jet fire

Due to the large pressure ratio between the pipedimd the outside environment at atmospheric
pressure, critical conditions occur at the leake Tlow becomes sonic in a very small leak
dimension. So, the total energy released into ther@enment becomes higher, inducing then a
thermal radiation that can exceed many GW by sar{si¢ilkening and Baraldi, 2007). In order to
calculate the thermal radiation from the jet fitee flame jet could be idealized as point sourc he
emitters spread along the flame envelope. The ha&at flux reaching a given point is obtained by
summing the radiation received from each point ®wemitter. One simplified assumption that
could be incorporated in the calculation of therred radiation is to collapse the set of heat
emitters into a single point source emitter, lodatethe ground level (Quaranga al, 2002). Even

if the implemented model induces some errors inhte flux, it is preferred to many others since,
firstly, it avoids the tedious calculation of theat flux of each axial position of the flame, and
secondly, it incorporates many parameters thatptana paramount role in real jet fire events, for
instance, those responsible for the gas/air condsuéitl;). The thermal radiation from the flame is
inversely proportional to the square of the distarit can be estimated as suggested in (APl RP
521, 1990):

— ,ﬂ-aQefch

I
4 ®

(6.8)

where:

" n7[-] is the combustion efficiency factor (=0.15 fdg and 0.2 for Chj
" Hc [J/kg] is heat of combustion (=141.80 MJ/kg for &hd 55.50 MJ/kg for CHl
" 7, [-] is emissivity factor (=1 for klgas and 0.2 for CHpas); it is defined as the fraction

of the total chemical heat release that is radisid¢te surroundings.
" Qe [Kg/s] is the effective gas release rate;

" r [m] is the radial distance from heat source (flatoethe location of interest;

The effective hydrogen release rate reflects sesstative steady-state approximation to the actual

release rate. It can be approximated using theutarimelow:

Qeff — CQh—s (69)

where C is the decay factor, it reflects the tewgleat which the released hydrogen flow rate lose it
effectiveness, In others words, the decay factarcrilges the change in pressure between the
atmospheric pressure and the pressure inside pleejyst before escaping from the leak. (Hill and
Catmur, 1994) quote a value of 0.25 for the deeatof.
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5. Risk evaluation

The combination of hazardous release, and jet flassociated with high pressure hydrogen
pipeline operations, are drastically encountereth viiigher fatalities. The aim of consequence
analysis is to determine the failure case, and thadentify its damage. Hydrogen is a flammable
gas, so that, the consequence of fire is almostepte and may specifically results in damages
caused by thermal radiation. Once the gas is esgdfmm the leak, it is ignited and a jet of flame
created in the air; the heat radiated from the élamay be considerable. According to the h2
Incidents report, many hydrogen failures in thegghaf the delivery affect human life, damage the
properties in neighbourhood and create othersi@guA statistical treatment has been done on the
h2 incidents report (h2 Incidents) so to evaludie tonsequences of hydrogen failure in the
delivery. Results are summarized in Figure 6.14att be depicted that property damages are the
one that have the higher percentage (39%).

Damages & Injuries

I None

&3 Minor injury
OProperty damage
[ Human life

Figure 6.15 Pie bars of the damages and injuriegathe hydrogen failure in the delivery mode

The consequence modelling consists in simulatirgy ilehaviour of the release of hazardous
substances and the impact of such events on resefdividuals, buildings, and environment).
The damage caused by the pipeline failures can dierrdined using the following formula
(Gerboni and Salvador, 2009):
DarmDp AV (6.10)

where:

» Dam: [the number of facilities/event] is the damage;

= D, [persons/kifi the population density

= V. [] the vulnerability coefficient, (it means the numizérpeople who die because of the
accident event. According to (Mannan, 2005), thHeevaf the vulnerability is taken equal to 5%).
= A: [m? the area in vicinity of the pipeline involved inetaccident. It is related to the radial

distance from the failure point b 2
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The quantitative risk evaluation is an importanagdin studying the feasibility implementation of
a new infrastructure. So that it answers the qoestirelated to the acceptability by
national/regional and local scales authoritiesorher to calculate the value of risk, the frequency
of the failure event is estimated to be equal 1®@5. Generally, the risk of a specified failure can

be summarized in the following formula:

Risk = probability x adverse consequences 11{6.

6. Results and discussions

Numerical simulations have been carried out soefial the effect of the dimensionless hole size
on the flow rate of hydrogen released. We assuraettte length at which the failure occurs is
5000m far from the hydrogen supply point. Figurd56shows that the release rate varies
increasingly according to the pressure for valdéstbat range from 0.0252 to 0.04. Asncreases,
this variation tends to have a constant shapeifreh values of the dimensionless hole size.
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Figure 6.16 The variation of the release flow @&tbydrogen versus the pressure at the supply
point for different values of

In order to highlight the relationship that exifistween the whole diameter and the hydrogen
release rate - to better understand the resul&gufre 6.15. Figure 6.16 show this variation. It
appears that the hole diameter from which hydroggs is escaped highly affects the amount of
hydrogen released from the leak, up to a valugppfaimately 0.3 m; after which the release rate

remains unchanged at a maximum of 43 Kg/s. Thenataan of the release rate for higher values of
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the leak diameter is due to the fact that the sgle&mn not exceed the maximum rate that can flow

in the pipeline. This is in perfect agreement with method proposed by (Yultial, 2003).
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Figure 6.17 Relationship between the hole dianaatdrrelease rate

Figure 6.17 shows a comparison of the hydrogendlaemgth as a function of the stagnation
pressure at the hydrogen supply point; the cursplays this variation for various values of leaks
diameters. The data obtained for the flame lengthvalid for a value of operation pressure higher
than 0.1MPa. For instance, a value of 10 m forfidnme length is observed for a leak diameter of
10 mm, this value of the flame length remains ungled for different values of the hydrogen

pressurized supply point. We remark that this trefitichange gradually as we increase the value
of dn. However, enhancing the pressure will in turn @ase the value of the flame length, for
example, for a leak diameter equal to 79 mm, thdrdgen flame length can have 50m for
Po=5MPa to attain a value of 117m fBs=100MPa. The observed behavior is due to the Faat t

increasing the diameter of the hole, the hydrogersareleased will increase, inducing then, a
higher jet velocities, that will in turn enhancée flame length, but, once the maximum flow rate

that can release is reached, this increasing bahaithe flame stops.
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Figure 6.18 The jet flame length as function of pinessure at the supply point

Computational results have been also compared thitke reported by (Mogi and Horigoshi,
2009). Figure 6.18 shows this comparison for samees of pressure and leak diameter. It
appears that there is a slightly over-predictiomgishe flame length model for the pipeline. For
instance, a value of 0.802 m is obtained using dheent model, instead of a 0.6 m for
experimental data. This difference could be justifby the fact that the mass flow rate used in the
pipeline formulation suppose the pipeline as tdakthermore, it does not take into account the

contact between the released hydrogen and thedeutsteorological conditions.
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Figure 6.19 Comparison of the current model anceerpents by T, Mogi and S, Horiguchi
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The characterization of the thermal radiation fridme jet flame is a crucial part to assess the
consequence of the pipeline failure; also, it atmsts an important task to develop new safety
codes, and to have an exact knowledge of the $eifdhces where the thermal sensors should be
placed to detect hydrogen gas releases. In thisefrnaork, it is expected that the downstream region
from the hydrogen jet flame is particularly susdaptto thermal hazards. This hazard is shown in
term of the thermal radiation or heat flux in Figug.19. It illustrates the variation of the thermal
radiation as a function of the radial distance r{frthe centered flame point to the location of
interest). For a radial distance less than apprataiy 7 m, the values of the thermal radiation of
the hydrogen gas are higher that those obtainedhformethane gas, for instance, the thermal
radiation for hydrogen is equal to 4761.33 Wimersus a value of 2025 W#or the methane gas,
thus forPy=20.7MPa - this is mainly due to the fact of highaergy content of hydrogen compared
with methane. On the other hand, for a radial distehigher than 7 m, the thermal radiation retains
a constant value, either for pressure equal to &0@b 0.5bar. The remark may be due to the

dissipation of the thermal radiation faraway frdre flame centered point.
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Figure 6.20 The heat flux from the hydrogen jetigaas a function of the radial distance

Based on the mathematical analysis of the pipelgtevork that has been done, consequences of
failures may be estimated. By determining the hzeked to manipulating hydrogen gaseous

substance, the decisions makers might take suitai#asures regarding the safety issues.
Hereinafter, the application of quantitative risialysis is briefly discussed.

depicts that the quantitative value of the damegesed by the pipeline failure increases with the
type of the population living in proximity of thefrastructure. Thus, by characterizing the risk
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knowledge about the societal risk acceptance @iter

according to the population surrounding the pipgelinfrastructure, this will bring important

The radial Thermal radiation Damage
distance from (W/m2) (fatalities/event)
the failure(m)

Large population 1 159735 0.0003
Dpo=20000(persons/ K 6 4437 0.1130
16 624 0.8038
36 124 4.0694
Medium population 1 159735 0.0002
Dypop=12000 (persons/ Kip 6 4437 0.0068
16 624 0.4823
36 124 2.4417
Low population 1 159735 0.00024
Dypop=1500(person/ Kf) 6 4437 0.00848
16 624 0.06023
36 124 0.305

Table 6.5 Thermal radiation and damages as fundfidime radial distance from the failure point,

for large; medium and small population

7. Conclusion

In this work an approach to assess the thermalrthiazdated to the release of hydrogen high
pressure from a pressurized pipeline has been peopd he failure case of hydrogen transmission
pipeline can lead to outcomes that can cause sedaonage in the immediate vicinity of the failure
point. However, a good knowledge of these dangeid their consequences is intended to
implement a safe design of systems using hydrolgethese conditions, it is possible to envisage
the development of hydrogen as an energy carridr avilow risk level socially acceptable. The
model settled in this paper aims to estimate tlrdgen flow rate that release from the leakage, the
length of the ignited flame gas as well as themtiarradiation. The study includes also a risk
analysis for damaged areas assessment, thus, iakingccount the density of the population that
lives in the vicinity. In this respect, a promisifigure development may be included to the overall
resulting model as a specific add-on of classiedggaphic information system software for the

assessment of the risk in hydrogen pipeline plannin
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Chapitre 7 : Smart renewable systems and hydrogen as
storage medium

A la lumiere du développement durable et de lariffusion des technologies de production
d'énergie renouvelable, 1&™Lpartie du chapitre 7 présente un modéle dynamiop@vant d'un
systeme hybride intégrant des sous-systemes teis glectrolyseur, une centrale hydroélectrique,
des stations de pompage, des éoliennes, des pidembustible et un systeme de stockage. Ce
modele a été bien testé sur une installation existans la province d'Azilal, au Maroc. En effet, e
se basant sur ce modele dynamique, un problemandisgtion sous contraintes a été formulé afin
de satisfaire, en temps reéel, differentes demadtaeergie électrique fluctuantes au cours de la
journée. Le modele développé repose sur un probleneontréle optimal en temps réel de la
gestion opérationnelle d'énergie. Le modele d'dptitton développé est défini comme un
probleme de programmation mathématique non linfajué a été résolu en utilisant un outil
commercial d'optimisation Lingo-Lindo. Le systémgbhde proposé permet de satisfaire la
demande en temps réel de I'énergie électriqueei@iits sous-systémes sont activés en fonction des
fluctuations des vents disponibles en termes dessét et de demande d'énergie. Le cas d'étude a
démontré qu'une approche énergétique durable pioétra tout a fait commune dans un proche
avenir. Le cas d'étude intégre deux régions qui glus au moins éloignées l'une de l'autre, reliées
par le réseau électrique national, et qui ont dearticularités différentes et complémentaires: une
région avec un potentiel énergétique élevé (endadm potentiel éolien) et une autre région qui
dispose d'une centrale naturelle de stockage di&n@em réservoir d'eau), cette hypothése adoptée
entre dans le cadre des politiques et accords éesrevillages, méme éloignés et qui sont
susceptibles de se joindre au stockage et I'énegieeffet, cette approche peut représenter la
premiere étape pour la définition d'un probléme gilexe, mais avec de nombreuses hypothéses
simplificatrices.

Les micro-réseaux peuvent fonctionner a la foisfat@n autonome ou connectée a un réseau
électrique principal. Pour étre performant, le mioEseau doit mettre en ceuvre le concept de
"Smart Grid", qui stipule une production propreygie, fiable et économique. En outre, le "smart
grid* nécessite un soutien par le biais d'une ewié communication et d’'une plateforme
d'information. Un des principaux avantages des oviéseaux, c'est la possibilité d'utiliser une
exploitation coopérative des sources d'énergieueriables, malgré leur séparation physique.
Toujours, dans le but de promouvoir les systemésitgs de sources d'énergies renouvelables, un
modeéle d'aide a la décision optimal dans un rédeanicro-réseaux est proposé dansddie Bdu
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chapitre 7. Le modele est formalisé comme étargrableme d'origine discréte et centralisé, défini
comme un réseau de coopération entre réseauxié@ledrintelligents. Les variables de contrble
sont les flux de puissances instantanées écharggdes les micro-réseaux, et qui peuvent étre
obtenus a partir de la solution d'un probleme imreéquadratique gaussien sur un horizon temporel
fixe. L'état du systéme est représenté par I'éaatgickée dans chaque micro-réseau. L'objectif est
de minimiser les variations de I'énergie stockéasdzhaque dispositif de stockage a partir d'une

valeur de référence, ainsi que de minimiser I'éghaténergie.
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A- A dynamic decision model for the real time control of hybrid hydrogen
renewable energy production systems

1. Introduction

Renewable energy systems (RES) have attracteddewabie interest because their use is one of the
fundamental measures to fight against climate ohamgl to reduce the dependence on fossil fuels.
The use of renewable resources is well suited pe aeith the limitations of current patterns of
energy generation and consumption, to complemeistiey energy production systems, and to
contribute to the further modernization of the gyesector (Vieraet al, 2009). Nowadays, among
the renewable sources, wind energy provides aigemdius, environmental friendly option that can
reduce dependence on energy imports, ensure thairgide security of energy supply, and
contribute to an overall strategy of sustainabletpment.

However, due to their intermittent behavior, mo&Rdo not follow the energy demand. As a
consequence, storage systems are required to awasting the fraction of the produced energy
which is not immediately used. Therefore, the peoblbf energy storage becomes more and more
crucial as its development may increase the difusthe effectiveness and the profitableness of
renewable energy plants. Actually, the main probtdithe RES plants is that electricity generation
cannot be fully forecasted and does not usuallimaith the demand pattern over time. This is the
case, for example, of a wind farm where, in refatio a certain (future) time horizon, the energy
produced depends on the wind speed, whose pretistidearly affected by uncertainty. This fact
causes a certain degree of uncertainty even osatiifaction of the energy demand (also when the
demand pattern is assumed to be known) over theidened time horizon (Buenet al, 2006,
Bernal-Agustiret al, 2008).

One way to reduce this uncertainty, and, at theestame, to increase customer satisfaction, is to
install an energy storage system that, as far ssilgle, can help in matching the irregular pattdrn
the energy supply from wind turbines to the dempaitiern (Buenet al,, 2006). The adoption of a
hybrid system can be taken into account as a raasmrsolution, which can support energy
demands of both, stand-alone and grid connected.use

Within the framework of the mixed use of renewadbeirces in order to satisfy a large part of the
electric energy demand, there are various pods#silfor the storage of the produced electrical
energy. For example, some of such possibilities araer pumping reversible hydro plants,
batteries, compressed air energy storage, and ¢@udrstorage. In particular, the stored hydrogen

could later be used to generate electricity viaa €ell during times of peak demand. This capacity
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for energy storage could significantly mitigate tirawbacks due to the fluctuating nature of the
wind and provide a cost-effective means of megbeak demand (Kottentetét al, 2004).

As regards hydroelectric power generation, theeetao main classes of methods: conventional
methods (dams and run-of-the-river), which prodeleetricity via water flow in one direction, and
pumped storage methods (Zhetaal, 2009). At the present time, the only feasiblenseof storing

large quantities of electrical energy is the uspwhped storage systems (Buata@l, 2006).

When a wind park is combined with pumped-hydro drydirogen storage systems, several
advantages can be achieved. For example, duringcémsumption hours, the wind energy that is
not used to satisfy demand (and if not used isadékd) can be used to produce hydrogen as well as
to pump water to an upper reservoir (stored asnpiatesnergy), that can be discharged whenever
there is a need to produce energy. Moreover, whenmMind has high fluctuations, these storage
systems can be used to regulate the energy delilefgct, the stored energy both in the pumped-
hydro system and in the hydrogen tank can be heeadito generate electricity.

In this chapter, a hybrid system coupling a windbitne with both hydrogen production/storage and
water storage systems is considered. A hybrid mddel been defined integrating several
subsystems (i.e., electrolyzer, hydroelectric plaaimping stations, wind turbines, fuel cell). The
reason to integrate hydrogen and water as storggenss lies in the increase of the flexibility and
the operability of the overall system. In addititime hybrid system can be used for different time

varying demands, specifically, electric energy,rogen for automotive use and water supply.

On a specific hybrid system, a dynamic decisiorblenm is formulated whose aim is to satisfy a
variable hourly demand in electric energy, hydroged water. The objective function also includes
economic costs related to the operation of thedakland of the hydroelectric plants. The resgltin
constrained optimization problem can be solvedgismiathematical programming. The structure of
the considered decision model is consistent wighassumption of a stand-alone system, located in
an isolated area or on an island or in an areaevti@re is not the possibility to sell the energy

produced in excess to the electric network manager.

In the next section, a brief survey on the optimiaraof storage systems in RES is given. In the
third section, the model used for the assessmeihieoivind turbine power curve on the basis of the
predicted wind speed data is described. Then, éenftlurth section, the overall model of the
integrated RE hybrid system is presented in dettaithe fifth section, the dynamic optimization
problem is formulated, and numerical results ompecHic case study (Afourar village, Morocco)

are presented.
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2. Energy storage systems and optimization of REState of the art

As regards RES and related energy storage syssewes,al recent contributions are available in the
literature. Some of them, with special referencénydrogen production and storage, are quoted
hereinafter. Christophest al. (2007) presented a method for the evaluation wiral—hydrogen
energy system. The method includes simulationsemothiomic computations to define the size of
the plants. Lilia et al. (2009) present a feadipsitudy on hydrogen production from wind power on
the site of Ghardaia (Algeria). Bernal-Agustat al. (2008) proposed a complete technical-
economic analysis of the hourly energy managenmremtind-hydrogen systems. In particular, the
authors propose a method to adjust the generatiore do the demand curve, consisting of the
generation of hydrogen and storing it in a hydrogek during off-peak (low demand) hours, while
during the rest of the hours (peak hours, high deththe stored hydrogen can be used to generate
electricity. Andersoret al (2004) investigate the integration of hydrogestems with wind power
generation systems in order to make wind energgrmion profitable and increase the diffusion of
wind energy generation plants. Viegaal (2008) highlight the importance of finding metlsad
determine the best hourly operation for a pumpedage system for one day, according to the
electricity price. Anagnostopoules al (2007) present a numerical study for the optinginng
and design of a station unit in a hybrid wind-hygant (i.e., wind turbines and hydroelectric
plant).

Korpaset al (2006) present a methodology for the definitibreantrol strategies for a hybrid plant
with wind power and hydrogen storage. Their obyecis to maximize the expected profit from
power exchange in a day-ahead market. The generatbeduling is based on forecasts of
electricity price, loads, and wind generation. Dgronline operation, a receding horizon strategy is
applied to determine the set points for the elégtsy power and the fuel cell power. The market
model is defined both for isolated and grid-conaedaystems. Instead, in (Korpetsal, 2003), an
operation strategy for a general energy storagéceéesonnected to a wind farm is presented. A
dynamic algorithm is applied for daily schedulimga power market. The objective of the online
operation strategy is to follow a given generasohedule as closely as possible.

DufoLopezet al (2007) present a novel strategy, optimized byegeralgorithms, to control stand-
alone RE hybrid electrical systems with hydrogemeagje. In another approach, using water to store
energy, Nianget al, (2004) develop optimal pumped-storage unit bigdstrategies in a
competitive electricity market, highlighting advages offered by the optimal strategy in
comparison with a fixed-schedule weekly generasind pumping strategy. In the same framework,
Castelnuovoet al (2004) propose an hourly-discretized optimizatadgorithm to identify the
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optimum daily operational strategy to be followedthe wind turbines and the hydro generation
pumping equipments, provided that a wind-powerdas#ing is available.

The novelties of the present work lie first of iallthe definition of a quite complex hybrid system,

integrating several subsystems, i.e., wind turbiveder storage, hydrogen storage, electrolyzet, fue
cell, and hydroelectric plant. Beside the eleatnergy satisfaction, the objective function alsosai

to satisfy the hydrogen and water demands. Finailhfike most contributions available in the

literature, in this work an overall optimizationoptem is defined in connection with a dynamic

system model, with the aim of defining optimal reade control strategies.

3. The wind model

In the literature, there are numerous studies ardwmodels and on their exploitation for energy
production. The wind turbines power curve is ddfires the power output of the machine as a
function of wind speed. The behaviour of the oufpoMver of the machine is generally dependent
on four characteristic parameters. It is assumatgbwer generation starts at the cut-in wind speed
Ve [m/s], that the output power increases as the spekd increases fromto the rated wind speed
v [m/s], and that a constant value of the output grpwamely the rated powér [kW], is
produced when the wind speed varies franto the cut-out wind speed [m/s], which is the
maximum wind speed value at which the turbine carectly work.

In the current chapter, a simplified linear moddbiton et al, 2001) available in literature is used
in the optimization model to obtain energy produfredn wind resources. However, other models
(Mosgoroveet al, 1988, Pallabazzer, 1995) might also be usedemétision model.

The linear wind model (Nottoet al, 2001) assumes a linear (affine) dependence (witie
interval [vc, vr]) of the wind turbine power outpw', on the current wind speed at the hub height

v, 1=0,...,T-1, beingT the time horizon in hour. In detail,

0 vl <v,
P.(a+bv') v, <V <v
pt= r( ) Ve ' t=0,....T-1 Ne
P v, Vi<,
0 Vi >y,
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It should be observed that wind speédin (5.1) is that corresponding to the wind turbimgb

height, H,,. Since, in general, wind speed data can be mehsuriorecasted with reference to a
height H,,,, that is different from the hub height, it is nex@y to use an equation relating the wind
speed at hub height with the wind spegd, at H,,., taking into account the surface roughness
length z, [m] which is a parameter that can be estimatedherbasis of the land use at the wind

farm location. The relation proposed in previouartdr has been used.

4. The Integrated System Model

The system to be modeled is characterized by aichgbectric energy generation obtained by a
wind farm, a hydro-turbine, and a fuel cell. It Sspposed that one pumping station and two
reservoirs are connected with the hydro turbind,@me electrolyzer is connected with the fuel cell.
Figure 7.1 reports a scheme of the overall system.

The performance of such a system has to be opmtnin order to produce electric energy
satisfying (as close as possible) the predictetwartime varying demands (i.e., electric energy,
water and hydrogen demands).

Electrical energy produced by the wind farm carubed directly to satisfy the demand. In the case
of energy surplus, part of energy can be sentégtimping station in order to elevate water from
the lower to the upper reservoir, or/and sent firtmduce hydrogen through an electrolyzer.

The amount of pumped water is proportional to tleeteécal energy used for this purpose. The
water is sent to an upper storage system from wiheea be sent either to a hydro-electric plant or
used to satisfy a demand of water. Water comingfraum the hydro-electric plant is sent to the
lower reservoir from which the pumping station tsklee necessary water to be sent to the upper
reservoir. The electrolyzer is used to produce bgen that is stored and then can be sent to d set o
fuel cells or can be used to satisfy the hydrogamahd. The fuel cells can produce energy from the
hydrogen spilled from the storage. Thus, threeedifit kinds of demand are considered, namely the
electric energy demand (which can be satisfiedeeittirectly by the wind farm, or by the
hydroelectric plant, or by the fuel cells), the @em of hydrogen (which can be sold to different
customers), and the demand of water (which carsbd for several purposes different from energy

generation)
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Figure 7.1 The integrated renewable energy system

4.1 State and control variables

The overall model includes state equations defimestate and control variables.

The system state variables are:

--h': the water volume in the higher reservoir at tirte0, ..., T-1 [m7).

--h': the water volume in the lower water reservoitirmet, t=0,...,T-1[m"].

--h'; thehydrogen volume in the hydrogen storage at tineC,..., T-1[m"].
The control variables are:

--E1': electric energy produced from the wind farm,iime interval {, t+1), that is immediately
used [KWh].
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--E2': electric energy produced from the wind farm tisaised by the pump in time interval (
t+1) [kWh].

-E3': electric energy produced from the wind farm ths¢d for hydrogen production in time
interval ¢, t+1) [kWh].

--u': the water flow that is spilled from the upper ee®ir and is dedicated to energy
production through the hydro-electric turbine,ime interval {, t+1) [ms™].

--y': water flow that is spilled from the upper resénand is dedicated to the water demand
satisfaction, in time intervat,(t+1) [m’s™].

--yl': water flow that is spilled from the lower reservand is dedicated to the water demand
satisfaction, in time intervat,(t+1) [m’s™].

--uh': hydrogen flow that is exctracted from the storagd used to produce energy in the fuel
cell, in time interval { t+1) [m°s™].

--yh': hydrogen flow that is dedicated to hydrogen desrsatisfaction, in time interval, ¢+1)
[m3sY.

-3y 0y, 0y , Ot - binary control variables related to the hydroglecpower plant, pumping
station, electrolyzer, fuel cell plant, respectyyedach of these variables is set to 1 if and

only if the plant is active in time intervd| {+1).

Other variables are directly dependent on the stadecontrol variables. These variables are:

--E': energy produced by the wind farm, in time intéfga+1) [kWh].

--Qh' : water flow that enters the higher water reserirotime interval {, t+1) [m’s™].

--QI': water flow that enters the lower water reserfim@m hydro-electric power plant in time
interval ¢, t+1) [m’s™].

--ul' : water flow that is pumped from the lower waterrgsir, in time intervalt( t+1) (nt's?),
to be sent to the upper reservoir.

--Qel': hydrogen flow that enters the hydrogen storagefthe electrolizer in time interval, (
t+1) [m’sY.

--Energy2': energy produced from hydro-electric plant anéclily used in time intervat,(t+1)
[kWh].

--Energyd' : energy produced from fuel cell that is directbed in time intervalt(t+1) [KWh].

--Etot : total produced energy used to satisfy the eleetmiergy demand in time interva tt-1)
[KWh].
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4.2 Data and forecasts

The knowledge of the following information is nesasy for the statement of the problem:
-V Predicted average wind speedHt,, in the t-th time intervalt( t+1), t=0,...,T-1 [m3s
1]_
--D': hourly energy demand to be satisfied in time rirgk per residential unitt,( t+1),
t=0,...,T-1 [KWh].
--DWH : water demand to be satisfied in time intervat+(l1) from the lower reservoir [fg7].
--DWI': water demand to be satisfied in time intervat(1) from the higher reservoir fig].

--DH': hydrogen demand to be satisfied in time inte¢ya1) [m°sY.

4.3 Model parameters

The following parameters are used in the model
--NR: number of residential units in the consideredigtarea.
-N: number of wind turbines.

--H, : the difference between the altitudes of the &digind lower water reservoirs [m].

--H,: the difference between the altitudes of the highater reservoir and the hydroelectric
turbine site [m].

--p : water density [kg f].

--py, . hydrogen density [kg .

--g: gravity constant acceleration 1.

--u,, - hydro-electric turbine efficiency.

--HHV: hydrogen higher heating value [k\Wijk
--LHV: hydrogen lower heating value [kWglk

-1, - parameters of the electrolyzer plant: the first cepresents the efficiency of the

electrolysis system, while the second one is aitiadédl efficiency coefficient
included to take into account the (energy) lossdhke electrolyzer.

-ec - the fuel cell efficiency.

-7, . the pumping station efficiency.

-, . a coefficient that takes into account the watssés in the hydro-electric turbine;
-Ul¢, Ul,, Ul,,, Ul parameters indicating the required minimum flaw the  activation

of the fuel cell, pumping, hydroelectric and elebtzer plants, respectively fis!].
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-Umg, Um,, Um,,, Um,, . parameters indicating the maximum flow admissfblethe different
plants [nisY].

--h*, h*, h*: maximum volumes in the storage systemég][mespectively in the hydrogen
storage, lower water reservoir and higher watesriesr.

--At: the length of the time interval [h].

4.4 State equations and other equations of the mdde

Two state equations related to the water reserhave to be modelled

h*! = h' + A(Qh! —u' - y') 3600 t=0,...,T-1 (72)

AU = A+ ALQIY -l - yI') 3600 t=0,....T-1 ()

A third state equation is related to hydrogen gjera

ht* =h' +At(Qel' - yh' —uht) 3600 t=0,....T-1 (7.4)

The energy production by the wind turbinE$,in each time interval is given by

E'=P'AtN t=0,...T-1 (7.5)

The hourly wind energye' (kWh) can be used for three different purposeshim same time
interval: direct use of wind energy to satisfy tteamand €1'), water pumping €2'), and hydrogen
production E3'). Thus,

E1'+E2' +E3' = E! t=0,....T-1 (7.6)
The water entering the higher reservoir is propodil to the energy used for this purpose. That is,

¢ E2

ul —m :@,...,T'l (7)7
Moreover,
QH =ul'y, t=0,...,T-1 (7.8)

The water coming out from the hydroelectric plamd &ntering the lower water reservoir is given
by:
Ql' =u'p, t=0,...T-1 (1)



Finally, as regards the electrolyzer functioninge produced hydrogen, i.e., the hydrogen flow

entering the hydrogen storage is given by:
Qel' = E3'n,n, I(HHV p,,,3600 t=0,....T-1 (20)

Thus, the electric energy produced by the hydroteteplant and the fuel cell is given respectively
by:
Energ®' = H,u' o, gAt 360( t=0,...T-1 (11)

Energg' =uh' LHV.c 0y, 360( t=0,...T-1 (22)

Finally, the total energy that is used in time mé& (t, t+1) to satisfy the electrical energy demand
is given by:

Etot' = Energy2' + Energy3' + E1' t=0,....T-1 (7.13)

5. The Optimization problem

The objective function to be minimized consistdair terms, penalizing lower and upper water,
hydrogen and energy demand dissatisfaction/ovestaetion, and two terms related to variable
costs when energy is produced through the hydrvsel@¢arbine or the fuel cell. In particular, since

it is required to satisfy the demands as closemsible, avoiding to exceed demands, it seems
reasonable to penalize both a dissatisfaction aral/ar satisfaction of an assigned demand.

In the problem formulation considered in this wokk,quadratic loss function symmetrically
weighting deviations from the assigned demandsbeas used. Indeed, the choice of a symmetric
loss function may be questionable. However, in @ase, as a mathematical programming approach
will be followed in the solution of the considerathnagement/control problem, other formulations

of the loss functions could well be considered authheavy variations in the proposed approach.

The additional two terms in the cost function haeen introduced to take into account that energy
produced by hydroelectric and fuel cell plants medde functioning of storage systems and
additional plants (instead the wind energy doesneetd other conversion plants or storage systems
when it is directly dedicated to energy demands&attion). Thus, the overall objective function to

be minimized is:
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T-1
— t _ Nt 2 t t_ ty2
J _ZO{ E(Etot' - D'NR)? + B(y' + yI' —DWh')? + =0,... T-1 (7.14)

t=
B(yl' -=DWI")?2 + g(yh' - DH ')? + SEnergy 2 + yEnergy3' }

Where &,8,8,0 are weighting factors, and, y are unit costs related to the functioning of the
hydroelectric and fuel cell plants, respectively.

Different classes of constraints have to be tak&o account in the optimization problem:
constraints related to storage capacities (i.e.u@mer bound for levels in the storage systems),

constraints related to the plant capacities anat@in, non-negativity constraints and the system
model equations

Constraints related to storage capacities

ht < h* t=0,...T-1 (15)
ht<h* t=0,...T-1 (26)
ht<h* t=0,....T-1 @7

Constraints related to plant capacities and actioat

For the hydroelectric plant, the constraints are:

ut = Ul t=0,...T-1 (18)
u' < ohum, t=0,...T-1 (19)
u' -o,M <0 t=0,...T-1 (7.20)

Where M has a very big value Js1].

Constraints (21) are used to represent the follgwielation between flow water and plant

activation,
H t _
g =0 " w=0 t=0,...T-1 21)
1if u'>0

Note that the introduction of the binary varialdfg is necessary as the lower bound dor Ul,,, is

assumed different from zero.
For the pumping station, the constraints are:

ul 2 84Ul t=0,...T-1 (22)
ul' < 8tum, t=0,...T-1 (@)
ul' -o;M <0 t=0,...T-1 (24)



Similarly, for the electrolyzer, the constrainte:ar

t o st -
E3" =9 Ulg t=0,...,T-1 (25)
E3' < J5Umg t=0,...T-1 (26)
E3' -3,M <0 t=0,...,T-1 (27)
Finally, for the fuel cell, the constraints are:
uht > f Ul t=0,...,T-1 (28)
uht < &t Um;, t=0,...,T-1 (29)
uh' =J;.M <0 t=0,....T-1 (30)

Non-negqativity constraints

h'>0 t=0,....T-1 (7.31)
ht>0 t=0,...T-1 @2)

ht=0 t=0,....T-1 (7.33)
ut =0 t=0,....T-1 (7.34)
ult >0 t=0,....T-1 (7.35)
uh' =0 t=0,....T-1 @36)

y'20 t=0,....T-1 (N37
yh' 20 t=0,....T-1 (7.38)

The system model equatson

The equations (7.2)-(7.15) that describe the olveyatem model are included as constraints in the

optimization problem.

6. Case Study

The optimization problem introduced in Section \sHeeen solved in connection with the data

available for the Afourar village (Province of Adlil Morocco, see Figure 7. 2).
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Figure 7.2 The considered case study in Morocco

In particular, in this study area, one pumpingistatone lower and one higher water reservoirs are
present. The station was put into service by theoNal Office of Electricity in 2004. Figures 7.3
and 10.4 also refer to the study area.

In particular, the storage capacity is about 1.3liani m® for each water reservoir, and the

parameter$l; andH; of the model arél;=583m andH,=683m, respectively.

. - o —
el Lt ]

Figure 7.3 Lower water reservoir
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Figure 7.4 Higher water reservoir

The wind model described by equation (7.1) has laggaied to the specific case study, inserting
the following parameters, = 4 [m/s],v; = 13 [m/s],P, = 600 [kW], v = 25 [m/s], H,,,= 52 [m],

H 4ata=10 [m], z,= 0.03 [m]. Moreover, for the specific wind turbjri@e technical power curve

supplied by the manufacturer has been comparedthétipower curve that results from the linear
wind model. As criteria of comparison, the root meguare error (RMSE) and chi-squa® bave
been used. That is,

N . . ) 5
Z((Pmodel,i - I:)machine)/ Pr)

RMSE=| 1= (7.39)
Nc

N
z((Pr;odel,i - Prfqachine)/ Pr)z

2 _ =t 7.40
X Nc-n ( )

Where Pﬁlodel,i is the simulated (i.e., provided by the model) powgtput, Pr;achineis the real power

output of the machine\ is the number of wind speed data anés number of parameters. The
RMSE and Chi-square fdlc=30, at intervals of iivs, are 0.0508 and 0.002869, respectively.
Which are good values since they are of the ordef06 and 1C°. As regards the optimization
problem, the parameters reported in Table 10.1 heee used as inputs.
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In order to evaluate the validity of the proposedision scheme, it is assumed that a very reliable
forecast of the wind speed pattern is availablehénconsidered case study, such a pattern isgimpl
obtained by choosing a set of real collected dEb@. available wind data (reported in Figure 7.5)
are those observed in the Essaouira site whichfitered a considerable wind potential, with
approximately a mean wind speed value of 9 m/s.detta are given at intervals of 10 minutes.

In this chapter, it is supposed that the wind favith be installed at the Essaouira site (see Figure
7.2), and then the produced energy will be trartspoto the Afourar village through the national
grid (Afourar site has a low wind potential), wheiastead, there are the energy, water and

hydrogen demands to be satisfied.

Symbol value

Viam= Wind speed at anemometer height (m/s),| Pn2 = 0.0899 kgm*
reported in Fig. 5.5. g =9.81ns’
D'= Energy demand to be satisfied in time intervé, = 0.7
per residential unitt(t+1) (kWh), reported in Fig. | HHV = 39.4 kWh/kg
5.6. N1, = 0.75, 0.9
DWH = 0.01 nis* LHV = 33.3 kWh/kg
DWI'=0 Nec=0.6
DH'=0.001 nis* N, =0.9
’L\I_%zssoo Ul, Ul,, Uly,, Ulg=0,0,0,0 s’

— — -1
H, =583 m L_Jmfc;Ump, um,, , Um, =100 nis
H,=683m h*, h*, h*=100, 770.9 19 900.9 16 m®
At =1 hours £,B,8,0,9, x =10000, 0.1, 0, 0.1, 100, 10
T=24 h(0), h(0), h(0) = 0, 325000, 1300 n
0 =999.93 kgm™

Table 7.1 Optimization problem parameters
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Figure 7.5 Wind speed on 1st November 2007 of &ssasite

Figure 7.6 shows the energy demand to be satisfitte hourly time interval per residential untt. |
appears that the demand peaks are reached duringntw periods, between approximately 6:00
and 8:00 and between 15:00 and 19:00, where thantwalues are equal respectively to 2.4kWh
and 2.1kWh.

In general, the decision model is quadratic withaby and continuous control variables, and
continuous state variables. Lingo 9.0 (www.linddegss.com) is used to solve the optimization
problem (run time about 5 seconds). LINGO is a cahensive tool designed to make building and
solving Linear, Nonlinear (convex & nonconvex/Glbauadratic, Quadratically Constrained,
Second Order Cone, Stochastic, and Integer optimizanodels faster, easier and more efficient.
LINGO provides a completely integrated package iheltides a powerful language for expressing
optimization models, a full featured environmentliailding and editing problems, and a set of fast
built-in solvers. The developed optimization motdak been written using the LINGO's modeling

language and solved by the lingo’s solvers.

Fiure 10.7 shows the results obtained by solvirgaptimization problem. Specifically, the hourly
produced energy from wind farr&, and the hourly wind energy that is used to satisé demand,
E1, are compared. The energy produced from the wind fanges from a maximum value of 18
MWh that is reached at 9:00 and 10:00 to a mininvafue of 8.35 MWh at 17:00. In the periods of
low demand, the excess of energy between produtetiemergy and energy demand is sent either
to the water pumping plant or/and to the electretydant.

]
2 4 6 8 10 12 14 16 18 20 22
Time (h)

0.0kl
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Figure 7.6 The energy demand per residential unit.
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Figure 7.7 Hourly energy from the wind farm vs usedd energy

Figure 7.8 shows the hourly optimal use of the gnerovided by the wind farm for the first day of
November 2007. The most part of the wind energseist to the pumping station, while a small
quantity of the energy is sent to the electrolySgrecifically, in the legend®umpEZ2 is the energy
that is sent to the pump, white; E3'is the energy that is sent to the hydrogen prodocti
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Figure 7.8 Optimal use of hourly wind energy potnt
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Figure 7.9 Hourly electrical energy production tisatised to satisfy the electrical energy demand

Figure 7.9 shows the hourly energy that is produoaeh the different power plant systems (wind
turbines, hydro-electric plant and fuel cell). éincbe seen that most part of the energy is provided
directly by the wind farm, whereas the rest is gntged by the hydro-electrical system, and the
contribution of the fuel cell is very low (thouglbtralways zero).

The maximum hourly energy produced by the hydrotele plant is observed between 15:00 and
18:00, with values between 12.42 MWh and 13 MWslspeetively. The occurrence of this
maximum peak value is due to the energy drop ofwited farm which is explained by the
intermittent character of the wind speed.

As a result of the impossibility of the wind farmdirectly satisfy the energy needs, the systera use
the hydro-electric plant to satisfy the energy dediand, as a consequence, the water stored in the
higher reservoir is used. For the same reasonhyldeogen stored in the tank may be used to

produce energy.

Finally, in Figure 7.10, a comparison between th&lthourly produced energftot) and the
energy demand to be satisfied for NR=8500 is regorit appears that the sum of energy from
wind, hydro-electric and the fuel cell plants weltisfies the hourly energy needs. Whatever
demand during the day, the energy is guaranteedvaaithble for consumers.

In particular, an exact agreement has been obsémeteceen the demand and the provided energy.
Thus, since the optimization process ensures tedswithout any energy loss, the efficiency of the

proposed hybrid system is demonstrated.
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Figure 7.10 Total hourly energy production vs hpemergy demand

Finally, in Figure 7.11, for the same wind speettgpa, the results have been reported in case the
wind turbines are the only active plants, and thergy cannot be stored. The energy demand

cannot be satisfied in some time intervals, whilethers it is lost.
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Figure 7.11 Hourly wind energy production vs howhergy demand

7. Conclusion

A dynamic model of a hybrid system integrating @gual power plant composed by a subsystems
such as electrolyzer, hydroelectric plant, pumgstagions, wind turbines, fuel cell, is presented.
Moreover, on the basis of this dynamic model, astmmed optimization problem is formulated to

satisfy a variable hourly electric energy demandtfiating during the day. The sizes of the plants
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and of the storage systems are known and fixedadt)y the aim of this work is not the one of
building a long term optimization problem for plamgp and design purposes, but the one of
proposing an optimal control problem for real timperational management.The constrained
optimization model is defined as a mathematicagmmming model and the results are reported
for the area of Afourar village (Province of Azildflorocco). It is shown that the hybrid system
allows satisfying the hourly energy demand, anddifferent plants are activated according to the
fluctuating available wind speed and energy dembnthe case study, it is shown an approach to a
sustainable energy system which might be quite comim the near future. In fact, the case study
includes two regions that are quite distant, buictvtare connected by the grid network, and that
have two different complementary peculiarities: eegion has the energy (in terms of wind) and
the other has already a natural way to stock en@gyater reservoir). In the future, policies and
agreements among even distant and transnatiomaded are likely to happen, joining storage and
energy. Future developments regard the definitibroggimal control strategies for small sub-
problems, to be formalized in a decentralized s&hdmfact, this work may represents the first step
of the definition of a problem, where a monolithmmplex, although with many simplifying

modelling assumptions, non-linear decision modslteen formulated.
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B-Optimal control of power flows and energy local storages in a network of
microgrids modelled as a system of systems

1. Introduction

Active distribution systems are one of the mostnpsing measures for the introduction
renewable energy resources (RES) into the distabigystems. They have the capability to al
the distributed energy resources integration etaeable costs,pening new business opportunit
(Pilo et al, 2010); (McDonald, 2008); (Costa and Matos, 200Byrghettiet al, 2010). In remote
areas, the integration of RES has favored the paiwt of distributed generation (DG) sour
close to the energy consers. These DG systems may include several teahpieslosuch a
microturbines (MTs), photovoltaics (PVs), small dinurbines (WTs), fuel cells and othe
(Tsikalakis and Hatziargyriou, 2008). From a micrdg perspective and approaching a sy-of-
systems modehg (Phillips and Jamshidi, 2008), the overall mogrid system is a collection
systems including small power sources, storagecdsyiand power conditioners interconnecte
meet the power requirements of eignated cluster of communitflGillips and Jamshidi, 200¢
(Hatziargyriou, http://microgrids.eu), (Korbet al, 2009)). The microgrids can operate b
standalone or connected to a main power grid. |a Hatter configuration, the microgrid
connected to the main or other gr and it can be taken into account as a controllelyemhich
can operate both as a single aggregated load aadcsamll source of power supporting the o
grids. In order to be successful, the microgriddset® implement the concept of smart gridich
stipulates cleanflexible, reliable and economic electricity. Iddition, the smart grid requires
support through a better communication and infoimnaplatform. The increasing interest
microgrids is caused by the considerable growtREBE and DG (Yuelet al, 2011). Figure 7.12

wind, solar, hydro,
waste,...
M—’ Bertery hydrogen..
Microgrid -

—*Distributed generator }_, wind turbines, PV, CHP,
fuel cell...
- control srateqree

Residential, commercial, &
=

Figure7.12 Microgrid components

display the main components of a microgrid sys
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Due to the variation of renewable energy in timd gpace, the interconnection among DG sources
may offer great opportunities to the overall syststability and reliability. Hence, the proper
coordination, control and communication among digted resources is a key factor enabling their
better utilization (Ochoat al, 2010), (Dominguez-Garcia and Hadjicostis, 2010).

One of the main advantages of microgrids is thesipdigy to use a cooperative exploitation of DG
RES with other grids despite their physical sepanatn others words, each microgrid can deliver
power to the local load from its own power sourgesn independent way. Alternatively, it can
choose to get power either from other microgridéram the main grid to supply its load when its
local sources are insufficient or fail. The apptoa completely different when a competitive or
cooperation scenario is followed among grids. Ie thst one, the power cost variation, the
availability of information to other grids, and elated bidding strategy are likely to play a kel o
following for example, autonomous agent or gameormpeparadigms. Under a cooperation
viewpoint, for example, when there is a single sieci maker (DM) with the capability to find out
the optimal strategy to exchange power among theleveystem of microgrids, to store energy
locally, and to acquire energy from the main gad,optimal control approach may play a key role.
In this paper, the latter viewpoint is followed.

In the literature, several authors studied a warétmicrogrids configurations and control models
which are, explicitly or implicitly, connected the system-of-systems paradigm under a viewpoint
of cooperation of subsystems. Dagdougfual. (2010) introduced a dynamic decision model for the
real time control of hybrid renewable energy prdgucsystems, which can be particularly suitable
for autonomous systems, such as islands or isolalledes. In their paper, the demand of energy
was coupled with the demand of water and hydrogéere the hydrogen and water reservoirs also
worked as storage energy systems. The problemwtdsplit an operating grid into islands to best
serve current loads with operating sources waseaddd in (Zhaet al, 2003), where the aim was
to determine where to split the grid to best seahgeedemand. Juan lat al. (2010) proposed an
algorithm that is applicable to very large poweidgr This algorithm consists of a smart grid
technology that applies an efficient multilevel amdilti-objective graph partitioning technique.
Molderink et al. (2010) presented a three-step control methodotoggnanage the cooperation
between distributed generation, distributed staragel demand-side load managementet_al.
(2010) investigated the major features and funstioh the smart transmission grids in detail
through three interactive, smart components: smmantrol centers, smart transmission networks
and smart substations.

This paper focuses on the problem to control a emijve network of power grids, viewed as a

system of systems, fully exchanging real-time infation on household energy demand and wind

210



power production. Section Il introduces the micrdgystem, including its different components
and the definitions of different parameters. Intieeclll, the network of power microgrids is
defined as a system of systems. In the last sedciom@pplication of the previous sections has been

performed, where a network of four microgrids iregional scale has been proposed.

2. The Microgrid system model

Each microgrid is modeled according to several rhiodecomponents which are referred to:
household consumption, wind power generation, thergy storage device (ESD), the internal
power flows, the external power flows, the contuoit and the information flows. Figure 7.13
shows the conceptual model of the microgrid systEne microgrid components are described in
the following subsections. The continuous linesrespnt the power flows. The dotted lines

represent the information and control flows.

i-th Microgrid
System

Y

control o fd
&
XY
=
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A

Energy
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Figure 7.13 The conceptual model of a microgridesys

2.1 Household consumption

Households consume about one third of all end-nseggy (Morna and vanVuuren, 2009). In 2004
the final energy consumption in households in theogean Union (EU-25) approached 300 Mtoe,
which represents about 26.9% of the total energyswmption (Beccaliet al, 2008). At the
National level, in 2004, the Italian total electeaergy consumption in household has reached a
value of 66.6 GWh comparing to a 61.1 GWh in 20BN, 2005). Several approaches for power

load forecasting have been developed for accuratesiment planning and to ensure that energy
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supply fits the demand at each time period. Twal&iaf forecasting may be performed: short term
and medium to long term. Medium to long-term fostitey consists of the prediction of the energy
consumers’ demand of the coming weeks, monthsyemn gears (Romerat al, 2007). However,
short-term electric load forecasting is vital fketcontrol and scheduling of power systems (Al-
Hamadi and Soliman, 2004). The forecasting perand\ary from minutes to hours. The results of
the short term load forecast are generally requicedchedule the optimal control strategy that
needs to be established in a given time period. életric demand forecasts help in determining
how the microgrid will operate and how demand Wwél satisfied. Among those who have focused
on the short-term load forecasting, in (KucukaldaBaris, 2010), a short term forecast of the
Turkey's gross annual electricity demand has beamedwhere a fuzzy logic methodology is
applied. Papalexopoulos and Hesterburg (Papalexopand Hesterburg, 1990) developed a linear
regression-based model for the calculation of stewrh system load forecast. Let al. (1996)
addressed a very short-term load forecasting. leaairer paper, Capasstal (1994) implemented

a model for generating the tendency of the loadrdia of residential end-use in Italy.

2.2 Wind power generation

The estimation of the wind potential is based ankhowledge of wind regimes of the considered
territory. The accuracy of this phase is cruciatresprovided power is proportional to the cube of
wind speed. Nowadays, several methods can foredast speed in a short term (less than 24h)
with a reasonable accuracy (£ 1m/s) ((Alexiaglisal, 1998), (Wang et al, 2009)). The output
energy generated by the wind power plant (WPP)astiyn dependent on the mean wind speed at
the location. The knowledge of the probability disition function of the wind speed is crucial to
evaluate the wind energy potential. The commonlyibiMe probability distribution function has

been used to represent the frequencies of the spedd. Its general form is represented by:

f0 =) e (-¢)) 741

where f(v) is the probability of occurrence of wind speefim/s], k is the dimensionless Weibull
shape parameter, andm/s] is the Weibull scale parameter.

The wind speed data are generally collected ath#ight hyaa Which is different from the wind
speed at the hub height. The computation of thebWedlistribution at the hub height is necessary
to represent the wind characteristics at lthg, the following relation is adopted (Ouameti al.,
2010), (OQuammet al, 2010):
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_ In(hpyp/2o0)
Chub - Cdata ln(hdata/ZO) (7.42)

k
(1—0-088109(hhub /hdata))

khub = (743)

The wind power density of a site based on Weibyligbability density function is expressed by:

P=[P() f(w)dv =4pc’r (X2) (7.44)

where A is the blade sweep ared][amdp is the air density [kg/fi. So, the wind power density at
the hub height is given by:

1 Knup+3
Phup = EAngubF( P~ ) (7.45)

khup

where gamma function is described by the folloneqgation:

r(y) = fowe_x xY ldx (7.46)
The electric energk,, [Wh] produced per time pericdis given by:

Eyw = Copp-T- Prup (7.47)

whereCyypp is the WPP performance coefficient.

2.3 Hydrogen energy storage device

The energy storage has the potential to ensureppgte operation of the microgrids, since it can
enhance the value of the wind power in the powestesy of the microgrid by avoiding the
mismatch generated by the uncertainties betweenwihd power generation and the electric
demand for the households. The ESD is modeled anargy reservoir with a certain degree of
performance. While under a simplifying hypothegise performance of charge and discharge
energy in the ESD is supposed to be lossless,supposed that the energy stored has a certain
decay in timega‘, whose behavior depends on the type of the stsgstem implemented in the
microgrid. Many storage systems have been develeyettiwide to store the energy generated
from renewable energy systems. One of the mosteistieg developments of energy systems is the
one based on the use of hydrogen as an energyrvébt possibility of storing hydrogen for later
use in a fuel cell for stationary power generat®rstudied here. Hydrogen as a suitable storage

medium in renewable energy systems has been sulffjgotiny recent studies. In this analysis,
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hydrogen storage is restricted to be used forrgjoekcess of wind energy that will be used later to
satisfy the requirement of the households or exgbdnvith the others microgrids.

The state variable in each microgriddigkWh] which represent the quantity of energy sthirethe
ESD at instant. This value can be also expressed as a variatoon the reference value of the

ESD in thei-th microgrid,Z* [KWh], as expressed in the following equation:

zh = x} — 7% (7.48)

In this work, it is assumed that the hydrogen eypeggtem is composed by an electrolyser, storage
tank and fuel cell. The electrolyser is directhnoected to the hydrogen storage system. So that,
due to the capacity of the storage, it is wortmabdate that a Proton exchange membrane PEM-
electrolyser is used to ensure that pressure irotiput of the electrolyser is higher enough to
permit the storage of hydrogen. In addition, theviP&8ectrolysis systems can respond rapidly to
varying power inputs and therefore it can be eastlggrated with renewable energy systems.

The hydrogen mass produced by the electrolysezfinetl as follow:

MHZ—t == Je 2t (749)

where HHVHZ is the higher heating value of hydrogest is equal to 39.7 kWh/kg andis the
efficiency of the electrolyser taking into accotimt energy losses.

In the case of lack of energy, a quantity of hyeémgvill transferred to the fuel cell for electricit
generation purpose. The electrical energy delivesethe fuel cell will be calculated by [kWh]:

EfCt = nfC' LHVHz. MfCHZ—t (750)

whereny, is the fuel cell efficiency (0.6).HVy, is the lower heating value of hydrogen that is
equal to 33.3 kWh/kg¥ fcy,—; is the mass of hydrogen transferred from the hyelnaank to the
fuel cell system [kq].

It is not possible that the mass of stored hydrogereeds the rated capacity of the tank. The
capacity of the hydrogen storage tank depends tpencharacteristics of compensation being
provided, that are -in the context of the papee tonnection or the cooperation with others
microgrids that can exchange power. The productibhydrogen via electrolyser considers the
availability of power in the system through theccddtion of the residual power et (that is the

difference between the energy produced by the veindrgy systemidf;) and the energy load
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required by the householdsut;) ) and the power exchanged (ut) that may be exa@frgm and

to the others microgrids between time t and t+1.

the ESD state equation as an autonomous isolagéeinsycan be simply written as:

Xty = a'xi
{ i — .0i (7.51)
xo = x0
or alternatively as:
zt,, = alzl + (at — 1)z™
oot (7:52)
zyg=20'=x0"-2z

The choice of the reference vakféis technology dependent, in addition, it must becactely

sized to face quick changes in either demand amdéatuction.

2.4 Internal and external power flows

In each microgrid, in each temporal interval, [t+1), the powein'; is generated by the WPP, and

the powerout; is consumed by the household. The difference bmtwe generated and the

consumed power is a stochastic variahlelf positive,€;. can be sent either to the ESD or outside
to other grids. If negativesi. must be obtained either by the ESD or from otirats. The power

flows towards the outside grids in the time intérsaepresented by the vectgfkW].

2.5 Information and control flows

It is supposed that the instantaneous informatiothe generated and consumed power, as well as
on the ESD current state, can be sent in a nefgigiime towards a centralized controller, which in
turn, after the acquisition of all the informatidrom all the microgrids and the specific
computation, can send the information on the pdiegrs optimal control in the overall system of

systems.

2.6 The Controller

It is supposed that, in each microgrid and at éastantt, a controller has the possibility to control
the external and internal power flow according tgieen strategy that is communicated from a

central main controller.
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3. The Network of power Microgrids as a system ofystems model

In this work, the network of power microgrids iseseas a system of systems, whose power flow
control - within each grid and among each othes €antrally computed by a system of system
controller. The resulting conceptual model is showfigure 7.14. Each circl&i represents either

a specific microgrid or one main grid. Each gridymexchange power with the other grids
according to a specific network topology definitidn addition, each grid can send and receive
information in real time with the system of systecostroller. The main components of Figure 7.14
and their functions are described in the followsubsections. The continuous lines represent the

power flows. The dotted lines represent the infaromeand control flows.

Prediction Optimal Control
Module i Module

System of Systems Controller

Figure 7.14 The conceptual model of the networknmrogrids, and of the related controller

3.1 The microgrid network

Each smart power microgrid is supposed to be cdaaddo a regional network of similar grids, and,
at least for one microgrid, to one main grid. Thetwork is modeled as a directed graph-
(V,E), whereV is the set of vertex with cardinaliy representing either microgrids or the main
grid, andE is the set of directed links with cardinali¥y, representing the power connections
existing among the vertexes. As a convention,Skle node is associated to the main grid. It is
worthwhile to underline that real world power gridee sparsely connected, and the system of
systems configuratiomwill generally be associated to a configuration eled as small-world
networks (Wanget al, 2010). The network topology is defined by the nmaB, which is the

(§ — DxW incidence matrix, representing the network topg)aich that each elemenf; = —1

if there is a link exiting theth microgrid, b; ; = 1 if there is a link entering thieth microgrid and

0 otherwise.
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3.2 The system of systems controller
The controller is composed by two main modules.

3.2.1The prediction module

The prediction module is able to forecast, for eaitrogrid, the produced/consumed power and as
the consequence, the vecep{kW] that is the vector of energy balance whos@gonents for each
microgrid are€;. The forecasted deterministic valuenise RS~1. The vectorw, € RS~! is the
stochastic error in the prediction of the deterstini power balanceg, in time interval(t, t + 1],

modeled as a zero-mean normal distribution vectthr variancen, not correlated withy, andu,.

3.2.2 The optimal control module

At each instarit the optimal control module sends the optimaltsg for flow control in time
interval [£,t + 1), and for a certain numbér of intervals ( =t..T +t — 1) to the different
microgrid controllers. This procedure is performaceach instant according to a receding horizon
approach. Minciardi and Sacile (2011) have propoaedontrol approach to support optimal
decisions in a network of cooperative grids. Thennucisions are whether to store instantaneous
exceeding energy production or to send it to sofrtbeogrid connections, or, alternatively, in case
of lack of energy, whether it is convenient to acgenergy from some other grids or to use (if any)

the energy stored in the local energy storage sysiehe optimization function to be minimized is:

min/(z,u) = EQQ.I-  z,'Mz, + u,'Nu; + zp'Myzp} (7.53)
where:

M, M >0,is a(S—1)x(S—1) matrix, related to the cost of an exceeding/laclkiogntity of
energy stored in each energy storage dewte.M; > 0, has the same definition &f, but it is

only defined for instant = T.

N is aWxW matrix, N > 0, related to the cost of the power sent on eack eflthe network. Each

microgrid is supposed to be subject to the follaywiscrete time state equation:

Zt+1 =AZt+But+‘th+wt t= 0..T_1 (7.54)
zy = 20

te = nAt + (A— Dz
where:
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z, € RS~ [kWh], state variable, is the vector of ESD invagtat instant. A is a(S — 1)x(S — 1)
diagonal matrix describing, in each diagonal elemen the efficiency of the energy storage
technology in the-th grid. In this respect, it holds that< o; < 1.

ur € R5~1 [KWh] is a known sequence of deterministic values.

The optimal control of the problem defined by (3.88d (7.54) is given by the equation defined

hereinafter, whose demonstration is found in (Mangi and Sacile, 2011):

u; = Ke(z, — thz) + thgt+1 (7.55)
K, is aWx(S — 1) matrix given by:

K; = —(N + B'P41B) " (B'P¢114) (7.56)

where P;,; is a (S —1)x(§ — 1) matrix given by the discrete time algebraic Riceajuations
(DARE):

P,=M+AP,.;(I+BN"BP.,,) 1A (7.57)
Py = My

K7 is aWx(S — 1) matrix given by

K¢ = (N + B'P;1B)'B’ 58)
the vectorz2? is given by:

z32, = Az& + t=0..T—1
o2 =10 (7.59)

and the vector], is given by:

Oy = (0 = 0'00p(0 + 007 004"t 0 07107 — Mz
O, = 0,082 (7.60)

The behavior of the network of microgrids and tetated degree of cooperation as a system of
systems is dependent on the definition of 1 ,andl] matrices. An extreme reference solution of
the problem may be to take into account the chafgihe power flow among the grids as not
relevant. In this assumption, the optimizationtd tontrol variable can be neglected, resulting in

“weak control” optimization.
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Result: Under the hypothesis of weak control that is whetends to the null matrix, the optimal
control for the system defined by (7.53), (7.54) is

U = —Q'B'M[Az + p| (7.61)
where:
Q=BMB (7.62)

Proof: The proof follows the theorem demonstrated in (Brand lacoviello, 2001). Due to its

linearity, system (7.51) can be written in its $tastic and deterministic components:
Z1+ 2 =A@ +20) + B+ u) +p + o (7.5%

System (7.5% can be so decomposed into a stochastic subsystem:

z;1 = Az{ + BU + oy

i
25=0 (7.54")
and into a deterministic subsystem:
d _ ad d
Zyyq = AZy + Bup + 1, (7.54"

78 = 20

Similarly, the cost function can be decomposed itdcstochastic and deterministic components
represented by the function&3Ju®) andJ(z9, ud). The original problem can be so decomposed into
a discrete state feedback LQG regulation and arrdetestic discrete Linear Quadratic (LQ)
problem. So, for the LQG problem, the optimal cohig (Whittle, 1990):

u® = Kz (7.63)
Adopting the weak control hypothesis, the equafibh6) will take the following expression:
Ki = =(B'P+1B) ' (B'P.1A) (7.64)

where R, is given by the DARE in equation (7.57), that widke the following value under the
weak control hypothesis:

P.=M (7.65)
PT - MT

So the feedback gaii{) will become:
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K, = —(B'MB) }(B'MA) (7.69

The LQ problem is not in a standard LQ form duehte presence of the elementin (7.54M.
Nevertheless, it can be easily transformed inte@uivalent LQ tracking problem, whose solution
is well known, as shown hereinafter. Létkee composed into two componenf$ and #2, such

that:

Z = 7 4z

and:

ZL =Az"+BW t=0.T-1 (7.5%)
z241=0
d1 —

and

22 =Az?+yu  t=0.T-1 (7.54)

782 = 20

Obviously #2 is a known vector for each instant t, and puttei§= —r,, the following cost

function can be written (under the weak controldtiesis):

I ) =354 ((—rt + z?l)'M(—rt + zf'l)) + (—rr + z%l)’MT(—rT +28h) (7.66)
whose solution is:
ud = Kz + Kig,,, (7.68)

where the feedback gain, s defined above (in (7.56)), and the feed forwgath K is given by
(under the weak control hypothesis):

K{ = (B'P41B)'B = (B'MB)™'B (7.69)

Under the weak control hypothesis, the vectas given by the following equation:

{gt = _MZ?Z

7.70
gT = MTZFZ ( )

By replacing the expressions th¢ End ginto the optimal control of the deterministic dister

Linear Quadratic (LQ) problem:
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ud = —(B'MB)~H(B'M)[AzM + 22 (7.71)

So for each admissible solutién u), and for the corresponding stochagit; u®) and deterministic

(29 u?) components, the following identity holds

Iz, u) = Iz ) + J(z% ) (7.72)

This immediately follows from the definitions anaking into account that{&} = E{uf} = 0 Vt.

Furthermore, from the above expression, it folldat

7t =75+ z+d (7.73)
u* = us + utd (7.74)

is the unique optimal solution for the CNSPG prahlén fact, for every admissible soluti¢n u),

the following relationship can be written:

Iz, u) = I ) + J(2% ) = A5, u™®) + I(z9, umd) = I(z", u") (7.75)

So, by replacing the optimal control of the diserstate feedback LQG regulation and deterministic
discrete Linear Quadratic (LQ) into (7.74), it seeobvious that:

u =07 +0" =—(BMB) BM[Az; + p]

(7.76)
with: [0 = B'MB
U = —(QBM[Az; + 1] (7.77)

4. Example: A network of four Microgrids

4.1 Case study: Liguria Region

Liguria Region, is located in the North of Italytiveen the following geographical coordinates,
latitudes 43°47’and 44°10’ and longitudes 7°36’&380’. The province of Savona is one of the

four provinces of the Liguria region (Figure 7.15).
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Figure 7.15 Savona district and the locations efftur microgrid

A case study follows illustrating one possible amgilon of the decisional model quoted in the
previous section. Four microgrids -Monte Settep@il), Castellari (G2), Capo Vado (G3) and
Savona (G4).

4.2 Electricity demand for the households

The electric consumption model for the househdadsaised on the statistics given in the literature
(Beccali and Cellura, 2008, Capasial, 1994), assuming that each microgrid in the casay is
composed by 100 households. The households aresegpo have a peak of demand of 355 kWh
at 20h30, and other two peaks of 185 kWh and 22% ki&spectively at 8h30 and 11h30. It is
assumed that the coincidence factor is equal taHich means that the maximum households
consumption is equal to the sum of the maximumviddial consumption.

It is then supposed that the actual consumptidhasone resulting from the model, adding a white
noise component which is supposed with a probgdistribution function N(0,0.05). Figure 7.16
shows the trend of energy consumption for eachaygit, showing its deterministic forecasted

component and the related stochastic uncertainty.
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Figure 7.16 The deterministic energy demand veitseipredicted electric demand in Savona site

4.3 Wind energy

The annual and seasonal wind energy characterigtitke four sites have been analyzed. The
available mean annual wind energy of Capo Vado, tel@ettepani, Savona and Castellari is equal
respectively to 4270, 1776, 352 and 53 kWhym It is observed that the two first sites arereno
promising than the others, their seasonal wind paleasity ranges respectively between 135 ¥/m
in spring and 872 W/fnin autumn and 134 W/in summer and 307 W/nin autumn, the highest
wind power density is observed in the autumn seagovoh coincides with the increased demand of
energy. The wind energy characteristics of thetss seflect the need of adopting proper strategies
to adapt the wind exploitable energy to the demanekgional scale. From a Weibull distribution
viewpoint, the four sites namely Capo Vado, Monggt€pani, Savona and Castellari have a weibull
parameters ¢ [m/s] and k equal respectively to &31c=7.18 [m/s]), (k=1.84, ¢=6.13 [m/s]),
(k=2.44, ¢c=3.91]m/s]), (k=1.10, c=1.32 [m/s]). Fet details on the wind speed regime of the
province of Savona are available in the work of @oaet al (2011).

Figure 7.17 shows the wind speed frequencies ofduesites as determined taking into account

the statistical analysis of wind speed data othele period of measurements.
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Figure 7.17 Histograms of wind speed frequencigb®four sites

4.4 Energy balance in the four microgrids on a givetime interval

This exemplificative case study is performed on weimd data taken for 24 hours in a day of
January 2008. The resulting power balance fordhe rnicrogrids is shown in Figure 7.18: for each
microgrid i, ei shows the actual power balance, whiterepresents the power balance as a
forecasted by the consumption and the wind powedymtion model. Data are sampled on time

interval of 10 minutes.
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Figure 7.18 Wind speed data
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4.5 Optimal control strategy

The four microgrids are also already connected ted fourth microgrid is joint to the main
electrical network, with which exchanges power. T of all grids would like to evaluate
whether a cooperative behavior, that is exchangower between the four microgrids can help to
improve the working conditions of the hydrogen ag@m technology, and to reduce the overall

input/output load to the main grid. Specificallyglre 7.19 shows the existing connections between

Monte Settepani Castellari Capo Vado Savona

microgrids.

Figure 7.19 Directed connections planned amongnileceogrids

The network to be studied is composed3s$ vertexes, where the fifth vertex refers the ngaid.

In the network there aréd=4 links, including the new connection whose perfance has to be
evaluated. The link direction is taken into accoast positive from left to right, and negative
otherwise.

5. Results & discussion

This evaluation is done on a period of one day Ql#4#inutes). For the four microgrids, the

predictions of the local energy balance (that i3 are available. For this fictional case study, the

prediction of |.'[1 , and the a posteriori true energy balancefor the microgrids’’ = 1,..4 are

plotted in Figure 7.20 (a, b, c, d).

225



G1

— 0]

114"

Time interval (10min)

(M) @duejeq 1amod

Time interval (10min)

|
T

o o o

N _k_J

(M) @2uejeq samod

-100 -+

-150 -

200 -

700

600

o
o
n

o O o o
o O o O
< o N

(M) @2uejeq samod

-100

Time interval (10min)

-200

226



400
300 +
200 +

100 +

Power balance (kW)

-100 +

Time interval (10min)

200 -

Figure 7.20 (a, b, c, d). The prediction qumd the a posteriori true power balanc®ethe

microgrid i=1,..4 (in top down order).

The true power balance is supposed to result flemstim of the predicted power balance and an
additional Gaussian white noise . The difference (ebetween the wind power production and the
power load is plotted in Figure 7.20 (a, b, c,FEdr instance, as can be seen from Figure 7.20 (c),
which corresponds, to microgrid G3, this differemc@lmost positive during the simulation period.
This remark means that the microgrid 3 is almoppsung the demand of power to the households
directly by using the wind power production in #ite.

In terms of local microgrid autonomy, it can be deed that the local microgrids can supply the
power demand to their households during 52%, 28% a8nd 76% of the day for the respectively
microgrids G1, G2, G3 and G4.

5.1 System of systems optimal strategy

Here the four microgrids and the main grid are sgpp to be cooperative and to be connected

according to the network shown in Figure 7.19. Tdlated 4x4 incidence matrix is as follows:

10 0 0
1 -1 0 0
=10 1 -1 0
0 0 1 -1

The 4x4 matrixA is as follows:
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085 0 0 O
~_|o 08 0 o0
0O 0 08 0
0 0 0 085

The following 4x4N matrix is defined:

010 0 O
o _|oo010 o
0 001 0
0 0 0 100

Finally, the following 4x4'] and 4x4.1- matrices are defined:

OPFr OO

0
0
0
1

oNe Nl
oNel o)

=
OO0 50
=
O o000
[EEY
o000

800

ulcoop u2coop u3coop udcoop

600 -+
400 +

200 -+

Power (kW)

-200 !

Time interval (10min)

-400 +

-600 -

Figure 7.21 Trends of the optimal values for tﬁbiul,.A elements of the control variables under

a cooperative strategy (ulcoop, u2coop, u3coopidndop in the legend).
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Figure 7.22 Trends of the optimal values for tlaesvariables z* under a cooperative strategy

(respectively for microgrids 1,..4 referred to e tegend as z1coop, z2coop, z3coop and z4coop)

It can be shown from the Figure 7.21 that the maxmexchanged power is observed for microgrid
G1, where a value of about 600 kWh is sent to Gi2zs €an be explained by the excess of energy
available in this period. As regard, power exchamgmicrogrid G4, this value does not exceed a
value of 100 kWh. Figure 7.22 reports the trendshefoptimal control of the ESD level under a

cooperative strategy respectively for each micihgri

5.2 Weak control optimal strategy

The weak control is a good reference value whearipyiis given to the control of the state
(storage), in order to dimension the maximum posw@hange over the links.

Figure 7.23 shows the optimal control of the pofl@vs exchanged among the microgrids under
the weak control hypothesis. From the weak gridotiyesis, it results that the optimal values for
the state variables z* under a cooperative strategl, G2, G3 and G4 are set to zero, whereas,
for the control variables, the values ranged betwae@ositive values of 1300 kWh and a negative
values of 540 kWh.
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Figure 7.23 Weak control hypothesis: Trends ofgpemal values for the{‘lij i=1,..4 elements of
the control variables under a cooperative stratagyweak, u2-weak, u3-weak and u4-weak in the

legend)

6. Conclusion

The methodology and the case study described & ghper are in the direction required by
international governments, such as European Urtomopean SmartGrids Technology, 2006), as
concerned microgrids, and their role in active ribstion. The cooperation among grids has
significant advantages and benefits to the und gperation in terms of profitability and stability
Those benefits are manifested in power exchangesgecially in case of the availability of
fluctuant distributed energy resources with demelosters, where electric energy must be supplied
to each cluster. However, this cooperation may estmome drawbacks with the centralized
approaches, which include, among others, the delgpwer transmission, the failure of real-time
communication with one or more grids.

230



Chapitre 8 : General conclusion

1. Main contributions

The thesis has hightlighted the increasing inteogéstydrogen as the basis for an energy system
with reduced carbon dioxide emissions. The hydrogjeecial characteristics render it the ideal
alternative energy that could lead to more suskdénanergy systems. Hydrogen could be exploited
as a fuel for transportation sector, distributedthend power generation, and for energy storage.
Here, three different applications have been impleted: (1) the use of hydrogen as an alternative
fuel, (2) as a storage medium and (3) as a bridgpdwer generation. This diversity in exploitation
is certainly enhancing and enriching the discusaloout an upcoming ‘hydrogen economy’.

In this thesis, we have explored the combined obleenewable energy sources and hydrogen. We
demonstrate that through the use of hydrogen, thelwhcks of RES could be overcome, such us
the intermittent behavior and the exploitation &3Rin the transportation sector.

We provided a detailed analysis of the hydrogerastfucture focus on a network of production,
storage and transportation facilities. Then, we enadeview which is the first of its kind published
in the literature that presents different approadhet are used for the planning and design of the
future hydrogen supply chain. On this basis, asdiaation of these approaches is made and which
could be very helpful for the wordwide research oamities to know the current state-of-art of the
methods available for the design a future hydraggply chain. Meaning this state of art, we were
able to find the research needed to be explordmtier plan a sustainable hydrogen supply chain.
We have based on the use of the optimization methad GIS based approaches which have been
prooved to be powerful for the planning of futunérastructure.

In this study, different methods and approache teeen formilized for the planning of the future
hydrogen energy systems. These methods have u$ecbidi tools such as the implementation of
geographical information system (GIS), the matheahtmodelling, the developement of
optimization methods for the design of future hygno based energy systems.

One of the original work developped within the feewas to propose an innovative frame of
hydrogen supply chain, mainly based on the useeéwable energy sources (RES) as a clean
feedstocks for production. This clean route of picithn has been recognized to be the long term

way to reach the main goals for an economic and-@mwental sustainability.
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In addition, instead of adopting the classical migtin of the supply chain, generaly based on the
use of some deterministic feedstocks, we have wasddedtock that is surrounded by many
incertainties-in space and time- which increasdifieculties in solving the problem.

The study implements different component relatethése feedstocks such as the assessment of the
potential, the design of the network of the produetdiemand points, the estimation of the demand,
the distribution of the energy, management androbof the renewable hydrogen based systems to
supply the hydrogen and electric needs.

In chapter 5, we presented a methodology that fiiwesaa decision support system based on the
use of RES for hydrogen production. This chaptartstwith a detailed approach to assess the
potential of RES, with special reference to wind aolar energy sources. We continue the chapter
by proposing a model that controls the hydrogen el energy flows in a netwok of green
hydrogen refuelling stations, which is powered lgnewable energy technologies. To our
knowledge, the green network is the first designt®fkinds which introduce a green frame of
hydrogen refuelling station netwok. The proposediehdnas been formulated as a mathematical
programming, where the main objectives within tp&mization problem is to minimize the risk of
hydrogen refuelling stations location beside ofséging the hydrogen and electric flows that need
to be sent to the refuelling stations. The appreagiresented within this chapter can be exploited
as a top-down approch for the decision supporesysor the future hydrogen supply chain.

In chapter 6, we present two decision support systdn a first part, an integrated approach
considered as a decision support system for thectsmh of hydrogen refueling stations is
presented. The method combines two different aghex a detailed spatial data analysis using a
geographic information system with a mathematigainsization model of set covering. Regarding
GIS component, criteria related to the demand aifetys are considered for the selection of the
hydrogen stations, while in the mathematical modsteria that regard costs minimization are
considered. In general, the DSS will identify thetable sites providing information on multi-
criterion level evaluation of locating the hydrogerirastructure. The GIS component of the
integrated approach is applied to the region ofutig North of Italy, while the application of
mathematical model is projected as a future warkesthe model still in the development phase.

In the second part, we define a mathematical mmdes$timate the hazard and the risk related to the
use of high pressurized hydrogen pipeline. Theystalild be considered as a tool for decision
makers to envisage the development of hydrogen witltow risk level. A promising future
development may be included to the overall resgyltnodel as a specific add-on of classical
geographic information system software for the sm®ent of the risk in hydrogen pipeline

planning.
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In chapter 7, we have fosused on the use of hydragea storage medium for power generation, in
this frame an analysis of how the hydrogen infragtire could be implemented. The aim is to
develop spatial-temporal models to design energnage and transmission strategies for renewable
energy delivery. In this chapter, we propose twdah@atical optimization models for the control
of a combined RES based hydrogen system. In a past, a dynamic decision problem is
formulated whose aim is to satisfy a variable hpddmand in electric energy, hydrogen and water.
The objective function also includes economic coslated to the operation of the fuel cell and of
the hydroelectric plants. The structure of the aered decision model is consistent with the
assumption of a stand-alone system, located is@ated area or on an island or in an area where
there is not the possibility to sell the energydueed in excess to the electric network manager.
The model has been applied to a real case studydbadVorocco. In a second part, "Smart Grid"
topic is been approached. A problem to control @eoative network of power grids, viewed as a
system of systems, fully exchanging real-time infation on household energy demand and wind
power production is been presented. It consistesratwork of microgrid, where each microgrid is
modeled according to several modelling componeiistware referred to: household consumption,
wind power generation, the energy storage devi@DJE the internal power flows, the external
power flows, the control unit and the informatidowmis.

The thesis is particularly devoted to develop nemnke of sustainable energy systems based on the
use of clean and sustainable energy resourcesnerage energy and hydrogen to satisfy both the

trasnportation sector and the electric demands.

2. Discussions and future perspectives

In this section, we provide discussion points ore thApproach designed and developed
but also the results concerning the deploymemfoéstructure for distribution of hydrogen fuel.

The main limitations of our approach concern thesgderation the following:

0 The results of optimization depicted in Chapterré Emited because the design of the
network does not take into account the economieaspf the supply chain, in fact, these
aspects are of paramount interest to ensure anoewonsustainability of the future

hydrogen supply chain.

o Under the frame of GIS based decision support pteden the Chapter 5, the model needs

to be extended to other part of the Italian teryitor maybe applied to other regions. The
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objective is to proove the potential of the applotx be applied in different areas where
regulations and policies may change.

In addition, it would be interesting to present thedel taking into account a multi-periods
optimization approach which gives better repregamtaon the transition trend of the

hydrogen demand. On this basis, the RES produpltammt could be better sized taking into
account the hydrogen that is needed to be suppfdi¢gide network of hydrogen refuelling

stations.

In chapter 6, an integrated approach is been destwhich could be of high interest to the
decision makers to locate the future hydrogen tifigestations on a specific territory.

Here, the first part of the approach is presenta] which consists of the use the
geographical information system as a preliminapj tor selection taking various criteria of
selection such as the hydrogen demand, the saifiétyix among others. As a future work,

the model will be completed through the incorpatbthe mathematical optimization

One attractive future development of the work digptl in Chapter 7 is to deepen the
complexity of the system, defining a network of iwas interacting new subsystems,
referred to specific components such as the watsrvoirs or the user demand, brought
together to satisfy the multiple objectives reqdiley the decision model. Two interesting
examples in this respect are described in (Phélid 2008, Korbeet al, 2009).

From a "Smart Grid" perspective, this route of e@sk worth more attention. An interesting
development of the proposed approach will be deldte adopt a distributed control

strategy, thus allowing decisions to be taken lgc#éh this respect, examples can be found
in (Nayyaret al), (Kreidl and Willsky, 2006), (Ji and Hong-yu, Z)0An interesting future

development would be to adapt the current methgyoémd case study with team theory
and delays in information as modeled in (Rantz&)62 and (Rantzer, 2007). Another
interesting future development would be to shif theoretical view of the problem as
presented in this paper, to more practical andnigolgical aspects allowing its practical

implementation.
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SYSTEME D'AIDE A LA DECISION P OUR LA DURABILITE DE S SYSTEMES ENERGETIQUES
RENOUVELABLES ET DES INFRASTRUCTURES D'HYDROGENE: MODELISATION, CONTROLE ET
ANALYSE DE RISQUES

RESUME :

L'utilisation d'un vecteur énergétique tel que I'hnydrogémmplé aux ressources renouvelables ¢
une variété d'avantages sur plusieurs échelleydidgene facilite I'exploitation des ressour
renouvelables dans le secteur de transport. Eh éffeermetde remplacer les carburants fossi
assurant ainsi une réduction des émissions po#tsahthydrogéne peut étre alors une solution |
les défis énergétiques actuels, or, cela ne paerrgaliser qu’en surmontedes obstacles tels que
ceux liés auwxcaractéres intermittes des ressources renouvelabldse attention particuliere dc
étre accordée a la faisabilité technique de lanehaiapprovisionnement en hydrogéene, qui
principalement entourée par le caractére intermiittedes ressources reuvelables.
Par ailleurs, l'infrastructure d'hydrogene présel@@ombreuses difficultés qui doivent étre trai
pour une transition réussie vers une économie digpe@ de I'hydrogene. Ces difficultés s
principalement dues a des problemes purermrconomiques, ainsi qu’a I'existence de nombre!
options technologiques pour la production, le shgek le transport et I'utilisation d'hydrogéne. iF
cette raison principale, il est primordial de coemure et d'analyser la chaine logisti
d'hydrogéne I'avance, afin de détecter les facteurs impatgat peuvent jouer un réle immine
dans I'élaboration d'une configuration optin

Mots clés : Energies renouvelables, logistique d'hydrogéne, systémes durables, systémes d'aide a la
décision, analyse des risques, méthodes d'optimisation

DECISION SUPPORT SYSTEMS FOR SUSTAINABLE RENEWABLE ENERGY SYSTEMS AND HYDROGEN
LOGISTICS: MODELLING, CONTROL AND RISK ANA LYSIS

ABSTRACT

A transition to a renewable based energy systarrugal. Hydrogen produced from renewa
energy sources (RES) offers the promise of a cleastainable energy carrier that can
produced from domestic energy resources aroungdltiee. The productic of hydrogen from
renewable energy resources is not well understdbcs complexity that exists comes frc
many facts such that related to the intermitteimalb@ur of renewable energy resources.

alternative fuels and energy carriers that are ywed from the RES are challenging for 1
sustainable development of renewable energy. Téyestems need to be better investigate
first manage the flux of renewable energy and hgmoeuce alternative fuel and energy.
addition, attention must be gn to the technical feasibility of the hydrogen sypghain,
which is mainly driven by uncertain, but clean s@ad wind energy resource

Furthermore, the infrastructure of hydrogen presemany challenges and defies that nee
be overcome for a saessful transition to a future hydrogen economyesehchallenges a
mainly due to the existence of many technologicptioms for the production, storac
transportation and end users. Given this main reas@s essential to understand and ana
the hydrogen supply chain (HSC) in advance, in ordetdtect the important factors that nr
play increasing role in obtaining the optimal cgnfiation

Keywords : Renewable energy sources, Hydrogen logistics, sustainable systems, Decision support
systems, risks analysis, optimization metods.
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