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Abstract

With the widespread availability of multiple wireless network technologies, mobile com-
puting devices can bene�t from almost uninterrupted connectivity by changing network
attachments as they move. This however raises the problem of the selection method to be
used for the choice of the wireless networks to associate with, in order to provide the best
performance. Moreover, mobility events may result in poor application quality, due to
either a disruption in connectivity during the handover or the heterogeneity of the charac-
teristic of di�erent access networks. To address these problems,this thesis introduces and
studies all three elements (observation, decision, action) of a control framework to enable
better use of available network resources.

We �rst show that a decision mechanism which directly considers the relevant user- and
application-centric metrics is more appropriate than using the commonnetwork metrics-
based indirect approach. This mechanism is used to control the entire network stack
of the mobile node in a coordinated way, rather than individual components, to avoid
potentially con
icting combinations. Our results indicate that, by exploiting the 
exibility
of application parameters, it is possible to maintain high application quality while reducing
both the power consumption and access price.

We then introduce a mobility-aware extension to the TCP-Friendly Rate Control mechan-
ism (TFRC), as an action element, to address the disruption in connectivity resulting from
the mobility events. We propose to suspend the transmission beforedisconnections and to
probe the network after reconnections. Simulations demonstrate how this enables faster
recovery after disconnected periods as well as a signi�cantly improved adaptation to the
newly available network conditions. When used with the Datagram Congestion Control
Protocol (DCCP), experiments show that it provides better support for real-time applica-
tions for which the user-perceived quality is very dependent on the immediate transmission
rate.

Finally, we present an experimental process to evaluate the OMF Measurement Library
(OML), a lightweight instrumentation and reporting tool which we prop ose to use as the
observation element of our framework. We show that this library does notsigni�cantly
impact the performance of the instrumented applications, while accurately reporting the
observed metrics.

Keywords network mobility, communication stack, cross-layer framework, optimisation,
quality of experience, transport protocol.
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R�esum�e

Avec les larges d�eploiements de multiples technologies sans �l, lesterminaux informatiques
mobiles b�en�e�cient d'une connectivit�e presque permanente, changeant de r�eseaux d'acc�es
au gr�e de leurs d�eplacements. Ceci pose cependant le probl�eme dela s�election de ces
r�eseaux, a�n de fournir les meilleures performances. Cette mobilit�e risque aussi d'impacter
la qualit�e des applications, souvent lors des� handovers � d'un r�eseau �a l'autre, ou en
raison de la disparit�e des caract�eristiques des r�eseaux d'acc�es. Pour aborder ces probl�emes,
cette th�ese introduit et �evalue trois �el�ements de contrôle (observation, d�ecision, action)
permettant une meilleure utilisation des ressources r�eseau par les �equipements mobiles.

Nous montrons d'abord qu'un m�ecanisme de d�ecision qui utilise directement les m�etriques
pertinentes pour les utilisateurs et les applications est plus appropri�e que l'approche indi-
recte classique bas�ee sur les m�etriques r�eseau. Ce m�ecanisme contrôle de mani�ere coordon-
n�ee l'ensemble de la pile protocolaire, plutôt que des composantss�epar�es, a�n d'�eviter des
combinaisons con
ictuelles. Nous d�emontrons que la 
exibilit�e des param�etres applicatifs
peut être exploit�ee et permet de maintenir une qualit�e �elev �ee pour les applications tout
en r�eduisant les coûts d'acc�es (�energ�etique et �nancier) .

Une extension auTCP-Friendly Rate Control mechanism (TFRC) est ensuite introduite,
en tant qu'�el�ement d'action, pour att�enuer les perturbations lor s des handovers. Nous
proposons de suspendre la transmission avant la d�econnexion, puis de sonder le r�eseau
apr�es reconnexion. Nous montrons que cela permet un r�etablissement plus rapide et une
meilleure adaptabilit�e aux conditions du nouveau r�eseau. Son usage en combinaison avec le
Datagram Congestion Control Protocol (DCCP) o�re un meilleur support aux applications
temps-r�eel, dont la qualit�e d�epend de la vitesse de transmission imm�ediate.

Finalement, nous pr�esentons une m�ethode pour �evaluer la OMF Measurement Library
(OML), une biblioth�eque d'instrumentation dont nous proposons l'us age comme �el�ement
d'observation. Nous montrons que cette biblioth�eque n'a pas d'impact signi�catif sur les
applications instrument�ees et qu'elle permet un suivi pr�ecis des m�etriques idoines.

Mots cl�es mobilit�e r�eseau, pile protocolaire, architecture inter-couche, optimisation,
qualit�e d'exp�erience, protocole de transport.
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1 Introduction (chapitre 1)

1.1 Anciens mod�eles et le Nouvel Internet

Les protocoles supportant l'Internet �a l'heure actuelle sont pour la plupart les mêmes qu'�a
l'origine (Leiner et al., 2009). Suivant une structure en couches abstraites, fournissant
chacune une fonctionnalit�e bien d�e�nie (Zimmermann, 1980), la pile protocolaire TCP/IP
a r�eussi �a bien s'adapter aux �evolutions des technologies sous-jacentes. Cependant ces
nouvelles technologies ont graduellement �etendu le contexte dans lequel ces protocoles
doivent fonctionner.

Ainsi, la r�ecente pr�evalence des r�eseaux d'acc�es sans-�l pr�esente de nouveaux probl�emes
�a des protocoles dont les hypoth�eses de conception sont bas�ees surl'usage d'un r�eseau
�laire �able. Le classique protocole de transport TCP, par exemple, sou�re d'une mauvaise
interpr�etation des pertes de paquets dues aux conditions du medium radio et non �a des
congestions sur le r�eseau. Il ne peut cependant pas distinguer la cause de ces pertes en
raison de la s�eparation en couches. Cette erreur entrâ�ne des baisses de performances
lorsque des r�eseaux sans �l sont travers�es (Xylomenoset al., 2001).

La r�eduction en taille et en prix des �equipements informatiques a largement facilit�e l'appa-
rition de l'informatique mobile et l'acc�es simultan�e �a plusieurs r�eseaux. Ces �equipements
informatiques miniaturis�es|intelliphones, tablettes et autres ordinateurs portables|sont
transport�es au rythme des d�eplacements de leur utilisateur. Plus r�ecemment, ces termi-
naux se sont aussi vus pourvoir de plus d'une interface r�eseau. Ainsi, ils peuvent, au gr�e des
mouvements de leur porteur, �etablir une ou plusieurs connexions �a de multiples r�eseaux
a�n d'être � toujours connect�es au mieux � (ABC ; Gustafsson et Jonsson, 2003).

De nouveaux modes de connectivit�eont aussi fait leur apparition. Les r�eseaux mobilesad
hoc (MANET ; Perkins et Royer, 1999; Jacquet et al., 2002), tol�erants aux d�elais (DTN ;
Fall, 2003) ou fournis par d'autres utilisateurs (UPN ; So�a et Mendes, 2008) �etendent
encore le choix de connectivit�es parmi lesquelles les plus ad�equates doivent être s�election-
n�ees.

En�n, l'explosion du nombre d'�equipements, de plus en plus souvent portables ou embar-
qu�es, implantant une pile protocolaire utilisable sur Internet p ose unprobl�eme de passage
�a l'�echelle . Le protocole d'adressage le plus r�epandu, IPv4, est en passe d'arriver �a court
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d'adresses (Huston, 2011). Ainsi, une nouvelle version, IPv6, a �et�e propos�ee, et est en cours
de d�eploiement pour apporter une solution �a ce probl�eme.

Bien que le probl�eme de passage �a l'�echelle soit d�ej�a r�esolu par IPv6, le reste des probl�emes
introduits par les acc�es sans �l et la mobilit�e sont toujours d'actu alit�e. De plus, de nouveaux
cas d'usage tirant parti de ces nouvelles opportunit�es ont �emerg�e,introduisant de nouvelles
contraintes et demandes pour la pile TCP/IP.

1.2 Cas d'usage �emergents

Auparavant utilis�es pour quelques tâches bien sp�eci�ques telles que l'acc�es distant ou le
courriel, les r�eseaux informatiques ont vu de nouvelles applications �emerger en parall�ele
�a l'augmentation de la puissance des machines les faisant tourner. Lesapplications mul-
tim�edia telles que la vid�eo �a la demande (VoD) sont maintenant la norme dans l'usage
quotidien d'Internet. Ce type de contenu multim�edia place une contrainte grandissante sur
la capacit�e des r�eseaux les transportant, qu'ils soient �laires ou sans �l. De plus, d'autres
param�etres tels que les d�elais de transmission de bout-en-bout doivent aussi être mainte-
nus sous contrôle pour assurer une lecture sans heurt. Une certaine 
exibilit�e peut être
obtenue par l'usage de m�emoires tampons ; cependant, des applications interactives bidi-
rectionnelles, telles que la voix sur IP (VoIP) ou la vid�eo conf�erence, ne peuvent composer
avec les d�elais additionnels introduits par ces tampons. D'autressolutions doivent donc
être �etudi�ees.

Le domaine dessyst�emes de transport intelligents (ITS) connâ�t aussi un essor d'int�erêt
de la part de la communaut�e scienti�que (Laurgeau, 2009). Les standards en cours de
d�eveloppement �a l'ETSI et l'ISO sp�eci�ent l'usage d'IPv6 et ses extensions (ETSI EN 302
665, 2010; ISO 21210:2011) pour les communications v�ehiculaires. Habiliter ces v�ehicules
�a communiquer sur des canaux standards permet d'imaginer une collaboration �a grande
�echelle entre eux et avec l'infrastructure de transport. Plusieurs classes d'applications sont
envisag�ees (Khaled et al., 2009) : sûret�e routi�ere, gestion de tra�c et de 
otte, et info-
divertissement. L'info-divertissement est un sur-ensembledes applications multim�edia, et
partage les mêmes besoins, alors que les applications de gestion et de s^uret�e introduisent
des contraintes plus fortes, mais pouvant être support�ees de mani�ere similaire.

1.3 Besoin de solutions palliatives

Plusieurs probl�emes dus �a la disparit�e entre ce que la pile protocolaire TCP/IP peut
supporter et les nouveaux cas d'usage se posent donc :

ˆ question du choix de(s) r�eseau(x) d'acc�es le(s) plus adapt�e(s) pour supporter au
mieux les 
ots applicatifs courants ;

ˆ impossibilit�e des algorithmes implant�es dans la pile �a s'adapter rapidement �a des
changements de conditions, r�esultant en un service non optimal fourni aux applica-
tions.

Dans cette th�ese, nous nous proposons d'aborder ces probl�emes en apportant des �el�ements
de r�eponse �a la question suivante :
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Comment permettre �a des n�uds mobiles de maintenir la meilleur e qualit�e ap-
plicative possible en utilisant des ressources r�eseau changeant dynamiquement,
et supporter une d�egradation contrôl�ee de la qualit�e quand ces ressources sont
insu�santes ?

Plusieurs types de solutions ont d�ej�a �et�e propos�es pour r�egle r les probl�emes mentionn�es
ci-dessus. Certains proposent de se d�ebarrasser de la structureen couche de TCP/IP,
et de reconcevoir une architecture protocolaire plus adapt�ee (p. ex. Clark, 2009). Cette
approche pose cependant le probl�eme de ne pas être r�etro-compatible avec les solutions
existantes, standardis�ees et d�eploy�ees, et risque de poser des probl�emes de migration. Il
semble donc plus raisonnable de proposer des am�eliorations incr�ementales et graduellement
se rapprocher d'une structure mieux adapt�ee aux besoins et contextes actuels et futurs.
De nombreuses approches inter-couche, �etendant l'interface entre les �el�ements de la pile
protocolaire pour permettre un �echange plus riche d'informations, ont �et�e propos�ees (Sri-
vastava et Motani, 2005), mais des doutes subsistent quant �a leur applicabilit�e (Kawadia
et Kumar, 2005).

A�n d'assurer la possibilit�e d'une transition graduelle, nous pr�e f�erons revisiter cette se-
conde approche, tout en essayant d'en lever les limites d'applicabilit�e. Dans ce but, nous
sugg�erons de suivre le mod�ele de la boucle d'Observation, Orientation, D�ecision et Ac-
tion (OODA ; �g. 1.1, page 6) introduite dans l'arm�ee �etats-unienne pou r s'adapter �a
un environnement changeant (Boyd, 1995), et de clairement en s�eparer les trois phases
principales pour �eviter les interactions con
ictuelles.

1.4 Contributions de cette th�ese

Dans cette th�ese, nous proposons une architecture inter-couche d�ecouplant les trois phases
principales d'observation, d�ecision et action de la boucle OODA. Les contributions pr�e-
sent�ees dans cette dissertation sont plusieurs �el�ements de cette architecture.

Le chapitre 3 introduit un syst�eme de d�ecision r�esolvant le probl�eme de gestion des 
ots
dans un environnement multi-connect�e. Ce chapitre pr�esente et mod�elise le probl�eme, puis
d�emontre que prendre en compte les crit�eres perceptibles parl'utilisateur ou pertinents
pour les applications permet de s�electionner les r�eseaux d'acc�es, la r�epartition des 
ots et
les param�etres applicatifs et de transport de mani�ere plus ad�equate en terme de qualit�e
applicative qu'en consid�erant uniquement la qualit�e de service (QoS) o�erte par les-dits
r�eseaux.

Le chapitre 4 propose d'abord un mod�ele du comportement de TFRC lors des changements
de r�eseau. Il introduit ensuite une modi�cation de l'algorithme d e contrôle de vitesse
d'�emission a�n qu'il puisse r�eagir correctement aux �ev�enemen ts de mobilit�e provoquant
des d�econnexions temporaires. Utilis�e au sein de notre architecture, il peut être pr�evenu en
avance de ces d�econnexions, et se r�eadapter rapidement aux caract�eristiques du nouveau
chemin r�eseau par lequel le 
ot est transmis.

En�n, le chapitre 5 �etudie OML, une biblioth�eque d'instrumen tation et de rapport, en
vue de son int�egration dans notre architecture comme �el�ement d'observation. Bas�e sur
une large quantit�e d'exp�eriences, nous quanti�ons le biais introduit par l'instrumentation
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dans les mesures et les performances des applications instrument�ees. Dans la plupart des
cas, aucune di��erence signi�cative n'est identi��ee et, dans le s cas o�u une di��erence est
e�ectivement con�rm�ee, des pistes sont �etudi�ees pour la r�e duire.

L'ensemble des contributions|publications et logiciel|provenant de s travaux pr�esent�es
dans cette dissertation est list�e en d�etails dans l'appendice A (page 161).

2 Contexte et �etat de l'art (chapitre 2)

Le travail pr�esent�e dans cette th�ese se base sur les r�eseaux IP, et propose des am�eliorations
incr�ementales pour faire face aux nouveaux contextes technologiques et aux nouveaux be-
soins applicatifs. Le chapitre 2 commence donc par donner une vue d'ensemble du contexte
actuel de ces r�eseaux, avec une emphase sur le support de la mobilit�e.

Ainsi, les couches principales de la pile protocolaire sont pr�esent�ees. La couche r�eseau (au
niveau 3), instanci�ee par IP, se trouve �a la taille du sablier repr�esentant cette pile (�g. 2.1,
page 13). De nombreux protocoles de transport (de niveau 4 dans l'architecture OSI,
comme TCP, UDP, DCCP ou SCTP) reposent sur la capacit�e d'IP �a inter facer d'aussi
nombreux media de communication (telles qu'ethernet, Wi-Fi, 3G ouWiMAX). Nous y
notons, �a la couche r�eseau, l'urgent besoin de migration �a IPv6, l'espace d'adressage d'IPv4
�etant �epuis�e �a l'IANA depuis f�evrier 2010. Par la suite, les di�� erences s�emantiques princi-
pales des protocoles de transport y sont classi��ees :�abilit�e pour TCP et SCTP, contrôle
de congestionpour TCP, DCCP (avec, p. ex., TFRC) et SCTP et support de datagrammes
pour UDP, DCCP et SCTP. Les caract�eristiques des principales technologies utilis�ees pour
les couches physique et de liaison (niveaux 1{2) sont aussi compar�ees, avec un accent sur
les technologies sans �l. La table 2.2 (page 16) recense les principales caract�eristiques,
�a la fois d�e�nies par les standards idoines et mesur�ees sur de r�eels d�eploiements, de ces
technologies.

L'impact de ces nouvelles impl�ementations des couches basses (niveaux 1{2) sur les couches
hautes (principalement au niveau 4) est pr�esent�e plus en d�etails, ainsi que les divers pro-
bl�emes introduits par la mobilit�e des n�uds. Ces probl�emes p euvent être li�es aux perfor-
mances des protocoles de transport dont certaines hypoth�eses de conception sont viol�ees
sur les r�eseaux sans �l (p. ex., pertes de paquets dues �a des probl�emes transitoires sur le lien
radio, plutôt qu'�a un chemin congestionn�e ; voir, p. ex., Xylomenos et al., 2001). La mobilit�e
cause d'autres probl�emes de performance, comme les di��erences de caract�eristiques entre
les technologies d'acc�es, auxquels les algorithmes de contrôle de congestion traditionnels ne
sont pas adapt�es (Bansalet al., 2001). Un probl�eme s�emantique est aussi introduit par la
mobilit�e, en ce que les adresses r�eseau, qui sont utilis�ees indi��eremment et conjointement
en tant qu'identi�ant et localisateur sur un r�eseau �xe, voient le urs sens s�epar�es dans un
r�eseau mobile ; les protocoles des couches hautes, con�cus pour ne manipuler qu'une seule
adresse, ont donc des probl�emes pour maintenir leur sessions. Finalement, les possibilit�es
de multi-connexion sont rarement exploit�ees au mieux, et des choixsous-optimaux sont
souvent privil�egi�es (Wasserman et Seite, 2011).

Plusieurs syst�emes de mobilit�e, de la couche r�eseau �a la couche applicative (niveau 7 dans
le mod�ele OSI), ont �et�e propos�es pour r�egler le probl�eme s�em antique de l'identi�ant{
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localisateur (Nazir et Seneviratne, 2007). Au niveau r�eseau, il s'agit pourla plupart de
mettre �a jour de mani�ere transparente le(s) localisateur(s) correspondant �a un identi�ant
particulier, et n'utiliser que ce dernier dans les couches hautes. Plusieurs m�ecanismes de
micro-mobilit�e �etendent ces solutions a�n de r�eduire la surch arge due �a la mise �a jour de
ces associations. Dans les couches les plus �elev�ees, la mobilit�e est g�er�ee de mani�ere plus ad
hoc par l'adjonction de protocoles permettant d'identi�er une session et de la continuer
depuis une nouvelle adresse. De par son ubiquit�e comme interface entre les couches hautes
et basses, il semble cependant que la couche r�eseau est la plus �amême de supporter
un d�eploiement massif de fonctionnalit�es de mobilit�e, sans pour autant n�ecessiter une
r�e�ecriture des couches hautes au cas par cas. De fait, nous concluons que l'usage de Mobile
IPv6 (MIPv6) et de ses extensions (r�esum�es en �g. 2.2, page 22) est le plus adapt�e pour
supporter les am�eliorations incr�ementales que nous proposons.

Pour r�eduire ou r�egler les probl�emes de performance, de nombreuses interactions inter-
couche ont �et�e propos�ees, �a tous les niveaux de la pile protocolaire. Celles ci sont donc
pass�ees en revue, et classi��ees selon les mod�eles propos�es parSrivastava et Motani (2005 ;
�g. 2.3, page 24 et 2.4, page 25). Plusieurs probl�emes existent cependant avec ces opti-
misations inter-couche. La plupart des propositions sont souvent attach�ees �a un probl�eme
bien sp�eci�que et, quand une impl�ementation r�eelle existe , la solution est rarement test�ee
dans des cas plus g�en�eriques. Kawadia et Kumar (2005) observent ainsique ces approches
risquent de violer les hypoth�eses des protocoles non impliqu�esdans l'optimisation, et les
performances r�esultantes de se voir d�egrad�ees plutôt qu'am�elior�ees. Nous concluons qu'un
syst�eme inter-couche doit, pour être viable, d�ecoupler d�ecision et action, ne laissant que
cette derni�ere phase sous le contrôle du protocole et sur commande,par le biais de telles
interfaces, du syst�eme de d�ecision. Allant dans ce sens, certains organismes de standardisa-
tion ont d'ailleurs commenc�e �a introduire des possibilit�es d' interaction inter-couche bas�ees
sur une API externe (Teraoka et al., 2008; ISO/CD 24102:2008; IEEE Std 802.21-2008),
mais se sont e�ectivement limit�es �a d�ecrire une interface de communication et non un
syst�eme de d�ecision.

Nous passons donc en revue les divers syst�emes de d�ecisions propos�es dans la litt�erature
pour s�electionner les r�eseaux d'acc�es et y distribuer les 
ots applicatifs dans le but d'ob-
tenir la meilleure connexion (Gustafsson et Jonsson, 2003). Nous identi�ons les divers
crit�eres selon lesquels les r�eseaux sont discrimin�es tels que la puissance du signal, la QoS
du lien ou du chemin r�eseau ainsi �etabli, la consommation �electrique induite par l'usage
de l'interface r�eseau idoine, le prix d'usage, ou encore d'autres crit�eres indirectement li�es
au r�eseau. Nous notons aussi certains travaux qui, plutôt que mesurerces crit�eres, tentent
de les estimer par d'autres moyens tels que l'apprentissage automatique ou la mesure
collaborative. Certaines des approches mentionn�ees abordent le probl�eme en consid�erant
plusieurs crit�eres. L'utilisation de fonctions d'utilit�e bas� ees sur des combinaisons lin�eaires
des crit�eres consid�er�es est souvent la m�ethode employ�eepour ce faire. Cependant, d'autres
m�ethodes d'optimisation multiobjectif plus �elabor�ees sont auss i utilis�ees, comme l'optimi-
sation lin�eaire, les distances de similarit�e ou les vraisemblances statistiques.

Le probl�eme de distribution des 
ots applicatifs dans les environnements multi-connect�es
repose souvent sur les mêmes crit�eres que la s�election de r�eseaux, mais deux approches
se distinguent. La premi�ere consiste �a aborder le probl�eme, de mani�ere s�epar�ee, avec des
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techniques de r�epartition de charge sur les liens �etablis. La seconde, plus globale, essaie
de r�esoudre conjointement les probl�emes de s�election de r�eseau et de distribution de 
ots.
Compte tenu de la possibilit�e d'interagir avec l'ensemble des couches de la pile protocolaire,
il semble cependant plus indiqu�e de proposer un syst�eme de d�ecision qui puisse prendre
en compte tous les �el�ements et protocoles impliqu�es, et parvenir �a une solution couvrant
l'ensemble de leurs param�etres.

Finalement, nous proposons un rapide examen des m�etriques1 pertinentes pour �evaluer la
QoS des r�eseaux ainsi que la qualit�e d'exp�erience (QoE) des applications consid�er�ees (Stan-
kiewicz et al., 2011). Pour la premi�ere, nous utilisons les d�e�nitions de l'IETF, qui propose
un cadre coh�erent pour l'interpr�etation et l'�echantillonnage des capacit�es, d�elais et autres
mesures d�eriv�ees (Paxsonet al., 1998). Pour la seconde, l'ITU a fait un large e�ort de
d�e�nition et d'exp�erimentation ayant men�e au d�eveloppement d u MOS, une �echelle de
qualit�e per�cue entre 1 et 5, ainsi que son expression sous forme d'un mod�ele objectif pour
les conversations audio et vid�eo ainsi que les sessions de navigationsur la toile. Nous com-
pl�etons cette revue avec la d�e�nition du PSNR qui permet de quanti�er la d�egradation
d'une (s�erie d')image(s) par comparaison avec l'originale.

Pour ces m�etriques qui peuvent être directement mesur�ees(c.-�a-d. celles n'impliquant
pas l'avis d'un être humain), nous poursuivons avec une revue desoutils pour ce faire.
Nous notons l'existence de multiples outils d�edi�es, mais dont lesformats incompatibles
ne permettent pas une consolidation ais�ee des donn�ees provenant deplusieurs sources.
Nous nous penchons donc par la suite sur les protocoles et biblioth�eques permettant de
collecter et d'agr�eger ces mesures h�et�erog�enes dans un format unique. Parmi ceux ci, OML
se d�emarque par son API permettant l'instrumentation d'outils exis tants, ses possibilit�es
de rapport �a distance et de traitement en ligne ainsi que sa pr�esum�ee l�eg�eret�e.

3 Optimisation inter-couche des choix et usages des r�eseaux d'acc�es
(chapitre 3)

Les terminaux mobiles, qu'ils soient portables ou �a bord de v�ehicules, se voient de plus
en plus souvent �equip�es de plusieurs interfaces r�eseau leurpermettant de se connecter
simultan�ement �a plusieurs r�eseaux sans �l. La disponibilit�e de nombreux op�erateurs et
r�eseaux pour chaque technologie o�re ainsi un large choix de con�gurations a�n d'en tirer
le meilleur parti. Un probl�eme li�e �a la multi-connectivit�e � emerge �egalement, dans le sens
o�u les 
ots applicatifs doivent être distribu�es sur les acc�es r�eseau �etablis. Nous appelons la
combinaison de ces deux questions leprobl�eme de gestion des 
ots dans un environnement
multi-connect�e .

Nous avons vu dans la section pr�ec�edente (et le chapitre 2) que la plupart des approches
pour la s�election des r�eseaux d'acc�es sont bas�ees sur des m�etriques intrins�eques aux r�eseaux
(p. ex., force du signal ou QoS). Cependant, comme l'avance Kilkki (2008),le concept de
QoE a r�ecemment re�cu un int�erêt croissant. Il semble particu li�erement ad�equat de consi-
d�erer ce crit�ere dans le choix des r�eseaux d'acc�es et la r�epartition des 
ots a�n de s'assurer

1Par souci de simplicit�e, nous utilisons le terme � m�etrique � même pour ces mesures pour lesquelles
l'in�egalit�e triangulaire n'est pas vraie.
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que l'utilisateur du terminal en ait l'usage le plus satisfaisant possible. Suivant notre obser-
vation sur les architectures inter-couche et les d�ecisions �a laport�ee limit�ee pouvant poser
des probl�emes inattendus, nous consid�erons conjointement les deux probl�emes, au sein du
même mod�ele. Ayant ainsi la possibilit�e de d�eterminer plus sp�eci�quement les conditions
dans lesquelles les 
ots applicatifs sont plac�es, il est aussi possible de d�eriver les param�etres
des couches applicative et de transport et, partant, �eviter les d�elais introduits par leurs
boucles d'adaptation respectives.

Dans le chapitre 3 (page 47), nous commen�cons par d�ecrire l'environnement d'un �equi-
pement mobile multi-connect�e, �a la fois qualitativement et quan titativement, �a l'aide de
donn�ees empiriques (section 3.2). Nous formulons ensuite le probl�eme de gestion des 
ots
dans un tel environnement et y proposons une solution prenant en comptedes crit�eres
de haut-niveau observables par l'utilisateur ou directement li�es �a la performance des ap-
plications (section 3.3). Consid�erant des applications classiques telles que la navigation
sur la toile ou la VoIP, pour lesquels des mod�eles de qualit�e sont connus (cf. MOS ; sec-
tion 3.4) ainsi que les coûts d'acc�es aux r�eseaux et la consommation d'�energie induite,
nous implantons le mod�ele sous forme de programmation par contraintes et r�eutilisons
nos donn�ees empiriques pour d�eriver divers types de sc�enariosd'�evaluation (section 3.5).
Les r�esultats de l'�evaluation bas�ee sur ces sc�enarios, discut�es en section 3.6, o�rent une
perspective encourageante pour l'approche propos�ee : en comparaison avec des techniques
plus classiques telles que la s�election du meilleur r�eseau suivant sa QoS et un �equilibrage de
charge entre toutes les interfaces, notre proposition produit des solutions pour lesquelles
la qualit�e applicative est syst�ematiquement �elev�ee alors que le prix et la consommation
�energ�etiques sont maintenus �a des niveaux relativement bas.

4 Protocole de transport supportant la mobilit�e (chapitre 4)

Suivant l'augmentation �a la fois des possibilit�es de connectivit�e et la facilit�e d'usage des ter-
minaux perp�etuellement connect�es, il y a un glissement vers l'usage d'applications r�eseau
temps-r�eel telles que la di�usion multim�edia en continu, la VoIP ou la vid�eo-conf�erence.
Cependant, les protocoles de transport supportant ces applications �emergentes sont prin-
cipalement les mêmes que ceux con�cus pour des r�eseaux �laires statiques. Ces principaux
protocoles de transport ont �et�e pr�esent�es dans la section 2 (et le chapitre 2). Alors qu'UDP
a historiquement �et�e utilis�e pour le transport de 
ots temps-r �eel, il n'est pas recommand�e
d'utiliser des protocoles de transport sans contrôle de congestion sur des r�eseaux publics
tels qu'Internet (Floyd et Fall, 1999). Cependant, TCP fourni un service trop riche et
inad�equat pour les 
ux temps-r�eel. En e�et, sa garantie de �abilit �e, retransmettant les pa-
quets identi��es comme perdus, est o�erte au prix d'un d�elai de t ransmission accru, souvent
au d�etriment de la di�usion en continu.

Pour cette raison, DCCP (Kohler et al., 2006a,b) a �et�e propos�e a�n de fournir un protocole
de transport non �able mais pouvant ajuster sa vitesse d'�emission au chemin emprunt�e.
DCCP dispose d'un syst�eme permettant de s�electionner le syst�eme de contrôle de conges-
tion. Parmi les options, TFRC (Floyd et al., 2000; Widmer, 2003; Floyd et al., 2008),
un syst�eme reproduisant le d�ebit de TCP suivant le mod�ele de Padhye et al. (1998), est
disponible. Ce type de m�ecanisme bas�e sur une �equation s'est montr�e bien adapt�e pour
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supporter l'envoi en continu de 
ux multim�edia en raison de l'�ev olution sans heurt de
la vitesse d'envoi (Floyd et al., 2008). Cependant, TFRC utilise toujours les pertes de
paquets comme indicateur in�equivoque de congestion. Comme mentionn�e pr�ec�edemment,
cette hypoth�ese est mise �a mal par les r�eseaux sans �l et les �ev�enements de mobilit�e. De
plus, en raison de l'adaptation graduelle du d�ebit d'�emission, TFRC ne s'adapte pas assez
rapidement �a des chemins r�eseau o�rant une meilleure QoS.

Nous proposons, dans le chapitre 4 (page 75), d'�etudier ce probl�eme sp�eci�que �a la mobilit�e,
et d'y apporter une solution. Nous commen�cons par une �etude du comportement de TFRC
lors de ces �ev�enements. Dans la section 4.2, apr�es un bref rappel du fonctionnement in-
terne de TFRC ainsi qu'une d�emonstration en simulation des probl�emes en question, nous
d�erivons un mod�ele de cet algorithme. Le mod�ele nous permet de quanti�er le nombre de
paquets indûment envoy�es|et irr�em�ediablement perdus|lors de la d�econnexion, le d�elai
avant la reprise de la transmission une fois la nouvelle connexion �etablie ainsi que celui n�e-
cessaire �a l'adaptation �a un chemin r�eseau o�rant une capacit�e plus large. Nous quanti�ons
�egalement la capacit�e � gâch�ee � , c.-�a-d., qui aurait pu être utilis�ee si ces d�elais �etaient
nuls. A�n de diminuer ces facteurs, nous proposons, dans la section 4.3,une extension de
l'algorithme de TFRC, sous forme de nouveaux �etats et options, permettant de suspendre
l'�emission des paquets avant la d�econnexion du r�eseau courant, puis de r�etablir le d�ebit,
et l'augmenter si possible, d�es la reconnexion au nouveau r�eseau. Dans la section 4.4, nous
�evaluons par simulations la performance de notre extension et montronsqu'elle permet
g�en�eralement de r�eduire �a la fois le nombre de paquets perduset la capacit�e gâch�ee apr�es
la reconnexion. Dans cette même section, nous utilisons aussi une impl�ementation dans
le noyau Linux de notre proposition a�n d'�evaluer son impact sur la quali t�e d'une vid�eo
di�us�ee en temps-r�eel lors d'un cas d'usage typique. Cette d�emonstration met en avant
le gain de qualit�e accessible grâce �a notre extension en comparaison avec celle obtenue
normalement par TFRC.

5 Pr�ecision d'une biblioth�eque d'instrumentation (chapitre 5)

Ayant pr�esent�e des exemples d'�el�ements de d�ecision et d'action pour notre architecture
inter-couche, il nous reste �a �etudier la phase d'observation. L'�el�ement en charge de cette
tâche doit être capable d'obtenir les m�etriques repr�esentatives des performances courantes
de l'ensemble des couches de la pile protocolaire, ainsi que les informations quantitatives
concernant les r�eseaux couramment accessibles. Ces donn�ees peuvent être utilis�ees im-
m�ediatement ou conserv�ees aux côt�es d'autres d�etails contextuels a�n de supporter des
algorithmes de pr�edictions (p. ex., Rathnayake and Ott, 2008 ou Petander, 2009).

Comme mentionn�e dans la section 2 (et le chapitre 2) les outils classiques permettant de
mesurer activement ces m�etriques, ou de les observer passivement, tendent �a rapporter
leurs r�esultats dans des formats qui leurs sont sp�eci�ques, et sont incompatibles entre
eux. Ceci limite leur utilisabilit�e dans le cadre de notre architecture inter-couche. De plus,
certains indicateurs sont d�ej�a calcul�es en interne par les �el�ements de la pile pour lesquels
ils sont pertinents. Plutôt que de re-mesurer activement ces derniers ou de les estimer, il
parait plus appropri�e de les extraire directement des couches idoines (p. ex. le RTT observ�e
par le protocole de transport). Certaines API permettent d'exposer ces m�etriques internes
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(comme l'instrumentation Web100 pour TCP ; voir Mathis et al., 2003), mais ces interfaces
sont l'exception plutôt que la r�egle.

Dans ce contexte, OML (White et al., 2010) semble susceptible d'apporter des solutions.
OML est compos�e d'une biblioth�eque d'instrumentation et d'un s yst�eme de collecte initia-
lement d�evelopp�es pour centraliser les mesures provenant d'exp�eriences r�eseau distribu�ees.
Ce syst�eme fournit une API permettant au d�eveloppeur d'une appli cation, ou celui en
charge d'instrumenter un outil provenant d'une tierce-partie, de rapporter n'importe quel
type de donn�ee en utilisant le protocole d'OML. Toute information tran smise de cette
mani�ere est horodat�ee et stock�ee dans une base de donn�ees, ce qui permet un acc�es uni��e
et une corr�elation ais�ee des donn�ees provenant de plusieurs sources. Nous sugg�erons donc
l'utilisation d'OML comme le bus de collecte des m�etriques observ�ees par notre architecture
inter-couche, permettant la centralisation des indicateurs de performance pertinents ainsi
que des informations contextuelles appropri�ees et leur mise �a disposition de l'algorithme
de d�ecision dans un format consolid�e. Bien que d�ecrite comme l�eg�ere, la biblioth�eque d'ins-
trumentation d'OML, �etant utilis�ee au sein même de l'application , risque d'en perturber le
fonctionnement. Il est donc important de caract�eriser pr�ecis�em ent l'in
uence de cet outil
sur les applications s'en servant comme leur syst�eme de rapport.

Dans le chapitre 5 (page 103), nous d�eveloppons une approche exp�erimentale pour com-
parer les performance d'outils de mesure actifs ou passifs. Nous nous enservons pour
caract�eriser l'impact d'OML (elle-même d�ecrite plus en d�e tails dans la section 5.2) sur la
performance des applications instrument�ees, et la pr�ecision des mesures rapport�ees. Nous
avons choisi d'�etudier cet impact sur deux applications : l'outil de mesure active de capacit�e
Iperf, et la biblioth�eque d'observation passive libtrace. Nous d�ecrivons l'instrumentation
de ces outils dans la section 5.3.1. Nous �evaluons l'e�et de plusieurs facteurs explicatifs,
comme la quantit�e d'information rapport�ee ou le d�ebit du tra�c obser v�e (ou g�en�er�e), sur
les variables indicatives de la performance de l'application et de lapr�ecision de ses rap-
ports. Les s�eries d'exp�eriences que nous avons conduites pour cefaire sont d�ecrites dans
la section 5.3.2. Dans la section 5.4, nous pr�esentons les r�esultats, nous assurons de leur
qualit�e, et utilisons des analyses de variance a�n d'identi�er les possibles d�eviations des
variables �a expliquer en fonction des facteurs exp�erimentaux. Dans la section 5.5, nous dis-
cutons les domaines d'op�eration et sc�enarios dans lesquels l'impactd'OML est n�egligeable
ou non. Pour certains cas o�u la fr�equence de mesure ou la quantit�e de donn�ees �a rapporter
s'av�erent trop importantes pour �eviter un biais, nous sugg�erons �egalement quelques recom-
mandations sur la fa�con appropri�ee d'instrumenter les applications et de mettre en place
le chemin de collecte. Nos r�esultats supportent l'utilisation de ce syst�eme comme bus de
collecte de notre architecture, et sugg�erent que même une instrumentation na•�ve utilisant
OML peut rivaliser avec un syst�eme sophistiqu�e de rapport d�evelopp�e manuellement.

6 Conclusion (chapitre 6)

Le chapitre 6 (page 127) conclut cette th�ese. Nous y r�esumons d'abord les probl�emes
auxquels les �equipements mobiles sont couramment confront�es. Cette th�ese se place dans
un contexte form�e de la g�en�eralisation des acc�es sans �l, du nombre croissant de r�eseaux
proposant une telle connectivit�e, de la portabilit�e de terminaux informatiques de plus en
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plus puissants et de la demande croissante de connectivit�e li�ee�a l'�emergence de nouveaux
usages et applications. Les technologies, relativement anciennes, �a la base d'Internet ne
sont plus enti�erement ad�equates pour ces nouveaux environnements. Plusieurs probl�emes
se posent alors, tels que la s�election du r�eseau le plus indiqu�epour supporter les besoins
d'une application donn�ee, le manque d'adaptabilit�e des algorithmes de la pile protocolaire
aux conditions changeantes introduites par ces d�ecisions, et le besoin d'observer l'environ-
nement a�n de pouvoir adopter la meilleure strat�egie.

Nous rappelons ensuite les contributions de cette th�ese visant �a aborder ces probl�emes.
Elles se basent sur une architecture inter-couche s�eparant les �etapes d'observation de l'en-
vironnement, de choix des param�etres permettant une bonne performance du syst�eme, et
de passage de ces param�etres aux diverses couches de la pile protocolaire. Les id�ees et
conclusions principales des chapitres 3, 4 et 5 sont par la suite r�esum�ees :

ˆ mod�elisation de l'environnement d'un terminal mobile multi-con nect�e, et d�emonstra-
tion que consid�erer des crit�eres de haut niveau plutôt qu'uniquement les m�etriques
r�eseau est plus adapt�e pour le choix des r�eseaux d'acc�es et la distribution des 
ots
applicatifs ;

ˆ mod�elisation du comportement de TFRC lors des �ev�enements de mobilit�e et intro-
duction d'une extension �a cet algorithme permettant une meilleure adaptation aux
migrations entre r�eseaux h�et�erog�enes, ainsi que son �evaluation par simulation et son
impl�ementation dans le noyau Linux de cette proposition ;

ˆ �etude de la performance d'une biblioth�eque d'instrumentation d�emontrant que, en
raison de son faible impact sur les performances des applications instrument�ees et la
pr�ecision des mesures rapport�ees, son usage est indiqu�e pour la phase d'observation
de notre architecture.

Finalement, nous o�rons des perspectives pour une continuation des travaux commenc�es
durant cette th�ese. Nous ouvrons aussi sur d'autres probl�emes li�es �a ce th�eme qui sont
apparus comme importants au cours du travail d�ecrit dans cette dissertation.
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Chapter 1

Introduction

1.1 Old Designs and the New Internet

The bases of the technologies in use today for the Internet date back tothe early sixties,
and their �rst implementations a decade later (Leiner et al., 2009). A solid communication
architecture based on separating functionalities into stackedlayers (OSI model; Zimmer-
mann, 1980; ISO/IEC 7498-1:1994) allowed the gradual upgrade of existing systems and
the introduction of new services. At the time of the conception of the TCP/IP suite,
computer networks were relatively simple and made up of a relativelysmall number of
end-hosts. Hosts were static and had wired connections to one of their site's upstream
routers through their single network adapter. In contrast, the situati on today is much
more complex, due to multiple factors outlined below.

Increasing Prevalence of Wireless Access The way end-hosts connect to the net-
work is now much more heterogeneous. Wireless connectivity, both inlicensed (e.g., 3G or
WiMAX; 3GPP TS 22.101; IEEE Std 802.16-2009) and unlicensed (e.g., Wi-Fi; IEEE Std
802.11-2007) frequency bands can now be integrated within even the smallestterminals.
However, the increased variability of access network properties (e.g., packet loss rates or
delay variability) due to various non-congestion related events suchas packet collision or
signal fading, has adverse consequences on the overall performance. A well known example
is that of TCP which assumes that a lost packet is an indication of network congestion
and reacts by reducing its packet-sending rate (Xylomenoset al., 2001). This assumption
was valid in a fully wired network; however, in an increasing number of situations, this is
no longer the case.

Mobile Computing and Concurrent Access The reduction in size of electronic com-
ponents has paved the way for highly portable yet powerful devices.Smart-phones, tablets
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2 Chapter 1. Introduction

and other portable devices provide their users with networked terminals combining both
portability and computational power. Those devices change physical location as their
owner, carrying them, attends to their daily tasks. Moreover, it is common for these
devices to implement several wireless technologies to provide abetter coverage, thus be-
coming multihomed, with a number of uplink/downlink combinations providing connect iv-
ity to the Internet, and di�erent addresses on each interface. This dynamically changing
environment creates both an opportunity to choose between di�erentwireless networks
and the requirement to take appropriate decisions in order to ensurethe \Always Best
Connected" (ABC; Gustafsson and Jonsson, 2003) performance and applications quality.
It also puts new requirements on the ability to handle periods with lack of connectivity or
transitions between di�erent networks.

New Connectivity Modes Opportunistic communications use direct device-to-device
links, rather than the infrastructure, to provide communications which are established in
an ad hoc manner. A routing domain can be built on top of these Mobile Ad hoc Net-
works(MANET; Perkins and Royer, 1999; Jacquetet al., 2002) to provide multi-hop reach-
ability. The Internet core can also be used as a support for longer range continuation of
locally initiated communications (Wakikawa et al., 2007). Delay-Tolerant Networks(DTN;
Fall, 2003) use the physical mobility patterns of the devices to relay messages to their des-
tination over time-varying overlay networks. Recent years have also seen the emergence of
User-Provided Networks(UPN; So�a and Mendes, 2008), where users share their upstream
connectivity by relaying packets from guest wireless clients. Depending on the resource
that a user wants to access, it may prove more e�cient to establisha direct connection to
the topologically closest UPN rather than via the infrastructure.

Drastic Scale Increase With the lowering cost of electronics, it is now common to see
several personal computers in family homes, with high speed connections to the Internet.
The reduction in size of electronic components has also allowed for very small devices,
such as sensors equipped with a network stack, to be deployed at will. The currently
deployed IP version 4 (IPv4) only allows for 4.3 billions addresses, notwithstanding re-
served ranges (Cotto and Vegoda, 2010). As of late 2011, the exhaustion of this address
pool (at the RIR level) is dangerously nigh (Huston, 2011). This problem was foreseen
by researchers in the early nineties, and led to the development ofthe next generation
of the protocol (Deering and Hinden, 1998). IPv6 addresses the scale increase problem
by o�ering an extended address space (3:4 � 1038 addresses), the correction of issues that
were observed with IPv4, and a better extensibility.

Although the scale increase challenge has already been addressed with the introduction
of IPv6, other issues caused by the use of wireless access and mobilityare still present.
These a�ect the TCP/IP stack, which was designed for �xed links and stationary hosts.
In addition to this, the availability of concurrent access to multip le networks and new
connectivity modes o�er the end devices (and users) the option of more appropriately
selecting the best way to establish a communication with a remote peer. Finally, new
applications leveraging these evolving communications opportunitiesare appearing; these
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put additional requirements on the networks that support them. We provide an overview
of such applications in the following section.

1.2 Emerging Uses

The new factors presented above allow for new and innovative uses of networked devices.
This in turn introduces additional requirements for the underly ing network technologies.
Here we present what we perceive as the most prominent use cases.

1.2.1 Multimedia Applications

Early computer networks were used for only a handful of tasks including remote terminals,
electronic mail and data �le transfers. Though those applications are still relevant today,
emerging multimedia applications like media streaming andvideo on demand(VoD) are
becoming the norm for everyday Internet use. These are used in entertainment, education
or health, to name but a few areas. Multimedia content puts an increasing strain on the
network capacity, both wired and wireless, which is required to support such applications
and their exponentially increasing user base.

In addition to overall capacity, a speci�c per-application data rate and other quality para-
meters like delays need to be controlled to allow for a seamless playback at the receiver.
Some 
exibility can be a�orded by bu�ering data before starting play back in order to
hide transient delay variations, at the cost increased average delay.However, this solution
cannot be easily used in the case of interactive applications such asvoice over IP (VoIP)
or video conferencing, which provide two-way communications and cannot a�ord delays
introduced by large bu�ers. Additionally, even with non-interacti ve applications like VoD,
excessive use of bu�ering can result in potentially unacceptable (to the user) start-up
delays. Other solutions therefore need be explored.

1.2.2 Intelligent Transportation Systems

A second area which has been receiving a lot of attention from the research community in
recent years is that ofIntelligent Transportation Systems (ITS; e.g., Laurgeau, 2009). En-
abling vehicles to communicate over standardised communication channels allows for large
scale cooperation both with the infrastructure (V2I/I2V) and between vehicles (V2V).
Several classes of applications are foreseen by Khaledet al. (2009), as outlined below.

Safety Perhaps the most important aspect, safety services could leverage thenetwork
connectivity to propagate warning messages and allow for collaborative incident manage-
ment. Several European projects have already studied this aspect and proposed architec-
tural prototypes (La Fortelle et al., 2007; SeVeCom project, 2008; COMeSafety project,
2009)
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4 Chapter 1. Introduction

Tra�c and 
eet management On a more day-to-day basis, vehicular networks can
be bene�cial to tra�c monitoring and management. Services such as alternative routes,
vehicle tracking or parking spot discovery can easily be envisioned. Moreover, this could
pave the way to fully automated cooperative driving by allowing direct communication
between closeby vehicles (Bouraouiet al., 2006).

Comfort and mobility Finally, as standard technologies are deployed, legacy Internet
applications can also be used. Web browsing, inter- and extra-vehicular text and voice
conversations, or live video streaming from remote locations are only afew examples of
future typical in-car activities.

A speci�c instance of MANETs, Vehicular Ad hoc Networks (VANET) have been widely
explored (Wakikawa et al., 2005; Lorchat and Uehara, 2006; H•arri et al., 2006; Naumov
et al., 2006; Ernst and La Fortelle, 2006; Mehaniet al., 2007) to provide communication
between nearby vehicles and the roadside infrastructure. Geographic networking, where
the information is routed based on the physical location of the nodes, isalso getting
increased consideration (GeoNet project, 2010)

The importance of having standard and interoperable technologies has been recognised
in ITS (Ernst, 2006) and some of the above requirements have already beenaddressed
by standardisation bodies. An amendment to the Wi-Fi standard, 802.11p (IEEE Std
802.11p-2010), has been rati�ed at IEEE to address the speci�cities of vehicular and
Dedicated Short-Range Communications(DSRC). A common vehicular networking archi-
tecture is also currently being standardised at ISO asCommunications Access for Land
Mobiles (CALM; ISO 25111:2009), as well as at ETSI (ETSI EN 302 665, 2010). Most
notably for our purpose, CALM speci�es the use of IPv6 and its extensionsfor all Internet-
related communications (ISO 21210:2011).

In this context, the comfort class of applications becomes a superset ofthe multimedia
content use-case of the previous section, and shares the same issues related to both network
capacity and the quality of service required to support them with an experience acceptable
to users. In addition, tra�c management and, to an even greater degree, safety applic-
ations introduce more stringent requirements in terms of delivery latency and reliability
required from the networks used to carry their tra�c. The ITS use- case therefore also
requires solutions supporting increased quality of network applications in mobile contexts.

1.3 Need for Palliative Solutions to Cater for New Uses

As mentioned previously, there is a growing mismatch between the standard services that
TCP/IP can provide, the current environment in which nodes impl ementing this stack
evolve, and the requirements introduced by use-cases in mobile contexts. More speci�cally,
we identify two main problems which need be addressed in order to bridge this gap.

Network Selection With an increasing number of available connectivity options, a
choice can and has to be made on which links to establish, and where to distribute data

ows so the applications' requirements can be best met according tothe current network
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availabitily and characteristics. However these decisions are currently made irrespective
of the applications needs, and are usually based on simplistic heuristics (Wasserman and
Seite, 2011).

Adaptability to Changes In a mobile environment, where network links can be es-
tablished and applications 
ows redistributed at will, the heterogeneity of the wireless
technologies and network provisioning may result in wide changes in path characteristics.
The current protocols of the TCP/IP stack are not designed for such sudden changes and,
as they cannot adapt quickly to improvements in network characteristics, may not deliver
to the applications the maximum capacity supported by the current path (Bansal et al.,
2001).

It is the primary goal of this dissertation to address these problems. We intend to provide
elements to answer the following question.

How to enable mobile nodes to maintain the best quality for applicationsand
services from the available dynamically changing network resources,and sup-
port graceful degradation of the quality when the resources are scarce?

The increasingly pressing requirement to address the growing gap in the functionalities
of the current Internet technologies and the needs of the emerging applications, services
and connectivity modes, has led to a large body of research work in recent years. The
clean slate approach, advocated by Clark (2009), amongst others, has received alot of
attention. However, the recognised problem of redesigning technology without backwards
compatibility has hampered signi�cant adoption in this direction. The second approach
is more conservative, and based on incremental improvements. We perceive the latter to
be a more cautious way to ensure improved functionality without a full redesign and the
associated negative aspects related to the need for full deploymentof new, incompatible,
technologies. In the remainder of the thesis, we will propose solutions in line with this
direction.

As previously noted, the TCP/IP suite is not well equipped to appropr iately address all
of the new requirements described in previous sections. Though itprovides a functional
and resilient best e�ort service, the layered approach limits the view of each component
and deprives them of potentially useful information needed to provide an overall better
experience. It is recognised that the inter-layer application programming interface (API)
needs to be extended to expose the missing relevant information (Shakkottai et al., 2003).
Historically, knowledgeable users have been playing this role by adjusting the parameters
of their equipment to better match their requirements. However, it is important nowadays
that the devices themselves are able to adapt on behalf of non-technicalusers, thereby
bridging the \wizard gap" (Mathis, 1999).

To this end, a large number of cross-layer designs have been proposed (Srivastava and
Motani, 2005). Those approaches establish a speci�c non-standard communication channel
between two or more layers of the stack, adjacent or not. However, cross-layer protocols
tend to create much tighter binds than is desirable between the modi�ed elements of
the stack. Due to several unintended interactions or broken assumptions which are often
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created at the same time, let alone their over-speci�cation to a subset problem, Kawadia
and Kumar (2005) raised some concerns about the large scale applicability of such designs.

In this thesis, we propose to work in the same direction, but stay clear of the unintended
interactions mentioned by Kawadia and Kumar (2005). Perhaps the most generic model to
do so has been proposed by Thomas (2007). It makes use of the Observe, Orient, Decide,
Act (OODA) loop (Figure 1.1) introduced in the military (Boyd, 1995) to re present the
necessary steps in adapting to a changing environment to achieve a de�ned set of objectives.
It consists of four di�erent steps: the �rst two steps of observation and orientation include
acquiring and analysing information from the environment; the next step involves making
decisions based on this information and the objectives to achieve. The�nal step includes
appropriate actions to apply those decisions.

Observe

Orient

Decide

Act

Environment

Figure 1.1 The OODA loop, describing the iterative process needed to adapt to a changing environment:

Observe, Orient, Decide and Act.

1.4 Contributions: Enhancing Mobile Networks Performance

This section summarises our contributions and lists the publications relevant to each topic,
while the rest of this dissertation provides details of the proposedsolutions. A compre-
hensive list of all the publications and other contributions of this thesis is available as
Appendix A (page 161).

The remainder of this dissertation is in line with the di�erent st eps of the OODA loop.
We envision that a cross-layer framework such as shown in Figure 1.2 canbe built from
the components described in this thesis.

We �rst review the context and the related state of the art, as well as relevant performance
metrics, in Chapter 2. The next chapters then cover the contributions of this thesis, as
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Figure 1.2 Proposed system framework linking the contributions of this thes is.

summarised below. We conclude this dissertation, and consider future research directions
in Chapter 6.

1.4.1 Multi-layer Optimisation of Network Choice and Usage

Tight cross-layer designs are oblivious of the overall use of the system they are implemented
in, and only focus on improving their own performance in terms of their own metrics.
Only in some very speci�c cases do those mechanisms provide an actualimprovement in
the global performance from the user's point of view.

In Chapter 3, corresponding to the \decide" phase of Figure 1.1, we thus propose the use of
a system external to the stack which overlooks its behaviour, and adapts the parameters
at various layers in order to improve some speci�ed performance metrics. In this thesis,
we mainly focus on thequality of experience(QoE) a user perceives when using a mobile
device.

Our �rst contribution is the model of the interactions between the layers of the stack, and
the rest of the network. Based on this model, we conclude that the mainproblems which
need to be addressed include the decisions on when and to which of the many available
wireless networks a node should attach, how it should distribute application 
ows when
several uplinks are available, and how application parameters and codecs should be selected
to match the quality of service(QoS) thus made available.

The following publications are based on this contribution.
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ˆ Olivier Mehani, Roksana Boreli, and Thierry Ernst. Context-adaptiv e vehicular
network optimization. In Marion Berbineau, Makoto Itami, and GuangJun Wen ,
editors, ITST 2009, 9th International Conference on Intelligent Tra nsport Systems
Telecommunications, pages 186{191. IEEE Computer Society, October 2009a. ISBN
1-4244-1178-5,

ˆ Olivier Mehani, Roksana Boreli, Michael Maher, and Thierry Ernst. User- and
application-centric multihomed 
ow management. In Tom Pfeifer and Anu ra Jay-
asumana, editors,LCN 2011, 36th IEEE Conference on Local Computer Networks,
pages 26{34. IEEE Computer Society, IEEE Computer Society, October 2011a.

1.4.2 Mobility-Aware Transport Protocol

Chapter 4 considers the performance of transport protocols in mobilitysituations. We �rst
study the e�ects of network hand-o�s, which create packet losses and delay variations, on
the rate at which the congestion control algorithms allow packets to be sent. We then
proceed to leverage the decision and control framework described above to enhance some
transport layer algorithms to use the extra information and better adapt to mobility events.
This corresponds to the \act" phase of Figure 1.1.

More speci�cally, we study the TCP-Friendly Rate Control (TFRC; Floyd et al., 2000).
This algorithm computes the sending rate using an equation modellingTCP's behaviour.
Because it bases its rate computation on the same parameters as TCP, it is also sensitive
to non congestion-related losses. All losses are perceived as the indication of a congestion,
which results in unnecessary reduction of the packet sending rate. In addition, due to its
slow responsiveness (Bansalet al., 2001), TFRC has trouble adapting e�ciently to better
network characteristics.

As the second contribution of this thesis, we derive and validate a model of the rate
evolution during a handover between two networks, in order to quantify the performance
degradation. We then propose and evaluateFreeze-TFRC, a handover-aware congestion
control mechanism. As TFRC is a rate control mechanism rather than a complete trans-
port protocol, we focus on its implementation within the Datagram Congestion Control
Protocol (DCCP; Kohler et al., 2006a), a congestion-controlled but unreliable transport
protocol.

We �nally show how Freeze-DCCP/TFRC's properties make it of prime interest, in scen-
arios with mobility handovers, to carry real-time tra�c via shared n etworks and preserve
a good QoE.

The following publications are based on this contribution.

ˆ Olivier Mehani and Roksana Boreli. Adapting TFRC to mobile networks wi th fre-
quent disconnections. In Keith W. Ross and Leandros Tassiulas, editors, CoNEXT
2008, 4th ACM International Conference on emerging Networking EXperiments and
Technologies, Student Workshop. ACM SIGCOMM, ACM, December 2008. ISBN
978-1-60558-210-8. doi: 10.1145/1544012.1544049,
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ˆ Olivier Mehani, Roksana Boreli, and Thierry Ernst. Analysis of TFRC i n discon-
nected scenarios and performance improvements with Freeze-DCCP. In J•org Ott
and Kun Tan, editors, MobiArch 2009, 4th International Workshop on Mobility in
the Evolving Internet Architecture. ACM SIGMOBILE, ACM, June 2009b. ISBN
978-1-60558-688-5/09/06,

ˆ Olivier Mehani, Roksana Boreli, Guillaume Jourjon, and Thierry Ernst. Mobile mul-
timedia streaming improvements with Freeze-DCCP. In Romit R. Choudhury and
Henrik Lundgren, editors, MobiCom 2010, 16th Annual International Conference
on Mobile Computing and Networking, Demonstration Session. ACM SIGMOBILE,
September 2010.

1.4.3 Accuracy of a Measurement Instrumentation Library

Both previous proposals require measurements of the current networkperformance and
environment. This corresponds to the \observe and orient" phases of Figure 1.1. To this
end, we propose the use of theOMF Measurement Library (OML; White et al., 2010).

This o�-the-shelf open source instrumentation library enables direct reporting of perform-
ance metrics, with a low overhead, for corresponding instrumented applications. However,
no previous work exists to evaluate the measurement overhead, or to validate the set of
use-cases where OML instrumentation can provide an acceptable accuracy.

The third contribution in this thesis, presented in Chapter 5, is an experimental process
to compare active and passive network measurement tools. We apply it tocharacterise the
impact of OML instrumentations, and the quality of the reported measurements. Our res-
ults con�rm that this tool is well suited for both experimental perf ormance measurements
and to obtain live feedback from a networked system, in order to collect the information
necessary to make the right decisions.

This chapter is based on the work and experience described in the following publications.

ˆ Olivier Mehani, Guillaume Jourjon, Jolyon White, Thierry Rakotoariv elo, Roksana
Boreli, and Thierry Ernst. Characterisation of the e�ect of a measurement library on
the performance of instrumented tools. Technical Report 4879, NICTA, May2011b,

ˆ Manabu Tsukada, Olivier Mehani, and Thierry Ernst. Simultaneous usageof NEMO
and MANET for vehicular communication. In Miguel P. de Leon, editor, TridentCom
2008, 4th International Conference on Testbeds and Research Infrastructures for the
Development of Networks & Communities. ICST (Institute for Computer Sciences,
Social-Informatics and Telecommunications Engineering), March 2008. ISBN 978-
963-9799-24-0,

ˆ Jos�e Santa, Manabu Tsukada, Thierry Ernst, Olivier Mehani, and Antonio F. G�omez-
Skarmeta. Assessment of VANET multi-hop routing over an experimental plat-
form. International Journal of Internet Protocol Technology , 4(3):158{172, Septem-
ber 2009. ISSN 1743-8209. doi: 10.1504/IJIPT.2009.028655,

ˆ Manabu Tsukada, Jos�e Santa, Olivier Mehani, Yacine Khaled, and Thierry Ernst.
Design and experimental evaluation of a vehicular network based on NEMO and
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MANET. EURASIP Journal on Advances in Signal Processing, 2010:1{18, Septem-
ber 2010. doi: 10.1155/2010/656407.
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Chapter 2

Context and State of the Art

The work presented in this dissertation builds upon existing technologies supporting
TCP/IP networks. Thus, in this chapter, we introduce this contex t. We �rst present
the relevant Internet protocols and the state of the art of mobility mechanisms. We then
review generic cross-layer designs, with an added focus on those supporting wireless net-
works and mobility, or mitigating their adverse e�ects. We also provide an overview of
the decision mechanisms which are used in these contexts. Finally, we include a summary
of performance metrics for networked mobile applications and tools for the evaluation and
reporting of these metrics.

2.1 IP Networks and Mobility

This section presents the standard protocols within the TCP/IP stack designed to support
end-to-end communication between Internet hosts. It then presents a summary of the work
and mechanisms which have been proposed to incrementally support host and network
mobility and multihoming.

2.1.1 The TCP/IP Stack

TCP/IP is an instantiation of the theoretical Open System Interconnection model (OSI;
ISO/IEC 7498-1:1994), which arranges protocols in a stack according to their respective
functions. Though the OSI model proposes seven layers, the TCP/IP suite is commonly
seen as made of only �ve.

The physical layer is in charge of the medium and covers tasks such as negotiating the
physical modulation or establishing electrical connections with other stations.

11



12 Chapter 2. Context and State of the Art

The data link layer controls access to the medium and ensures proper reception of mes-
sages by the station on the other end of the segment.

The network layer is where inter-networking protocols reside; this layer comprises mech-
anisms for nodeaddressingacross network segments and messagerouting between
these addresses.

The transport layer maintains an end-to-end connection between network nodes re-
gardless of their location in the topology; features commonly implemented at this
layer include reliability , congestion control and multiplexing.

The application layer directly provides services to the end-user and relies on the rest
of the stack for support.

It is worth noting that this layered architecture is attracting inc reasing criticism in light of
new challenges, with numerous proposals to remodel it to current needs (e.g., Ford and Iy-
engar, 2008; Iyengar and Ford, 2009), or replace it by taking a clean slate approach (Clark,
2009; Goldstein and Day, 2010). However, we believe it is necessary to consider the current
TCP/IP stack when proposing incrementally deployable solutions.

IP as the Common Denominator

The Internet is designed for all the intelligence and control to be at the edges of the net-
work, in the communications endpoints, while the routers in between merely relay packets
towards their destination without complex processing (Saltzeret al., 1984). This allows
for easy incremental deployment of new technologies and applications without having to
upgrade the core networks. The use of IP1 at layer 3 has helped decouple transport layer
and applications from the lower layers by abstracting their respective functionalities. This
approach led to the familiar Internet hourglass (Figure 2.1) where IP, as the inevitable
protocol, forms the waist, and a number of options are supported below andabove it.

The most common version of IP at the moment, IPv4, uses 32-bit addresses which allow for
almost 4:3 � 109 possibilities. However the available IPv4 address pool is nearing its end.
The Internet Assigned Numbers Authority (IANA) has already depleted its address pool,
and the same is expected to happen soon to the RIRs (Huston, 2011). Sharinga single
public address is possible and already a reality but Fordet al. (2011), amongst others,
recommend against it. Indeed, address sharing creates problems for applications relying
on end-to-end reachability, introduces single points of failure and obfuscates the network
characteristics from some control and adaptation protocols. Foreseeing this global prob-
lem, work on a new version of IP started in the early 1990s and resulted in IPv6 (Deering
and Hinden, 1998). O�ering a 128-bit address space (more than 3:4� 1038 addresses), the
transition to IPv6 is now unavoidable, though still rather slow (Per set, 2010).

The extended address space provided by IPv6 also enables direct addressing ofobjects, such
as personal sensors (Kushalnagaret al., 2007) or in-vehicle devices (Ernst, 2007). Another

1 IP is actually a suite of several protocols, such as Internet Control Message Protocol (ICMP) or various
neighbour discovery mechanisms, allowing maintenance and management of the network in addition to
addressing and routing.
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Figure 2.1 The Internet hourglass. IP has become the ubiquitous connection between heterogeneous

network physical technologies and application protocols.

possibility made available, owing to this larger address pool, is theconcurrent use of
multiple addressing schemes. For example, geographical addressing and multicast routing
is considered for information dissemination within networks of vehicles (Baldessariet al.,
2008; GeoNet project, 2010; ETSI TS 102 636-3, 2010). As will be seen in section 2.1.4,
IPv6 also provides a much wider support for various mobility mechanisms and needs.

For these reasons, it would make little sense to study future opportunities and enabling
mechanisms for IPv4. Therefore, this thesis will focus on IPv6, which is assumed whenever
\IP" is mentionned without version quali�er in the rest of this diss ertation.

Semantic-Rich Transport Services

The �rst role of a transport protocol is to provide an interface for appli cations to make
use of the best e�ort service provided by IP networks. Most transport protocols also
enhance this service by implementing various control mechanisms such as multiplexing,
connection-oriented semantics, reliability or congestion control. This section reviews the
most prominent ones, with a focus on the semantics they o�er to the application and the
rate control mechanisms. Table 2.1 o�ers a comparison viewpoint.

UDP and UDP-Lite The User Datagram Protocol (UDP; Postel, 1980) merely allows
applications to carry their datagrams on top of IP packets. It however allows to multiplex
several applications at a single address (i.e., on a single host). UDP also provides integrity
checks in the form of a checksum. However, it may not always be desirable to enforce
full integrity, e.g., in the case of bit-error resilient media codecs which can recover from
partially altered frames. For this reason, UDP-Lite (Larzon et al., 2004) has been proposed,
which di�ers from UDP in the possibility of having only a partial checksum coverage.
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14 Chapter 2. Context and State of the Art

Table 2.1 Feature sets of the common transport protocols standardised at IE TF. Symbol ž identi�es

optional features or extensions and b is used for alternative mandatory options.
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TCP The Transmission Control Protocol (TCP; Postel, 1981) exposes a stream interface
to the application, and ensures reliable (no loss nor error) and in-order delivery of the data
to the receiving end. Contrary to UDP, it is connection-oriented. This allows, amongst
other features, to provide 
ow control, where the receiving end ofthe connection informs
the sender of its available bu�er space as areceiver window (rwnd), to prevent more data
than can currently be stored to be sent.

One of the most important features of TCP is its congestion avoidancemechanism (Allman
et al., 2009). It is based on anadditive increaseof its congestion window(cwnd, the number
of bytes that can be in 
ight) every round-trip time (RTT) and a multiplicative decrease
when losses are observed (AIMD). It is also very commonly used as a reference point of
comparison for other such mechanisms (Floyd and Fall, 1999; Bansalet al., 2001; Floyd,
2008). Most notably, fairness to TCP is a very sought-after criterion for algorithms to
be deployed on public networks, due to the fact that the majority of applications on the
Internet currently use TCP. There is however some contention with respect to how this
fairness should be assessed (Briscoe, 2007).

To adapt to a network path more e�ciently without overloading it, a slow-start mechanism
complements the AIMD mechanism. Its role is to exponentially probe the path to discover
its available capacity. In this mode, TCP doubles its cwnd every RTT. A slow-start
threshold (ssthresh ) is used to detect when to terminate this phase. Whencwnd >
ssthresh , the congestion avoidance mechanism is used.

SCTP The Stream Control Transmission Protocol (SCTP; Stewart, 2007) has been de-
signed to o�er a more 
exible choice of feature combinations than TCP or UDP. First, it
can multiplex sub-streams within the same congestion-controlled (slow-start and AIMD)
channel. Second, contrary to TCP, SCTP's semantic is message-oriented. It maintains the
boundaries of the messages so the receiving application can use them without the need to

14



Section 2.1. IP Networks and Mobility 15

implement its own stream delimiters. Third, in-order delivery is optional, and SCTP can
be instructed to report messages to the application immediately even if earlier messages
have not been received yet. Finally, though initially a fully-rel iable protocol, extensions
have also been introduced to support partially reliable operation (Stewart et al., 2004).

DCCP The Datagram Congestion Control Protocol (DCCP; Kohler et al., 2006a,b)
has also been proposed to provide connection-oriented congestion-controlled datagrams
streams. However, contrary to SCTP it does not enforce delivery reliability ( i.e., no
retransmission of lost datagrams nor reordering upon arrival). This makes it a well suited
transport protocol for application such as multimedia streaming, wheretimeliness of data
arrival is more important than reliability.

DCCP has been designed with modularity in mind, and several congestion control mechan-
isms (identi�ed by their Congestion Control Identi�er , CCID) can be chosen. A TCP-like
congestion control algorithm, CCID 2 (Floyd and Kohler, 2006), follows TCP's cwnd-based
mechanism made of slow-start and AIMD. CCID 3 (Floyd et al., 2006) uses TFRC (see
below). CCID 4 (Floyd and Kohler, 2009) has also been proposed as a variant of CCID 3
for small packets such as used for voice over IP (VoIP).

TFRC The TCP-Friendly Rate Control (TFRC) is not a transport protocol per se,
but an equation-based rate control mechanism (Floydet al., 2000; Widmer, 2003; Floyd
et al., 2008). It uses network-gathered metrics like the RTT and the number ofpacket
losses (more precisely, theloss event rate) and the data rate observed by the receiver to
compute the allowed sending rate, following a model equation of the throughput of TCP
Reno (Allman et al., 1999) under the same conditions (Padhyeet al., 1998).

The use of an equation-based rate control makes the rate changes smoother, which is more
appropriate for the streaming of multimedia content than the abrupt changes introduced
by AIMD (Floyd et al., 2008). Chenet al. (2004) also argued that such class of rate con-
trols tends to be more resilient to wireless losses. TFRC thus appropriately complements
DCCP's unreliable datagram transport in current environments. Lochin et al. (2010) have
also built a reliable transport protocol based on TFRC, as a smoother alternative to TCP.

Heterogeneous Physical Media

While IP was �rst used on fully wired infrastructures, the last de cade has seen the wide-
spread use of consumer-grade wireless devices. In addition to the common ethernet net-
works (IEEE Std 802.3-2008), with capacities commonly between 1 Mbps and 10 Gbps
(but up to 100 Gbps), the last hop connecting user devices to the Internet can now cross
a wide range of wireless technologies, in both licensed and unlicensed frequency bands.
Table 2.2 summarises the characteristics of the technologies presented below.

Unlicensed Band Wi-Fi (IEEE Std 802.11-2007) provides a low cost wireless solution
which can generally provide data rates from between 1 and 54 Mbps, and upto 150 Mbps
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Table 2.2 Summary of the characteristics of common last-hop physical network technologies. Figures in parentheses are the true maximums of the standards,

but are not commonly seen in user devices yet.

Technology Link capacity [bps] Delay [ms]

Downstream Upstream

Theoretical (from standards)

Ethernet (IEEE Std 802.3-2008) 1 M{10 G (up to 100 G with IEEE Std 802.3ba-2010) (usually 1{10)

Wi-Fi (IEEE Std 802.11-2007) 1{150 M (half duplex) |
WiMAX (IEEE Std 802.16-2009) 128 M 56 M |

UMTS (W-CDMA; 3GPP TS 25.201) 384 k |
3G/LTE (HSPA; 3GPP TS 25.306) 1.8{14.4 M (84.4 M) 0.73{5.76 M (23 M) |

Measured (averages)

IEEE 802.11
4.85 M (802.11b, no RTS; Benekoset al., 2004) 15.5 (up to 20 m;

Karapantelakis and Iacovidis, 2005)
IEEE 802.16 9.5 M (up to 5 km; Gr�ndalen et al., 2007) 89{167 (Halepovicet al., 2008)

W-CDMA (Prokkola et al., 2009) 370 k 69{98
HSPA (Prokkola et al., 2009) 2.80 M 1.30 M 40{46
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Section 2.1. IP Networks and Mobility 17

with later amendments. As 802.11 uses the unlicensed2 2.4, 3.6 and 5 GHz radio bands,
anybody can set up such a network without prior authorisation, which makes that tech-
nology highly suitable for personal orad hoc communication.

Licensed Band In the licensed frequency bands, the 3rd Generation Partnership Pro-
ject (3GPP) has speci�ed several 3G technologies. Universal Mobile Telecommunications
System (UMTS; 3GPP TS 25.201), which is already widely deployed in mobile phones,
is a cell-based network system with provision to relay IP packetsfrom the mobiles to the
Internet core. 3G has been extended with new air interfaces such as High Speed Packet
Access (HSPA) to support Long Term Evolution (LTE) of the network. Though t he
standard (3GPP TS 25.306) speci�es downlink (resp. uplink) speeds of up to 84.4 Mbps
(resp. 23 Mbps), most current user equipments still do not appear to support rates above
14.4 Mbps (resp. 5.76 Mbps).

WiMAX (IEEE Std 802.16-2009) is another licensed band wireless broadband technology.
Though its initial speci�cation covered �xed access provisioning only, later amendments
also cater for mobile uses. Its physical medium supports downlink rates of up to 128 MBps,
while little less than half of it (56 Mbps) is supported uplink. Due to licensing complexities,
WiMAX has however seen little deployment worldwide, and is likely to lose the competition
with the upcoming 4G/LTE from 3GPP (as already observable in data reported by Ashai
et al., 2011).

2.1.2 Impact of Wireless Media on TCP/IP Performance

Wireless technologies have di�erent behaviours and characteristics as compared to wired
networks. This breaks some assumptions on which the TCP/IP control mechanisms were
based and causes disruptions in the performance of these protocols. The most important
di�erence concerns the origin of packet losses but other issues arisedue to the greater mo-
bility and connectivity patterns that wireless technologies allow. This section summarises
these problems and reviews some of the proposals to mitigate them.

Wireless Losses

In a well maintained wired-only network, the only possible source of losses is a router
dropping packets due to its queue being full, that is, a congestion.In this context, packet
losses can clearly be considered to be fully equivalent to congestionevents.

Wireless links, however, can experience losses for other reasons such as those related to
propagation impairments (e.g., low signal strength or physical obstacles) or collisions at
the receiver (e.g., hidden node problem, where two senders cannot \hear" each other and
transmit towards the same destination at the same time).

TCP's AIMD does not handle such losses well, as it perceives them as congestion. New
update laws for cwndhave been proposed to replace this mechanism. TCP Vegas (Brakmo
and Peterson, 1995) attempts to identify congestion by reacting to changing RTTs, un-

2A notable exception, 802.11p, uses the 5.9 GHz licensed bandfor vehicular communication purposes.
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18 Chapter 2. Context and State of the Art

der the assumption that their increase is due to congestion-inducedincreasing length of
queues at the intermediate routers. TCP Westwood (Mascoloet al., 2001) and West-
wood+ (Grieco and Mascolo, 2004) estimate the end-to-end capacity based on the rate
of acknowledgements (ACKs) and adapt thecwndand ssthresh to match this estimate.
Other modi�cations have been proposed which extend the TCP protocol (Balakrishnan
et al., 1997), or address other congestion control mechanisms (e.g., for TFRC, Zhang et al.,
2008b).3

Balakrishnan et al. (1997) note that multiple layer-2 mitigating solutions have also been
proposed. Some standardisedmedium access control(MAC) protocols implement mech-
anisms to remediate or even avoid these losses. For example, in 802.11, eachunicast frame
must be ACKed by the receiving station or it will be retransmitte d (a limited number of
times). In addition, a signalling mechanism,request to send/clear to send(RTS/CTS), can
be optionally enabled to reserve the channel between both nodes and mitigate the hidden
node problem. Most MAC mechanisms also adjust the physical data rate depending on
the channel conditions to ensure the majority of the packets can be successfully received.

These MAC techniques are however not entirely transparent to theupper layers and, if
they successfully recover from a link-layer loss, it is at the price of an increased delay
to transmit the packet or an overall rate reduction. Several studieshave con�rmed the
performance degradation of TCP on these wireless media (Xylomenoset al., 2001; Pilosof
et al., 2003; Benekoset al., 2004; Franceschiniset al., 2005).

Mobile Usage Patterns

Mobility, that is, the change of network point of attachment of a mobile device which has
one or more active communication session, presents both problems and opportunities. We
describe those in this section.

As table 2.2 has shown, the characteristics of wireless networks are very heterogeneous. In
addition, MAC layers may adjust the base data rate and other devices connected to the
wireless link may use a varying share of the capacity provisioned tothat network. Moving
active data 
ows from one network to another|be it using the same technol ogy (horizontal
handover) or a di�erent one (vertical handover)|is therefore likely to abruptly change
all of the parameters (such as TCP's RTT or TFRC's sending rate) that the transport
protocol's congestion control mechanism has been estimating and adaptingto.

As the transport protocols commonly rely on averages of the estimated parameters, there
will likely be a delay in adapting to new conditions (Bansalet al., 2001). The consequences
of slow adaptation range from mild, i.e., underutilising the new network, to serious, when
the attempted rate is signi�cantly higher than what the new network can support.

Therefore, with increased mobile usages, it becomes necessary that upper layer protocols
can adapt quickly to changes of physical medium.

3 It is somewhat misleading that some of the proposed solutions include the term \mobile" in their name
while they really address wireless issues.
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Multihoming

Mobile devices are commonly equipped with several network interfaces supporting multiple
radio access technologies. Though early work focussed on selecting thebest interface to
activate and use depending on the context|most common user appliances still do (Wasser-
man and Seite, 2011)|it is also possible to activate more than one interface.

Associating each interface to a selected network of the relevant technology, the mobile
device becomesmultihomed. It is therefore reachable at several network addresses and can
choose which interface to use for outgoing packets. The concept of multihoming can also
be extended to networks (i.e., more than one node).

Standard transport protocols like TCP cannot bene�t from multihoming n atively, as their
notion of a connection socket is tightly bound to the network addressesin use. Standard
SCTP has a mechanism to register several IP addresses for the endpoint of an association
but they are only used as fail-over solutions. A similar extension for DCCP has been
proposed by Kohler (2006). Modi�cations for TCP to support simultaneous communic-
ation over multiple paths also follow the same concept and exchange information about
additional paths between endpoints (Ford et al., 2010).

Identi�er/Locator Problem

The emergence of mobility and multihoming highlights a problem of the use of IP addresses
in transport protocols. IP addresses arelocators indicating the topological position of a
node within the network. However, rather than with a speci�c locat ion, transport-layer
connections are established with a given host. In a purely static topology where each host
has a single unchanging link to the rest of the network, as the Internet used to be, it is
safe to also use this IP address as anidenti�er for the endpoint (Zhang et al., 2007).

However, now that a single host can change locators during the lifetimeof some con-
nections (mobility) or be reachable via several of them (multihoming), the problem of
unambiguously identifying the node arises (Lear and Droms, 2003). Moreover, as trans-
port protocols were designed to directly manipulate locators as identi�ers, establishing
and using multihomed associations requires heavy modi�cations to the current protocol
stack implementations.

2.1.3 Mobility and Multihoming Support

Many mobility mechanisms have been proposed to mitigate the above-presented addressing
problem. Such proposals can be found at almost all layers from network to application of
the OSI model (Nazir and Seneviratne, 2007). Even though there are various arguments
in favour of mobility and multihoming support residing in a speci�c layer stack (Eddy,
2004b), the question remains largely open.
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20 Chapter 2. Context and State of the Art

Mobility at Various Layers

Network layer mobility solutions allow nodes to maintain transport lay er connections by
using some network addresses as identi�ers (Akyildizet al., 2004; Pereraet al., 2004). Two
classes of network layer solutions can be identi�ed. Some solutions create overlay networks
to carry packets from the topological location of an identi�er (the address when the com-
munication was initiated) to a locator (the current address). Common examples include
Mobile IP (MIP and MIPv6; Perkins, 2002; Johnsonet al., 2011) orMobility Support using
Multicasting in IP (MSM-IP; Mysore and Bharghavan, 1997). The second class introduces
new database elements to map identi�ers to their current locatorsand answer queries from
correspondent nodes or routers along the way. Proposals in this class include Mobile IP
with Location Registers (MIP-LR; Jain et al., 2001),Location Independent Networking for
IPv6 (LIN6; Teraoka et al., 2003) and theLocator/ID Separation Protocol (LISP; Farinacci
et al., 2011a,b).

In order to yield better performance and reduce the global network tra� c caused by mo-
bility, various IP micro-mobility schemes have also been proposed (Reinbold and Bonaven-
ture, 2003; Akyildiz et al., 2004). They follow similar models as for global mobility and
hide a device's movement within an administrative domain. Mobile IP with Regional Re-
gistration (Gustafssonet al., 2004), Hierarchical Mobile IPv6 (Soliman et al., 2005) and
Intra-Domain Mobility Management Protocol (IDMP; Misra et al., 2000, 2002) extend the
overlay network approach of MIP, while Cellular IP (Valk�o, 1999; Campbell et al., 2000)
and Hando�-Aware Wireless Access Internet Infrastructure (HAWAII; Ramjee et al., 2000,
2002) maintain local collaborative databases in the form of the domain's routers'routing
tables. Proxy Mobile IPv6 (Gundavelli et al., 2008), is a hybrid solution, leveraging MIP
messages, but letting the visited network maintain associations on behalf of the visiting
node. It is recognised as well suited for operator-centric mobility management with light
terminals and has been proposed for use in 3GPP architectures (3GPP TS 29.275)

There are two main types of transport-layer solutions to support mobility. One type
extends the protocols messages with secrets to allow re-establishment of an existing session
from another IP address. The TCP Migrate options (Snoeren and Balakrishnan, 2000),
TCP-R (Funato et al., 1997) and TCP Mobility (Eddy, 2004a) are examples of such
mechanisms. Multihoming extensions to this concept propose to simultaneously register
several endpoint addresses with the peers for TCP (Matsumotoet al., 2003), SCTP (Riegel
and Tuexen, 2007; Budziszet al., 2008) or DCCP (Kohler, 2006). Another approach
consists in splitting the connection at a proxy element. I-TCP (Bakre and Badrinath,
1995), M-TCP (Brown and Singh, 1997) and MSOCKS (Maltz and Bhagwat, 1998) are
based on this approach. Despite its name,Session Layer Mobility (SLM; Landfeldt et al.,
1999) also �ts in this category.

At the application layer, proposals to support mobility maintain state i nformation across
mobility-induced losses of connection, and manage correspondent peerswith multiple net-
work addresses by introducing application-layer identi�ers for the sessions. TheSession
Initiation Protocol (SIP; Rosenberget al., 2002; Sparks, 2003) is a generic session manage-
ment protocol, which has been extended by Schulzrinne and Wedlund (2000) to provide
Application-Layer Mobility . Tourrilhes (2004) introduces an application-aware proxy ser-
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vice able to re-establish application sessions from a mobile device to the infrastructure and
resend the data which may have been lost due to the change of network.

Finally, some proposals argue for the speci�c introduction of a new layer to support naming
or mobility (Henderson, 2003). The Host Identity Protocol (HIP; Moskowitz et al., 2008)
introduces a layer based on cryptographic identi�ers to decouple transport bindings from
network addresses. Shim6 (Nordmark and Bagnulo, 2005; Launois and Bagnulo, 2006)
introduces a shim4 layer which is located between the network and transport layers, and
performs the necessary lookups to �nd the currently valid locator addresses for a given
identi�er. Shim6 however only addresses the multihoming problem.

2.1.4 Which Layer Is the Most Appropriate for Incremental Mobility?

Recalling the hourglass shape (Figure 2.1 on page 13) of the IP stack, it is clear that the
network layer is the only one for which a single common protocol exists.It is also the layer
for which locators are meaningful. Although the upper layers also deal with addresses in
the same scope, they misuse them as identi�ers. We note that the lower layers use their
own speci�c addressing schemes, however these are not visible to higher layers.

To provide incrementally deployable solutions, introducing mobility mechanisms at, or
around, the network layer seems to be the wisest approach. Furthermore, providing IP-
like identi�ers to the upper layers and transparently mapping th em to relevant locators
would avoid the need for the large number of applications and transport protocols to be
modi�ed in order to become able to support moving hosts. With appropriate support,
simple multihoming can also be provided by associating more than one locator to an
identi�er.

In this respect Mobile IPv6 (MIPv6) is the most promising solution. Its featureful set of
extensions further supports this statement. We therefore choosethis solution as the basis
for our work, and present its operation, terminology and extensions in moredetail in the
next section.

MIPv6 and Its Extensions

Mobile IPv6 allows to establish bi-directional IP tunnels between a mobile node(MN)
and its home agent(HA). The MN has a particular IP address, the home address(HoA)
which it uses as an identi�er. The HA thus intercepts any packet for the MN's HoA, and
encapsulates it in the tunnel towards the care-of address(CoA) of the MN, its current
locator, as negotiated during thebinding update(BU) phase.

This mobility scheme only requires the addition of HAs in the infrastructure. Performance
can however be improved if thecorrespondent node(CN) also supports MIPv6. In this
situation, route optimisation (RO; Arkko et al., 2007) can take place to avoid thetriangular
routing problem, where all packets to the MN have to go through the HA. The top and
left parts of Figure 2.2 graphically provide an overview of these concepts.

4A shim is a piece of code which emulates an application programming interface (API) used by the
layers above it and either modi�es or translates the parameters i t is passed. Shims are usually used to
transparently hide API compatibility issues or implement new functionalities on behalf of the upper layers.
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Figure 2.2 Mobile IPv6 and NEMO concepts. A mobile node (MN) can communi cate in two ways with

a correspondent node (CN). A tunnel can be established with its home agent (HA) in which the latter

forwards all packets addressed to the MN's home address (HoA) to its care-of address (CoA). If it supports

it, the CN can be the endpoint of a route optimisation (RO) tunn el to avoid the triangular routing problem.

With NEMO, a router can become mobile (MR), and transparently fo rward tra�c on behalf of its mobile

network nodes (MNN). Multiple care-of address registrations and 
ow binding allow either MN or MR to

be connected to several networks and �nely control the distribut ion of the tra�c on those uplinks.

MIP is completely transparent for the higher layers as long as they onlymanipulate HoAs.
However, it introduces delays during handovers, while the CoA changes (Leeet al., 2004).
MIPv6 Neighbourhood Routing for Fast Hando� (Yegin et al., 2000) and Fast Handovers
for Mobile IPv6 (F-MIP; McCann, 2005; Koodli, 2008) have therefore been proposed to
reduce this delay. In these schemes, an MN, once it has establishedconnectivity, keeps
sensing the medium and pre-emptively negotiates associations withother networks' access
router (AR).

Multiple extensions to MIPv6 have been proposed. The most important is the extension
to IPv6 NEtwork MObility (NEMO; Devarapalli et al., 2005). Following the principles of
MIPv6, a mobile router (MR) maintains a binding with its HA. Tra�c to all its guest
mobile network nodes(MNN) is then similarly forwarded via the MR's CoA.

The registration of Multiple Care-of Addresses (MCoA; Wakikawa et al., 2009) brings
multihoming to mobile nodes and networks as transparently as MIPv6 did mobility. Flow
Binding rules (Tsirtsis et al., 2011; Larssonet al., 2009) allow an MN (or MR) to negotiate
with its HA and enabled CNs to �nely control the distribution of both ups tream and
downstream 
ows. The bottom-left part of Figure 2.2 shows the NEMO and MCoA
concepts. The latter can however also be used in the context of a single MIPv6 MN.
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Mitsuya et al. (2007) present a compelling example of an architectural framework which
enables exploiting the full bene�t of this type of approach.

Manner and Kojo (2004) and Ernst and Lach (2007) have de�ned a terminology for ele-
ments and events involved in MIPv6 and, respectively, NEMO. In the rest of this disser-
tation, we use these terms as de�ned in these documents.

2.2 Cross-Layer Designs to Improve Performance of Mobile Networks

Though it solves the semantic identi�er/locator problem, introduci ng mobility at the net-
work layer does not address performance issues that often occur whenchanging access
networks. While only a small number of changes,e.g., congestion level, may occur over
time in �xed networks, a broader range of characteristics may vary in wireless and mobile
networks, based on the environment or other conditions.

As it is currently speci�ed and implemented, the API between layers of the TCP/IP
stack, historically designed for wired links, does not allow for the relevant information
about these changes to be shared across di�erent layers. It would however be bene�cial to
the performance of applications and services if this information were available. To address
this issue, a class of solutions based on cross-layer interactions has been the focus of an
extensive research e�ort in the last decade (Shakkottaiet al., 2003,e.g.,).

Cross-layer designs extend the amount of information two or more layer implementations
can exchange in order to provide more insight about their current conditions and allow
for a better adaptability. Based on the work of Srivastava and Motani (2005), cross-layer
approaches can be classi�ed in four main classes: exchange of information between layers
(upwards, downwards, or in both direction), merging of adjacent layers, coupled design of
protocols and vertical calibration (Figure 2.3). They also identi�ed th ree implementation
approaches: extension|often in a very ad hoc way|of the API, addition of a shared
database-based vertical plane or complete reorganisation (Figure 2.4).

The remainder of this section summarises the research work on cross-layer designs and is
organised following the classi�cation shown in Figure 2.4.

2.2.1 Direct Communication Between Layers

In this section, we review direct communication between layers aswell as approaches which
implicitly rely on assumptions from other layers. These two classes are by far the most
common. This section is organised according to the layer which is the primary focus of
the introduced enhancement.

Radio Link

Radio links are instantiated by the two lower|physical and link|laye rs. The typical
802.11 link layer selects the channel modulation and transmission rate based on the suc-
cess rate of recent packet (re-)transmissions (Kamerman and Monteban,1997). Rather
than using this purely MAC-centric approach, Holland et al. (2001) propose to pass meas-
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Figure 2.3 Four main classes of cross-layer designs: direct information 
ow (upwards, downwards, or in

both direction), merging of adjacent layers, coupled design of protocols and vertical calibration (adapted

with permission from Srivastava and Motani, 2005).

urements of the physical characteristics of the medium upwards for use at the MAC layer.
Their Receiver-Based Auto-Rate(RBAR) extends the 802.11 RTS/CTS MAC messages
for the receiver to measure thesignal-to-noise ratio (SNR) and inform the sender to adjust
its sending rate accordingly. Sadeghiet al. (2005) introduce an Opportunistic Auto-Rate
(OAR) to further extend the proposal and allow stations to equally share the medium by
controlling the time they hold it. Pairs with higher SNRs transmit at a higher rate and
can therefore send more than one back-to-back packets in the same time itwould take for
one packet on a worse link. While the former proposal improves transmissions over bad
quality channels at the cost of more signalling, the latter leverages the same approach to
reduce the per-packet overhead when the channel is good, and fairlyshares the spectrum.
Camp and Knightly (2008) propose an experimental framework for the implementation
and evaluation of such cross-layer rate-adaptation mechanisms such as those above. They
pay particular attention to vehicular networks and show that SNR-based rate adaptation
is indeed better suited than loss-based in mobile environments.

ElBatt et al. (2000) present a downward information exchange scheme to control the phys-
ical transmission power based on the achieved throughput between nodes in wirelessad
hoc networks. The goal is to maintain connectivity while limiting the tr ansmit power in
order to avoid interference to by-standing stations, as well as the battery drain. This
enhanced MAC protocol enables each node to periodically select a set of closest neigh-
bours and inform them on a control channel. The selected neighbours then adjust their
transmission power to achieve an acceptablesignal-to-interference ratio (SINR) at that
receiver. ElBatt and Ephremides (2004) further extend this conceptby complementing it
with a �ner-grained power control with channel access scheduling to maximise the number
of non-interfering communications within each time slot.
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Figure 2.4 Three approaches for cross-layer implementation (reprinted with permission from Srivastava

and Motani, 2005).

Network Layer and Routing

Routing protocols generally maintain a table of neighbours which can potentially for-
ward tra�c, and their associated metrics. While the metric for stati c wired networks is
most commonly the number of hops to reach a target network, mobile networks com-
prise links of variable quality which cannot be accurately represented by a static metric.
New metrics based on cross-layer information about the radio link have therefore been
introduced to better support Mobile Ad hoc Networks (MANETs) and Vehicular Ad hoc
Networks (VANETs) (Qin and Kunz, 2004).

De Couto et al. (2003) introduced the Expected Transmission count (ETX) metric. ETX
is a compound metric incorporating the forward and reverse delivery success to estimate
the expected number of retransmissions for a packet to be successfully received and ac-
knowledged by the destination. The delivery ratios are measured by link-layer probes and
passed upwards to the routing protocol. A similar metric has been introduced by Draves
et al. (2004): the Expected Transmission Time (ETT). ETT is an adjustment of ETX
which also incorporates the raw data rate of the radio links. Therefore, rather than the
number of retransmissions, it estimates the time for a packet to be successfully transferred,
in order to be able to account for links of di�erent speeds, and gives preference to routes
with a higher delivery speed. Both ETX and ETT are shown to e�cient ly replace more
standard metrics in multi-hop ad hoc networks.

The work of ElBatt et al. (2000) uses the negotiated transmission power as the metric at
the network layer to provide a minimal-power routing.

Zhou et al. (2005) propose a genericcross-layer route discovery frameworkfor MANETs.
It is a reactive protocol, that is, it tries to �nd a route to a destin ation only when tra�c
towards this destination exists. However, rather than relying on a unique route metric,
the possible relays evaluate their utility based on information or requirements from upper
layers (e.g., capacity or delay for the application, throughput of the transport or local
node's battery level).

Vehicular network nodes equipped with sensors can use VANETs to exchange their read-
ings. However, the short validity time of some of these readings requires a quick delivery
for which Wiegel et al. (2007) suggest a tighter link between MAC and routing protocols.
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Their cross layered cluster based packet forwardingproposal exposes neighbours detected
at the link layer to the route discovery mechanisms to allow the creation of clusters of
vehicles.

In another attempt to provide delay-based quality of service (QoS) support to MANETs,
Tian et al. (2005) introduce a cross-layer approach to QoS provisioning by increasing
the interactions from the application, down to the link via the netw ork layer. At the
application layer, the 
ows are classi�ed depending on their delay requirements and the
current performance of the network. The network layer protocol then marks the packets
accordingly. This mark is used by a MAC-layer scheduling algorithm, both locally and
when forwarded. If the deadline for a packet to be delivered is missed, it is also pro-
actively dropped. This approach shares similarities with the classi�cation mechanism of
802.11e (IEEE Std 802.11-2007, sec. 5.4.5) but allows intermediate routers to also schedule
the packets appropriately.

With a similar objective in energy-constrained MANETs, Hortos (2003) derives a more
generic bidirectional cross-layer optimisation of routing policies to better control the QoS
given to each class by focusing on the dependence of protocol performance on lower layer
metrics. Likewise, Johansson and Xiao (2006) present a joint optimisation of the achievable
end-to-end rate and power consumption in multi-user wireless networks. Using mathemat-
ical models of the network layer and radio link, they propose a non-linear technique which
explores the parameter space in terms of 
ow routing and packet scheduling which, they
show, �nds a globally optimal and fair solution.

Mobility

In addition to the signalling needed to accomplish the handover described in Section 2.1.3
(page 19), mobility presents other challenges. One common aspect of mobility situations
is the need to identify when to start and how to drive a handover. Deciding when to hand
o� a network and appropriately choose the next network to use is a complex problem for
which we review the decision mechanisms later, in Section 2.3.1 (page32). However, many
of the proposed techniques rely on information acquired from other layers, which we detail
here.

Perhaps the most common approach is based on obtainingreceived signal strength(RSS)
information from the radio-link layer which is then used by the upper network/mobility
mechanism to decide whether to prepare for a hand-o�. A number of proposals use this
cross-layer information as the basis for all or part of the decision to changethe currently
attached network (M•akel•a et al., 2000; Ylianttila et al., 2001; Gwon et al., 2002; Park
et al., 2003; Mohanty and Akyildiz, 2006).

In an attempt to further improve the seamless nature of F-MIPv6-based handovers,
Montavont and No•el (2006) and Krishnan et al. (2007) have proposed to use layer-2 call-
backs for the mobility system to be aware in real-time of the status of the link without
relying on periodic layer-3 messages. This work has then been oriented towards an ab-
straction of layer-2 states and events (Gogoet al., 2006; Teraokaet al., 2008) to allow
for less dependence of the mobility subsystem on the type of link layer. With this level
of information, layer-3 mobility algorithms can prepare the handover with other ARs in
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advance and feed instructions back to the layer-2 to hand o� at the most appropriate time
(i.e., before the signal strength has been reduced to too low a level to maintain the link).
Puttonen et al. (2005) and Sooriyabandaraet al. (2008) also propose generic link layer
abstractions which can be used for handover purposes.

Transport Layer

A large body of cross-layer designs exist to adapt various transport protocols to wireless
networks (Sarolahti et al., 2007).

Explicit Congestion Noti�cation (ECN; Ramakrishnan et al., 2001) may be the best known
example of collaboration between the network and transport layers. It relies on the IP
routers' marking the packets when their queue approaches congestion.The TCP receiver
reports this information to the sender which uses it in its congestion control to reduce
the rate before a loss occurs. ECN has been used as the basis of multiple proposals to
di�erentiate wireless losses from congestion-induced ones, with mixed results (Biaz and
Wang, 2004; Ramadanet al., 2009).

To alleviate the impact of serious degradations of the wireless channel onthe TCP conges-
tion control, Go� et al. (2000) propose to detect such events at the receiver and temporarily
suspend (\freeze") the sender. To this end, they leverage the window-based 
ow control
mechanism of TCP by advertising a null rwnd (zero-window advertisement) when the
wireless channel fades away. When the channel is restored to a usable level, the receiver
sends a non zero-window advertisement, therefore resuming the sender's operation with
the same congestion window. Baiget al. (2006) extend on this work for vehicular networks
and analytically show that, with appropriate disruption prediction, F reeze-TCP provides
a real performance gain over a large range of disconnected periods. Parket al. (2009) also
extend this work in the case of vertical handovers. They point out that the achievable
capacity on the new network may be notably di�erent than the previous one, and propose
to adjust the congestion window based on the di�erence in the measured RTT, in a way
inspired by TCP Vegas.

Zhang et al. (2008a,b) show that, as for TCP, losses due to contention in wireless LANs
disrupt TFRC's rate estimation. They identify the speci�c case w here TFRC's natural
rate increase during loss-less periods leads to the wireless medium being saturated. The
thus created losses lead TFRC to reduce its rate, and eventually results in an oscillating
behaviour. The authors therefore suggest to limit the transport protocol's sending rate
control law to the data rate currently achievable by the underlying wireless link. They
further extend the proposal by adding a similar constraint in order to fairly share the
wireless link with other users. Lochin et al. (2006) also extend TFRC with knowledge
about the user's QoS agreement so the rate control always uses the minimum throughput
guaranteed by a Di�Serv Assured Service classi�cation. The algorithm controlling the rate
is adapted to take into account this guarantee, using it as a minimum.

Using the upwards triggers proposed by Teraokaet al. (2008), Han and Teraoka (2008;
2009) propose to inform the SCTP sender about upcoming disconnections, without relying
on timeouts, so it can preemptively switch its communication to the backup path. The
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proposal is then extended to con�gure fall-back addresses for each wireless network in
range, thus allowing for very short hand-o� times.

Chiang (2004) introduces a distributed power-management scheme which identi�es and
eliminates bottlenecks impacting TCP throughput in MANETs. Based on t he assump-
tions of the TCP Vegas algorithm, each node evaluates the evolution of theircurrent
queueing delay and transmits this information to the network. Using an aggregate of
such information from all nodes, every node adjusts their transmit power to favour the
neighbours with the largest queue. That node can subsequently increase its power by the
largest amount to bene�t from a larger data rate, and 
ush its queue faster.

Applications

The most common proposals using cross-layer approaches for applications have been for
multimedia content, due to the close link between the network capacity and delays and
the quality of such applications. Models of the radio link layer and losses at the di�erent
supported rates have been used in a number of cross-layer proposals for applications with
a video component over wireless links. They mostly follow the up-/downwards approaches
in Srivastava and Motani (2005)'s �rst main class, but also show interesting examples of
design coupling and vertical calibration.

Some proposals adapt the application parameters to the characteristic of the lower layers.
Van der Schaaret al. (2003) model the video codec and adapt its parameters in terms of
redundancy (usingforward error correction , FEC), frame size and packet retransmission to
maintain an end-to-end video transmission over wireless links based on their current char-
acteristics. Ko
er et al. (2008) take a similar approach but use abstracted information and
metadata containers standardised as part of the MPEG-21 multimedia framework (Bur-
nett et al., 2006) for end-to-end signalling. They also use TFRC at the transport protocol,
due to its non bursty pro�le (Bansal et al., 2001), for which the knowledge of the rate
control law allows to determine an estimate of the current transmission rate|an example
of Srivastava and Motani (2005)'s coupled design, in addition to upward information ex-
change. TFRC is used in a similar but more direct fashion (no coupled design) by Sarwar
et al. (2011) in a DCCP-based cross-layer tool which matches the encoding rate of an
H.264 video to the current sending rate of the transport protocol.

Conversely, other approaches adapt the lower layers' parameters basedon information on
the application's requirements. Khan et al. (2006) take into account knowledge from the
application and its codec to adapt the link-layer rate for each group of pictures, in order
to trade speed o� for reliability depending on the importance of the frames. Loiacono
et al. (2010) propose a similar method which adapts the physical rate dependingon the
observed quality of the link in terms of SNR and bit error rate (BER). Finally, Saesue
et al. (2010) add the 802.11e (IEEE Std 802.11-2007, sec. 5.4.5) access class, to which each
group of pictures is allocated, as an adjustable parameter to enhance video transmission
quality.

Solutions which attempt to more �nely control both the applications' and lower layers'
parameters at the same time have also been proposed. Ciet al. (2008) introduce an
analytical model of multimedia communication over wireless networks. They use the
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insight gained from that model to derive a cross-layer mechanism for video transmission
over MANETs. They propose to adjust the video encoding bit-rate, select the network
path with the highest SNR, and minimise the radio-link delay along that path. Considering
a wireless network used by multiple users to receive on-demand video streams, •Oz�celebi
et al. (2007) propose a cross-layer packet scheduling approach to maximise the overall
users' satisfaction. The solution is in charge of deciding which user
ow gets transmitted
on the radio link for each time-slot and selects the encoding size forthe transmitted
groups of pictures in order to maximise the video quality and avoid empty bu�ers leading
to unwanted pauses in the playback.

2.2.2 Vertical Plane Approaches

Overall, the approaches overviewed in the preceding sections are very speci�c in the prob-
lem they attempt to solve and the way they are suggested to be implemented does not
allow for much 
exibility. In contrast, other works, which we revie w in this section, have
taken a more generic approach, which in most cases can be mapped to Srivastava and
Motani (2005)'s shared database architecture.

To address the problem of long-term stability of the Internet in terms of congestion,
Balakrishnan et al. (1999) introduce an architecture based on aCongestion Manager. It
relieves the transport layer from having to do congestion control locally for each connection
by implementing a global information system about the achievable rates onthe paths in
use. It also provides similar noti�cations to applications, thereby removing the need for
ad hocadaptation loops. More generally, noting the poor applicability of the default TCP
parameters in some scenarios, Tierneyet al. (2001) and Duniganet al. (2002) propose the
use of a TCP tuning daemon. Based on the samples from a network monitoringframework
(e.g., delays or capacity) and an instrumented TCP (Mathis et al., 2003), this daemon
adjusts parameters of the TCP instances, such as bu�er sizes or number of streams, to
best �t the characteristics of the network path they use.

Within the MobileMAN project (Conti et al., 2003), which explores the potential of metro-
politan MANETs, MobileMAN project (2004) and Conti et al. (2004) design a cross-layer
architecture based on a sideways network status information bus which the legacy proto-
cols of the stack can be extended to interface to. In a more generic context, Chang and
Gaydadjiev (2008) propose a similar vertical bus. Both proposals thereforeallow legacy
protocols to obtain more information relevant to their operation about the overall network
state without changing their interfaces to the rest of the stack.

Contact Networking, proposed by Carter et al. (2003), is intended to support proximity
mobility by providing agility in the wireless connectivity it us es, as a complement to
MIP for local connections (i.e., not involving the core Internet architecture). Within a
connectivity manager spanning the link and network layers, it maintains a database of
neighbours and the technologies they support. This information allows the mobile nodes
to establish new radio connections and con�gure the network layer appropriately, as needed
to maintain communication with a peer when the current link breaks.

With a focus on NEMO-based mobility in vehicular networks, Ben Rayana and Bonnin
(2008) introduce the concept ofMobility Aware Applications (MAwA). This awareness is
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realised by introducing a management component spanning both the MR and its MNNs.
This new component lets the MNN-hosted applications state their requirements and, based
on observations of the current conditions, it then calls decision modules and con�gures
accordingly the link and network layers as well as the mobility infrastructure. MAwAs
can also receive information on the current conditions for use in theirown adaptation loop.

Recently, approaches based on such vertical layers have seen an increasing interest from
standardisation bodies. IEEE speci�ed 802.21, primarily to support media-independent
handovers (MIH; IEEE Std 802.21-2008; Piri and Pentikousis, 2009a). Though the initial
objective was to leverage ideas such as link layer triggers (Teraokaet al., 2008) and pree-
mptive network con�guration (Koodli, 2008), 802.21 provides a framework for information
passing and remote function execution which seems well suited to more generic cross-layer
interactions. Piri and Pentikousis (2009b) have introduced a discussion on implementation
considerations for some platforms and projects such as OpenMIH (Lopez andRobert, 2010)
or ODTONE (Corujo et al., 2011) already provide working components of the standard
for common operating systems.

More speci�cally for vehicular communication, the ISO Communications Access for
Land Mobiles (CALM) ITS-Station reference architecture includes a similar management
plane (ISO/CD 24102:2008; ISO 21217:2010) providing information to support cross-layer
con�guration of radio and network interfaces in order to maintain connectivity between
on-board applications and the infrastructure over mobility events, amongst other things.
Purposefully, both IEEE 802.21 and ISO CALM specify only APIs and the way informa-
tion is exchanged, without any provision on how any decision is made.

2.2.3 New Abstractions

For the \new abstractions" in Figure 2.4, Srivastava and Motani (2005) considerall devi-
ations from the current TCP/IP stack to be some form of cross-layer design. In line with
them, we review notable architectures which signi�cantly diverge from the TCP/IP stack
model. We note that some proposals keep the wireline TCP/IP message structure, with
headers and encapsulation, and only change a node's internal processing, while others also
depart from this data serialisation.

Hutchinson and Peterson (1991) argue for a much �ner-grained protocol selection. Their
proposedx-kernel framework allows the developer to select a set of features to support
each 
ow, therefore building a protocol stack dedicated to each communication. A more
recent proposal by Ford and Iyengar (2009) introduces a similar framework where the
communication peers can negotiate which of the protocols implemented onboth ends are
to be used for each application 
ow. In earlier work, Ford (2007) has also proposed to
decouple the function of congestion control from the semantics of the application 
ows by
providing a connected channel sub-layer on top of which multiple types of stream- and
datagram-based exchanges can be transported.

Moors (1998) proposes a decomposition of the protocol stack into functional modules to
avoid code and semantic elements (e.g., transport- and application-layer acknowledge-
ments) duplication. Similarly, Braden et al. (2003) introduce a role-based architecture
where all the communication protocols can access all information (headers) of a message
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to decide how to best handle it. Such an approach is used in the Clickrouter architec-
ture (Kohler et al., 2000) and shown to manipulate IP packets more e�ciently. In his
PhD thesis, Grunenberger (2008, chap. 6, sec. 2) introduces a generic packet manipulation
solution, PACMAP. Each packet received from the radio link layer is extracted from the
interface's bu�er, including headers down to the MAC layer. These can then be inspected
and used by several functions implementing di�erent protocols. We note that PACMAP
could be a good candidate to implement the two former proposals and any type of message
format.

Mitola and Maguire (1999) have �rst introduced the concept of cognitive radios using an
abstract representation of their environment to adjust their parameters. In his DTech
thesis, Mitola (2000) presents a framework allowing radios to sense their environment and
negotiate with their peers to select the most appropriate communication parameters at the
current time. Perhaps the most interesting possibility of this approach is the opportunity
of using the full frequency spectrum, including reserved bands when they are found to be
free. Cognitive networks, �rst introduced by Thomas et al. (2005), are a generalisation of
this concept to the rest of the stack to e�ciently support the end- to-end communication
goals. In contrast with more common cross-layer approaches, cognitive networks need to
account for multiple con
icting optimisation criteria (Thomas et al., 2006).

Unfortunately, apart from the notable exception of Ford (2007)'s structured streams (and
the Click router, as it is natively designed for IP), all the solutions presented above require
support in all the involved communication peers and, sometimes, networks. This makes
them di�cult to deploy in the already existing Internet infrast ructure.

2.2.4 How to Best Implement Cross-Layering?

In small-scale controlled evaluations, cross-layer designs have shown encouragingly good
results. However, only few of the proposals have been experimentedwithin real systems,
and some have not even been evaluated in realistic network simulations. Moreover, as
is apparent for some of the work presented above, the context of enhancedoperation
of cross-layer designs tends to be very limited (e.g., MANETs with speci�c routing and
MAC protocols, or video streaming with selected application and physical layers). Overall,
approaches crossing the layer boundaries tend to be veryad hoc solutions to very speci�c
problems rather than readily usable in a wide range of contexts exhibiting similar problems.

The scarcity of general models of cross-layer interaction also limitsthe understanding of
the implications of using such designs (Ciet al., 2008) and leads to a concern that linking
layers too tightly may hinder the applicability of the modi�ed pr otocols. Kawadia and
Kumar (2005) argue that, by modifying the behaviour of some layers, even if to improve
them, one runs the risk of breaking some other layer's protocol assumptions. Taking as
examples the proposals of ElBattet al. (2000) and (resp.) Holland et al. (2001), they
highlight their point by showing bad interactions with TCP's control loop and (resp.) a
minimum hop routing algorithm. In both cases, the proposed enhancements con
ict with
the expectations of the other protocols and lead to worse performance thanif using a
purely standard approach.
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Selected research works have used more analytical approaches to better model cross-layer
designs and information sharing. Hortos (2003) recognises that metrics at one layer are
really relevant to another only whenmappedthrough the intermediate layers, e.g., physical-
layer modulation impacts the link-layer data rate, which in turn a� ects the transport-layer
throughput and, ultimately, the application goodput in various ways depending on the
protocols in use. Ci et al. (2008) make a similar observation in the limited context of
multimedia applications. However, Grunenberger (2008, chap. 6, sec. 1.1)notes practical
issues like mismatches in units, ranges or even meaning of some metrics reported by dif-
ferent hardware drivers. These discrepancies need be addressedbefore any mapping-based
adaptation can be done. We more speci�cally review how decisions are madebased on
such metrics in the next section, and present some of the important metrics in Section 2.4.

Based on this review, it appears that implementing cross-layer approaches based on direct
communication between layers results in too speci�c solutions which are unlikely to be
of use in other contexts. Conversely, the new abstractions o�er the largest freedom in
information access, and the most control over the decisions. However, only a small num-
ber of these solutions are incrementally deployable. Therefore, itseems that the shared
database approach, which introduces a vertical plane for cross-layerinformation exchange
and decision may be the most practical approach. This may explain why this solution has
already seen some standardisation work.

2.3 Decision Making

While cross-layer designs provide a wider possibility for information sharing and all the
overviewed mechanisms enable some kind of action to be taken, we havepurposefully
omitted the discussion on how decisions to take such actions can be madebased on the
available information. It is the purpose of this section to summarise decision techniques,
both those previously mentioned it this chapter and the relevant others which can assist
in achieving the \Always Best Connected" (ABC) case of Gustafsson and Jonsson (2003).

The decision can be on a number of aspects: when to hand-o� from an access link, which
link to handover to, how to distribute tra�c in multihomed scenari os, how to best ad-
apt higher layers, or any combinations of these choices. We review these aspects in the
remainder of this section.

2.3.1 Network Hand-o� and Selection

Decisions regarding network hand-o� and network selection are very similar tasks, as
both need to evaluate the relevant access link (and network) based on some criteria to
either decide to disconnect from, or connect to, this link. Both decisions are needed
to complete a handover, but there is no requirement on their ordering: �nding a more
suitable network may be the trigger to start a hand-o� but detecting t hat a currently
connected network is no longer adequate (or even usable at all) can also activate the
network selection mechanism. Both intra- (horizontal) and inter-technology (vertical)
handovers are considered here. Yanet al. (2010) provide a more detailed survey and
comparison of vertical hand-o� decision mechanisms.
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Criteria for Network Selection

A number of parameters have been introduced and used in the literature to discriminate
access links and networks in order to select the best ones to connectto.

Radio signal quality The simplest mechanisms are based on measuring the quality of
the radio signal (e.g., SNR or RSS) and comparing it to a threshold for the hand-o�
decision, or selecting the network with the best value (M•akel•a et al., 2000; Ylianttila
et al., 2001; Gwonet al., 2002; Park et al., 2003; Mohanty and Akyildiz, 2006).

Access link properties The threshold approach can also be applied to more precise
metrics from the access link such as the delay or data rate (Wanget al., 1999; Song
and Jamalipour, 2005; Wilson et al., 2005; Alkhawlani and Ayesh, 2008; Kandula
et al., 2008; Lahde and Wolf, 2009; Yahiya and Chaouchi, 2009).

Network usability Some networks only provide limited connectivity to the rest of the
infrastructure or require speci�c credentials to grant access; the reachability of the
current communication peers (Carter et al., 2003) or the Internet in general (Nich-
olson et al., 2006) are therefore obvious criteria to discriminate networks in such
cases.

Network characteristics More relevant than the link layer properties for end-to-end
communication facilitated by transport protocols like TCP, parameters such as
network path capacities or RTTs are important to support feature-rich applica-
tions (Gazis et al., 2005; Adamopoulouet al., 2005; Nicholsonet al., 2006; Kan-
dula et al., 2008; Akyildiz et al., 2005; Song and Jamalipour, 2005; Wilsonet al.,
2005; Xing and Venkatasubramanian, 2005; Bari and Leung, 2007; Bonnin, 2008;
Leeet al., 2008; Zafeiris and Giakoumakis, 2008; Panget al., 2009; Yaoet al., 2009);
some proposals also speci�cally take the application requirements into account in
this phase (Liu et al., 2006; Bari and Leung, 2007; Alkhawlani and Ayesh, 2008; Sun
et al., 2009).

Power consumption Not all networks or the underlying technologies can provide the
same performance with the same power consumption; in a mobile context, battery
life is important and trade-o�s can be considered to preserve it (Xingand Venkata-
subramanian, 2005; Rahmati and Zhong, 2007; Bonnin, 2008; Zafeiris and Giakou-
makis, 2008; Sunet al., 2009; Petander, 2009).

Access price Network operators have di�erent pricing policies and though 
at rates are
not uncommon for �xed line access, mobile connectivity is still often priced on a
data quantity quota base; it is therefore appropriate to take monetary considerations
into account (Gazis et al., 2005; Adamopoulouet al., 2005; Bari and Leung, 2007;
Alkhawlani and Ayesh, 2008; Bonnin, 2008; Zafeiris and Giakoumakis, 2008; Sun
et al., 2009; Piamrat et al., 2010).

Infrastructure load An overloaded network is unlikely to provide good connectivity to
prospective stations it is therefore the interest of both the user (Guo et al., 2005;
Liu et al., 2006; Alkhawlani and Ayesh, 2008; Alperovich and Noble, 2010) and
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the network operator (Akyildiz et al., 2005; Choqueet al., 2010) to establish new
associations on the least contended links.

Application performance estimates The currently observed application layer perform-
ance, as observed by already connected nodes, can also be used as an indication of
the \health" of a network link (Piamrat et al., 2010).

Availability duration or mobility support To limit the number of handovers and
their potential disruptions of performance, it may be relevant to select non-transient
networks (Rathnayake and Ott, 2008), or those which allow some level of seam-
less intra-technology mobility compatible with the current mobilit y pattern of the
node (Vidaleset al., 2005; Alkhawlani and Ayesh, 2008).

Non network-related context Finally, depending on high level descriptions of the cur-
rent environment, some inferences can be made about which network would be the
best (Yang and Galis, 2003; Rathnayake and Ott, 2008; Jeneyet al., 2009).

In addition, rather than measuring the relevant parameters, a numberof works introduce
some predictive estimates based on analytical models (Leeet al., 2008; Choqueet al., 2010),
other nodes' past observations (Panget al., 2009), history (Guo et al., 2005; Rathnayake
and Ott, 2008; Petander, 2009) or localisation (Rahmati and Zhong, 2007; Yaoet al., 2008;
Jeney et al., 2009; Yaoet al., 2009).

Multi-criteria Selection Techniques

To enable a �ner selection of an access network, it may also be argued thatconsidering a
single criterion is not su�cient. Therefore, a number of more recent proposals use some
sort of multi-objective optimisation (MOO) technique where the var ious criteria can be
composed and compared.

Some of the most straightforward approaches select speci�c networks when some arbit-
rary conditions are met. These criteria are usually introduced based on external know-
ledge (Wang et al., 1999; Chanet al., 2001; Yang and Galis, 2003; Wilsonet al., 2005;
Xing and Venkatasubramanian, 2005; Vidaleset al., 2005). Examples of such mechanisms
include prioritising Wi-Fi over 3G access links|as most current sm art-phones do|or giv-
ing a higher ranking to the least costly network. Other comparable approaches use utility
functions in order to create a weighted compound variable for each network, to be com-
pared to a threshold or that of other networks (Aust et al., 2005; Liu et al., 2006). Psaras
and Mamatas (2011) balances guests of User-Provided Network (UPN; So�a and Mendes,
2008) by probabilistically moving them to speci�c UPN-APs depending on their respective
load. Both Song and Jamalipour (2005) and Chanet al. (2001) use the analytic hierarchy
process (Saaty, 2000, AHP;), a more formal way of ranking choices, according tomultiple
criteria, to �nd the highest ranked options.

A number of proposals introduce sub-optimal but computationally e�cie nt al-
gorithms (Adamopoulou et al., 2005; Xing and Venkatasubramanian, 2005). Linear pro-
gramming techniques have been proposed to �nd optimal solutions for speci�c formulations
of the problem (Zafeiris and Giakoumakis, 2008; Choqueet al., 2010), but these cannot
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always be used for real-time decisions. Other approaches, comparing the available choices
to an optimal target, have been elaborated based on TOPSIS similarity distances (Bari
and Leung, 2007; Sunet al., 2009) or statistical likelihood that the considered option is
the best (Yahiya and Chaouchi, 2009).

Finally, weights or scaling factors are an important parameter in MOOs, as the input
variables need be mapped to comparable ranges. Alkhawlani and Ayesh (2008) usea
genetic algorithm to derive these weights while Song and Jamalipour (2005)rely on grey
relational analysis (Liu et al., 2011). This preprocessing is also often done using fuzzy
logic approaches (Chanet al., 2001; Guoet al., 2005; Wilsonet al., 2005; Alkhawlani and
Ayesh, 2008).

2.3.2 Flow Distribution

The distribution of application 
ows over multiple uplinks active at the same time could
be seen as a superset of the network selection schemes just presented. Indeed, quite a few
of the proposals generalise some of the presented approaches to make this selection for
each 
ow instead of only once per node.

However, the 
ow scheduling problem has to accommodate additional constraints. Perhaps
the most important limitation is that only the networks to which the de vice is associated
can be used, some of which are mutually exclusive,e.g., two networks reachable by a
device with only one interface for this technology. Solutions for tra�c d istribution in
mobile networks proposed in the literature therefore can be classi�ed in two categories
depending on the level of interaction of the 
ow scheduling mechanism with the network
selection algorithm.

The �rst class of solutions applies tra�c classi�cation and load balancing ap proaches of
more conventional wired technologies in a second phase, after network uplinks have been
selected and established. Zhaoet al. (1998), Ylitalo et al. (2003) and Tsukadaet al. (2008)
use simple policies, based on 
ows' destinations or port, to decide which network is the
most appropriate. The proposal of Nicholsonet al. (2010) in essence randomly distributes

ows to network as they are created, but provides a simple API for an application to
choose a speci�c network, while Kandulaet al. (2008) and Yaoet al. (2009) distribute the
new 
ows to the network with the least relative load in terms of capacity. Thompson et al.
(2006) schedule the 
ows over the available networks in order to minimise the maximal
transmission time; they use a 
ow-size predictor and consider theRTT of the networks
more than their capacity when scheduling small 
ows.

Approaches in the second class take a more holistic approach by performingnetwork
selection and 
ow distribution at the same time. This gives the opportunity to derive
more adequate solutions to the current usage pattern. A number of solutions rely on
knowledge|be it assumed or explicit|of the applications' requiremen ts to select the net-
work which most closely matches them (Gaziset al., 2005; Suciuet al., 2005; Bonnin,
2008; Bonnin et al., 2009). These approaches however come at the cost of a larger solu-
tion space to search. To address this issue, Singhet al. (2010) modelled the problem as
a Markov chain to leverage decision process techniques on those models to explore the
solution space more e�ciently. Meanwhile, Zafeiris and Giakoumakis (2008)use binary

35



36 Chapter 2. Context and State of the Art

integer programming techniques on their constrained model for the same purpose. Both
solutions allow for redistribution of 
ows in addition to the on-line i ntroduction of new

ows that all proposals support.

2.3.3 Parameter Adaptation

Most cross-layer designs reviewed in Section 2.2 (and more speci�cally Section 2.2.1) are
introduced to support the adaptation of one layer's parameter to another's. As is com-
monly the case with such approaches, the adaptation mechanisms tend to be very ad
hoc and embed a lot of assumptions about the operation of the involved layers andthe
surrounding system.

However, some|mostly in the vertical calibration class|tend to use more elaborate tech-
niques such as stochastic modelisation (Hortos, 2003) or analytical search of aconstraint-
based space (Johansson and Xiao, 2006; Ciet al., 2008). All these approaches share the
common characteristic that they lead to consider a very large state space, which the chosen
models and solving techniques allow to explore with some degree of e�ciency and/or5 con-
�dence in the optimality of the solution.

Several PhD theses have also contributed to the corpus of MOO applied to cognitive
networks. Thomas (2007) introduced the basic framework and classi�cation ofcognitive
networks as well as utility function-based MOOs in a game-theoretic context, Friend (2009)
used both multi-agent and Markov decision processes approaches, and El-Nainay (2009)
mainly focused on the use of genetic algorithms.

2.3.4 What Scope Should the Decision Cover?

Only some of the 
ow scheduling approaches reviewed above present themselves as superset
of the network selection problem. In the vast majority of the decisionmechanisms the focus
is on a single task and the adaptation of the parameters of the other layers isapproached
in a completely orthogonal manner.

However, it is clear that one decision (e.g., starting a hand-o�) also directly impacts all
other aspects of the system (e.g., current 
ows and the performance of the application they
belong to). Therefore, rather than micro-optimising each layer, it would seem appropriate
to model the network stack as a whole, and let a single decision algorithmtake care of
�nding, or trying to approach, the best operating point.

Intuitively, the search space of such a solution could easily become quite large. Attention
should therefore be paid to strictly limiting the parameters to what is necessary, and
modelling the problem in such a way that exploratory algorithms can e�ectively rule
portions of the search space out without having to exhaustively explore it.

5\And/or" is \ `and' and `or' " or \ `and' or `or' ."
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2.4 Operational and Performance Metrics

Up to now, we only referred to metrics in generic, unquali�ed terms. This section provides
an overview of various metrics de�ned in the literature which are relevant both for the
operation of network protocols, and the evaluation of their performance. Inthe networking
community, metrics tend to be grouped in \quality of |," which Stankie wicz et al. (2011)
review in detail and show how di�erent quality metrics relate to each other, and how they
are interpreted by di�erent standardisation bodies. For the sake of simplicity, we choose
to use the term \metric" liberally in this dissertation, even for m easures for which the
triangle inequality may not be valid.

We �rst discuss network-level QoS, then present user-level quality of experience (QoE).
We also mention some less usual criteria and metrics which can proveuseful in our context,
and conclude this section with an overview of the tools which can be used to measure these
metrics.

2.4.1 Quality of Service

The concept of quality of service (QoS) encompasses all the metrics that can be used to
describe the performance of a network segment or the full path between two end-points.
Boundaries on QoS metrics are usually contractually agreed on between eachcustomer and
their network operator, who supports them by instantiating classes of servicein which the
customer's tra�c is categorised. Technologies and protocols to enforce those boundaries
are reviewed by Stankiewiczet al. (2011).

With respect to the de�nition of the metrics themselves, the IP Performance Metrics work-
ing group (IPPM) 6 at IETF has published several requests for comments. The existence
of di�erent concepts and de�nitions by other standardisation bodies, notably ITU-T re-
commendations, are also acknowledged in these documents. We choose to use the metrics
de�ned in these RFCs for the remainder of this thesis. We argue that the clarity of the
de�nitions and the coherence of the framework (Paxsonet al., 1998) justi�es our choice.
We summarise these metrics below.

Capacities and Throughput Chimento and Ishac (2008) note that several di�erent
capacities can be observed either at a link or path level, and at di�erent layers. Their
relation is de�ned as follows. We however took some liberty in slightly adapting the
notations to something we believe is more discernible and usable.

link capacity CL (l; t; i ) is the average number of IP bits, including the header, that can
be transferred, per time unit, over link l during period [t; t + i [. It depends on the
physical layer's current data rate and the size of the preambles and MAC header.

link usage Used(l; t; i ) is the actual number of IP bits transferred during period [t; t + i [.

link utilisation Util( l; t; i ) = Used( l; t; i )=CL (l; t; i ) is the ratio of the link which is used
during period [t; t + i [.

6http://datatracker.ietf.org/wg/ippm/
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Table 2.3 First decimal and binary multiples of a byte, as de�ned by IEC 80 000-13:2008.

Decimal multiples (SI) Binary multiples

Name Symbol Value Name Symbol Value

Kilobyte kB 10 3 B Kibibyte KiB 2 10 B = 1 :024 kB
Megabyte MB 106 B Mebibyte MiB 2 20 B ' 1:049 MB
Gigabyte GB 109 B Gibibyte GiB 2 30 B ' 1:074 GB

...

available link capacity AvailCapL (l; t; i ) = C L (l; t; i ) � (1 � Util( l; t; i )) is the additional
average number of IP bits per unit of time that can be sent over linkl during period
[t; t + i [.

path capacity CP (p; t; i ) = min i 2 [0;n] CL (l i ; t; i ) is the available average link capacity
along a path p composed of linksl0; : : : ; ln .

available path capacity AvailCapP (p; t; i ) = min i 2 [0;n] AvailCapL (l i ; t; i ) is the average
number of IP bits, including the header, that can be transferred per time unit over
path p during period [t; t + i [.

All capacities are measured in bits/s (or bps), while the link utilisation is a percentage.

In addition to these de�nitions, we use the terms throughput to refer to the capacity
used by the transport protocol, and goodput for that made available to the application
by the transport protocol. The throughput is only dependent on AvailCapP (p; t; i ) and
the behaviour of the congestion control algorithm, while the goodput alsodepends on
the size of the transport protocol's header. Taking a notation similar to Chimento and
Ishac (2008)'s, the throughput Thr(p; t; i ) therefore represents the average number of bits,
including its own headers, that a transport protocol manages to send per unit of time
during period [t; t + i [, and the goodput is that of data units (including application headers,
if any) that the application manages to send in the same time. Throughput and goodput
are also measured in bps, but do not include the IP headers. The latter also ignores the
size of the headers of the transport protocol. We propose a formula for Thr(p; t; i ) as (3.4)
on page 54.

In this dissertation, we will use the above-de�ned term\capacity" in place of the commonly-
used \bandwidth." Indeed, the latter has multiple overlapping meanings (either part of a
spectrum, or related to data rate) in the �eld of wireless networks.

Finally, there tends to be some uncertainty with respect to multiples of base units when
it comes to capacities in bits or bytes. It is usually unclear whether a kilobyte is 210 or
103 bytes. IEC 80000-13:2008 standardises these notations by reasserting the SI notation
(e.g., k, G) to refer to powers of 10 and rati�es the binary multiples names and symbols
(e.g., Ki, Gi). This dissertation strictly adheres to these de�nition s, which are exempli�ed
in Table 2.3.
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One- and Two-Way Delays Packet delivery time|from the �rst bit of a packet being
sent to the last one being received|are an important criterion for real- time and other
delay-sensitive applications. However, as Almeset al. (1999a) note, it is di�cult to obtain
accurate one-way measurements unless the environment is tightly controlled, as a lot of
factors can bias the observations (e.g., lack of time synchronisation). They therefore
introduce a formal de�nition of the RTT in (Almes et al., 1999c). This two-way delay
measurement is not as accurate|mainly as it may be the sum of the one-way delay of
two di�erent paths|but it is much more easily measured with precis ion, as only one node
is in charge of all the measurement and calculation tasks. Both delays are measured in
seconds.

Delay Variation and Jitter Demichelis and Chimento (2002) introduce a metric meas-
uring the variation in the one-way delay. This variation is de�ned as the signed di�erence
between the delay of two packets of the same length selected by some arbitrary function.
As this metric is based on the variation of transit times, rather than the immediate values,
it is more robust to loose time synchronisation between nodes than the one-way packet
delay. The delay variation is also mesured in seconds.

Furthermore, the authors accept the jitter to be a speci�c instance of that metric where
the selection function chooses consecutive packets and the absolutevalue of the di�erence
is reported. Schulzrinneet al. (1996) apply an exponential �lter with � = 1=16 to this
metric to obtain a time-varying estimate of the current jitter. It is computed at packetp
as

� p = TRcv
p � TSnd

p

� � p = j� p � � p� 1j

Jp = Jp� 1 +
1
16

(� � p � Jp� 1); (2.1)

where the T �
p are the transmission and reception times of packetp.

Errors and Losses A lost packet is pragmatically de�ned by Almes et al. (1999b) as a
packet which has not been received without error within a given|large|t ime period. This
de�nition therefore covers losses due to congestion or contention as well as bit errors which
may alter the packet and render it useless. The document does not explicitely mention
the case of transport protocols which allow a certain level of corruptionsuch as UDP-
Lite (Larzon et al., 2004) or DCCP's partial checksum coverage (Kohleret al., 2006b); we
assume \corrupted" to mean \refused by the destination." This metri c is binary.

Almes et al. (1999b) then derive a Poisson-based sampling method to actively measure
one-way packet losses along a network path without disrupting it. When the measurements
are done in-band,e.g., as part of the transport protocol's messages, it is however possible
to sample all packets. Based on these samples, a more relevant metric,the packet loss
average, can be derived. It is a percentage of lost packets, and its precision is directly
linked to the sampling rate.
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2.4.2 Quality of Experience

The QoS metrics presented above are purely network engineering criteria. They do not
re
ect the satisfaction of a user or the performance of an application. For this purpose, the
concept ofquality of experience(QoE) has recently raised a lot of interest (Kilkki, 2008).
It is de�ned by ITU as \the overall acceptability of an application or serv ice, as perceived
subjectively by the end-user" (ITU-T Recommendation P.10/G.100 Amendment 2).

QoE is a complex measure which is dependent on many factors such as the achievable
QoS, users' expectations or terminal and application characteristics,as represented in
Figure 2.5. This section �rst reviews the scale and the evaluation processes proposed
by ITU-T, then details the analytical models for common application and content types.
It also covers some non content-related criteria which can impact the overall perceived
quality.
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Figure 2.5 Quality of experience is a user-visible metric dependent on the performance of the underlying

systems and various other contextual metrics (adapted with pe rmission from Stankiewicz et al., 2011).

Measuring Subjective QoE with the Mean Opinion Score

QoE is measured using the mean opinion score (MOS; ITU-T RecommendationP.800).
MOS is an empirical quality scale which ranges from 5 (excellent) to 1(bad). It is com-
monly accepted that MOSs under 3 (fair) are not tolerable. MOS was �rst introduced to
allow for subjective evaluation of the quality of voice conversations in telecommunication
systems but was later extended, as presented in the next section.

In the same document, ITU-T provides detailed recommendations on how to conduct large
scale opinion tests to evaluate the MOS for a given set of parameters of a telecommunic-
ation system. These parameters include, most notably, the characteristics of the codec,
the QoS of the transporting network, the properties of the terminal equipment, and the
environment. The recommendation also includes directions for calibration of the test and
the procedures to correctly collect MOS samples in these tests.
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Objective Computational Models of QoE

Voice Conversation In several subsequent documents, ITU-T develops the E-model,
a set of computational relations allowing to predict the expected QoE ofvarious media
based on information about the communication paths and equipments. ITU-T Recom-
mendation G.107 analyses the mouth-to-ear path through the telecommunication system
and introduces the R factor to assess the expected quality of a given connection,

R = 93:193� I s � I d � I e� ef f ; (2.2)

where I d is the one-way delay and echo impairment,I e� ef f accounts for the audio codec
and its robustness to losses, and the packet loss rate.I s is a combination of all impairments
which occur simultaneously with the voice signal. Based on studies following the MOS
assessment procedures (ITU-T Recommendation P.800), a cubic relationship between the
R factor and MOS is de�ned as

MOS = 1 + 0 :035� R + R(R � 60)(100� R) � 7 � 10� 6: (2.3)

Image and Video Winkler and Mohandas (2008) review techniques to measure the
intrinsic quality of a video transmission at runtime. Perhaps the most common measure is
the peak signal-to-noise ratio (PSNR; ANSI T1.TR.74-2001, 2001). PSNR is usually used
to evaluate the quality of an n � m image I , or a sequence thereof, based on a referenceR
of the same dimensions. It allows to measure the amount of noise introduced by various
treatments (e.g., codec, lossy compression or transmission), by evaluating the mean square
error,

MSE =
1

mn

m� 1X

i =0

n� 1X

j =0

(R(i; j ) � I (i; j ))2 ;

P SNR = 20 log10
MAX Rp

MSE
; (2.4)

where MAX R is the maximum value that a pixel of R can take. PSNR is measured in
decibels, with +1 being that of the reference itself (i.e., MSE = 0).

Video-Telephony ITU-T's E-Model was also extended to video-telephony applications
in ITU-T Recommendation G.1070. In order to integrate audio and video quality, the
delay is decoupled from the rest of theR factor. This leads to the delay-independent
metric

Q = 93:193� I dte � I e� ef f ;

in which only the echo I dte is considered. The speech quality MOSSq is derived from Q
in the same way as (2.3). Similarly, a delay-less formula is proposed for the MOS of the
video component,

Vq = 1 + I coding exp
�

PplV

DP plV

�
; (2.5)
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where I coding is the basic quality of the video codec for a given bit-rate and frame rate,
while DP plV is its loss robustness, andPplV is the current loss rate. Finally, time is
reintegrated in the model as a linear weighted combination ofSq, Vq and the respective
delays.

IP-Based Elastic Tra�c ITU-T Recommendation G.1030 provides an equivalent model
for more general IP-based applications. It includes a regression-basedestimate of the qual-
ity of web-browsing sessions,

MOSweb = 5 + 4 �
ln(W eightedST) � ln(Min )

ln(Min ) � ln(Max )
; (2.6)

W eightedST = 0 :54� T1 + 0 :72� T2 + 0 :98� T3 + 1 :76� T4;

whereT1 and T2 are the times to display the �rst and, respectively, last element of a search
page, andT3 and T4 are the corresponding times for the results page.Min and Max are
the minimal expected and maximum accepted times for completion of therequest.7

External Factors

The objective models introduced by ITU-T rely on a knowledge of boththe terminal and
the network QoS, while PSNR only allows to evaluate the distortion of imagedata along
the communication path from source to destination. However, as Figure 2.5has shown,
other factors also impact the QoE but are not taken into account in the abovemodels.

To the best of our knowledge, measures and models of these criteria are yet to be proposed
and integrated into QoE metrics. Until then we try to establish a lis t of such criteria which
could in
uence the perception of quality when using a mobile terminal.

Battery life As seen in Section 2.3, the power consumption of a battery-powered device
is not negligible as too high a draw could greatly limit the usability of the device for
any purpose. An empty battery would obviously render the QoE null, and should
be pre-emptively avoided.

Price Most cellular networks provide access for a fee. However, it is clearly the interest
of the user to minimise their expenses and, comparing two otherwise similar trans-
missions in terms of the other quality criteria, the one which incurs a lighter cost
will always be preferred.

Security Some transmissions cannot a�ord the risk of eavesdropping. However, such a
task is easy when the communication medium is wireless, as various such technologies
and networks may provide a varying level of encryption. Dependingon the type of
transmission, the user may have a preference for using a properlysecured access
network, or not have it at all.

7The weights here are taken for a user expecting a 15 s session time; however, ITU-T Recommendation
G.1030 contains more weight groups for other contexts.
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Trust Related to the previous concern about security, trust can be seen as amore generic
criterion, in which some networks or nodes in,e.g., ad hoc networks may be trusted
to a di�erent degree to provide the expected service (e.g., packet delivery).

2.4.3 How to Measure and Report These Metrics?

Having identi�ed the relevant metrics, in this section, we provide an overview of meas-
urement and recording methodologies related to those metrics. In a distributed network
environment partly composed of mobile devices, measurement may not necessarily take
place where the samples are needed and can be utilised. Reporting andcollection systems
are therefore needed in addition to measurement tools.

Measurement

Many tools exist for the observation of raw network performance. Most of them �t in two
classes:active probing and passive monitoring. Probing tools actively generate tra�c to
test the characteristics and resilience of network paths. Avalloneet al. (2004) proposed a
distributed Internet tra�c generation tool (D-ITG; Botta et al., 2007) and compared it to
the state of the art at the time to �nd their application most accurately t ests the capacity
of a path. More recently, however, Kolahiet al. (2011) conducted a similar experiment to
�nd that more recent versions of Iperf8 outperform all other tools, including D-ITG. Both
references include a comprehensive list of active network probing tools, details of which
are outside the scope of this thesis.

Passive tra�c monitoring in networking environments is usually done via wrapper lib-
raries hiding the operating system's underlying API such as the BSD or Linux capture
�lters (McCanne and Jacobson, 1993; Insolvibile, 2001). Perhaps the most commonlibrary
for this purpose is the libpcap, derived from work on the tcpdump command line tool.9

A more recent library designed for the same purpose is the libtrace (Alcock et al., 2010),
which o�ers a broader range of input and output formats, and a more detailed API to
access information and �elds contained in the captured data.

As mentioned in Sections 2.1.1 and 2.4.1, many transport protocols need to maintain in-
dicators of the QoS of the path they are using in order to e�ciently contr ol the congestion.
As an example, both TCP and TFRC directly measure the RTT R. The latter also dir-
ectly computes its current rate while the current rate of TCP can easily be derived, for
non data-starved senders, from its congestion window ascwnd=R. Based on such observa-
tions, Mathis et al. (2003) proposed, in the form of the Web100 Linux kernel patch and
utilities, 10 an extension which allows to expose the internal parameters of established TCP
sockets, thus enabling passive monitoring of the performance of the local stack. Tirumala
et al. (2003) proposed a modi�cation to Iperf based on this patch which, though it is not
a passive observation tool, allows to greatly reduce the period during which the network is
probed. The Network Diagnostic Tool (NDT; Zekauskas, 2005) is another Web100-based

8http://iperf.sourceforge.net/
9http://www.tcpdump.org

10 http://www.web100.org/ ; the Web100 project has recently been continued with the Web10G project
at http://www.web10g.org/ .
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client-server application to test a network path and observe the transport-layer parameters.
The interface to TCP's extended statistics has also been standardised at IETF (Mathis
et al., 2007), but only seems to have been implemented under Linux and Windows.11

Contrary to QoS measurements, QoE is much more complex to evaluate, and would usually
needad hoctools or, better, user feedback. Objective metrics can however be implemented
in generic tools. For example, thecomparecommand line tool12 from ImageMagick (Still,
2005) features computations of the image PSNR, amongst other image quality metrics.

Reporting and Collection

When observing a complex system, it is necessary to ensure collection of the multiple
samples using clearly de�ned units and appropriate timestamping toallow for valid com-
parisons and correlation when analysing the data. However, many of the toolshighlighted
in the previous section implement their own formatting and local-only reporting methods.
In addition, various idiosyncrasies of the di�erent tools13 make it non-trivial to do even the
simplest metric comparisons. Often, preprocessing is mandatory before any of the data
can be used. This limits data re-usability in large-scale distributed measurements where
observations from several tools on many network hosts must be correlated.

The Simple Network Management Protocol (SNMP; Harrington et al., 2002; Harrington
and Schoenwaelder, 2009) is an IETF standard providing a unique interface which can
be used, amongst other things, to access operational and performance metrics of various
network equipments. However, though the metrics which can be collected are clearly
speci�ed, they are limited to those included in the Media Information Base (MIB; Presuhn
et al., 2002). This base can be extended by local additions, but doing so limitsthe ability
to share or reuse collected data, as the local de�nitions may not be as speci�c, or even
available, as the standard MIB. Additionally, and more speci�cally for IP tra�c, Claise
et al. (2008) have proposed the IPFIX protocol to export 
ow information in a stand ardised
format towards collection elements.

Several advanced frameworks have also been proposed to address the collection problem.
PlanetFlow (Huang et al., 2006) and CoMon (Park and Pai, 2006) provide 
ow logging
and slice or node monitoring for PlanetLab (Fiuczynski and Matthews, 2006),including
sophisticated query mechanisms; CoMo (Iannaccone, 2005) is a similar distributed 
ow
measurement tool but not tied to PlanetLab. In a more mobile environment, Tsukada
et al. (2010) proposed AnaVANET, a distributed tra�c monitoring framework based on
tcpdump and Iperf, which can perform a posteriori analysis of traces to correlate net-
work performance to the localisation of each node in a VANET. Current evolution plans
for the latter framework are considering the use of a real-time multi-sensor development
platform (RTMaps SDK) to leverage this tool's accurately timestamped sample databases.

11 http://kb.pert.geant.net/PERTKB/WebOneHundred
12 http://www.imagemagick.org/script/compare.php
13 As an example, Iperf can report transferred size and probed capacity either in bytes or bits, but without

proper use of the IEC 80000-13:2008 pre�xes, the meaning of thereported values is left as a guess for the
experimenter. Inspection of the code reveals that powers of ten are used for bytes, while powers of two are
used for bits.
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MINER (Brandauer and Fichtel, 2009) and OMF Measurement Library (OML; Whit e
et al., 2010) speci�cally focus on the instrumentation of applications to aggregate their
measurements into central databases for convenient real-time or o�ineanalysis. These
tools are not tied to any speci�c type of measurement, framework or platform. They
provide client libraries for use to extend any application with their uni�ed measurement
reporting channel. As such, these systems allow to leverage the largenumber of open-
source applications by o�ering a simple way to report their measurements in a uni�ed
format to remote databases.

Though these proposals provide an experimenter with convenient reporting and collection
tools, it is however unclear what accuracy or precision can be expected from either of
them. Indeed, there are no studies that characterise these measurement collection tools
and platforms in terms of their e�ects on the accuracy and precision of the measurements
of the underlying systems they are helping researchers to observe. We address this question
in Chapter 5 by evaluating the e�ect of OML instrumentation on select ed applications.

2.5 Conclusion

This chapter has presented the state of the art of mobility mechanisms, cross-layer designs
to better support disruptions and decision mechanisms to best takeadvantage of the
multiplicity of wireless accesses. We have also presented performance metrics, both from a
network device's and a user's perspective, as well as how they could be e�ciently measured
and shared in distributed mobile networks.

We have identi�ed several issues which could bene�t from further research. Namely, there
are needs for decision mechanisms which can take a global view of the system into account,
controllable network stack element to enforce the decisions, as wellas reliable information
exchange channels to support both internal adaptation based on currentlyobserved per-
formance, and external observation for performance evaluation. We developthese aspects
in the following chapters.
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Chapter 3

Multi-layer Optimisation of Network
Choice and Usage

3.1 Introduction

Mobile devices, be they hand-held or on-board vehicles, increasingly support multiple in-
terfaces, enabling them to connect to di�erent wireless networktechnologies. Additionally,
a number of service and network providers may also exist for any speci�c access technology,
further increasing the number of available network choices. The concurrent availability
of a number of networks presents both the opportunity and the problem ofselecting the
most appropriate ones. An ensuing problem is the distribution of application data 
ows
over the selected networks for all the applications running on the mobile device. We call
the problems of network selection and 
ow distribution the multihomed 
ow management
problem. Also, we call destination of a 
ow the remote end-point of the connection, even
if data is transferred from that correspondent peer to the mobile device.

Section 2.3 (page 32) reviewed the literature addressing the selection of appropriate access
link and networks. It showed that the most common criteria include network quality
of service (QoS) parameters such as capacity or delay. Researchers have also proposed
more user-centric criteria which are highly relevant to a mobile user, such as the power
consumption (Wang et al., 1999; Petander, 2009), or the cost of network use (Wilson
et al., 2005; Alkhawlani and Ayesh, 2008). In some of the aforementioned, the user is also
expected to provide policies or preferences (Wanget al., 1999; Song and Jamalipour, 2005;
Alkhawlani and Ayesh, 2008).

However, as Kilkki (2008) highlights, there is growing awareness of quality of experience
(QoE) in the research community. This emerging concept casts a new light on the meaning
of Gustafsson and Jonsson (2003)'s Always Best Connected (ABC) nodes. It seems that
the question of whether a device is technically best connected should be replaced by
the evaluation of whether the end-user feels their terminal provides them with the best
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currently achievable performance. Though we focus on this previous case, this question
can also cover applications not directly visible to humans. We therefore propose that the
multihomed 
ow management problem would be best solved by considering the criteria of
application quality, mobile resource use and price of network service. We collectively refer
to these ashigh-level performance metrics.

We consider application quality metrics directly, rather than by re lying on the network
QoS. We argue that the non-linear relationship between the application quality and QoS
is a good motivation for this approach. Piamrat et al. (2010) already considered QoE in
order to select the optimum access link. However, they use it only asa single global metric
for that link, while we recognise quality can vary di�erently depending on the application,
and should therefore be treated with a �ner level of granularity.

Additionally, we concluded in Sections 2.2.4 (page 31) and 2.3.4 (page 36) that micro-
optimisation is a risk in cross-layer designs, and that one had better designing decision
mechanisms which span the entire stack. We therefore include adaptive variation of the
application and protocol parameters in our proposal. By pre-emptively determining the
best set of parameters, we can greatly shorten the adaptation process of the application
and underlying transport protocol parameters, among others, to the network conditions.

In this chapter, we introduce a generic decision mechanism with global view and control
of the network stack (Figure 3.1) in order to avoid the potentially adverse interactions
risk presented by Kawadia and Kumar (2005). In Section 3.2, we start by describing
the vision a multihomed device has of its environment. In Section 3.3,we formalise this
description as a constrained optimisation model while Section 3.4 develops how we intend
to use the quality metrics introduced in Section 2.4.2 (page 40). Section 3.5 presents
scenarios in which we evaluated this proposal, with the evaluation itself and comparison
with commonly used approaches presented in Section 3.6. We conclude andpresent future
work in Section 3.7.

3.2 Environment of a Multihomed Mobile Device

We consider MIPv6-enabled devices with support for Multiple Care-of Address (MCoA).
Each of those mobile nodes (MNs) can therefore inform their home agent (HA) and
correspondent nodes (CNs) about their current locators (care-of address, CoA) to which
the data 
ows are to be directed. A multihomed device has more than onenetwork in-
terface, and therefore multiple CoAs. No limitation is made on the technologies of these
interfaces: they can be all similar, all di�erent, or any combination. T he MN can use each
of these interfaces to connect to any compatible access link in range. We also consider that
the MN can instruct how each data 
ow should be directed to their destination (Mitsuya
et al., 2007; Larssonet al., 2009; Tsirtsis et al., 2011). This multihomed device can use
several access links and networks to support its communications withother servers and
peers in the Internet, as shown in Figures 3.2 and 3.3.
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Figure 3.1 Relation of the contribution presented in this chapter to the c ross-layer framework of this

thesis. Bold lines and non greyed-out components are the current focus.

3.2.1 Partial View of the Network Path

Due to its location and interactions with the elements along each IP network path, an
MN only has a partial view of its environment. It has full control and infor mation over
the local link to its �rst hop, usually via the link layer of the rel evant network interface.
However, forwarding decisions along the rest of network route are usually made locally at
each router, and are beyond the control, or even knowledge, of the MN. Onlyaggregate
information about the route can be observed and collected by this node. This information
is usually collected and used at the transport layer. Figure 3.4 showsa decomposition of
some paths of Figure 3.2 with respect to the knowledge and control of the MN.

We assume that a networkn can have one or more access routers, or gateways,g, each
providing one access network to the MN. The MN can decide to establish a link l to some
of the gateways of the access networks. That link then represents the�rst hop of a data

ow's packets forwarded for the MN. The network route r is an aggregate view of the rest
of the way, from the gateway's operator's network to the 
ow's destination d. Regardless
of which technology the MN uses to get its packets into the network, it is reasonable to
assume that the rest of the route from any access router of a given network will have the
same properties towards a given destination.

3.2.2 Conditions Along the End-to-end Path

An end-to-end path, from a local interface to a given destination, can beseen as a combin-
ation of the physical link from that interface to an access network and theroute from that
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Figure 3.2 A multihomed mobile device can access multiple wireless networks of various types at the

same time to carry 
ows to and from remote destinations.
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Figure 3.3 Typical use-case scenarios of a multihomed mobile device: (a) Public Wi-Fi provisioned with

a 3G uplink ( e.g., commuter train or ferry); (b) Data server on a network o�ering wireles s access but a

slow uplink; (c) 802.11 ad hoc link is available which is much shorter than going through both HAs or even

the infrastructure.
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