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Introduction

The inverse scattering problem is gaining nowadays more and more importance in many applications in our real life to detect and identify unknown objects through the use of acoustic, electromagnetic or elastic waves. Examples of applications include the x-ray in medical imaging, the non destructive control in engineering and radar applications.

Different reconstruction methods have been developed in the last decades for the inverse scattering problem. These methods could be classified into two families. The first one includes all the iterative methods and the second one includes the qualitative methods. The latter constitutes the focus of our research work. Note that these methods are known for their attractiveness since they give simple and fast algorithms as compared to other iterative reconstruction methods, they can treat a big class of practically relevant problems where only limited knowledge about the scatterer is available and they avoid to solve any sequence of forward problems. More precisely, our focus is on the detection of cracks with impedance boundary conditions. We recall that the detection of cracks has attracted the attention of many researchers and the relevant literature is getting more and more rich. For the application of the Linear Sampling Method, we can refer to [21, 85, 18], the probe method [48, 68], the reciprocity gap [4, 11, 10], the topological sensitivity [15, 7], etc.

In the present work we propose an application of three qualitative methods, the Linear Sampling Method (LSM), the Factorization method and the Reciprocity Gap Linear Sampling Method (RG-LSM). The LSM has been introduced by A. Kirsh and D. Colton in 1996. The Factorization method has been developed by A. Kirsh in 1998 and compared to the LSM, which is based on an approximated solution, it gives an exact characterization of the scatterer in terms of the range of some measurements operator. The RG-LSM has been proposed by D. Colton and H. Haddar in 2005 as a reformulation of the Linear Sampling Method for near-field measurements in an inhomogeneous domain by using the concept of reciprocity gap.
Overview of the thesis

In this thesis, we focus on the investigation of qualitative methods to retrieve the geometry of cracks from multi-static far field data in the case of impedance boundary conditions on both sides of the crack. This dissertation is structured in six chapters as follows.

In Chapter 1 we propose a study of the forward problem using an integral equation approach in the two cases of a homogeneous and an inhomogeneous domain. The developments in this chapter constitute a basis for the methods developed in the following chapters. In fact, the study of the forward problem in a homogeneous domain will be used in the LSM and the Factorization method, whereas the study in an inhomogeneous domain, will be used for the development of the RG-LSM. The considered direct problem is solved numerically by using a code written in Fortran 90. Furthermore, a variational approach is used to solve the direct problem in the two cases of domain and to validate the results obtained using the integral equation approach. The software Freefem++ is used to solve the problem under the variational approach. We finally present the numerical schemes and the results obtained by using the two approaches.

Chapter 2 constitutes a basis for the study of the inverse scattering problem. We first present some properties of the far field pattern, especially the reciprocity principles, and some other properties of the scattering problem. Then, we present some uniqueness results of the solution of the inverse problem in the case of a crack with impedance boundary conditions from measurements of the far field pattern. We finally present an overview on some reconstruction methods for the inverse problem, that will be classified in three families, the iterative methods, the decomposition schemes and the sampling methods.

In Chapter 3 we focus on the application of the LSM to retrieve the geometry of cracks from multi-static far field data. We consider the case of the impedance boundary conditions on both sides of the crack, which constitutes the originality of this work. After describing in detail our inverse scheme to reconstruct cracks, we present the results of some numerical experiments to test its efficiency in a 2D setting of the problem for different crack shapes and for several ranges of the impedance values. We also propose in this chapter two approaches to find the value of the impedance parameter in both sides of the crack. The first approach, that we call the natural approach, is based on finding the scattered field from the far field pattern and the boundary conditions. The second approach uses the solution of the far field equation founded on the LSM. The numerical results of the two approaches are compared for different geometries and for different ranges of the impedance values. Note that in the study of the LSM, we provide a characterization of the crack using a norme of the Herglotz wave that depends on the geometry of the crack and using the impedance values, which can impact the accuracy of the reconstruction. This leads to an idea of using another method that tackles these issues by giving an explicit indicator function, which motivates our choice of the application of the Factorization method in the
the following chapter.

In Chapter 4 we investigate the application of the Factorization method to reconstruct the shape of cracks with impedance boundary conditions from far field measurements. A factorization of the far field operator is proposed, followed by a theoretical analysis using the so-called the $F_\sharp$ method. In order to study the efficiency of the $F_\sharp$ method, we conduct some experiments in a 2D setting to first test it for different shapes of cracks and different values of the impedance, then we compare it to the LSM developed in Chapter 3. Note that in chapter 3 and Chapter 4 we deal with the case of cracks in a homogeneous domain. Then, it would be interesting to consider the case of cracks with impedance boundary conditions in a non homogenous domain. In this latter case, the use of the LSM is very costly since the Green function of the whole domain should be computed. This motivates our work on the RG-LSM method.

Chapter 5 is devoted to the study of the identification of cracks by applying the RG-LSM. This is performed by considering the case of an impedance boundary condition on the two sides of the crack, that is embedded in an inhomogeneous background domain with piece wise constant index of refraction. We present the theoretical justification of the use of the RG-LSM and we describe our method to solve the inverse problem. The numerical schemes and results are presented. The efficiency of our method is tested for different shapes and different examples of media.

Finally, since the RG-LSM cannot be applied in the case of a crack that is buried in a stratified domain, where there is no access to the Cauchy data on the exterior boundary, we present in Chapter 6 a data completion method to solve the Cauchy problem for the Helmholtz using a non iterative method based on the integral equations approach. The theoretical justification of this method is provided and its efficiency is shown through some numerical results for different shapes of the domain and also for noisy data. We then apply our data completion algorithm to the RG-LSM in order to reconstruct cracks when they are embedded in a stratified domain. A numerical comparison between the crack reconstruction using synthetic data and the completed data is presented for different crack shapes and domain types.

Contributions of the thesis

The contributions of this research work can be summarized in four points:

- An extension of the application of the LSM to retrieve cracks in the case of impedance boundary conditions on both sides of the crack. It should be noted that only cases with an impedance boundary condition on one side of the crack has been developed in the literature. We have also developed a method to reconstruct the impedance values in both sides of the crack using two methods, one that uses the trace of the jump of the scattered field and its normal derivative on the crack and the second
method uses the solution of the far field equation given by the LSM.

- The application of the Factorization method to retrieve cracks in the case of an impedance boundary condition on both sides of the crack. To the best of our knowledge, the Factorization method has only been used in the case of cracks with Dirichlet boundary conditions. Note also that many difficulties arise when applying the Factorization method due to the difficulty to find a good factorization of the far field operator that satisfies some theoretical properties, which was a very challenging task of the research work.

- An efficient solution of the Cauchy problem for the Helmholtz equation using a non-iterative method based on an integral equations approach. The solution applies to different domain shapes.

- An extension of the RG-LSM in the case of impedance boundary conditions and a generalization of its application to more realistic domains such as stratified domains.
CHAPTER 1

The direct scattering problem for cracks
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1.1 Introduction

We are concerned in this chapter by the scattering problem from a crack with an impedance boundary condition. More precisely we propose a study of this forward problem using an integral equation approach and a variational approach in the two cases of a homogeneous and an inhomogeneous background. Then we compare numerically the results obtained by the two approaches to validate the numerical implementation of the forward problem. The integral equation approach is solved using a code written in Fortran 90. This code is used for instance to generate the synthetic data needed for the inverse scheme. The variational approach is solved using the software Freefem++ [45]. The theoretical developments of this first part are inspired by [21]. We also quote the work of [61] for the study of the direct problem using an integral equation approach in Hölder spaces.

1.2 The direct scattering problem for a crack with impedance boundary conditions in a homogeneous medium

1.2.1 The model problem

Let $\sigma \subset \mathbb{R}^m$, $m = 2, 3$, be a smooth nonintersecting open arc. For further considerations, we assume that $\sigma$ can be extended to an arbitrary smooth, closed curve $\partial \Omega$ enclosing a bounded domain $\Omega$ in $\mathbb{R}^m$. The normal vector $\nu$ on $\sigma$ coincides with the outward normal vector to $\partial \Omega$, with simply connected complement. Impedance type boundary conditions on $\sigma$ lead to the following problem

$$\begin{align*}
\Delta u + k^2 u &= 0 \quad \text{in } \mathbb{R}^m \setminus \sigma \\
\partial_\nu u_\pm + \lambda_\pm u_\pm &= 0 \quad \text{on } \sigma
\end{align*}$$

where the wave number $k$ is positive and $\lambda_\pm \in L^\infty(\sigma)$ are the given (complex-valued) impedance functions with non-negative imaginary part. Notice that

$$u_\pm(x) = \lim_{h \to 0^+} u(x \pm h\nu) \quad \text{and} \quad \partial_\nu u_\pm = \lim_{h \to 0^+} \nu \cdot \nabla u(x \pm h\nu) \quad \text{for } x \in \sigma.$$ 

The total field $u = u^i + u^s$ is decomposed into a given incident wave and the unknown scattered field $u^s$ which is required to satisfy the Sommerfeld radiation condition

$$\lim_{r=|x| \to +\infty} r^{\frac{m-1}{2}} (\partial_r u^s -iku^s) = 0,$$

(1.3)
uniformly in all directions $\hat{x} = \frac{x}{|x|}$.

In order to formulate the scattering problem more precisely we need to define the trace spaces on $\sigma$. If $H^{1/2}_{\text{loc}}(\mathbb{R}^m \setminus \sigma)$, $H^{1/2}(\partial \Omega)$ and $H^{-1/2}(\partial \Omega)$ denote the usual Sobolev spaces we define the following spaces (see [65]):

\[
\begin{align*}
H^{1/2}(\sigma) &:= \{ u_{|\sigma} : u \in H^{1/2}(\partial \Omega) \} \\
\tilde{H}^{1/2}(\sigma) &:= \{ u \in H^{1/2}(\sigma) : \text{supp}(u) \subset \bar{\sigma} \} \\
H^{-1/2}(\sigma) &:= \{ u_{|\sigma} : u \in H^{-1/2}(\partial \Omega) \} \\
\tilde{H}^{-1/2}(\sigma) &:= \{ u \in H^{-1/2}(\sigma) : \text{supp}(u) \subset \bar{\sigma} \} .
\end{align*}
\]

Note that $H^{-1/2}(\sigma)$ and $\tilde{H}^{-1/2}(\sigma)$ are the dual spaces of $\tilde{H}^{1/2}(\sigma)$ and $H^{1/2}(\sigma)$ respectively.

We recall that we have the following inclusions

\[
D(\sigma) \subset \tilde{H}^{1/2}(\sigma) \subset H^{1/2}(\sigma) \subset L^2(\sigma) \subset \tilde{H}^{-1/2}(\sigma) \subset H^{-1/2}(\sigma) \subset D'(\sigma)
\]

where $D(\sigma) := C_0^\infty(\sigma)$. Using the notation

\[
g^\pm = -(\partial_{\nu} u^i \pm \lambda^\pm u^i), \quad \text{on} \quad \sigma,
\]

we define the following (ICP) problem by

**Impedance crack problem (ICP)**: Given some functions $g^\pm$ defined on $\sigma$, find $u^s \in H^{1}_{\text{loc}}(\mathbb{R}^m \setminus \sigma)$ satisfying the Sommerfeld radiation condition (1.3) and

\[
\begin{align*}
\Delta u^s + k^2 u^s &= 0 \quad \text{in} \; \mathbb{R}^m \setminus \sigma \\
\partial_{\nu} u^s_\pm + \lambda^\pm u^s_\pm &= g^\pm \quad \text{on} \; \sigma.
\end{align*}
\]

The aim of this section is to prove the existence of the solution of the (ICP) problem. The following uniqueness result can be found in [61] and [38].

**Lemma 1.**

*The (ICP) has at most one solution.*
Proof. Let \( u \in H^1_{loc}(\mathbb{R}^m \setminus \sigma) \) be a solution of (ICP) with \( g^\pm = 0 \) on \( \sigma \). Using classical elliptic regularity results, \( u \in H^2_{loc}(\mathbb{R}^m \setminus O_\sigma) \) where \( O_\sigma \) is a neighborhood of \( \sigma \). We also observe that if \( g^\pm = 0 \) then \( \partial_\nu u^\pm \in L^2(\sigma) \). Let \( B_R \) be a ball with radius \( r > 0 \) containing the crack \( \sigma \). Using the Green formula in \( B_R \setminus \bar{\sigma} \), we have:

\[
\int_{B_R \setminus \bar{\sigma}} |\nabla u|^2 \, dx - k^2 \int_{B_R \setminus \bar{\sigma}} |u|^2 \, dx + \int_{\sigma} u_+ \frac{\partial u_+}{\partial \nu} \, ds - \int_{\sigma} u_- \frac{\partial u_-}{\partial \nu} \, ds = \int_{S_r} u \frac{\partial \bar{u}}{\partial \nu} \, ds.
\]

Using the boundary condition we have

\[
\int_{B_R \setminus \bar{\sigma}} |\nabla u|^2 \, dx - k^2 \int_{B_R \setminus \bar{\sigma}} |u|^2 \, dx - \int_{\sigma} (\lambda^+ |u_+|^2 + \lambda^- |u_-|^2) \, ds = \int_{S_r} u \frac{\partial \bar{u}}{\partial \nu} \, ds
\]

\[
\Rightarrow - \int_{\sigma} (\Im(\lambda^+)|u_+|^2 + \Im(\lambda^-)|u_-|^2) \, ds = \Im \left( \int_{S_r} u \frac{\partial \bar{u}}{\partial \nu} \, ds \right)
\]

\[
\Rightarrow \int_{\sigma} (\Im(\lambda^+)|u_+|^2 + \Im(\lambda^-)|u_-|^2) \, ds = \Im \left( \int_{S_r} u \frac{\partial \bar{u}}{\partial \nu} \, ds \right)
\]

Since \( \Im(\lambda^+) \geq 0 \) and \( \Im(\lambda^-) \geq 0 \) then we have:

\[
\Im \left( \int_{S_r} u \frac{\partial \bar{u}}{\partial \nu} \, ds \right) \geq 0
\]

Using theorem [34, Theorem 2.12, p33] and the unique continuation principle (see Corollary 13) this implies that \( u = 0 \). □

1.2.2 An approach using integral equations

To prove the existence of the solution of the (ICP), we use a boundary integral equations approach (see [38] for a sound soft crack and a sound hard crack, [21] for a partially coated crack and [61] for a 2D impedance crack when \( \lambda^+ = \lambda^- \) is Hölder continuous).

We define \( [u^s] := u^s_+ - u^s_- \) and \( [\partial_\nu u] := \partial_\nu u^s_+ - \partial_\nu u^s_- \), the jump of \( u^s \) and \( \partial_\nu u^s \) respectively, across the crack \( \sigma \). Using the Green representation formula, the following relation holds for \( z \in \mathbb{R}^m \setminus \sigma \) (see [38, theorem 2.24, pp 54])

\[
u^s(z) = \int_{\sigma} \left( [u^s(y)] \frac{\partial \Phi(z, y)}{\partial \nu(y)} - \left[ \frac{\partial u^s(y)}{\partial \nu(y)} \right] \Phi(z, y) \right) \, ds(y), \tag{1.7}
\]

where \( \Phi \) is the fundamental solution to the Helmholtz equation defined by

\[
\Phi(x, y) := \begin{cases} 
\frac{1}{4\pi |x - y|} & m = 3 \\
\frac{i}{4} H_0^{(1)}(\kappa |x - y|) & m = 2
\end{cases}
\tag{1.8}
\]

with \( x \neq y \) and \( H_0^{(1)} \) being the Hankel function of the first kind of order zero.
Lemma 2. Assume that $(\lambda^\pm)^{-1} \in L^\infty(\sigma)$ and $g^\pm \in H^{-1/2}(\sigma)$ such that $(g^+ - g^-) \in \dot{H}^{-1/2}(\sigma)$. The scattered field $u^s$ is solution of the (ICP) if and only if the vector $([u^s], [\partial_u u^s])^T$ solves the system of integral equations

\[ A_\sigma \begin{pmatrix} [u^s] \\ [\partial_u u^s] \end{pmatrix} = \begin{pmatrix} \lambda^- g^+ + \lambda^+ g^- \\ (g^+ - g^-) \end{pmatrix} \]  

(1.9)

where the matrix operator $A_\sigma : \dot{H}^{1/2}(\sigma) \times \dot{H}^{-1/2}(\sigma) \to H^{-1/2}(\sigma) \times \dot{H}^{-1/2}(\sigma)$ is given by

\[ A_\sigma := \begin{pmatrix} \lambda^+ \lambda^- I + (\lambda^+ + \lambda^-) T_\sigma & -\frac{1}{2} (\lambda^+ - \lambda^-) I - (\lambda^+ + \lambda^-) K_\sigma' \\ \frac{1}{2} (\lambda^+ - \lambda^-) I + (\lambda^+ + \lambda^-) K_\sigma & I - (\lambda^+ + \lambda^-) S_\sigma \end{pmatrix} \]  

(1.10)

Proof. If $u^s$ is a solution of the (ICP) then $[u^s] \in \dot{H}^{1/2}(\sigma)$ and $[\partial_u u^s] \in \dot{H}^{-1/2}(\sigma)$ (see Lemma 2.2 in [21]).

Next, by making use of the jump relations of the single and double layer potentials across $\partial \Omega$ (see [65]), we obtain from (1.7)

\[ u^s_\pm = K_\sigma [u^s] - S_\sigma [\partial_u u^s] \pm \frac{1}{2} [u^s] \]  

(1.11)

\[ \partial_u u^s_\pm = T_\sigma [u^s] - K_\sigma' [\partial_u u^s] \pm \frac{1}{2} [\partial_u u^s] \]  

(1.12)

where $S_{\partial \Omega}, K_{\partial \Omega}, K'_{\partial \Omega}, T_{\partial \Omega}$ are the boundary integral operators defined for regular densities $\psi$ and $\varphi$ by

\[ S_{\partial \Omega} \psi(x) := \int_{\partial \Omega} \psi(y) \Phi(x, y) ds(y), \quad K_{\partial \Omega} \varphi(x) := \int_{\partial \Omega} \varphi(y) \frac{\partial \Phi(x, y)}{\partial y} ds(y), \]

\[ K'_{\partial \Omega} \psi(x) := \int_{\partial \Omega} \psi(y) \frac{\partial \Phi(x, y)}{\partial y} ds(y), \quad T_{\partial \Omega} \varphi(x) := \lim_{\epsilon \to 0} \frac{\partial}{\partial v(x)} \int_{\partial \Omega, |x-y| > \epsilon} \varphi(y) \frac{\partial \Phi(x, y)}{\partial y} ds(y) \]

and $S_\sigma, K_\sigma, K'_\sigma, T_\sigma$ are the corresponding operators defined on $\sigma$. These restricted operators have the following mapping properties (see [65])

\[ S_\sigma : \dot{H}^{-1/2}(\sigma) \to H^{1/2}(\sigma), \quad K_\sigma : \dot{H}^{1/2}(\sigma) \to H^{1/2}(\sigma) \]

\[ K'_\sigma : \dot{H}^{-1/2}(\sigma) \to H^{-1/2}(\sigma), \quad T_\sigma : \dot{H}^{1/2}(\sigma) \to H^{-1/2}(\sigma). \]
Moreover, from the boundary conditions (1.38) and (1.4), we have
\[
[\partial_\nu u^s] + \lambda^+ u^s_+ + \lambda^- u^s_- = g^+ - g^- , \tag{1.13}
\]
\[
\lambda^+ \lambda^- [u^s] + \lambda^- \partial_\nu u^s_+ + \lambda^+ \partial_\nu u^s_- = (\lambda^- g^+ + \lambda^+ g^-).
\]
Finally, by combining the relations (1.11), (1.12) and (1.13), we show that \(([u^s], [\partial_\nu u^s])^T\) solves the system of equations (1.9). Conversely, assume that \(([u^s], [\partial_\nu u^s])^T\) satisfies (1.9)-(1.10), so
\[
\lambda^- \left( T_\sigma [u^s] - K'_\sigma [\partial_\nu u^s] + \frac{[\partial_\nu u^s]}{2} \right) + \lambda^+ \left( T_\sigma [u^s] - K'_\sigma [\partial_\nu u^s] - \frac{[\partial_\nu u^s]}{2} \right) + \lambda^+ \lambda^- [u^s] = (\lambda^- g^+ + \lambda^+ g^-) \tag{1.14}
\]
and
\[
\lambda^+ \left( K_\sigma [u^s] - S_\sigma [\partial_\nu u^s] + \frac{[u^s]}{2} \right) + \lambda^- \left( K_\sigma [u^s] - S_\sigma [\partial_\nu u^s] - \frac{[u^s]}{2} \right) + [\partial_\nu u^s] = (g^+ - g^-) \tag{1.15}
\]
The potential \(u^s\), defined by (1.7), belongs to \(H^1_{loc}(\mathbb{R}^m \setminus \overline{\sigma})\) and satisfies the Helmholtz equation in \(\mathbb{R}^m \setminus \overline{\sigma}\) and the Sommerfeld radiation condition. It remains to show that \(u^s\) satisfies the boundary condition (1.38). To this end, we first inject (1.12) in (1.14) and (1.11) in (1.15). We obtain
\[
\lambda^- \partial_\nu u^s_+ + \lambda^+ \partial_\nu u^s_- + \lambda^+ \lambda^- [u^s] = (\lambda^- g^+ + \lambda^+ g^-) \tag{1.16}
\]
\[
\lambda^+ u^s_+ + \lambda^- u^s_- + [\partial_\nu u^s] = (g^+ + g^-) \tag{1.17}
\]
Multiplying (1.17) by \(\lambda^\pm\) and adding the results to (1.16), we obtain that
\[
\lambda^\pm (\partial_\nu u^s_\pm \pm \lambda^\pm u^s_\pm = g^\pm) \quad \text{on} \quad \sigma.
\]
Therefore, the field \(u^s\) given by (1.7) is a solution of the (ICP).
\[\square\]

**Lemma 3.** The operator \(A_\sigma\) given by (1.10) has a trivial kernel.

**Proof.** Let \(\zeta = (\alpha, \beta)^T \in H^{1/2}(\sigma) \times \dot{H}^{-1/2}(\sigma)\) satisfying \(A_\sigma \zeta = 0\). Define the potential
\[
v = \int_\sigma \Phi(x, y) \frac{\partial \Theta(y)}{\partial n(y)} \alpha(y) ds(y) - \int_\sigma \Phi(x, y) \beta(y) ds(y); \quad x \in \mathbb{R}^m \setminus \overline{\sigma}.
\]
This potential belongs to \(H^1_{loc}(\mathbb{R}^m \setminus \overline{\sigma})\) and satisfies the Helmholtz equation in \(\mathbb{R}^m \setminus \overline{\sigma}\) and the Sommerfeld radiation condition. Moreover, using the jump relations of the single and double layer potentials across \(\sigma\), we get
\[
v_\pm = K_\sigma(\alpha) - S_\sigma(\beta) \pm \frac{\alpha}{2}
\]
\[
\partial_\nu v_\pm = T_\sigma(\alpha) - K'_\sigma(\beta) \pm \frac{\beta}{2}
\]
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Hence,
\[ [v] = \alpha \quad \text{and} \quad [\partial_v v] = \beta. \] (1.18)

Therefore, as in the proof of Lemma 2, we show that \( v \in H_{\text{loc}}^1(\mathbb{R}^m \setminus \bar{\sigma}) \) satisfies
\[ \Delta v + k^2 v = 0 \quad \text{in} \quad \mathbb{R}^m \setminus \bar{\sigma}, \]
\[ \partial_v v_\pm + \lambda^\pm v_\pm = 0 \quad \text{on} \quad \sigma \]
and the Sommerfeld radiation condition. Then, from the uniqueness of the solution of this system, we have \( v = 0 \) and we conclude, by (1.18), that \( \alpha = \beta = 0. \)

**Lemma 4.** Assume that \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\). The operator \( A_\sigma : \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \rightarrow H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \) given by (1.10) has a bounded inverse.

**Proof.** Let \( \tilde{\varphi} \in H^{1/2}(\partial\Omega) \) and \( \tilde{\psi} \in H^{-1/2}(\partial\Omega) \) be the extension by zero to \( \partial\Omega \) of \( \varphi \in \tilde{H}^{1/2}(\sigma) \) and \( \psi \in \tilde{H}^{-1/2}(\sigma) \) respectively.

Let \( A_{\partial\Omega} \) be the operator defined on \( H^{1/2}(\partial\Omega) \times H^{-1/2}(\partial\Omega) \rightarrow H^{1/2}(\partial\Omega) \times H^{-1/2}(\partial\Omega) \) by
\[
A_{\partial\Omega} := \begin{pmatrix}
\tilde{\lambda}^+ \tilde{\lambda}^- I + (\tilde{\lambda}^+ + \tilde{\lambda}^-) T_{\partial\Omega} & -\frac{1}{2} (\tilde{\lambda}^+ - \tilde{\lambda}^-) I - (\tilde{\lambda}^+ + \tilde{\lambda}^-) K'_{\partial\Omega} \\
\frac{1}{2} (\tilde{\lambda}^+ - \tilde{\lambda}^-) I + (\tilde{\lambda}^+ + \tilde{\lambda}^-) K_{\partial\Omega} & I - (\tilde{\lambda}^+ + \tilde{\lambda}^-) S_{\partial\Omega}
\end{pmatrix} \] (1.19)

where \( \tilde{\lambda}^\pm \in L^\infty(\partial\Omega) \) such that \( \tilde{\lambda}^\pm |_{\sigma} = \lambda^\pm \) and \( \tilde{\lambda}^\pm |_{\partial\Omega \setminus \sigma} = 0 \). \( A \) can be decomposed as \( A = A_{c,\Omega} + A_{0,\Omega} \), where
\[
A_{c,\partial\Omega} = \begin{pmatrix}
\tilde{\lambda}^+ \tilde{\lambda}^- I + (\tilde{\lambda}^+ + \tilde{\lambda}^-) T_{c,\partial\Omega} & -(\tilde{\lambda}^+ + \tilde{\lambda}^-) K'_{c,\partial\Omega} \\
\frac{1}{2} (\tilde{\lambda}^+ - \tilde{\lambda}^-) I + (\tilde{\lambda}^+ + \tilde{\lambda}^-) K_{c,\partial\Omega} & -\frac{1}{2} (\tilde{\lambda}^+ + \tilde{\lambda}^-) K_{c,\partial\Omega}
\end{pmatrix} \] (1.20)

and
\[
A_{0,\partial\Omega} = \begin{pmatrix}
(\tilde{\lambda}^+ + \tilde{\lambda}^-) T_{0,\partial\Omega} & -\frac{1}{2} (\tilde{\lambda}^+ + \tilde{\lambda}^-) I \\
0 & I
\end{pmatrix}. \] (1.21)

We denote by \( T_{0,\partial\Omega} \) the boundary integral operator corresponding to the Laplace operator, defined as \( T_{\partial\Omega} \) by replacing the kernel \( \Phi(x, y) \) by
\[
\Phi_0(x, y) := \begin{cases}
\frac{1}{4\pi} \frac{1}{|x - y|} & m = 3 \\
-\frac{1}{2\pi} \ln |x - y| & m = 2
\end{cases} \] (1.22)
The operator \(-T_{0,\partial\Omega}\) is coercive on \(\partial\Omega\). Consequently, we can deduce directly that \(A_{0,\partial\Omega}\) is invertible.

We now prove that the operator \(A_{c,\partial\Omega}\) is compact. In fact, \(T_{c,\partial\Omega} := T_{\partial\Omega} - T_{0,\partial\Omega}\) is a compact operator since it has a continuous kernel.

Since the injection from \(H^{\frac{1}{2}}(\partial\Omega)\) to \(H^{-\frac{1}{2}}(\partial\Omega)\) is compact and \(\tilde{\lambda}^\pm \in L^\infty(\partial\Omega)\), the operators \((\tilde{\lambda}^+ - \tilde{\lambda}^-)I\) and \(\lambda^\pm \tilde{\lambda}^{-1}I\) are also compact from \(H^{\frac{1}{2}}(\partial\Omega)\) to \(H^{-\frac{1}{2}}(\partial\Omega)\).

In the other hand, \(K_{\partial\Omega}\) is a compact operator from \(H^{-\frac{1}{2}}(\partial\Omega)\) to \(H^{-\frac{1}{2}}(\partial\Omega)\). The operator \(S_{\partial\Omega}\) is continuous from \(H^{-\frac{1}{2}}(\partial\Omega)\) to \(H^{\frac{1}{2}}(\partial\Omega)\). Thus \((\tilde{\lambda}^+ + \tilde{\lambda}^-)S_{\partial\Omega}\) is compact from \(H^{-\frac{1}{2}}(\partial\Omega)\) to \(H^{-\frac{1}{2}}(\partial\Omega)\).

We conclude that \(A_{c,\partial\Omega} : H^{1/2}(\partial\Omega) \times H^{-1/2}(\partial\Omega) \to H^{-1/2}(\partial\Omega) \times H^{-1/2}(\partial\Omega)\) is a compact operator.

Let’s prove now the same properties for \(A_{\sigma}\). A decomposition of \(A_{\sigma}\) can be given as \(A_{0,\sigma} + A_{c,\sigma}\) where \(A_{0,\sigma}\) and \(A_{c,\sigma}\) are respectively defined by

\[
A_{0,\sigma} = \begin{pmatrix}
(\lambda^+ + \lambda^-)T_0 & -\frac{1}{2}(\lambda^+ + \lambda^-)I \\
0 & I
\end{pmatrix}
\]

and

\[
A_{c,\sigma} = \begin{pmatrix}
\lambda^+ \lambda^- I + (\lambda^+ + \lambda^-)T_{c,\sigma} & -(\lambda^+ + \lambda^-)K_{\sigma}' \\
\lambda^+ - \lambda^- I + (\lambda^+ + \lambda^-)K_{\sigma} & -(\lambda^+ + \lambda^-)S_{\sigma}
\end{pmatrix}
\]

We can observe that \(A_{c,\sigma}\) is the restriction of \(A_{c,\partial\Omega}\) to \(\tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma)\) on \(\sigma\). Then, we can deduce directly the compactness of this operator. The coercivity of \(A_{0,\sigma}\) is deduced from the coercivity of \(-T_{0,\sigma}\). In fact, we have for all \(\tilde{\varphi} \in \tilde{H}^{1/2}(\partial\Omega)\)

\[
\Re((-T_{0,\partial\Omega}\tilde{\varphi}, \tilde{\varphi})_{\tilde{H}^{-1/2}(\partial\Omega),\tilde{H}^{1/2}(\partial\Omega)}) \geq \alpha\|\tilde{\varphi}\|_{\tilde{H}^{1/2}(\partial\Omega)}^2,
\]

for some \(\alpha > 0\). Therefore

\[
\Re((-T_{0,\sigma}\varphi, \psi)_{\tilde{H}^{-1/2}(\sigma),\tilde{H}^{1/2}(\sigma)}) \geq \alpha\|\varphi\|_{\tilde{H}^{1/2}(\sigma)}^2,
\]

which leads to the coercivity of the operator \(-T_{0,\sigma}\) on \(\sigma\). Consequently, the operator \(A_{0,\sigma}\) is invertible. In fact, let \((f, g) \in H^{-1/2}(\sigma) \times H^{-1/2}(\sigma)\) and \((\varphi, \psi) \in \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma)\) such that

\[
A_{\sigma,0} \begin{pmatrix}
\varphi \\
\psi
\end{pmatrix} = \begin{pmatrix}
f \\
g
\end{pmatrix}.
\]

This is equivalent to

\[
\psi = g \quad \text{and} \quad T_{0,\sigma}(\varphi) - \frac{\lambda^+ + \lambda^-}{2}\psi = f.
\]
Consequently
\[ \psi = g \quad \text{and} \quad T_{0,\sigma}(\varphi) = f + \frac{\lambda^+ + \lambda^-}{2}g. \]

Therefore the invertibility of \( A_{\sigma,0} \) is equivalent to the invertibility of \( T_{0,\sigma} \).

Finally \( A_\sigma \) is a Fredholm operator with index zero and since \( A_\sigma \) is injective (see Lemma 3) we conclude that it has a bounded inverse. \( \square \)

### 1.2.3 A variational approach

We now prove similar results as in the previous paragraph by using a variational approach.

**Lemma 5.** Assume that \( g^\pm \in H^{-1/2}(\sigma) \) such that \( (g^+ - g^-) \in H^{-1/2}(\sigma) \). Then, The (ICP) has a unique solution that continuously depends on the boundary data \( g^+ \) and \( g^- \).

**Proof.** Denotes by \( B_R \) a sufficiently large ball with radius \( R \) containing \( \bar{\sigma} \) and by \( S_R \) its boundary. The equivalent variational formulation of the (ICP) consists into

\[
(P2) : \text{find } u^s \in H^1(B_R \setminus \bar{\sigma}) \text{ satisfying for all } v \in H^1(B_R \setminus \bar{\sigma}) \text{ the following equation}
\]

\[
\int_{B_R \setminus \bar{\sigma}} \nabla u^s \nabla v \ - \ k^2 \int_{B_R \setminus \bar{\sigma}} u^s v - \int_{\sigma} \lambda^+ u^s + v^+ - \int_{\sigma} \lambda^- u^s - v^- - \langle T_R(u^s_{|S_R}), v \rangle_{S_R}
\]

\[
= \langle g^+, [v] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \langle (g^+ - g^-), v^- \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)}
\]

where \( T_R : H^{1/2}(S_R) \to H^{-1/2}(S_R) \) is the Dirichlet to Neuman operator defined by

\[
T_R(\varphi) = \partial_r w, \quad \text{on } S_R,
\]

with \( w \in H^1_{loc}(\mathbb{R}^m \setminus B_R) \cap H^2_{loc}(\mathbb{R}^m \setminus \overline{B_R}) \) is the unique solution to

\[
\begin{cases}
\Delta w + k^2 w &= 0 \quad \text{in } \mathbb{R}^m \setminus \overline{B_R} \\
w &= \varphi \quad \text{on } S_R \\
\lim_{R \to \infty} \int_{S_R} |\partial_r w - ikw|^2 ds &= 0
\end{cases}
\]

Let \( \langle \cdot, \cdot \rangle_{S_R} \) denotes the duality product between \( H^{-1/2}(S_R) \) and \( H^{1/2}(S_R) \) that coincides with \( L^2(S_R) \) scalar product for regular functions and let us recall in Theorem 6 (see [75, Theorem 2.6.4, p97]) some properties of this operator.

**Theorem 6.** The DtN map \( T_R \) is well defined and is continuous map from \( H^{1/2}(S_R) \) to \( H^{-1/2}(S_R) \). Moreover,

1. \( 0 \leq \Re \langle T_R(\varphi), \varphi \rangle_{S_R} \leq k \| \varphi \|^2_{L^2(S_R)} \) and \( \| \varphi \|^2_{L^2(S_R)} \leq -\Re \langle T_R(\varphi), \varphi \rangle_{S_R} \leq \| \varphi \|^2_{H^{1/2}(S_R)} \)

and

2. \( \Im \langle T_R(\varphi), \varphi \rangle_{S_R} = 0 \implies \varphi = 0. \)

for all \( \varphi \in H^{1/2}(S_R) \).
The variational formulation of (P2) can be written in the form
\[ A(u^s, v) + B(u^s, v) = l(v) \quad \text{for all} \quad v \in H^1(B_R \setminus \sigma) \tag{1.25} \]
where we set
\[
A(u^s, v) = \int_{B_R \setminus \sigma} \nabla u^s \nabla v + k^2 \int_{B_R \setminus \sigma} u^s \bar{v} - \langle T_R(u^s_{|S_R}), v \rangle_{S_R},
\]
\[
B(u^s, v) = -2k^2 \int_{B_R \setminus \sigma} u^s \bar{v} - \int_{\sigma} \lambda^+ u^+_\sigma \bar{v}^+ - \int_{\sigma} \lambda^- u^-_\sigma \bar{v}^-,
\]
\[
l(v) = -\langle g^+, [v] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \langle (g^+ - g^-), v^- \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)}.\]

We denote by \( A, B : H^1(B_R \setminus \sigma) \to H^1(B_R \setminus \sigma) \) the operators satisfying respectively for all \( v \in H^1(B_R \setminus \sigma) \)
\[
(A(u^s), v)_{H^1(B_R \setminus \sigma)} = A(u^s, v)
\]
\[
(B(u^s), v)_{H^1(B_R \setminus \sigma)} = B(u^s, v)
\]
\[
(L, v)_{H^1(B_R \setminus \sigma)} = l(v) \tag{1.26}
\]
Therefore (P2) is equivalent to the following problem.

(F1): find \( u^s \in H^1(B_R \setminus \sigma) \) such that
\[
(A + B)u^s = L \tag{1.27}
\]

To prove the existence and the uniqueness of the solution of the equation (1.27) we have to prove that the operator \( (A + B) \) is invertible.

The sesquilinear form \( A \) is continuous and coercive on \( H^1(B_R \setminus \sigma) \times H^1(B_R \setminus \sigma) \). In fact
\[
|\langle Au^s, u^s \rangle| \geq \left| \text{Re} \left( \int_{B_R \setminus \sigma} |\nabla u^s|^2 + k^2 \int_{B_R \setminus \sigma} |u^s|^2 - \langle T_R(u^s_{|S_R}), u^s \rangle_{S_R} \right) \right|
\]
\[
\geq \int_{B_R \setminus \sigma} |\nabla u^s|^2 + k^2 \int_{B_R \setminus \sigma} |u^s|^2 - \text{Re} \langle T_R(u^s_{|S_R}), u^s \rangle_{S_R}
\]
\[
\geq c\|u^s\|_{H^1(B_R \setminus \sigma)}^2
\]

Therefore, using the Lax-Milgram Theorem the operator \( A \) is an isomorphism.

Let a sequence \( (u^s_n)_{n \in \mathbb{N}} \in H^1(B_R \setminus \sigma) \) and suppose that there exists \( u^s \in H^1(B_R \setminus \sigma) \) such that
\[
u_n^s \rightharpoonup u^s \quad \text{on} \quad H^1(B_R \setminus \sigma).
\]
Using the continuity of the trace application then
\[
u_n^s \to u^s \quad \text{on} \quad H^{1/2}(\sigma).
\]

Due to the compact embedding of \( H^1(B_R \setminus \sigma) \) into \( L^2(B_R \setminus \sigma) \) and \( H^{1/2}(\sigma) \) into \( L^2(\sigma) \), hence we have
\[
u_n^s \to u^s \quad \text{on} \quad L^2(B_R \setminus \sigma) \tag{1.28}
\]
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\[ u^*_n \longrightarrow u^* \quad \text{on} \quad L^2(\sigma) \]  \hspace{1cm} (1.29)

On the other hand, we have

\[ \|Bu^*_n\|_{H^1(B_R \setminus \bar{\sigma})} \leq C_1 \left( \|u^*_n\|_{L^2(B_R \setminus \bar{\sigma})} + \|u^*_n - u^*\|_{L^2(\sigma)} \right) \]  \hspace{1cm} (1.30)

Therefore

\[ \|B(u^*_n - u^*)\|_{H^1(B_R \setminus \bar{\sigma})} \leq C_1 \left( \|u^*_n - u^*\|_{L^2(B_R \setminus \bar{\sigma})} + \|u^*_n - u^*\|_{L^2(\sigma)} \right) \]  \hspace{1cm} (1.31)

Then the second hand side of the inequality converges to zero and consequently

\[ B(u^*_n) \longrightarrow B(u^*) \quad \text{on} \quad H^1(B_R \setminus \bar{\sigma}). \]

That proves that the operator \( B \) is compact. It can be clearly seen that the operator \( (A + B) \) is a Fredholm operator of index 0. We should just prove the injectivity of this operator to prove its invertibility. Suppose that we have

\[ (A + B)u^* = 0 \]

Due to the equivalence between the problem \((P2)\) and \((F1)\),

\[ \int_{B_R \setminus \bar{\sigma}} \nabla u^* \nabla \bar{v} - k^2 \int_{B_R \setminus \bar{\sigma}} u^* \bar{v} - \int_\sigma \lambda^+ u_+^* \bar{v}_+ - \int_\sigma \lambda^- u_-^* \bar{v}_- - \langle T_R(u|_{S_r}), v \rangle_{S_r} = 0 \]

Consequently, for \( v = u^* \)

\[ \text{Im} \langle T_R(u^*|_{S_r}), u^* \rangle_{S_r} = 0 \]

Therefore \( (u^*_n|_{S_r}, \partial_n u^*_n|_{S_r}) = (0, 0) \). Hence, using the unique continuation principle (see Corollary 13), \( u^* \) vanishes in \( \mathbb{R}^m \setminus \bar{\sigma} \). That proves the injectivity of \( (A + B) \) and consequently the invertibility of this operator. Moreover, we have

\[ \|L\| \leq C_2 \left( \|g^+\|_{H^{-1/2}(\sigma)} + \|g^-\|_{H^{-1/2}(\sigma)} + \|g^+ - g^-\|_{H^{-1/2}(\sigma)} \right) \]

Using the invertibility of \( (A + B) \) then

\[ \|u^*\|_{H^1(B_R \setminus \bar{\sigma})} \leq C_2 \left( \|g^+\|_{H^{-1/2}(\sigma)} + \|g^-\|_{H^{-1/2}(\sigma)} + \|g^+ - g^-\|_{H^{-1/2}(\sigma)} \right) \]
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1.3 Case of an inhomogeneous background

In the same way as proposed in Section 1.2.2, we solve the direct problem of scattering of an incident wave by an impedance crack in an inhomogeneous domain containing the crack $\sigma$. We assume that the index of refraction $n$ is piecewise-constant complex-valued function with non-negative imaginary part to ensure the uniqueness of the solution of the scattering problem. Moreover we assume that $n = 1$ outside a ball of radius $R$.

As described in Section 1.2.2, we assume that $\sigma$ is a smooth non-intersecting open arc which can be extended to an arbitrary smooth, simply connected and closed curve $\partial \Omega_\sigma$.

The normal vector $\nu$ on $\sigma$ coincides with the outward normal vector to $\partial \Omega_\sigma$.

The direct scattering problem is to find a scattered field $u^s \in H^1_{loc}(\mathbb{R}^m \setminus \sigma)$ solution of the Helmholtz equation

$$\Delta u^s + k^2 nu^s = 0 \quad \text{in } \mathbb{R}^m \setminus \sigma,$$  \hspace{1cm} (1.32)

which satisfies the Sommerfeld radiation condition

$$\lim_{r=|x| \to +\infty} r^{m-1} \left( \partial_r u^s - iku^s \right) = 0$$  \hspace{1cm} (1.33)

uniformly for all $\hat{x} = \frac{x}{|x|}$ and such that the total field $u = u^i + u^s$ satisfies (1.32) and the impedance boundary condition

$$\partial_\nu u^s \pm \lambda^\pm u^s = 0 \quad \text{on } \sigma,$$  \hspace{1cm} (1.34)

where $\lambda^\pm \in L^\infty(\sigma)$ are the given (complex-valued) impedance functions with non-negative imaginary part. We define

$$g^\pm = -\left( \partial_\nu u^i \pm \lambda^\pm u^i \right), \quad \text{on } \sigma,$$  \hspace{1cm} (1.35)

the impedance boundary condition leads to

$$\partial_\nu u^s \pm \lambda^\pm u^s = g^\pm \quad \text{on } \sigma.$$  \hspace{1cm} (1.36)

Hence, in the case of an inhomogeneous background the (ICP) is defined by

**Impedance crack problem (ICP)**: Given some functions $g^\pm$ defined on $\sigma$, find $u^s \in H^1_{loc}(\mathbb{R}^m \setminus \sigma)$ satisfying the Sommerfeld radiation condition (1.33) and

$$\Delta u^s + k^2 nu^s = 0 \quad \text{in } \mathbb{R}^m \setminus \sigma,$$  \hspace{1cm} (1.37)

$$\partial_\nu u^s \pm \lambda^\pm u^s = g^\pm \quad \text{on } \sigma.$$  \hspace{1cm} (1.38)
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1.3.1 The integral equations approach

Here we assume that \( \sigma \) lies in a homogeneous part of the background, i.e. \( n = n_0 = \text{cte} \) in a neighborhood of \( \sigma \). In the case of an inhomogeneous domain, a representation of \( u^s \) is given by

\[
\begin{align*}
    u^s(z) &= \int_{\sigma} \left( [u^s(y)] \frac{\partial G(z, y)}{\partial \nu(y)} - \frac{\partial u^s(y)}{\partial \nu(y)} \right) G(z, y) \, ds(y), \quad \forall z \in \mathbb{R}^m \setminus \sigma, \\
    (1.39)
\end{align*}
\]

where \( G \) is the fundamental solution of the Helmholtz equation

\[
\Delta G(\cdot, x) + k^2 n G(\cdot, x) = -\delta_x \quad \text{in} \quad \mathbb{R}^m,
\]

satisfying the Sommerfeld radiation condition

\[
\lim_{r = |x| \to +\infty} r^{\frac{\alpha - 1}{2}} (\partial_r G(\cdot, x) - i k n G(\cdot, x)) = 0, \quad \text{uniformly for all} \quad \hat{x} = \frac{x}{|x|}.
\]

To prove the existence of (ICP), we use a boundary integral equations approach and the boundary integral operators \( K^n_\sigma, K^{n'}_\sigma, T^n_\sigma, S^n_\sigma \) defined in the sub-section 1.2.2 by replacing the Green function \( \Phi \) by \( G \).

The existence and uniqueness of the scattered field \( u^s \) is given by the following result

**Lemma 7.** Assume that \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\) and \( g^\pm \in H^{-1/2}(\sigma) \) such that \( g^+ - g^- \in \tilde{H}^{-1/2}(\sigma) \), then \( u^s \in H^1_{loc}(\mathbb{R}^m \setminus \sigma) \) is the unique solution of the (ICP) if and only if the vector \([u^s], [\partial_\nu u^s]^T\) solves the system of integral equations

\[
A^n_\sigma \begin{pmatrix} [u^s] \\ [\partial_\nu u^s] \end{pmatrix} = \begin{pmatrix} \lambda^- g^+ + \lambda^+ g^- \\ (g^+ + g^-) \end{pmatrix} (1.40)
\]

where the matrix operator \( A^n_\sigma : \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \to H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \) is given by

\[
A^n_\sigma := \begin{pmatrix}
    \lambda^+ \lambda^- I + (\lambda^+ + \lambda^-)T^n_\sigma & -\frac{1}{2}(\lambda^+ - \lambda^-)I - (\lambda^+ + \lambda^-)K^n_\sigma' \\
    \frac{1}{2}(\lambda^+ - \lambda^-)I + (\lambda^+ + \lambda^-)K^n_\sigma & I - (\lambda^+ + \lambda^-)S^n_\sigma
\end{pmatrix} (1.41)
\]

Moreover, \( A^n_\sigma \) is invertible with bounded inverse.

**Proof.** To prove that there is an equivalent relation between finding \( u^s \) solution of the (ICP) problem and finding \([u^s], [\partial_\nu u^s]^T\) solution of the integral equations system (1.40), we proceed in the same way as in Lemma 2. The proof that the operator \( A^n_\sigma \) is invertible is similar to that in the case of the homogeneous background domain with a constant index of refraction studied in Section 1.2.2. In fact, since \( G \) has the same singularity as the free-space fundamental solution \( \Phi \) with \( k = k_0 \sqrt{n_0} \) then the layer potentials with kernel \( G \) or \( \Phi \) have the same jump properties across \( \sigma \). \( \square \)
1.3.2 The variational approach

For the resolution of the scattering problem in the non homogeneous case using the variational approach, we proceed similarly as in the homogeneous case by replacing the variational formulation in (P2) by

\[
\int_{B_R \setminus \bar{\sigma}} \nabla u^s \nabla v - k^2 \int_{B_R \setminus \bar{\sigma}} n u^s v - \int_\sigma \lambda^+ u^+_+ v^+ - \int_\sigma \lambda^- u^- v^- - \left\langle T_R(u|_{S_R}), v \right\rangle_{S_R}
\]

\[
= - \left( g^+, [v] \right)_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \left( (g^+ - g^-), v_\perp \right)_{H^{1/2}(\sigma), H^{-1/2}(\sigma)}
\]

where \( g^\pm \in H^{-1/2}(\sigma) \) and \( n \) is a piecewise-constant complex-valued function with non-negative imaginary part. In this case, we have

\[
A(u^s, v) = \int_{B_R \setminus \bar{\sigma}} \nabla u^s \nabla v + k^2 \int_{B_R \setminus \bar{\sigma}} u^s v - \left\langle T_R(u|_{S_R}), v \right\rangle_{S_R},
\]

\[
B(u^s, v) = -k^2 \int_{B_R \setminus \bar{\sigma}} (n + 1) u^s v - \int_\sigma \lambda^+ u^+_+ v^+ - \int_\sigma \lambda^- u^- v^-,
\]

\[
l(v) = - \left( g^+, [v] \right)_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \left( (g^+ - g^-), v_\perp \right)_{H^{1/2}(\sigma), H^{-1/2}(\sigma)}
\]

We can prove that the operators \( A, B \) keep the same properties as in the homogeneous case.

1.4 Numerical scheme and results

1.4.1 Numerical discretisation

Let \( A_\sigma : \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \rightarrow H^{-1/2}(\sigma) \times \tilde{H}^{1/2}(\sigma) \) be the matrix operator given by (1.10). We use a Galerkin method to solve numerically the system of integral equations

\[
A_\sigma \begin{pmatrix} \varphi \\ \psi \end{pmatrix} = \begin{pmatrix} f_1 \\ f_2 \end{pmatrix}.
\]

We multiply the two equations in (1.45) by test functions \( \alpha \) and \( \beta \in \tilde{H}^{1/2}(\sigma) \) respectively and we integer over \( \sigma \) (in the sense of the duality pairing between \( H^{-1/2}(\sigma) \) and \( \tilde{H}^{1/2}(\sigma) \))

\[
\int_\sigma \lambda^+ \lambda^- \alpha \varphi + \int_\sigma C_1 \alpha T_\sigma \varphi - \int_\sigma C_2 \alpha \psi - \int_\sigma C_1 \alpha K'_\sigma \psi = \int_\sigma \alpha f_1
\]

\[
\int_\sigma C_1 \beta \varphi + \int_\sigma C_2 \beta K_\sigma \varphi + \int_\sigma \lambda^+ \lambda^- \beta \psi - \int_\sigma C_1 \beta S_\sigma \psi = \int_\beta f_2
\]

where we simplify the notations by denoting \( C_1 = (\lambda^+ + \lambda^-) \), \( C_2 = \frac{1}{2}(\lambda^+ - \lambda^-) \).

Then we discretize the space \( H^{-1/2}(\sigma) \times \tilde{H}^{1/2}(\sigma) \) using finite elements \( P_1 \times P_1 \). To compute
the integral involving the operator $T_\sigma$ we use the following formula (see [43])

$$
\int_\sigma \alpha(x) \frac{\partial}{\partial \nu(x)} \int_\sigma \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} \, ds(y) \, ds(x)
$$

$$
= \kappa^2 \int_\sigma \int_\sigma \Phi(x, y) \nu(x) \cdot \nu(y) \alpha(x) \varphi(y) \, ds(x) \, ds(y)
$$

$$
- \int_\sigma \int_\sigma \Phi(x, y) (\nabla \alpha(x) \times \nu(x)) \cdot (\nabla \varphi(y) \times \nu(y)) \, ds(x) \, ds(y).
$$

### 1.4.2 Numerical results

We end the study of the direct problem by some numerical tests obtained by the scheme described above. To validate our algorithm, we also use FreeFem++ to solve the (ICP) problem using the FEM method. To this end, we discretize the disk of radius 10 times the wavelength by $P1$ elements. The scattering problem in the homogeneous case is used to generate the synthetic data that will be needed in the inverse problem in Chapter 3 and 4. Since in these two chapters we use the LSM and the Factorization method that require the data $u^\infty$, then we should compare the measurements of $u^\infty$ in the case of a homogeneous domain for the two methods (the method based on integral equations and that using FEM), where $u^\infty$ is the far field pattern of the scattered wave, $x \in \mathbb{R}^m \setminus \sigma$, $\hat{x} = x/|x|$ and $r = |x|$. We recall that the solution of the (ICP) problem has the asymptotic behavior of an outgoing spherical wave (see [34])

$$
u^s(x, d) = r^{\frac{1-m}{2}} e^{ikr} u^\infty(\hat{x}, d) + O(r^{\frac{m+1}{2}}). \quad \text{(1.48)}
$$

The comparison of the modulus of the far field pattern (see (4.58)) is computed by the two methods for 100 observation points, different crack shapes and different incident plane waves $u^i(x) = \exp(ik(x_1 \cos(\theta) + x_2 \sin(\theta)))$ with angle $\theta$. We keep the wave number constant $k = 2\pi$ for all the tests and we choose two different values of the impedance $\lambda^- = \lambda^+ = 5 + i$ and $\lambda^- = \lambda^+ = 1 + i$.

The scattering problem in the non homogeneous case is used to generate the synthetic data that will be needed in the inverse problem in Chapter 5. In order to validate this case, we compare the scattered field measurements on a fixed boundary.
Figure 1.2: Reconstruction of the modulos of $u_\infty$ associated to the scattering by the open arc centered in $(0, 0)$ with radius $r = 1$ and aperture $\pi/2$ for $\lambda^\pm = 5 + i$ where the angle of incidence $\theta = \pi/2$ (left) and $\theta = \pi/4$ (right).

Figure 1.3: Reconstruction of the real part (left) and the imaginary part of the total field for $\lambda^\pm = 5 + i$ where $u_i = e^{ik(\cos(\theta)x, \sin(\theta)y)}$, with $\theta = \pi/3$ (in the first line) where $u_i = \Phi(., x_0)$ with $x_0 = (-2, -2)$ (in the second line). The crack is the open arc centered in $(0, 0)$ with radius $r = 1$ and aperture $\pi/2$. 
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Numerical results in the case of a homogeneous domain

Figure 1.4: The modulus of $u^\infty$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 5 + i$. The angle of incidence $\theta = \pi/2$ (left) and $\theta = \pi/6$ (right). The crack is the segment $[-0.5, 0.5] \times \{0\}$.

Figure 1.5: The modulus of $u^\infty$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 1 + i$. The angle of incidence $\theta = \pi/4$ (left) and $\theta = \pi/3$ (right). The crack is the segment $\{0\} \times [-0.5, 0.5]$.

Figure 1.6: The modulus of $u^\infty$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 5 + i$. The angle of incidence $\theta = \pi/2$ (left) and $\theta = \pi/6$ (right). The crack is of shape L with peaks $(0, 1), (1, 1), (1, 0)$.
Figure 1.7: The modulus of $u^\infty$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 1 + i$, $\theta = \pi/4$ (left) and $\theta = \pi/3$ (right). The crack is of shape L with peaks $(0,1), (1,1), (1,0)$.

Figure 1.8: The modulus of $u^\infty$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 5 + i$, $\theta = \pi/2$ (left) and $\theta = \pi/3$ (right). The crack is an arc of the unit circle with an angle varying from 0 to 90 degrees.

Figure 1.9: The modulus of $u^\infty$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 1 + i$, $\theta = \pi/4$ (left) and $\theta = \pi/3$ (right). The crack is an arc of the unit circle with an angle varying from 0 to 90 degrees.
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Figures 1.4 to 1.9) clearly show that the two methods are very close which validates our scheme. Note that the integral equation method is much faster than the finite element method since the size of the linear system is much smaller (even though, the matrix is not sparse).

**Numerical tests in the case of an inhomogeneous domain**

In the case of an inhomogeneous domain, we compare the solution on a fixed boundary that contains the crack. We compare the results given by the variational method and the integral equations method for the two values of the impedance parameter $\lambda^+ = \lambda^- = 2 + 2i$ and $\lambda^+ = \lambda^- = 5 + 5i$ and for different locations of the point source. The measurements are done on the circle $\Gamma_1$ centered on $(0, 0)$ and with radius $0.75$. The crack is the segment $[-0.5, 0.5] \times \{0\}$ or an arc centered on $(0, 0)$ with different apertures.

Figure 1.10: Representation of the real part (left) and the imaginary part (right) of the trace of $u$ on $\Gamma_1$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 2 + 2i$. The crack is a segment $[-0.5, 0.5] \times \{0\}$, the index of refraction $n = 2$ and the point source $x_0 = (0, 1)$.

Figure 1.11: Representation of the real part (left) and the imaginary part (right) of the trace of $u$ on $\Gamma_1$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^- = \lambda^+ = 2 + 2i$. The crack is a segment $[-0.5, 0.5] \times \{0\}$, the index of refraction $n = 2$ and the point source $x_0 = (-2, -2)$. 
Figure 1.12: Representation of the real part (left) and the imaginary part (right) of the trace of $u$ on $\Gamma_1$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^\pm = 5 + 5i$. The crack is an arc with radius 0.5 and aperture 180, the index of refraction $n = 4$ and the point source $x_0 = (-2, -2)$.

Figure 1.13: Representation of the real part (left) and the imaginary part (right) of the trace of $u$ on $\Gamma_1$ computed by Freefem++ (red) and by the integral equations method (blue) for $\lambda^\pm = 10 + 10i$ the real part (left) and the imaginary part (right) The crack is an arc with radius 0.5 and aperture 90, the index of refraction $n = 4$, with point source $x_0 = (-2, -2)$.

We observe in Figures 1.10 to 1.13 that the two methods give close results for different shapes of cracks, segment or arc with different apertures and using different values of the impedance and the index of refraction, which validates our scheme in the inhomogeneous case.
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2.1 Introduction

After the study of the forward problem in Chapter 1, we now consider the associated inverse scattering problem, which consists in the crack identification by reconstructing the shape of the crack and the impedance values on both sides of the crack, using different qualitative methods. This requires the knowledge of far field measurements, as will be studied in Chapter 3 and 4, or the knowledge of all the Cauchy data on the boundary of a bounded domain that contains the crack, which will be studied in Chapter 5. To introduce these chapters, some definitions and properties necessary to the study of our inverse problem should be provided. Moreover, a general overview about this kind of problems should be presented. Note that there is a variety of inverse scattering problems that are considered in the literature. In fact, the problems depend on the different kind of data (e.g. one or multi-static far field data, one or several pairs of Cauchy measurements, etc.), the nature of the unknowns (e.g. a crack, an obstacle, etc.), the physical parameters of the unknowns (e.g. the impedance coefficient, the index of refraction of the inhomogeneous medium, etc.). In this chapter, we start by giving some properties of the far field pattern. Then, we present some uniqueness results of the solution of the inverse scattering problem. Finally, we provide a general overview of the different methods used to solve the inverse scattering problem for time-harmonic acoustic and electromagnetic waves at fixed frequency.

2.2 The far field pattern

For the setup of the inverse problem, usually the asymptotic behavior of the scattered field for large arguments is considered. Let $u^i(x, d) = e^{ikd \cdot x}$ for $x \in \mathbb{R}^m$, $m = 2, 3$, be an incident plane wave with a wave number $k > 0$ and a unit vector $d$ giving the direction of propagation. The scattered field $u^s$ is a solution of (1.1), (1.2) and (1.3), $u^s$ has the asymptotic behavior of an outgoing spherical wave

$$u^s(x, d) = r^{\frac{1-m}{2}} e^{ikr} u^\infty(\hat{x}, d) + O(r^{\frac{-m-1}{2}}),$$

as $r = |x| \to \infty$ uniformly in all directions $\hat{x} = x/|x|$. The function $u^\infty$ is known as the far field pattern’ of $u^s$. The fundamental solution $\Phi$ to the Helmholtz equation, given by
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(1.8), has the following asymptotic behavior

\[ m = 2, \quad \Phi(x, y) = e^{i \frac{\pi}{4}} e^{ik|x|} \left( e^{-ik\hat{x} y} + O\left( \frac{1}{|x|} \right) \right) \]

\[ \partial_{\nu(y)} \Phi(x, y) = e^{i \frac{\pi}{4}} e^{ik|x|} \left( \partial_{\nu(y)} e^{-ik\hat{x} y} + O\left( \frac{1}{|x|} \right) \right) \]

\[ m = 3, \quad \Phi(x, y) = \frac{e^{ik|x|}}{4\pi|x|} \left( e^{-ik\hat{x} y} + O\left( \frac{1}{|x|} \right) \right) \]

\[ \partial_{\nu(y)} \Phi(x, y) = \frac{e^{ik|x|}}{4\pi|x|} \left( \partial_{\nu(y)} e^{-ik\hat{x} y} + O\left( \frac{1}{|x|} \right) \right) \]

where \( |x| \to \infty \). Using these asymptotics and the expression (1.7) of the solution of (1.1), (1.2) and (1.3), the associated far field pattern is given by

\[ u^\infty(\hat{x}, d) = \gamma_m \int_{\sigma} \left( \partial_{\nu(y)} e^{-ik\hat{x} y} [u^s](y, d) - e^{-ik\hat{x} y} [\partial_{\nu} u^s](y, d) \right) ds(y), \quad \forall \hat{x} \in S^{m-1}. \quad (2.2) \]

where

\[ \gamma_m = \begin{cases} e^{i \frac{\pi}{2}} \sqrt{\frac{8\pi k}{\pi}} & \text{for } m = 2 \\ \frac{1}{4\pi} & \text{for } m = 3 \end{cases} \quad (2.3) \]

We now introduce one of the most important properties used in general to prove the uniqueness of the solution of some inverse problems.

**Lemma 8.** [34, Lemma 2.11, p32](Rellich’s Lemma)

Assume the bounded set \( D \) as the open complement of an unbounded domain and let \( u \in C^2(\mathbb{R}^m \setminus \bar{D}) \) be a solution of the Helmholtz equation satisfying

\[ \lim_{r \to \infty} \int_{|x|=r} |u(x)|^2 ds = 0. \quad (2.4) \]

Then \( u = 0 \) in \( \mathbb{R}^m \setminus \bar{D} \).

**Corollary 9.** [34, Theorem 2.13, p33] Let \( D \) as in Lemma 8 and let \( u \in C^2(\mathbb{R}^m \setminus \bar{D}) \) be a radiating solution to the Helmholtz equation for which the far field pattern vanishes identically. Then \( u = 0 \) in \( \mathbb{R}^m \setminus \bar{D} \).

Among the most important properties of the far field pattern that are needed to study the inverse problem, the two following reciprocity relations. The first one namely First reciprocity relation which can be physically explained by the fact that if we apply an incident wave with direction \( d \) to an object and we observe it in the direction \( -\hat{x} \) is the same if we apply an incident wave with direction \( \hat{x} \) and we observe it in the direction \( -\theta \). The second one relates the scattered field to the far field.
Theorem 10. [34, Theorem 8.8, p 223] (First reciprocity principle) Let \( \Phi^\infty(\hat{x}, d) \) be the far field pattern with a direction of observation \( \hat{x} \) and a direction \( d \) of the incident plane wave. Then

\[
\Phi^\infty(-\hat{x}, d) = \Phi^\infty(-d, \hat{x}), \quad (\hat{x}, d) \in S^{m-1}.
\]

It follows from Theorem 10 the mixed reciprocity theorem (see [53, Theorem 1.7, p8]) which is very useful. We use it in the theoretical justification of the RG-LSM in Chapter 5. To this aim we adapt it to the case of cracks with impedance boundary conditions in Theorem 11.

Theorem 11. (Second or mixed reciprocity principle) Let \( u^s(z, d) \) be the scattered field at \( z \in \mathbb{R}^m \setminus \bar{\sigma} \) that corresponds to the incident plane wave \( u^i(x, d) = e^{i k z \cdot d}, \ x \in \mathbb{R}^m \). Furthermore, let \( \Phi^\infty(d, z) \) be the far field pattern of the scattered field \( v^s \) corresponding to the incident point source \( v^i(x, z) = \Phi(x, z), \ x \in \mathbb{R}^m \). Then

\[
\Phi^\infty(d, z) = \gamma_m u^s(z, -d), \quad d \in S^{m-1} \text{ and } z \notin \bar{\sigma}.
\]

Proof. Given two incident fields \( u^i \) and \( v^i \), the associated total fields \( u \) and \( v \) satisfy (1.1) and (1.2). Using the boundary condition (1.2) on \( \sigma \), we obtain

\[
\int_{\sigma} \partial_{\nu} u^+_2 u^-_1 - \int_{\sigma} \partial_{\nu} u^+_1 u^-_2 + \int_{\sigma} \partial_{\nu} u^-_1 u^-_2 - \int_{\sigma} \partial_{\nu} u^-_2 u^-_1 = \int_{\bar{\sigma}} \lambda^+ u^+_1 u^+_2 - \int_{\bar{\sigma}} \lambda^+ u^+_2 u^+_1 + \int_{\bar{\sigma}} \lambda^- u^-_1 u^-_2 - \int_{\bar{\sigma}} \lambda^- u^-_2 u^-_1 = 0
\]

By using the decomposition \( u_1 = u^+_1 + u^-_1 \) and \( u_2 = u^+_2 + u^-_2 \) and the fact that the scattered fields solve the Helmholtz equation outside of \( \sigma \) as well as the radiation condition, we obtain

\[
\int_{\sigma} ([u^+_2] \partial_{\nu} u^-_2 - [u^-_2] \partial_{\nu} u^+_2) \ ds = \int_{\sigma} ([u^+_1] \partial_{\nu} u^-_1 - [u^-_1] \partial_{\nu} u^+_1) \ ds.
\]

(2.5)

Let \( x \in \mathbb{R}^m \setminus \bar{\sigma} \), we recall the expression of \( u^+_2 \) when the incident field is the point source wave \( \Phi(., x) \)

\[
u^s_2(x, d) = \int_{\sigma} (\Phi(x, y) [\partial_{\nu} u^+_2](y, d) - \partial_{\nu(y)} \Phi(x, y) [u^+_2](y, d)) \ ds(y), \quad \forall x \in \mathbb{R}^m \setminus \bar{\sigma}.
\]

By applying (2.5) when \( u^+_1 \) is the plane wave with direction \( d \) and \( u^+_2 \) is the point source wave \( \Phi(., x) \) we obtain:

\[
\gamma_m u^i_1(x, d) = \Phi^\infty_m(-d, x),
\]

(2.6)

where \( \gamma_m \) is given by (2.3).

We propose to give some key properties of the scattering problem needed in the study of the inverse problem. We rewrite here the unique continuation principle proposed in [34, Lemma 8.5, p219].
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Theorem 12. (Unique continuation principle) Let $\mathcal{O}$ be an open set and $u \in H^2(\mathcal{O})$ such that there exists a constant $C$ for which

$$|\Delta u(x)| \leq C(|\nabla u(x)| + |u(x)|), \quad \text{for a.e. } x \in \mathcal{O}.$$  

If $u$ vanishes a.e. in a neighborhood of a point $x_0 \in \mathcal{O}$ then $u$ vanishes a.e in $\mathcal{O}$.

Corollary 13. Let $\mathcal{O}$ be an open set and $\Sigma \subset \partial \mathcal{O}$ such that $|\Sigma| \neq 0$. We assume that $u$ is a solution of

$$\Delta u + k^2 u = 0 \quad \text{in } \mathcal{O}.$$  

If $(u, \partial_n u)$ vanishes on $\Sigma$ then $u$ vanishes in $\mathcal{O}$.

Proof. Let $x_0 \in \Sigma$ and $B_{x_0}$ be a ball centered on $x_0$ such that $B_{x_0} \cap \partial \mathcal{O} \subset \Sigma$. Let $B_{x_0}^-$ and $B_{x_0}^+$ be such that

$$B_{x_0}^- = B_{x_0} \cap \mathcal{O} \quad \text{and} \quad B_{x_0}^+ = B_{x_0} \cap (\mathbb{R}^m \setminus \mathcal{O}).$$

We define $\tilde{u} \in H^1(B_{x_0})$ by

$$\tilde{u} = u \quad \text{in } B_{x_0}^- \quad \text{and} \quad \tilde{u} = 0 \quad \text{in } B_{x_0}^+.$$  

Since $(u, \partial_n u)|_{\Sigma} = 0$ and $\tilde{u}$ vanishes in $B_{x_0}^+$ and satisfies the Helmholtz equation in $B_{x_0}^-$, then $\Delta \tilde{u} + k^2 \tilde{u} = 0$ in $B_{x_0}$. Consequently, $\tilde{u} \in H^2_{\text{loc}}(B_{x_0})$ and

$$|\Delta \tilde{u}(x)| \leq k^2 |\tilde{u}(x)|, \quad \text{for } x \in B_{x_0}. \quad (2.7)$$

Therefore, using the unique continuation principle, $\tilde{u} = 0$ in $B_{x_0}$ and consequently $u = 0$ in $B_{x_0}^-$. Applying the unique continuation principle to $u$, we get that $u$ vanishes in $\mathcal{O}$. \hfill \qed

2.3 Uniqueness of the solution of the inverse problem

In this section we are interested in proving the uniqueness of the solution of the inverse problem of scattering by a crack with impedance boundary conditions from measurements of the far field pattern for all directions and observation points.


When the far field pattern $u^\infty(\hat{x}, d)$ is given for all directions $d$ and observation points $\hat{x}$, the first uniqueness theorem was given by Shiffer [83] in 1960 for the case of a sound-soft
obstacle. The main ingredient of the proof of Shiffer is the Rellich’s Lemma. In 1988, Nachman, Novikov and Ramm [74, 76, 78] established the uniqueness results in the case of an inhomogeneous medium. We refer also to [29] and [34] for other uniqueness results of the inverse obstacle scattering problem, where it is assured that in principle the data is sufficient to uniquely determine the obstacle.

For the case of a sound soft or a sound hard crack, the uniqueness results are quite similar to those for the obstacle. L. Rondi [80] proved the uniqueness of the inverse problem for a sound soft defect. For the case of a crack with impedance boundary conditions, we prove the following uniqueness result.

**Theorem 14.** Assume that $\sigma_1$, $\sigma_2$ are two cracks and $\lambda_1$, $\lambda_2$ two impedance functions satisfying the assumptions $\lambda_i^+ \in L^\infty(\sigma_i)$ and $\lambda_i^+ + \lambda_i^- \neq 0$ a.e., for $i = 1 : 2$. If the far field patterns $u_j^\infty$ of the scattered waves $u_j^\circ$ solutions of the (1.1), (1.2) and (1.3) associated to $\sigma_j$, $\lambda_j$, for $j = 1, 2$, coincide for all incident directions $d$ then $\sigma_1 = \sigma_2$ and $\lambda_1 = \lambda_2$.

**Proof.** Assume that $u_1^\infty(\cdot, d) = u_2^\infty(\cdot, d)$ for all the directions $d \in S^{m-1}$ of the incident plane waves $u^i(x, d) = e^{ikx-d}$.

Then, by the Rellich’s Lemma, $u_1^\circ(\cdot, d) = u_2^\circ(\cdot, d)$ in $R^m \setminus (\bar{\sigma}_1 \cup \bar{\sigma}_2)$. Hence, using the mixed reciprocity relation,

$$u_j^\circ(z, d) = u_j^\infty(d, z), \quad \text{for all } d \in S^{m-1} \text{ and } z \notin \sigma_j,$$

for $j = 1, 2$, we get

$$u_1^\infty(\cdot, z) = u_2^\infty(\cdot, z), \quad \text{for } z \in R^m \setminus (\bar{\sigma}_1 \cup \bar{\sigma}_2).$$

where $u_i^\infty(\cdot, z)$ is associated to the incident point source $u^i = \Phi(\cdot, z)$ in the source point $z$.

Thus, by the Rellich’s Lemma, $u_1^\circ(x, z) = u_2^\circ(x, z)$, for $x, z \in R^m \setminus (\bar{\sigma}_1 \cup \bar{\sigma}_2)$.

Let us assume that $\sigma_1 \neq \sigma_2$. Then, there exists $x^* \in \partial C$ such that $x^* \in \sigma_1$ and $x^* \notin \sigma_2$. In particular, $z_n := x^* + \frac{1}{n} \nu(x^*)$, belongs to $C$ for integers $n$ sufficiently small and $z_n \in \sigma_1$ for $n$ sufficiently large.

The boundary condition on $\sigma_1$ reads

$$\partial_\nu u_{1,\pm}^\circ(x^*, z_n) + \lambda_1^\pm u_{1,\pm}^\circ(x^*, z_n) = -(\partial_\nu \pm \lambda_1^\pm)\Phi(x^*, z_n).$$

Then, since $u_2^\circ$ is analytic outside of $\sigma_2$ and $u_1^\circ(x, z_n) = u_2^\circ(x, z_n)$, we have

$$\partial_\nu u_{2,\pm}^\circ(x^*, z_n) + \lambda_1^\pm u_{2,\pm}^\circ(x^*, z_n) = -(\partial_\nu \pm \lambda_1^\pm)\Phi(x^*, z_n). \quad (2.8)$$

For non vanishing $\lambda_i^\pm \in L^\infty(\sigma), \quad i = 1 : 2$, the left hand side of (2.8) is bounded whereas the right hand side blows up when $z_n$ tends to $x^*$ which is a contradiction.
Finally, let $\sigma_1 = \sigma_2$ and assume that $(\lambda_1^+, \lambda_1^-) \neq (\lambda_2^+, \lambda_2^-)$. Then from Rellich’s lemma, for a given incident field, the boundary condition writes

$$
\partial_{\nu} u_{1,\pm} + \lambda_1^\pm u_{1,\pm} = \partial_{\nu} u_{2,\pm} + \lambda_2^\pm u_{2,\pm}, \quad \text{on } \sigma
$$

(2.9)

using the fact that $u_1 = u_2$, we have

$$
(\lambda_1^+ - \lambda_2^+) u_{1,\pm} = 0, \quad \text{on } \sigma.
$$

(2.10)

Therefore, since $(\lambda_1^+, \lambda_1^-) \neq (\lambda_2^+, \lambda_2^-)$, by the unique continuation principle $u_1^* = 0$ in $\mathbb{R}^m \setminus \hat{\sigma}$ and the associated far field vanishes which contradicts the hypothesis. Therefore, $\lambda_1 = \lambda_2$.

## 2.4 Some reconstruction methods

The reconstruction methods for inverse scattering problems can be classified in three families, the iterative methods, the decomposition schemes and the qualitative methods. Let us provide a brief description of some identification methods of each family.

### 2.4.1 Iterative methods

The iterative methods give an identification of the unknown objects thanks to an appropriate parametrization of the boundary of the scatterer and by computing the parameters using iterative schemes. The principle of this kind of methods is to formulate the inverse problem as finding the zero of some operators expressed in function of the data. This problem is not linear which requires to use some iterative process to linearize it. This kind of methods are well-known for their high-quality reconstructions of the shape of the scatterer when the data are sufficiently good and the use of a small amount data which are necessary to ensure at least local uniqueness of the solution. For an inverse obstacle scattering, the methods work when a scatterer is illuminated by one time-harmonic wave only. However, the main drawbacks of these methods is the need of a priori information on the unknown object such as the type of the boundary conditions since the methods use some derivative tools as the Frechet derivative or topological derivative which requires to solve some direct problems in every iteration step which is computationally very expensive. These methods can also suffer from local minima for large nonlinear optimization functional. However, they offer the possibility of reconstructing only a part of the scatterer or to reconstruct only some of its properties.

**The Newton method**

In this subsection, we explain the principle of the Newton method. Let $u^i$ be a fixed incident field. We define the far field operator $F : \partial D \rightarrow u^\infty$ mapping the boundary $\partial D$
of the scatterer $D$, which can be an obstacle or a crack, onto the far field pattern $u^\infty$ of the scattered wave $u^s$. The inverse problem consists in solving the operator equation

$$F(\partial D) = u^\infty. \quad (2.11)$$

This is an ill-posed and non-linear problem. The inversion algorithm is based first on the linearization of (2.11) by solving, for a given initialization $\partial D_0$ in a class of admissible surfaces, the following equation

$$F'(\partial D_0)h + F(\partial D_0) \simeq u^\infty, \quad (2.12)$$

since we have

$$F(\partial D_0 + h) = F(\partial D_0) + F'(\partial D_0)h + O(h^2)$$

where $h = \partial D - \partial D_0$ is the increment and $F'$ is the Fréchet derivative of $F$. By solving the equation (2.12), we find $h$ that yields the new approximation of $\partial D$, given by $\partial D_1 = \partial D_0 + h$. The Newton method consists in iterating this procedure. A characterization of the Fréchet derivative is given by solving a scattering problem similar to the direct problem. For example, in the case of the Dirichlet boundary condition, the Fréchet derivative is given by

$$F'(\partial D_0)h = v^\infty_h,$$

where $v^\infty_h$ is the far field pattern of the radiating solution $v^\infty_h$ to the Helmholtz equation in $\mathbb{R}^m \setminus \overline{D}$ satisfying the Dirichlet boundary condition

$$v_h = -(\nu \cdot h)\partial_\nu u \quad \text{on } \partial D$$

in terms of the total field $u = u^i + u^s$. Solving (2.12) is an ill-posed problem. To this end, a regularization is needed. Using the Tikhonov regularization, the equation (2.12) is replaced by

$$\alpha h + [F'(\partial D_0)]^*F(\partial D_0)h = [F'(\partial D_0)]^*(u^\infty - F(\partial D_0)) \quad (2.13)$$

where $\alpha$ is a regularization parameter. The Newton method has been extended and successfully tested for other boundary conditions in the case of the obstacle [57, 58, 62, 70, 71, 63] and for scattering from cracks [59, 60, 72].

The Topological gradient method

The topological gradient method was introduced by A. Schumacher [82], J. Sokolowski and A. Zochowski [84]. It consists in studying the behavior of a shape functional when modifying the topology of the domain by the creation of a small trial flaw in a defect-free domain or in some cases a small hole. More precisely, the main idea of this method is to consider a variable domain $D$ and a cost functional $j(D) = J(u_D)$ to be minimized, where
$u_D$ is a solution to a given PDE defined in $D$. Let $x_0 \in D$ and $B(x_0, \rho)$ be a ball centered in $x_0$ with a small radius $\rho$, the perturbed domain is $D \setminus B(x_0, \rho)$. The topological sensitivity analysis provides the following asymptotic expansion of $j(D \setminus B(x_0, \rho))$ when $\rho$ tends to zero

$$j(D \setminus B(x_0, \rho)) - j(D) = f(\rho) g(x_0) + O(f(\rho)),$$

where $f$ is a positive function and $g$ is the so-called topological gradient or topological derivative. Consequently, the defect is detected by the set of holes at some points $x$ where $g$ is negative. For cracks in the case of the Laplace equation, I. Horchani [46] used the previous concept and gave an algorithm to locate the crack which requires to solve the direct and adjoint problems for few iterations.

C. Bellis [7], C. Bellis and M. Bonnet [8] gave a time-domain topological derivative method to retrieve a crack $\Gamma$ embedded in a domain $\Omega$ in linear elasticity and acoustics. By defining $z \rightarrow T(z, \hat{\Gamma}, T)$ as the indicator function, the crack consists in the set of points $z \in \Omega$ at which $T(z, \hat{\Gamma}, T)$ have a negative value. Here, $T(z, \hat{\Gamma}, T)$ is the topological derivative field of a cost function $J$ as

$$J(\Omega_\epsilon, z, T) = J(\Omega, T) + \eta(\epsilon) T(z, \hat{\Gamma}, T) + O(\eta(\epsilon)).$$

Considering an infinitesimal trial crack $\Gamma_\epsilon = z + \epsilon \Gamma$ centered at $z \in \Omega$ with characteristic size $\epsilon$, whose shape is defined using a normalized open surface $\Gamma$, and setting $\Omega_\epsilon = \Omega \setminus \Gamma_\epsilon$.

For the cost function $J$ defined by

$$J = \int_0^T \int_{S_{obs}} \varphi[u_{\Gamma}(\xi, t), \xi, t] dS_{\xi} dt,$$

where $S_{obs} \subset \partial \Omega$ is the measurement surface and

$$\varphi[w, \xi, t] = \frac{1}{2} \|w - u_{obs}(\xi, t)\|^2.$$

The misfit function $\varphi$ is chosen so as the gap between measurements $u_{obs}$ and the displacement $u_\Gamma$ arising in a trial cracked solid $\Omega_\Gamma$. The method proposed in [7] is not considered as an iterative method but as a qualitative method since the value of the indicator should be computed at each point of the sampling domain.

### 2.4.2 Decomposition methods

The main idea of the decomposition methods is to split the inverse scattering problem into a linear and ill-posed problem which consists in reconstructing the scattered wave from the far field pattern and a nonlinear well posed problem by determining the unknown boundary of the scatterer as the location where the boundary condition for the total field is satisfied. This idea was proposed by Colton and Monk in 1986 [35], Kirsch an Kress in 1987 [54] and
Potthast in 1996 [77] with the Point Source Method. Notice that the conformal mapping proposed by I. Akduman and R. Kress [1] is considered as a decomposition method in the case of the Laplace equation. The decomposition methods have the advantage of avoiding to solve any forward problem. Also, parts of the scatterer might be reconstructed and other parts neglected. In principle, with an appropriate set-up, these analytic continuation methods provide high-quality reconstructions. Some of their limitations are similar to those of iterative schemes since they need an a priori knowledge of the boundary conditions of the unknown objects whereas this information might not be available for some applications.

**Decomposition method: Kirsch and Kress**

For scattering by a sound soft obstacle, the scattered field $u^s$ can be written as the single-layer potential

$$u^s(x) = \int_{\partial D} \varphi(y) \Phi(x, y) ds(y), \quad x \in \mathbb{R}^m \setminus D,$$

with an unknown density $\varphi \in L^2(\partial D)$. In this case, we have

$$u^\infty(\hat{x}) = \frac{1}{4\pi} \int_{\partial D} \varphi(y) e^{-ik\hat{x} \cdot y} ds(y), \quad x \in S^{m-1}.$$  \hfill (2.15)

First, a linear ill-posed problem is solved which consists in computing the density $\varphi$ from the measured far field pattern $u^\infty$ by solving the linear integral equation of the first kind

$$S_\infty \varphi = u^\infty$$

with the compact integral operator $S_\infty : L^2(\partial D) \rightarrow L^2(S^{m-1})$ given by

$$(S_\infty \varphi)(\hat{x}) = \frac{1}{4\pi} \int_{\partial D} \varphi(y) e^{-ik\hat{x} \cdot y} ds(y), \quad x \in S^{m-1}.$$  \hfill (2.16)

Due to the fact that $S_\infty$ is a compact operator since it is an integral operator with smooth kernel then the equation (2.16) is severely ill-posed. For a stable numerical solution of this equation, a regularization is needed. We can apply for example the Tikhonov regularization scheme by solving

$$\alpha \varphi_\alpha + S^{\ast}_\infty S_\infty \varphi_\alpha = S^{\ast}_\infty u^\infty$$

with a positive regularization parameter $\alpha$ where $S^{\ast}_\infty$ is the adjoint of $S_\infty$. The second step consists in solving the nonlinear but well-posed problem of finding the unknown sound soft obstacle by finding the zeros of the total field. Hence, given an approximation of the scattered waves $u^s_\alpha$ obtained by inserting a solution $\varphi_\alpha$ of (2.17) into the potential (2.14) we search $u^i + u^s_\alpha = 0$ in a last-squares sense, i.e. by minimizing

$$\|u^i + u^s_\alpha\|_{L^2(\Lambda)}$$

\hfill (2.18)
over a suitable set of admissible surfaces \( \Lambda \). Instead of solving the two problems separately, which has a negative impact on the accuracy of the results, the two problems are coupled. This is achieved by combining the minimization of the Tikhonov function for (2.16) and the minimization (2.18) into one cost functional

\[
\|S_m \varphi - u\|_{L^2(\partial D)}^2 + \alpha \|\varphi\|_{L^2(\partial D)}^2 + \gamma \|u^i + u^a\|_{L^2(\Lambda)}^2.
\]

(2.19)

Here \( \gamma > 0 \) denotes a coupling parameter which has to be chosen appropriately for the numerical implementation in order to make the two terms in (2.19) of the same magnitude, for example

\[
\gamma = \|u\|_{L^2(S^{m-1})}/\|u^i\|_{\infty}.
\]

### 2.4.3 Sampling methods

The idea of the Sampling methods is to define an indicator function that provides information about the location, shape and properties of the unknown object. The main advantage of the Sampling methods is that they avoid to solve any sequence of forward problems as in the iterative methods and they can treat a large class of practically relevant problems where only limited knowledge about the scatterer is available. In fact, these methods do not require any a priori information on the physical properties of the unknown object. The numerical implementation is also extremely simple and fast in this case. However, in general the drawback of these methods is that they need a large number of data since one usually needs all measurements of the far-field pattern for all directions of incident plane waves and all observation points.

#### The Linear Sampling Method

Let’s now describe the Linear Sampling Method, which has been first introduced by Kirsh and Colton in 1996 [33] and analyzed in [36]. For different applications of the LSM for obstacle detection with various boundary conditions in the case of Helmholtz or Maxwell equation we refer to [22, 23, 32, 31, 5, 6]. We summarize the main idea of this method in the case of the obstacle. Let \( \partial D \) be the boundary of the obstacle \( D \) with non empty interior. We assume that we have all the measurements of the far field pattern associated to the scattered field \( u^s \) satisfying the Helmholtz equation outside of the scatter and the radiation condition. To reconstruct \( D \), we represent the sampling domain as a grid and we solve for every sampling point \( z \) the following equation

\[
F(g) \simeq \Phi^\infty(., z)
\]

(2.20)

where the far-field operator \( F : L^2(S^{m-1}) \rightarrow L^2(S^{m-1}) \) is defined by

\[
F(g)(\hat{x}) = \int_{S^{m-1}} u^\infty(\hat{x}, d)g(d)ds(d)
\]

(2.21)
and $\Phi_\infty$ is the far field pattern of the Green function $\Phi$ of the domain. The behavior of the solution of (2.20) gives a characterization of the scatterer. In fact, as a consequence of the equation (2.20), we have

$$u^s_{v_g}(z') = \Phi(z', z)$$

(2.22)

where $u^s_{v_g}$ is the scattered wave associated to the incident Herglotz wave $v_g$ given by

$$v_g(x) = \int_{S_m-1} e^{ikd \cdot x} g(d) ds(d).$$

Consequently, (2.20) may have a solution only if $z \in D$, since otherwise $|\Phi(z', z)|$ goes to infinity while $|u^s_{v_g}(z')|$ is finite for $z' \rightarrow z$. Let’s now give a small idea about the theoretical justification. The equation (2.20) does not always have a solution since $\Phi_\infty$ is not always in the range of $F$. Hence, an approximated solution should be found. The operator can be factored as $F = GH$ where

$$z \notin D \quad \text{if and only} \quad \Phi_\infty(., z) \in R(G),$$

and $R(G)$ is the range of $G$.

Consequently using the denseness of $R(H)$, the existence of an approximated solution is proved. Hence, we can deduce that the characterization of the scatterer is given by the $R(G)$.

For the numerical implementation, an approximate solution of (2.20) is computed using a regularization. For instance for Tikhonov this is equivalent to

$$(\alpha I + F^* F)g = F^* \Phi_\infty(., z).$$

We refer to [36] and [19] for the analysis of possible strategies to choose the regularization parameter $\alpha$.

In the case of a crack, we use a similar process with a slight modification by changing the test function in the far field equation with the far field associated to the combinaison of single and double layer potentials on an arc and the sampling points by sampling arcs. We refer to Chapter 3 for detailed analysis of this method.

**The Factorization method**

The Factorization algorithm has been first introduced by A. Kirsh on 1998 [53]. It is inspired from the Linear Sampling Method. The main advantage of this method is to give an explicit function to characterize the scatterer contrary to the LSM which is based on an approximated solution. Moreover as a qualitative method, it does not require a priori knowledge of the physical properties of the scatterer. Despite considerable efforts [50, 51, 52, 55, 56], the Factorization method is still limited to a restricted class of scattering
problems. The method has not been established yet for limited aperture data or partially coated obstacles.

Recall that in the theoretical justification of the LSM, a factorization of $F$ in the form of $F = GH$ is required and a characterization of the obstacle is then given by the $R(G)$. The factorization method is based on the characterization of $R(G)$ in terms of the range of some operator function applied to $F$. For instance, we observe in some particular cases that $G$ can be expressed as $G = \mathcal{H}^*T$ where $\mathcal{H}^*$ is the adjoint of $\mathcal{H}$ and $T$ is an isomorphism. Therefore, we have $R(G) = R(\mathcal{H}^*)$. By replacing the expression of $G$ in the expression of $F$, we prove that when $F$ is normal $R(\mathcal{H}^*)$ is given by

$$R(\mathcal{H}^*) = R((FF^*)^{1/4})$$

and consequently, one can then show that the equation

$$(FF^*)^{1/4}(g) = \Phi^\infty(., z),$$

has a solution if and only if $z \in D$. Otherwise, when $F$ fails to be normal such as in the case of an impedance boundary condition with positive imaginary part or when the imaginary part of the index medium is not zero, we have a characterization of $R(\mathcal{H}^*)$ using the so-called $F_\sharp$ operator defined as follows:

$$F_\sharp = |\Re F| + |\Im F|$$

where

$$\Re F := \frac{F + F^*}{2} \quad \text{and} \quad \Im F := \frac{F - F^*}{2i}.$$  

In this case, we have $R(\mathcal{H}^*) = R(F_\sharp^{1/2})$ and consequently the equation that we solve is

$$(F_\sharp^{1/2}(g) = \Phi^\infty(., z).$$

We refer to Chapter 4 for a detailed exposition of this method in the case of crack. For more applications of the factorization method, see [53] and for inverse scattering by a sound soft crack we refer to [55].
# CHAPTER 3

## The LSM to retrieve a crack with impedance boundary conditions

### Contents

<table>
<thead>
<tr>
<th>Section</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Introduction</td>
<td>42</td>
</tr>
<tr>
<td>3.2</td>
<td>The direct problem</td>
<td>42</td>
</tr>
<tr>
<td>3.3</td>
<td>The inverse problem</td>
<td>43</td>
</tr>
<tr>
<td>3.3.1</td>
<td>Settings and theoretical justification of the LSM</td>
<td>43</td>
</tr>
<tr>
<td>3.3.2</td>
<td>Numerical schemes and results</td>
<td>48</td>
</tr>
<tr>
<td>3.3.3</td>
<td>Numerical tests</td>
<td>51</td>
</tr>
<tr>
<td>3.4</td>
<td>Determination of the impedance values</td>
<td>59</td>
</tr>
<tr>
<td>3.4.1</td>
<td>The natural approach</td>
<td>60</td>
</tr>
<tr>
<td>3.4.2</td>
<td>An approach inspired by the LSM algorithm</td>
<td>64</td>
</tr>
<tr>
<td>3.5</td>
<td>Conclusion</td>
<td>68</td>
</tr>
</tbody>
</table>
Abstract
We use the Linear Sampling Method (LSM) to detect a crack with impedance boundary conditions. This work extends the work of Cakoni and Colton [21] that uses the LSM to reconstruct a crack with mixed boundary conditions from measurements of the far field patterns associated with different incident plane waves. The performance of our method is illustrated through some numerical examples.

3.1 Introduction
In this chapter, we shall investigate the application of the Linear Sampling Method (LSM) to retrieve the geometry of the crack from multi-static far field data at a given frequency. As compared to previous works on this type of problem and methods [21, 38, 55, 85], the originality of the present one relies on considering the case of the impedance boundary conditions on both sides of the crack. This induces more technical difficulties in the justification of the method and also on the numerical side. For instance the algorithm proposed in [21] does not work if one of the impedance values is not infinite. The main difficulty relies on the choice of the orientation of the probing "small" crack. Based on the theoretical justification of the LSM we propose a minimization procedure that enforces the correct choice of this orientation. We not only stop at the reconstruction of cracks, but more than that we also find the value of the impedance parameter in both sides of the crack using two approaches. The first one, that we call the natural approach, is based on finding the scattered field from the far field pattern and the boundary conditions. The second one uses the solution of the far field equation founded on the linear sampling method.

This chapter is organized as follows. In Section 3.2 we present briefly the direct problem. This is followed in Section 3.3 by introducing the inverse problem and describing our formulation of the LSM along with the mathematical justifications. Section 3.3.2 is devoted to the numerical schemes and tests for different shapes of cracks and different values of the impedances. Finally, in the last Section 3.4 we find a reconstruction of the impedance values on both sides of the crack using the two approaches. We demonstrate the feasibility of the two approaches by some numerical results.

3.2 The direct problem
We give here a brief introduction of the direct problem. We recall that the study of this problem is given on the Chapter 1. Let \( \sigma \subset \mathbb{R}^m \), \( m = 2, 3 \), be a smooth nonintersecting open arc. For further considerations, we assume that \( \sigma \) can be extended to an arbitrary smooth, closed curve \( \partial \Omega \) enclosing a bounded domain \( \Omega \) in \( \mathbb{R}^m \). The normal vector \( \nu \) on \( \sigma \) coincides with the outward normal vector to \( \partial \Omega \), with simply connected complement.
Impedance type boundary conditions on $\sigma$ lead to the following problem
\[
\begin{aligned}
\Delta u + k^2 u &= 0 \quad \text{in} \; \mathbb{R}^m \setminus \bar{\sigma} \\
\partial_{\nu} u_\pm + \lambda^\pm u_\pm &= 0 \quad \text{on} \; \sigma
\end{aligned}
\]  
(3.1)
where the wave number $k$ is positive and $\lambda^\pm \in L^\infty(\sigma)$ are the given (complex-valued) impedance functions with non-negative imaginary part and $(\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)$. Notice that $u_\pm(x) = \lim_{h \to 0^+} u(x \pm h\nu)$ and $\partial_{\nu} u_\pm = \lim_{h \to 0^+} \nu \cdot \nabla u(x \pm h\nu)$ for $x \in \sigma$.

The total field $u = u^i + u^s$ is decomposed into the given incident plane wave $u^i(x,d) = e^{ikd \cdot x}$ with unitary direction $d$ and the unknown scattered field $u^s$ which is required to satisfy the Sommerfeld radiation condition
\[
\lim_{r = |x| \to +\infty} r^{\frac{m-1}{2}} (\partial_r u^s - ik u^s) = 0,
\]  
(3.2)
uniformly in all directions $\hat{x} = \frac{x}{|x|}$.

This problem have a unique solution (see Chapter 1). Our inverse problem consists in reconstructing the crack $\sigma$ by knowing all the measures of $u_{\infty}(\hat{x},d)$ on all directions $d$ and observations point $\hat{x}$. To this aim, we use the LSM.

### 3.3 The inverse problem

#### 3.3.1 Settings and theoretical justification of the LSM

In this section, we adapt the LSM for scattering by a partially coated crack (see [21]) to the following inverse problem :

**Inverse scattering by an Impedance Crack (IIC).** Given the far field pattern $u_{\infty}(\hat{x},d)$ for all $(\hat{x},d) \in S^{m-1} \times S^{m-1}$ of the solution to (ICP), reconstruct the crack $\sigma$.

To solve the (IIC) by the LSM method, we first define the far field operator
\[
F : \; L^2(S^{m-1}) \rightarrow L^2(S^{m-1})
\]  
\[
g \mapsto \int_{S^{m-1}} u_{\infty}(\cdot,y)g(y)ds(y)
\]  
(3.3)
and consider the far field equation
\[
F(g_L)(\hat{x}) = \Phi_L^\infty(\hat{x}) \quad \text{for all} \; \hat{x} \in S^{m-1}
\]  
(3.4)
where $\Phi_L^\infty \in L^2(S^{m-1})$ is given by
\[
\Phi_L^\infty(\hat{x}) = \gamma \int_L \left( \alpha_L(y) \frac{\partial e^{-ik\hat{x} \cdot y}}{\partial \nu(y)} + \beta_L(y) e^{-ik\hat{x} \cdot y} \right) ds(y),
\]  
with $\gamma = \begin{cases} 
\frac{e^{i\pi/4}}{\sqrt{8k\pi}} & \text{in } 2D \\
\frac{1}{4\pi} & \text{in } 3D
\end{cases}$  
(3.5)
Notice that $\Phi^\infty$ is the far field pattern of the potential $\Phi_L$ defined by

$$\Phi_L(x) := \int_L \left( \alpha_L(y) \frac{\partial \Phi(x,y)}{\partial \nu(y)} + \beta_L(y) \Phi(x,y) \right) ds(y)$$

(3.7)

with densities $\alpha_L \in \tilde{H}^{1/2}(L)$ and $\beta_L \in \tilde{H}^{-1/2}(L)$, for any smooth non intersecting $(m-1)$ manifold $L \in \mathbb{R}^{m-1}$.

We will characterize the crack $\sigma$ by the behavior of an approximate solution $g_L$ of the far field equation (3.4).

To prove the existence of an approximate solution of (3.4), we factorize the operator $F$ as $F = BH$ where $B : H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \to L^2(\mathbb{S}^{m-1})$ maps the boundary data $(g^+, g^+-g^-)$ to the far field pattern of the solution of (ICP) and $H$ is the trace operator defined by

$$H : L^2(\mathbb{S}^{m-1}) \to H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma)$$

$$g \mapsto (-\partial_\nu + \lambda^+) v_g, -\lambda^+ - \lambda^- v_g$$

where $v_g$ is the Herglotz wave function of kernel $g \in L^2(\mathbb{S}^{m-1})$,

$$v_g(x) := \int_{\mathbb{S}^{m-1}} e^{ik d} g(d) ds(d), \quad x \in \mathbb{R}^m.$$ 

(3.8)

We will show that the traces of the solution of the (ICP) on both sides of $\sigma$ can be approximated by the appropriate traces of the Herglotz wave function $v_g$.

**Lemma 15.** The operator $H$ is injective and has a dense range.

**Proof.** Let $g \in L^2(\mathbb{S}^{m-1})$ be an element of the kernel of $H$. Then,

$$(\partial_\nu + \lambda^+) v_g = 0 \quad \text{and} \quad (\lambda^+ + \lambda^-) v_g = 0 \quad \text{on} \ \sigma.$$

Since by assumption $\lambda^+ + \lambda^- \neq 0$ then $v_g = 0$ and $\partial_\nu v_g = 0$ on $\sigma_0 \subset \sigma$. From the unique continuation principle (see Corollary 13), it implies that $v_g = 0$ in $\mathbb{R}^m$ and therefore $g = 0$ which proves that $H$ is one to one.

The main idea of the proof of the second part of the Lemma is to show that $H^*$, the adjoint operator of $H$, is injective.

To this end, we determine first the expression of $H^*$. Let $g \in L^2(\mathbb{S}^{m-1})$ and $(\alpha, \beta) \in \tilde{H}^{1/2}(\sigma) \times H^{1/2}(\sigma)$, then $H^* : \tilde{H}^{1/2}(\sigma) \times H^{1/2}(\sigma) \to L^2(\mathbb{S}^{m-1})$ satisfies

$$\langle H(g), (\alpha, \beta) \rangle_{H^*, H} = \langle g, H^*(\alpha, \beta) \rangle_{L^2(\mathbb{S}^{m-1}), L^2(\mathbb{S}^{m-1})}$$

where $H := \tilde{H}^{1/2}(\sigma) \times H^{1/2}(\sigma)$.

By changing the order of integration and using (3.8),

$$= - \int_{\mathbb{S}^{m-1}} g(d) \left[ \int_\sigma \left( \alpha(y) \left( \frac{\partial}{\partial \nu(y)} + \lambda^+ \right) v_g + \beta(y) (\lambda^+ + \lambda^-) v_g \right) e^{-ikd} ds(y) \right] ds(d).$$
Therefore, for \( d \in S^{m-1} \), the operator \( \mathcal{H}^* \) is given by
\[
\mathcal{H}^*(\alpha, \beta)(d) = -\left[ \int_\sigma \left( \alpha(y) \left( \frac{\partial}{\partial \nu(y)} + \lambda^+ \right) + \beta(y)(\lambda^+ + \lambda^-) \right) e^{-ikd \cdot y} ds(y) \right].
\]
We observe that \( \mathcal{H}^* \) is the far field pattern of the potential
\[
\gamma^{-1} V(z) = -\int_\sigma \alpha(y) \frac{\partial \Phi(z, y)}{\partial \nu(y)} ds(y) - \int_\sigma \left( \lambda^+ \alpha + (\lambda^+ + \lambda^-) \beta \right) \Phi(z, y) ds(y),
\]
for \( z \in R^m \setminus \bar{\sigma} \). This function is well defined in \( R^m \setminus \bar{\sigma} \) since \( \alpha \) and \( \beta \) can be extended by zero to functions in \( H^{1/2}(\sigma) \). Moreover, \( V \in H^1_{loc}(R^m \setminus \bar{\sigma}) \) satisfies the Helmholtz equation and the Sommerfeld radiation condition.

Therefore, if \( \mathcal{H}^*(\alpha, \beta) = 0 \), the far field pattern of \( V \) is zero and from Rellich’s lemma and the unique continuation principle (see Corollary 13) we conclude that \( V = 0 \) in \( R^m \setminus \bar{\sigma} \). Then, by the jump relations of the layer potentials, we have \( [V] = -\alpha \) and \( [\partial_\nu V] = \lambda^+ \alpha + (\lambda^+ + \lambda^-) \beta \). This implies that
\[
\alpha = 0 \quad \text{and} \quad \lambda^+ \alpha + (\lambda^+ + \lambda^-) \beta = 0.
\]
Finally, since by assumption \( (\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma) \), then \( \alpha = \beta = 0 \) and the operator \( \mathcal{H}^* \) is injective.

In the next step, we provide some properties of the operator \( B \). We need to introduce the operators \( \mathcal{F} : \hat{H}^{1/2}(\sigma) \times \hat{H}^{-1/2}(\sigma) \to L^2(S^{m-1}) \) given by
\[
\mathcal{F}(\varphi, \psi)(\hat{x}) := \gamma \int_\sigma \left( \varphi(y) \frac{\partial e^{-ik\hat{x} \cdot y}}{\partial \nu(y)} + \psi(y) e^{-ik\hat{x} \cdot y} \right) ds(y), \tag{3.9}
\]
and \( M : \hat{H}^{1/2}(\sigma) \times \hat{H}^{-1/2}(\sigma) \to H^{-1/2}(\sigma) \times \hat{H}^{-1/2}(\sigma) \) defined by
\[
M := \begin{pmatrix} T + \lambda^+(K + \frac{1}{2} I) & -\lambda^+ S - K' + \frac{1}{2} I \\ (\lambda^+ + \lambda^-)K + \frac{(\lambda^+ - \lambda^-)}{2} I & - (\lambda^+ + \lambda^-)S - I \end{pmatrix}. \tag{3.10}
\]

**Lemma 16.** The operator \( M \) has a bounded inverse and \( B = \gamma \mathcal{F} M^{-1} \).

**Proof.** For a given \( (\varphi, \psi) \in \hat{H}^{1/2}(\sigma) \times \hat{H}^{-1/2}(\sigma) \), the function \( \mathcal{F}(\varphi, \psi)(\hat{x}) \) is the far field pattern of the potential
\[
P(\varphi, \psi)(x) := \int_\sigma \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} ds(y) + \int_\sigma \psi(y) \Phi(x, y) ds(y).
\]
The function \( P \in H^1_{loc}(R^m \setminus \bar{\sigma}) \) satisfies the Helmholtz equation in \( R^m \setminus \bar{\sigma} \) and the Sommerfeld radiation condition. In addition, following the proof of Lemma 3, we show that \( \varphi = [P] \), \( \psi = -[\partial_\nu P] \) and
\[
\left( \begin{array}{c} (\partial_\nu + \lambda^+) P^+(\varphi, \psi) \\ [\partial_\nu P](\varphi, \psi) + \lambda^+ P^+(\varphi, \psi) + \lambda^- P^-(\varphi, \psi) \end{array} \right) = M \left( \begin{array}{c} \varphi \\ \psi \end{array} \right).
\]
where \( M : \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \to H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \) is given by (3.10). This operator is related to the matrix \( A_\sigma \) defined by (1.10). More precisely,

\[
A_\sigma = \begin{pmatrix} (\lambda^+ + \lambda^-)I & -\lambda^+I \\ 0 & \lambda^-I \end{pmatrix} M
\]

and by Lemma 4, \( M^{-1} : H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \to \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \) exists and is bounded. Moreover, \( M^{-1} \) is given by

\[
M^{-1} = A_\sigma^{-1} \begin{pmatrix} (\lambda^+ + \lambda^-)I & -\lambda^+I \\ 0 & \lambda^-I \end{pmatrix}.
\]

(3.11)

**Lemma 17.** The operator \( \mathcal{F} : \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \to L^2(S^{m-1}) \) is injective and has a dense range in \( L^2(S^{m-1}) \).

**Proof.** The injectivity of \( \mathcal{F} \) can be proved in the same way as in Lemma 15, by replacing the potential \( V \) by \( P \).

Proceeding again as in the proof of Lemma 15, let \( g \in L^2(S^{m-1}) \) and \( (\alpha, \beta) \in \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \),

\[
\langle \mathcal{F}(\alpha, \beta), g \rangle = \int_{S^{m-1}} g(d)\mathcal{F}(\alpha, \beta)(d)ds(d)
\]

\[
= \gamma \int_{S^{m-1}} g(d) \left( \int_\sigma \alpha(y) \frac{\partial e^{-ikd \cdot y}}{\partial \nu(y)} ds(y) + \int_\sigma \beta(y)e^{-ikd \cdot y} ds(y) \right) ds(d)
\]

\[
= \gamma \int_\sigma \alpha(y) \int_{S^{m-1}} g(d) \frac{\partial e^{-ikd \cdot y}}{\partial \nu(y)} ds(d)ds(y) + \gamma \int_\sigma \beta(y) \int_{S^{m-1}} g(d)e^{-ikd \cdot y} ds(d)ds(y).
\]

Therefore, \( \mathcal{F}^*(g) = \gamma(\partial_\nu v_y, v_y) \).

Now, if \( \mathcal{F}^*(g) = 0 \) then \( v_y = \partial_\nu v_y = 0 \).

Thus, as in Lemma 15, \( g = 0 \) which proves the density of the range of \( \mathcal{F} \). \( \square \)

Summarizing the previous results, the operator \( F \) defined by (5.9) is factorized as \( F = \mathcal{F} M^{-1} \mathcal{H} \). Hence, the range of \( F \) is included in the range of \( \mathcal{F} \). Therefore, thanks to the following Lemma, there exists an approximated solution of the equation (3.4).

**Lemma 18.** For any smooth non intersecting arc \( L \) and functions \( \alpha_L \in \tilde{H}^{1/2}(L), \beta_L \in \tilde{H}^{-1/2}(L) \) such that \( (\alpha_L, \beta_L) \neq (0,0) \), the function \( \Phi_L^\infty \) given by (3.5) belongs to \( R(\mathcal{F}) \), the range of \( \mathcal{F} \), if and only if \( L \subset \sigma \).
Proof. First assume that $L \subset \sigma$. Since $\hat{H}^{\frac{1}{2}}(L) \subset \hat{H}^{\frac{1}{2}}(\sigma)$, it follows from (3.9) that $\Phi_L^\infty(\hat{x}) \in R(\mathcal{F})$.

Now let $L \not\subset \sigma$ and assume, on the contrary, that $\Phi_L^\infty \in R(\mathcal{F})$. Hence, there exists $\varphi \in \hat{H}^{\frac{1}{2}}(\sigma)$ and $\psi \in \hat{H}^{-\frac{1}{2}}(\sigma)$ such that

$$\Phi_L^\infty(\hat{x}) = \gamma \int_L \left( \varphi(y) \frac{\partial e^{-ik\hat{x} \cdot y}}{\partial \nu(y)} + \psi(y)e^{-ik\hat{x} \cdot y} \right) ds(y).$$

Thus $\Phi_L^\infty$ is the far field pattern of the potential

$$P(x) = \int_\sigma \left( \varphi(y) \frac{\partial \Phi(x,y)}{\partial \nu(y)} + \psi(y)\Phi(x,y) \right) ds(y), \quad x \in \mathbb{R}^n \setminus \bar{\sigma}.$$  

Since by definition $\Phi_L^\infty$ is also the far field pattern of the potential $\Phi_L$ given by (3.7) then using the Rellich lemma and the unique continuation principle (see Corollary 13), the potentials $\Phi_L$ and $P$ coincide in $\mathbb{R}^n \setminus (\bar{\sigma} \cup \bar{L})$.

Let $x_0 \in L \setminus \sigma$ and $B_\epsilon$ a small neighborhood of $x_0$ with $B_\epsilon \cap \sigma = \emptyset$. Then, $P$ is analytic in $B_\epsilon$ while $\Phi_L$ or its normal derivative is not continuous across $L$ which is a contradiction. This proves that $\Phi_L^\infty \notin R(\mathcal{F})$. \hfill \square

**Theorem 19.** We assume that $L$ is a nonintersecting smooth open arc. The following is true:

1. **If** $L \subset \sigma$; **there exists a sequence** $(g_n)_{n \in \mathbb{N}}$ **on** $L^2(S^{m-1})$ **such that**

$$\lim_{n \to +\infty} \| F(g_n) - \Phi_L^\infty \|_{L^2(S^{m-1})} = 0$$

**and**

$$\lim_{n \to +\infty} \| v_{g_n} \|_* < \infty,$$

**where** $\| v_{g_n} \|_* := \| \partial_\nu v_{g_n} + \lambda^+ v_{g_n} \|_{\hat{H}^{-\frac{1}{2}}(\sigma)} + \| (\lambda^+ + \lambda^-) v_{g_n} \|_{\hat{H}^{-\frac{1}{2}}(\sigma)}$.

2. **Otherwise,** **for any sequence** $(g_n)_{n \in \mathbb{N}} \subset L^2(S^{m-1})$ **that satisfies**

$$\lim_{n \to +\infty} \| F(g_n) - \Phi_L^\infty \|_{L^2(S^{m-1})} = 0$$

**we have**

$$\lim_{n \to +\infty} \| v_{g_n} \|_* = +\infty.$$

**Proof.**

- **If** $L \subset \sigma$, **it is easy to find a bounded solution of the far field equation (3.4).**

In fact, we have $\hat{H}^{\frac{1}{2}}(L) \subset \hat{H}^{\frac{1}{2}}(\sigma)$ and $\hat{H}^{-\frac{1}{2}}(L) \subset \hat{H}^{-\frac{1}{2}}(\sigma)$.

Thus, $\Phi_L^\infty \in R(\mathcal{F})$ **there exists a unique** $(\alpha, \beta) \in \hat{H}^{\frac{1}{2}}(\sigma) \times \hat{H}^{-\frac{1}{2}}(\sigma)$ **such that**

$$\Phi_L^\infty = F(\alpha, \beta)$$
Therefore by Lemma 16 there exists a unique \((\tilde{\alpha}, \tilde{\beta}) \in \tilde{H}^{\frac{1}{2}}(\sigma) \times \tilde{H}^{-\frac{1}{2}}(\sigma)\) such that
\[
\Phi^\infty_L = FM^{-1}(\tilde{\alpha}, \tilde{\beta})^T.
\]
Moreover by Lemma 15 the range of \(H\) is dense on \(H^{-1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma)\), hence there exists \((\alpha_n, \beta_n)_{n \in \mathbb{N}} \subset R(H)\) such that \(\lim_{n \to +\infty} (\alpha_n, \beta_n) = (\tilde{\alpha}, \tilde{\beta})\). Using the continuity of \(H\), we show the existence of a sequence \((g_n)_{n \in \mathbb{N}} \subset L^2(\mathbb{S}^{m-1})\) verifying
\[
\lim_{n \to +\infty} \|F(g_n) \cdot \Phi^\infty_L\|_{L^2(\mathbb{S}^{m-1})} = 0.
\]

- Let \(L \notin \sigma\) and let us assume that \(\|v_{g_L}\|_* < \infty\). Therefore,
\[
\|\partial_\nu v_{g_L} + \lambda^+ v_{g_L}\|_{H^{-\frac{1}{2}}(\sigma)} + \|\lambda^+ v_{g_L}\|_{H^{-\frac{1}{2}}(\sigma)} < \infty.
\]

Let \((\alpha_n, \beta_n) \in R(H)\). Since \(H\) is injective there exists a sequence \((g_n)_{n \in \mathbb{N}} \subset L^2(\mathbb{S}^{m-1})\) such that \(H(g_n) = (\alpha_n, \beta_n)\). From (3.12), the sequence \((\alpha_n, \beta_n)\) is bounded in \(H^{-\frac{1}{2}}(\sigma) \times \tilde{H}^{-\frac{1}{2}}(\sigma)\). Therefore we can extract a subsequence, that we still denote \((\alpha_n, \beta_n)\) which weakly converges to \((\alpha, \beta)\).

The integral operator \(F\) is compact since it has a regular kernel and \(M^{-1}\) is a bounded operator, so that the operator \(FM^{-1}\) is a compact operator. Consequently,
\[
\lim_{n \to +\infty} \|F(g_n) - FM^{-1}(\alpha, \beta)\|_{L^2(\mathbb{S}^{m-1})} = 0
\]
and by the uniqueness of the limit, we have
\[
FM^{-1}(\alpha, \beta) = \Phi^\infty_L.
\]

We deduce that \(\Phi^\infty_L \in R(F)\) and \(L \subset \sigma\) which is a contradiction.

\[\square\]

3.3.2 Numerical schemes and results

For the purpose of the numerical experiments, we cannot give a crack characterization by using the norm of \(v_g\) as suggested in Theorem 19 since this norm depends on the impedance values and on the crack \(\sigma\). However, we expect that \(L \mapsto \|v_{g_L}\|_*\) has the same behavior as \(L \mapsto \|g_L\|_{L^2(\mathbb{S}^{m-1})}\) in the sense that \(\|g_L\|_{L^2(\mathbb{S}^{m-1})}\) has smaller values when \(L \subset \sigma\), where \(g_L\) denotes a nearby solution of (3.4). The latter heuristic argument can be for instance justified by the fact that, at the discrete level, the Herglotz operator \(H\) is invertible. Our indicator function will then be based on \(L \mapsto \|g_L\|_{L^2(\mathbb{S}^{m-1})}\).
Regularization.
In order to construct a nearby solution to (3.4) we use a Tikhonov regularization. Therefore we solve the following equation
\[(\eta I + F^*F)g_\eta = F^*\Phi_\infty\]
where \(\eta\) is a parameter of regularization. By the singular value decomposition (SVD) we mean a representation of \(F\) in the form
\[F(g) = \sum_i \sigma_i(g, f_i)l_i,\]
where \((f_i), (l_i)\) are orthonormal systems in \(L^2(S^1)\), and \(\sigma_i\) are positive constants, the singular values of \(F\). The adjoint of \(F\) is given by
\[F^*(g) = \sum_i \sigma_i(g, l_i)f_i,\]
Thus, the operator \(F^*F\) is given by
\[F^*F(g) = \sum_i \sigma_i^2(g, f_i)f_i,\]
On the other hand, we have
\[F^*(\Phi_\infty) = \sum_i \sigma_i(\Phi_\infty, l_i)f_i.\]
Finally, we get the expression of \(g_\eta\), the solution of (3.4)as
\[g_\eta = \sum_i \frac{\sigma_i(\Phi_\infty, l_i)}{\eta + \sigma_i^2}f_i \quad (3.13)\]
The regularization parameter is chosen using the Morozov discrepancy principle.

Discretization.
The numerical experiments are conducted in a 2D setting of the problem. We consider \(n\) equally distant observation points \((\hat{x}_l)_{1 \leq l \leq n}\) of the far field on the unit circle \(S^1\).
\[Fg(\hat{x}_l) \simeq \sum_{j=1}^n w_j u^\infty(\hat{x}_l, \hat{x}_j)g(\hat{x}_j) \quad (3.14)\]
where \(w_j\) is the arclength between two adjacent points. Let \(L\) be a small segment of center \(z\) and with normal \(\nu\). Then
\[\Phi_\infty^L(\hat{x}_l) \simeq \gamma|L|(\alpha(z)e^{-ik\hat{x}_l\cdot z} + \beta(z)(-ik\hat{x}_l, \nu)e^{-ik\hat{x}_l\cdot z}) \quad (3.15)\]
The discrete equation to solve is then
\[ Fg(\hat{x}_l) \simeq \Phi^\infty_L(\hat{x}_l) \quad \forall \hat{x}_l \] (3.16)

using the Tikhonov procedure explained above. The sampling procedure will consist then in varying the \( z \) and \( \nu \) in (3.15). According to Theorem 3 we expect \( \|g\| \) (where \( g \) is a solution to (3.16)) to be large except when \( z \in \sigma \) and \( \nu \) is the normal to \( \sigma \) at \( z \).

We shall consider two types of solutions: the first one denoted by \( g_z \) corresponds to \( \alpha(z) = 1 \) and \( \beta(z) = 0 \), the second one denoted by \( g_{z,\nu} \) corresponds to \( \alpha(z) = 0 \) and \( \beta(z) = 1 \).

**First criterion**

Let us consider two independent normals for instance \( \nu_1 = (0,1)^t \) and \( \nu_2 = (1,0)^t \). At each sampling point \( z \) we compute

\[ z \rightarrow \frac{1}{\|g_z\|} + \frac{1}{\|g_{z,\nu_1}\|} + \frac{1}{\|g_{z,\nu_2}\|}. \] (3.17)

However, as we shall observe later, this criterion may not be efficient if \( \nu_1 \) or \( \nu_2 \) do not coincide with the exact normal to \( \sigma \) at \( z \) (see the numerical tests in section 3.3.3).

**Second criterion**

Let us define the normal \( \nu \) as follows:

\[ \nu = \zeta \nu_1 + \sqrt{1 - \zeta^2} \nu_2 \quad \text{with } 0 \leq \zeta \leq 1 \]

Therefore, by linearity of the equation (4.72)

\[ g_{z,\nu} = \zeta g_{z,\nu_1} + \sqrt{1 - \zeta^2} g_{z,\nu_2}. \]

Based on the theoretical justification, the normal \( \nu \) to \( \sigma \) at \( z \in \sigma \) corresponds with the value \( \zeta \) that minimizes

\[ \|g_{z,\nu}\|^2 = \zeta^2 \|g_{z,\nu_1}\|^2 + (1 - \zeta^2) \|g_{z,\nu_2}\|^2 + 2\zeta(1 - \zeta^2) \langle g_{z,\nu_1}, g_{z,\nu_2} \rangle \] (3.18)

The proposed criterion will be the determination on each point \( z \) of

\[ z \rightarrow \frac{1}{\|g_z\|} + \frac{1}{\|g_{z,\nu}\|} \] (3.19)

where \( g, g_{z,\nu} \) corresponds with \( \zeta \) that minimizes (3.18).
3.3.3 Numerical tests

The efficiency of our approach is tested using both criteria for several ranges of the impedance values and for different shapes, namely arc-shaped cracks, L-shaped cracks and angular cracks. We present in the following figures the isovalues of the right hand side of (3.17) and (3.19). The location of the crack would correspond with the red isovalues in the figures.

In all the numerical tests we use 100 observation points of the far field pattern and the same number of incident plane waves.

Case of Large impedances
Both criteria give a good reconstruction of the crack for the case of large impedances (see Figures 3.1 and 3.2).

---

Figure 3.1: Reconstruction of an L-shaped crack with peaks (0.75, 0), (0, 0), (0, 0.75) for $\lambda^\pm = 10^2(1 + i)$ (first line), $\lambda^\pm = 10^3(1 + i)$ (second line), using the first criterion (left) and the second criterion (right)
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Case of small impedances

In this case, using the first criterion, the results are not satisfactory for all geometries. This is due to the fact that for large impedances we are close to the Dirichlet case, hence the dominant term in (3.17) is $\frac{1}{\|g\|}$ whereas for small impedances we are close to the Neumann case where the dominant term is the one that contains the normal derivatives. Figure 3.3 shows that if $\nu_1$ or $\nu_2$ coincides with the exact normal to the crack we have a good reconstruction otherwise only the part of the crack for which the normal coincides with $\nu_1$ or $\nu_2$ is correctly reconstructed (see Figures 3.4 and 3.5). Hence having a good approximation of $\nu$ is very important for the precision of the result. This problem is fixed by the use of the second criterion as demonstrated by the reconstruction shown in Figure 3.1 to Figure 3.5.
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Figure 3.3: Reconstruction of an L-shaped crack with peaks $(0.75, 0), (0, 0), (0, 0.75)$ for $\lambda^\pm = 10^{-1}(1 + i)$ (first line), $\lambda^\pm = 10^{-2}(1 + i)$ (second line), using the first criterion (left) and the second criterion (right).

Figure 3.4: Reconstruction of an arc-shaped crack with center $(-0.5, -0.5)$, radius 0.8 and aperture 90 degrees for $\lambda^\pm = 10^{-1}(1 + i)$ (first line), $\lambda^\pm = 10^{-2}(1 + i)$ (second line), using the first criterion (left) and the second criterion (right).
Figure 3.5: Reconstruction of two segments $\{0\} \times [0, 0.8]$ and $[0, 0.4] \times [0, -0.8]$ for $\lambda = 10^{-1}(1 + i)$ (first line), $\lambda = 10^{-2}(1 + i)$ (second line), using the first criterion (left) and the second criterion (right).

Case of impedances with "moderate values"

We observe that the quality of the results slightly deteriorates when the impedance values are intermediate between high and small magnitudes (see Figures 3.6 to 3.8).

Figure 3.6: Reconstruction of two segments an L-shaped crack with peaks $(0, 0.75), (0, 0), (0.75, 0)$ for $\lambda = 1.5 + 1$ and $\lambda = 2 + 1.2i$ (first line), $\lambda = 10(1 + i)$ (second line), using the first criterion (left) and the second criterion (right)
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Figure 3.7: Reconstruction of an arc-shaped crack with center \((-0.5, -0.5)\), radius 0.8 and aperture 90 degrees for \(\lambda^- = 1.5 + 1\) and \(\lambda^+ = 2 + 1.2i\) (first line), \(\lambda^\pm = 10(1 + i)\) (second line), using the first criterion (left) and the second criterion (right).

Figure 3.8: Reconstruction of two segments \(\{0\} \times [0, 0.8]\) and \([0, 0.4] \times [0, -0.8]\) for \(\lambda^- = 1.5 + 1\) and \(\lambda^+ = 2 + 1.2i\) (first line), \(\lambda^\pm = 10(1 + i)\) (second line), using the first criterion (left) and the second criterion (right).

As in the case of one crack, we have a good reconstruction even when we have multiple cracks. Figure 3.9 shows that we can observe separately the shape of all reconstructed cracks for various values of the impedance parameter.
Figure 3.9: Reconstruction of multiple cracks for $\lambda_1^\pm = \lambda_2^\pm = \lambda_3^\pm = 10^4(1 + i)$ (left), $\lambda^\pm = 10^{-2}(1 + i)$ (middle), $\lambda_3^\pm = \lambda_1^\pm = 10(1 + i)$ (right).

Reconstruction of the normals.

To illustrate the correlation between the reconstruction of the normals (that is the $\nu$ that minimizes (3.18)) and the precision of the crack reconstruction, we represent these vectors in Figure 3.10 to Figure 3.12. We observe that the best crack reconstructions for intermediate values of the impedances correspond with the cases where the normals at the crack are close to the exact ones. For large values of the impedances, the reconstruction of the normal is not correct but has negligible influence on the crack reconstruction.

Figure 3.10: Reconstruction of the normals for $\lambda^- = \lambda^+ = 0.001 + 0.001i$ (left), $\lambda^- = \lambda^+ = 5 + 5i$ (middle), $\lambda^- = \lambda^+ = 10(1 + i)$ (right).
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Figure 3.11: Reconstruction of the normals for $\lambda^- = \lambda^+ = 0.001 + 0.001i$ (left), $\lambda^- = \lambda^+ = 5 + 5i$ (middle), $\lambda^- = \lambda^+ = 10(1 + i)$ (right).

Figure 3.12: Reconstruction of the normals for $\lambda^- = \lambda^+ = 0.001 + 0.001i$ (left), $\lambda^- = \lambda^+ = 5 + 5i$ (middle), $\lambda^- = \lambda^+ = 10(1 + i)$ (right).

Influence of the frequency

A more relevant physical model for the impedance boundary conditions would be

$$\partial_{\nu} u_{\pm} \pm k \tilde{\lambda}^\pm u_{\pm} = 0 \quad \text{on} \quad \sigma$$

where now $\lambda^\pm$ are dimensionless constants. We shall study the influence of the frequency on the reconstructions for these type of conditions. Figures 3.13 and 3.14 show the reconstructions of the normals for two different choices of the frequency. We observe that the best orientation for the normals are given by the smaller frequency. This then suggests to use the small frequency to first reconstruct the normal fields then use these normals to evaluate the criterion (3.19). This procedure improves the results obtained for the higher frequency: compare Figures 3.15–3.17 to Figures 3.6–3.8 respectively.
Figure 3.13: Reconstruction of the normals for $\tilde{\lambda}^- = \tilde{\lambda}^+ = 0.79(1 + i)$, $k = \pi/2$.

Figure 3.14: Reconstruction of the normals for $\tilde{\lambda}^- = \tilde{\lambda}^+ = 0.79(1 + i)$, $k = 4\pi$.

Figure 3.15: Reconstruction of an L-shaped crack with peaks $(0, 0.75), (0, 0), (0.75, 0)$ for $\tilde{\lambda}^+ = 0.23 + 0.15i$ $\tilde{\lambda}^- = 0.31 + 0.19i$ (left) $\tilde{\lambda}^- = \tilde{\lambda}^+ = 0.79(1 + i)$ (middle) $\tilde{\lambda}^- = \tilde{\lambda}^+ = 1.58(1 + i)$ (right) with $k = 2\pi$.

Figure 3.16: Reconstruction of arc-shaped crack for $\tilde{\lambda}^+ = 0.23 + 0.15i$ $\tilde{\lambda}^- = 0.31 + 0.19i$ (left) $\tilde{\lambda}^- = \tilde{\lambda}^+ = 0.79(1 + i)$ (middle) $\tilde{\lambda}^- = \tilde{\lambda}^+ = 1.58(1 + i)$ (right) with $k = 2\pi$. 
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3.4 Determination of the impedance values

After having reconstructed the geometry of the crack, it would be interesting to obtain more information on the crack for example by determining the impedance values. This problem has been the subject of numerous investigations and it has led to the development of a variety of mathematical and numerical tools. J. Liu and M. Sini [68] have proposed a method to reconstruct the shape of the crack and the value of the impedance parameter knowing all the measurements of the far field data and using a direct formula which links the far field data to the unknown ingredients of the cracks through an asymptotic expansion. That gives an explicit formula for the impedance values in the two sides of the crack. We can also refer to the result given by F. Delbary [38] where he gives a reconstruction of the crack’s shape using the reciprocity gap method and the value of the impedance parameter through both the computed jump of the solution of the scattered problem and its normal derivative and by considering the boundary condition. This approach gives a good reconstruction in 2D and also in 3D.

We also refer to some results concerning the reconstruction of the impedance parameter in the case of scattering by an obstacle. In fact, O. Ivanyshyn and R. Kress [49] have proposed a comparison between the regularized Newton-type method and a direct method for reconstructing the surface impedance function based on a formula using the spherical harmonics, where it has been assumed that both methods know the shape of the obstacle and all the measurements of the far field pattern for a fixed incident wave. F. Cakoni and D. Colton [22] have provided an explicit formula of the impedance value based on the solution given by the linear sampling method and the fact that the Herglotz wave can be approached by a solution of the Helmholtz equation inside the obstacle satisfying the same boundary condition as in the direct problem. Another approach proposed by R. Kress and W. Rundell [62] consists in recovering the shape of the obstacle given the information about the far field pattern of the scattered wave from each of a set of incident fields. This has been done by using an iterative process based on the Newton method. In the case of an obstacle with the Laplace equation, F. Cakoni, R. kress and C. Schuft [25]

Figure 3.17: Reconstruction of two segments \( \{0\} \times [0, 0.8] \) and \( [0, 0.4] \times [0, -0.8] \) for \( \tilde{\lambda}^+ = 0.23 + 0.15i \), \( \tilde{\lambda}^- = 0.31 + 0.19i \) (left) \( \tilde{\lambda}^- = \tilde{\lambda}^+ = 0.79(1 + i) \) (middle) \( \tilde{\lambda}^- = \tilde{\lambda}^+ = 1.58(1 + i) \) (right) with \( k = 2\pi \).
have proposed a method to recover simultaneously the shape and the impedance of a part on the boundary of an inaccessible inclusion. This has been done by using two pairs of Cauchy data and an iterative method which is an extension of the work of W. Rundell [81].

In our case, we have applied two approaches. The first one is a natural approach based on the expression of the far field pattern and on the scattering problem. Measures of the far field pattern are first used to find \( u_s \) and \( \partial_{\nu}u_s \) on \( \sigma \) which are then used to retrieve the total field \( u^\pm = u_s^\pm + u_i^\pm \) and \( \partial_{\nu}u^\pm \) on each part of the crack. From the boundary conditions, an estimate of the impedance values can be obtained. This kind of approach is similar to that used in [38] for planar cracks but where the reconstruction of \( u \) and \( \partial_{\nu}u \) was done using the Fourier expansion.

The second approach is deduced directly from the main theorem of the linear sampling method, using the solution of the far-field equation \( g \), the test function \( \Phi_L \) and the reconstructed crack \( \sigma \). This approach is similar to the one used in [20] for an obstacle with impedance boundary condition. In the following sub-sections, we develop the two approaches and we present the numerical results associated to each approach. The results of the two approaches are also compared.

3.4.1 The natural approach

This approach is based on the expression of the far field pattern. We recall that

\[
\begin{align*}
    u^\infty(\hat{x}, d) & = \int_\sigma ([u^s](y) \partial_{\nu}e^{ik\hat{x} \cdot y} - [\partial_{\nu}u^s](y)e^{ik\hat{x} \cdot y})
ds(y) \\
    & = \int_\sigma ([u](y) \partial_{\nu}e^{ik\hat{x} \cdot y} - [\partial_{\nu}u](y)e^{ik\hat{x} \cdot y})
ds(y)
\end{align*}
\]

(3.20) \hspace{1cm} (3.21)

Since \([u^i] = 0\) and \([\partial_{\nu}u^i] = 0\) on \( \sigma \).

By knowing the crack \( \sigma \), we can deduce \(([u], [\partial_{\nu}u])\) on \( \sigma \) by inverting the operator \( \mathcal{F} : \tilde{H}^{1/2}(\sigma) \times \tilde{H}^{-1/2}(\sigma) \rightarrow L^2(S^1) \) defined by

\[
\mathcal{F}([u], [\partial_{\nu}u]) := \int_\sigma ([u](y) \partial_{\nu}e^{ik\hat{x} \cdot y} - [\partial_{\nu}u](y)e^{ik\hat{x} \cdot y})
ds(y)
\]

This is an ill posed problem since \( \mathcal{F} \) is a compact operator. Consequently a regularization is needed. We shall use a Tikhonov regularization by solving

\[
(\zeta I + \mathcal{F}^*\mathcal{F})([u][\partial_{\nu}u]) = \mathcal{F}^*u^\infty(\hat{x})
\]

where \( \zeta \) is a regularization parameter chosen by using the Morozov criterion. Let us recall that \( \mathcal{F} \) is injective with dense range (see Lemma 17). By using the integral representation
of the scattered solution one deduces

\[ u_s^\pm = K_\sigma ([u]) - S_\sigma ([\partial_\nu u]) \pm \frac{[u]}{2} \]

\[ \partial_\nu u_s^\pm = T_\sigma ([u]) - K'_\sigma ([\partial_\nu u]) \pm \frac{[\partial_\nu u]}{2} \]

Finally, by considering the boundary conditions on \( \sigma \),

\[ \lambda^\pm = \mp \frac{\partial_\nu u^\pm}{u^\pm} \]

In the case of constant impedance values we prefer using the formula

\[ \lambda^\pm = \mp \frac{\int_L \partial_\nu u^\pm \bar{u}^\pm}{\int_L |u^\pm|^2} \tag{3.22} \]

which is less sensitive to pointwise small values of \( u^\pm(x) \). This approach is tested for different shapes, namely a segment, an arc and a broken line (see Figure 3.18). These results are presented in the following Tables.

In Table 3.1 we fix the geometry as a segment and we provide different estimates of the impedance for different incident plane waves \( u'(x, \theta) = e^{ik\theta x} \) with direction \( \theta \). The results show that a good estimate is obtained if the direction of the incident plane wave is perpendicular to the crack.

<table>
<thead>
<tr>
<th>( \lambda_+^\pm )</th>
<th>( \lambda_-^\pm )</th>
<th>( \theta )</th>
<th>( \lambda_+^\pm )</th>
<th>( \lambda_-^\pm )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 i</td>
<td>1 i</td>
<td>0</td>
<td>2.00+ 0.09i</td>
<td>0.97i</td>
</tr>
<tr>
<td>2 i</td>
<td>1 i</td>
<td>90</td>
<td>1.95+0.17i</td>
<td>0.13+0.93i</td>
</tr>
<tr>
<td>2 i</td>
<td>1 i</td>
<td>180</td>
<td>2.02-0.04i</td>
<td>-0.38+ 1.62 i</td>
</tr>
<tr>
<td>2 i</td>
<td>1 i</td>
<td>270</td>
<td>2.07+0.03i</td>
<td>0.16+1.39i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>0</td>
<td>4.78+5.75 i</td>
<td>4.86+ 5.28 i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>90</td>
<td>3.43+ 4.52i</td>
<td>5.15+4.30 i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>180</td>
<td>5.05+4.47i</td>
<td>3.20+ 4.04i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>270</td>
<td>5.00+5.40 i</td>
<td>5.46+6.24 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>0</td>
<td>0.32+1.33i</td>
<td>0.25+0.38 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>90</td>
<td>0.41+1.31 i</td>
<td>0.27+0.35i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>180</td>
<td>0.56+ 0.93i</td>
<td>0.16+0.60 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>270</td>
<td>0.54+1.01i</td>
<td>0.81i</td>
</tr>
</tbody>
</table>

Table 3.1: Reconstruction of the average of \( \lambda^\pm \) given by formula (3.22) on \( \sigma = [-0.5, 0.5] \times \{0\} \), with the wave length \( \lambda = 1 \), \( \theta \) is the direction of the incident plane wave.
In Tables 3.2 and 3.3, we provide different estimates of the average of $n$ reconstructed impedance values where $n$ is the number of the different directions of $u^i$ for segment and arc-shaped cracks respectively. Both Tables show good estimates of the impedance values.

<table>
<thead>
<tr>
<th>$\lambda^+_n$</th>
<th>$\lambda^-_n$</th>
<th>n</th>
<th>$\lambda^+_\sigma$</th>
<th>$\lambda^-_\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>4</td>
<td>2.01+0.06i</td>
<td>-0.02+1.23i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>100</td>
<td>1.99+0.06i</td>
<td>-0.06+1.18i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>4</td>
<td>4.57+ 5.04 i</td>
<td>4.67+4.96 i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>100</td>
<td>4.68+ 5.19 i</td>
<td>4.77+5.22i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>4</td>
<td>0.46+ 1.15 i</td>
<td>0.17+0.54 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>100</td>
<td>0.44+ 1.13 i</td>
<td>0.15+0.51 i</td>
</tr>
</tbody>
</table>

Table 3.2: Reconstruction of the average of $\lambda^+$ and $\lambda^-$ given by formula (3.22) on $\sigma = [-0.5, 0.5] \times \{0\}$ for $n$ equidistant directions of plane wave starting from $\theta = 0$ to $\theta = 2\pi$ with the wave length $\lambda = 1$.

<table>
<thead>
<tr>
<th>$\lambda^+_\sigma$</th>
<th>$\lambda^-_\sigma$</th>
<th>n</th>
<th>$\lambda^+_\sigma$</th>
<th>$\lambda^-_\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>4</td>
<td>2.07+1.50 i</td>
<td>0.37+0.82 i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>100</td>
<td>2.06+0.38i</td>
<td>0.22+1.01i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>4</td>
<td>5.53+ 2.18 i</td>
<td>7.69+ 5.07 i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>100</td>
<td>5.08+2.30 i</td>
<td>7.07+5.01i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>4</td>
<td>0.46+ 0.99 i</td>
<td>0.15+ 0.41 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>100</td>
<td>0.47+ 1.08i</td>
<td>0.18+ 0.41 i</td>
</tr>
</tbody>
</table>

Table 3.3: Reconstruction of the average of $\lambda^\pm$ given by formula (3.22) on $\sigma$ where $\sigma$ is the arc centered on $(0, 0)$ with aperture $\pi/2$ for $n$ equidistant directions of plane waves starting from $\theta = 0$ to $\theta = 2\pi$ with the wave length $\lambda = 1$.

We next test whether the reconstructed impedance is sensitive to the errors on the cracks geometries. To do so, we make a small perturbation of the geometry of the cracks by shifting its vertical position with $\varepsilon$. The results shown in Tables 3.4 and 3.5 below indicate that a stable approximation is obtained only for $k\varepsilon$ small enough.
3.4. DETERMINATION OF THE IMPEDANCE VALUES

Table 3.4: Reconstruction of the average of $\lambda^\pm$ given by formula (3.22) on $\sigma$ with the perturbed geometry $\sigma = [-0.5,0.5] \times \{0.1\}$ (the wavelength $\lambda = 1$) and the exact crack is $\sigma = [-0.5,0.5] \times \{0\}$ for $n$ equidistant directions of plane wave starting from $\theta = 0$ to $\theta = 2\pi$.

<table>
<thead>
<tr>
<th>$\lambda^+_e$</th>
<th>$\lambda^-_e$</th>
<th>$n$</th>
<th>$\lambda^-_a$</th>
<th>$\lambda^+_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>4</td>
<td>14.21+0.45i</td>
<td>12.57+1.15i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>100</td>
<td>10.10-0.38i</td>
<td>9.24+1.18i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>4</td>
<td>29.12+3.42i</td>
<td>12.01+2.12i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>100</td>
<td>25.96+3.54i</td>
<td>12.39+2.28i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>4</td>
<td>17.29+0.08i</td>
<td>11.14+0.82i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>100</td>
<td>12.28+0.18i</td>
<td>7.92+0.80i</td>
</tr>
</tbody>
</table>

Table 3.5: Reconstruction of the average of $\lambda^\pm$ given by formula (3.22) on $\sigma$ with the perturbed geometry $\sigma = [-0.5,0.5] \times \{0.01\}$ (the wavelength $\lambda = 1$) and the exact crack is $\sigma = [-0.5,0.5] \times \{0\}$ for $n$ equidistant directions of plane wave starting from $\theta = 0$ to $\theta = 2\pi$.

<table>
<thead>
<tr>
<th>$\lambda^+_e$</th>
<th>$\lambda^-_e$</th>
<th>$n$</th>
<th>$\lambda^-_a$</th>
<th>$\lambda^+_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>4</td>
<td>2.04+0.01i</td>
<td>1.33i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>100</td>
<td>2.03+0.04i</td>
<td>-0.02+1.21i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>100</td>
<td>4.33+5.39i</td>
<td>5.24+4.97i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>4</td>
<td>4.17+5.24i</td>
<td>5.11+4.71i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>100</td>
<td>0.56+1.05i</td>
<td>0.20+0.55i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>4</td>
<td>0.60+1.03i</td>
<td>0.26+0.62i</td>
</tr>
</tbody>
</table>

The results show that a good approximation of the crack is needed to obtain a good estimate of the impedance values. However, this issue can be tackled by increasing the wave length as can be seen in Table 3.6 and 3.7

Table 3.6: Reconstruction of the average of $\lambda^\pm$ given by formula (3.22) on $\sigma$ with the perturbed geometry $\sigma = [-0.5,0.5] \times \{0.01\}$ (the wavelength $\lambda = 4$) and the exact crack is $\sigma = [-0.5,0.5] \times \{0\}$ for $n$ equidistant directions of plane wave starting from $\theta = 0$ to $\theta = 2\pi$.

<table>
<thead>
<tr>
<th>$\lambda^+_e$</th>
<th>$\lambda^-_e$</th>
<th>$n$</th>
<th>$\lambda^-_a$</th>
<th>$\lambda^+_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>100</td>
<td>2.01+0.04i</td>
<td>-0.02+1.07i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>100</td>
<td>4.15+5.20i</td>
<td>4.67+4.73i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>100</td>
<td>0.45+1.03i</td>
<td>0.22+0.42i</td>
</tr>
</tbody>
</table>
\[
\begin{array}{|c|c|c|c|c|}
\hline
\lambda^+ & \lambda^- & n & \lambda^- & \lambda^+ \\
\hline
2 & 1i & 100 & 1.99+0.06i & 1.65+0.90i \\
5+5i & 5+5i & 100 & 1.06+4.11i & 5.48+2.97i \\
0.5+1i & 0.2+0.4i & 100 & 0.38+0.80i & 0.68+0.52i \\
\hline
\end{array}
\]

Table 3.7: Reconstruction of the average of \( \lambda^\pm \) given by formula (3.22) on \( \sigma \) with the perturbed geometry \( \sigma = [-0.5, 0.5] \times \{0.1\} \) (the wavelength \( \lambda = 4 \)) and the exact crack is \( \sigma = [-0.5, 0.5] \times \{0\} \) for \( n \) equidistant directions of plane wave starting from \( \theta = 0 \) to \( \theta = 2\pi \).

### 3.4.2 An approach inspired by the LSM algorithm

According to the proof of the main Lemma of the Linear Sampling Method (see Theorem 19), if \( L \subset \sigma \) then \( \Phi_L \) is an approximation of the scattered wave associated to an incident Herglotz wave with the kernel \( g_L \) solution of the equation (3.4) the LSM equation. Hence we have the following relations

\[
\partial_{\nu} \Phi^\pm_L + \lambda^\pm \Phi^\pm_L \simeq - (\partial_{\nu} v_g \pm \lambda^\pm v_g) \quad \text{on} \quad \sigma
\]

(3.23)

We recall that

\[
\Phi^\infty_L(\hat{x}) = \int_L \left( \alpha(y) \frac{\partial e^{-ik\hat{x}\cdot y}}{\partial \nu(y)} + \beta(y)e^{-ik\hat{x}\cdot y} \right) ds(y).
\]

where \( (\alpha, \beta) \in \tilde{H}^{1/2}(\sigma) \times H^{-1/2}(\sigma) \). Hence to estimate the value of the impedance over the small crack \( L \), the following formulas can be used, which can be directly deduced from (3.23) for constant impedance values over \( L \)

\[
\lambda^\pm \simeq \mp \frac{\int_L (\partial_{\nu} \Phi_L^\pm + \partial_{\nu} v_g)(\Phi_L^\pm + v_g)}{\int_L |\Phi_L^\pm + v_g|^2}
\]

(3.24)

The main advantage of this procedure as compared to the previous one is that a complete knowledge of \( \sigma \) is not required to obtain an approximation of \( \lambda^\pm \) on \( L \). This is particularly attractive for cases where the reconstructed geometry is good only in some parts of the crack. This has been observed for instance for complex geometries with impedances having “intermediate” values.

Before investigating the cases where \( L \) is a part of \( \sigma \) let us consider similar configurations as for the previous approach. Namely we take \( L = \sigma = [-0.5, 0.5] \times \{0\} \). Since \( (\alpha, \beta) \) should be in \( \tilde{H}^{1/2}(L) \times \tilde{H}^{-1/2}(L) \), we can choose \( \beta \) as a constant function and \( \alpha \) as a function that vanishes on the vertices of \( \sigma \) given by

\[
\alpha(x) = \frac{(x+0.5)}{0.5} \quad \text{if} \ x \in [-0.5, 0] \quad \text{else} \quad \alpha(x) = \frac{(x-0.5)}{0.5}.
\]
The results of Table 3.8 show that a good reconstruction of the impedance values is obtained when using this criterion, however the accuracy of the results depends on the values of $\beta$.

<table>
<thead>
<tr>
<th>$\lambda_+^+$</th>
<th>$\lambda_-^-$</th>
<th>$\beta$</th>
<th>$\lambda_+^-$</th>
<th>$\lambda_-^-$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>1</td>
<td>2.03</td>
<td>0.01 +0.95 i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>2</td>
<td>2.02</td>
<td>-0.01 + 1 i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>5</td>
<td>2.01</td>
<td>1 i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>6</td>
<td>5.02 +4.97 i</td>
<td>4.88+4.99 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>6</td>
<td>0.50 + 1.01 i</td>
<td>0.20+0.40 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>1</td>
<td>0.53+1.01 i</td>
<td>0.19+0.38 i</td>
</tr>
</tbody>
</table>

Table 3.8: Reconstruction of the average of $\lambda^\pm$ using formula (3.24) on $L = \sigma = [-0.5, 0.5] \times \{0\}$.

Then, we assume that $L = \sigma$ where $\sigma$ is an arc centered on $(0,0)$, with radius 1 and opening aperture $[0, \pi/2]$, $\beta$ is constant and

$$\alpha(x, y) = 10(x - 1)(y - 1).$$

Table 3.9 shows that a good estimate of the impedance values is obtained by using different values of $\beta$.

<table>
<thead>
<tr>
<th>$\lambda_+^+$</th>
<th>$\lambda_-^-$</th>
<th>$\beta$</th>
<th>$\lambda_+^-$</th>
<th>$\lambda_-^+$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>1</td>
<td>2.03</td>
<td>-0.06 + 1.02i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>2</td>
<td>2.03</td>
<td>-0.04 + 1.01 i</td>
</tr>
<tr>
<td>2</td>
<td>1i</td>
<td>5</td>
<td>2.03</td>
<td>-0.02 + 0.99i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>6</td>
<td>5.02 + 5.05 i</td>
<td>4.99+ 4.98 i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>6</td>
<td>0.49 + 1.01 i</td>
<td>0.20+ 0.39i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>1</td>
<td>0.50 + 1.01 i</td>
<td>0.20+ 0.40i</td>
</tr>
</tbody>
</table>

Table 3.9: Reconstruction of the average of $\lambda^\pm$ using formula (3.24) on $L = \sigma = e^{i\theta'}$, $\theta' \in [0, 2\pi]$.

As done in the first approach we test also the sensibility of this approach to small perturbation of the exact geometry (see Tables 3.10 to Table 3.13). We qualitatively observe similar behavior as in the first approach, namely $k\varepsilon$ should be small enough to ensure a good accuracy. However we can state that the second method seems to be more sensitive to error in the geometry than the first one.
CHAPTER 3. THE LINEAR SAMPLING METHOD

\[
\lambda^+ - e^\lambda - e^\beta - a^+ \lambda + a^2 \lambda
\]

Table 3.10: Reconstruction of the average of \(\lambda^\pm\) using formula (3.24) on \(\sigma\) with the perturbed geometry \(\sigma = [-0.5, 0.5] \times \{0.1\}\) (the wave length \(\lambda = 1\)) and the exact crack is \(\sigma = [-0.5, 0.5] \times \{0\}\).

<table>
<thead>
<tr>
<th>(\lambda^+_c)</th>
<th>(\lambda^-_c)</th>
<th>(\beta)</th>
<th>(\lambda^-_a)</th>
<th>(\lambda^+_a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>6</td>
<td>6.72-1.14i</td>
<td>-5.14+2.08i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>6</td>
<td>7.95+4.63i</td>
<td>-3.10+0.51i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>6</td>
<td>4.96+0.75i</td>
<td>-4.44+0.22i</td>
</tr>
</tbody>
</table>

Table 3.11: Reconstruction of the average of \(\lambda^\pm\) using formula (3.24) on \(\sigma\) with the perturbed geometry \(\sigma = [-0.5, 0.5] \times \{0.01\}\) (the wave length \(\lambda = 1\)) and the exact crack is \(\sigma = [-0.5, 0.5] \times \{0\}\).

<table>
<thead>
<tr>
<th>(\lambda^+_c)</th>
<th>(\lambda^-_c)</th>
<th>(\beta)</th>
<th>(\lambda^-_a)</th>
<th>(\lambda^+_a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>6</td>
<td>2.37</td>
<td>-0.42+1.06i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>6</td>
<td>5.11+4.92i</td>
<td>3.66+4.50i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>6</td>
<td>0.88+0.96i</td>
<td>-0.20+0.39i</td>
</tr>
</tbody>
</table>

Table 3.12: Reconstruction of the average of \(\lambda^\pm\) using formula (3.24) on \(\sigma\) with the perturbed geometry \(\sigma = [-0.5, 0.5] \times \{0.01\}\) (the wave length \(\lambda = 4\)) and the exact crack is \(\sigma = [-0.5, 0.5] \times \{0\}\).

<table>
<thead>
<tr>
<th>(\lambda^+_c)</th>
<th>(\lambda^-_c)</th>
<th>(\beta)</th>
<th>(\lambda^-_a)</th>
<th>(\lambda^+_a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>6</td>
<td>2.01-0.02i</td>
<td>0.03+1.03i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>6</td>
<td>4.41+5.27i</td>
<td>5.28+4.08i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>6</td>
<td>0.48+0.96i</td>
<td>0.20+0.43i</td>
</tr>
</tbody>
</table>

We now consider the cases where \(L\) is only a part of \(\sigma\) (recall that for intermediary impedance values we don’t have a high precision in the reconstructed cracks). We test this issue for three different geometries given in Figure 3.18.

In the first experiment we assume that \(L = [-0.5, 0.5] \times \{0\}\) is a part of the exact crack \(\sigma = [-2, 0.75] \times \{0\}\). Table 3.4.2 shows that a good estimate of the impedance is also obtained in this case.
3.4. DETERMINATION OF THE IMPEDANCE VALUES

\[
\lambda^+ \quad \lambda^- \quad \beta \quad \lambda^a_- \quad \lambda^a^+
\]

\[
\begin{array}{|c|c|c|c|c|}
\hline
2 & 1i & 5 & 2.12-0.08i & 0.44+1.05i \\
5+5i & 5+5i & 6 & -0.33+8.64i & 4.38+1.95i \\
0.5+1i & 0.2+0.4i & 6 & 0.49+0.96i & 0.15+0.46i \\
\hline
\end{array}
\]

Table 3.13: Reconstruction of the average of \( \lambda^\pm \) using formula (3.24)on \( \sigma \) with the perturbed geometry \( \sigma = [-0.5, 0.5] \times \{0.1\} \) (the wave length \( \lambda = 4 \)) and the exact crack is \( \sigma = [-0.5, 0.5] \times \{0\} \).

Figure 3.18: The three geometries used on the following test, In blue we represent the exact crack \( \sigma \) and on red we represent the part of crack \( L \).

\[
\begin{array}{|c|c|c|c|c|}
\hline
\lambda^+ \quad \lambda^- \quad \beta \quad \lambda^a_- \quad \lambda^a^+
\hline
2 & 1i & 6 & 2.03+0.01i & 0.10+1.02i \\
5+5i & 5+5i & 6 & 5.12+4.967i & 5.33+4.57i \\
0.5+1i & 0.2+0.4i & 6 & 0.52+1.02i & 0.22+0.43i \\
\hline
\end{array}
\]

Table 3.14: Reconstruction of the average of the impedance values \( \lambda^\pm \) using formula (3.24)on \( L \) where \( L = [-0.5, 0.5] \times \{0\} \) is a part of the exact crack \( \sigma = [-2, 0.75] \times \{0\} \) (see Fig 3.18, left).
In the following test we show that even for a complex shape as the L-shaped crack we can get good reconstructions. In Table 3.15, $\sigma$ is an L-shaped crack with vertices $(0,0.25), (0,-2.5), (0.75,-2.5)$ and $L = \{0\} \times [-0.25,0.25]$ for a constant $\beta$ and

$$\alpha(y) = i\frac{(y+0.25)}{0.25} \text{ if } y \in [-0.25,0] \text{ else } \alpha(y) = -i\frac{(y-0.25)}{0.25}.$$ 

<table>
<thead>
<tr>
<th>$\lambda^+_c$</th>
<th>$\lambda^-_c$</th>
<th>$\beta$</th>
<th>$\lambda^-_a$</th>
<th>$\lambda^+_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>6</td>
<td>2.13-0.01i</td>
<td>2.12</td>
</tr>
<tr>
<td>2</td>
<td>2+1i</td>
<td>2</td>
<td>2.58-0.04i</td>
<td>2.34+0.98i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>1</td>
<td>5.81+3.92i</td>
<td>5.38+4.38i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>6</td>
<td>0.54+1.05i</td>
<td>0.23+0.43i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>1</td>
<td>1.09+1.03i</td>
<td>0.34+0.39i</td>
</tr>
</tbody>
</table>

Table 3.15: Reconstruction of the average of the impedance values using formula (3.24) on $L = \{0\} \times [-0.25,0.25]$ is a part of the exact crack $\sigma$ the L-shape crack (see Fig 3.18, center) for the wave length $\lambda = 1$.

Finally, let $L$ be a part of the arc shown in Figure 3.18 (right). The results in Table 3.16 show that a good approximation of the exact values of the impedance is obtained on the known part of the exact crack.

<table>
<thead>
<tr>
<th>$\lambda^+_c$</th>
<th>$\lambda^-_c$</th>
<th>$\beta$</th>
<th>$\lambda^-_a$</th>
<th>$\lambda^+_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1i</td>
<td>10</td>
<td>2.21-0.07i</td>
<td>-0.05+0.98i</td>
</tr>
<tr>
<td>5+5i</td>
<td>5+5i</td>
<td>10</td>
<td>5.72+4.86i</td>
<td>5.20+4.69i</td>
</tr>
<tr>
<td>0.5+1i</td>
<td>0.2+0.4i</td>
<td>10</td>
<td>0.59+1.13i</td>
<td>0.19+0.36i</td>
</tr>
</tbody>
</table>

Table 3.16: Reconstruction of the average of $\lambda^\pm$ on $L$ using formula (3.24) where $L$ is the arc centered on $(0,0)$ with aperture $\frac{\pi}{6}$ is a part of the exact crack $\sigma$ (see Fig 3.18, right) for the wave length $\lambda = 1$.

### 3.5 Conclusion

The first part of this chapter presents an application of the LSM to reconstruct a crack with impedance boundary conditions on both sides of the crack. Compared to the inverse scattering problem by an impenetrable obstacle with smooth closed boundary, the crack detection problems are much more complex due to the joint effects of the tips of the crack, the concave side of the crack and the inhomogeneous surface impedance distributions. Our method provides a good crack reconstruction, with a relatively less precision in the case of
intermediate impedance values. This latter issue can be explained physically by the multiple reflection of waves in the cavity. Note also that in addition to the good reconstruction, the LSM has other advantages, such as the fact that it does not require any information about the crack and it gives a fast algorithm with a simple numerical implementation. However, the LSM has some drawbacks. In fact, it requires many measurements of the far field data. In our case, in the sampling process we have a difficulty in the numerical implementation due to the fact that we use a double layer potential on the expression of the test function $\Phi^\infty_L$ where $L$ is considered as a sampling point $z$. In fact, the sampling process requires to find a good approximation of the exact normal on $z$. We provide a criterion to tackle this problem that works and give a good normal approximation but it is very sensitive to the impedance values since the precision depends on the values of the frequency. Recall also that in the theoretical justification we give a characterization of the crack using the behavior of a norm of the Herglotz wave that depends on the values of the impedance parameter which can impact the accuracy of the crack reconstruction. This leads to an idea of using another method that tackles these issues by giving an explicit indicator function, which motivates our choice of the application of the Factorization method in the following chapter.

In the second part of this chapter, we have proposed two approaches for the reconstruction of the impedance values. The first approach which is the natural approach that consists in finding the impedance parameter by computing the trace and the normal trace of the total field on $\sigma$, knowing the direction of the incident applied wave and the measurement of the associated far field. Using this approach, the results show a good estimate if several directions of the incident plane wave are used. However, it should be noted that this approach is very sensitive to the presence of noise but this issue can be tackled by decreasing the frequency. The second approach use the trace and the normal trace of the test function $\Phi_L$ used in the LSM algorithm and the solution $g$ of the far field equation given by the LSM. The performance of this approach depends on three parameters, namely the choice of $(\alpha, \beta)$ the density function of $\Phi_L$, the reconstructed crack and $L$. The results show that by using this approach a better estimate is obtained as compared to the first approach, especially when $L = \sigma$. Note that the sensitivity to the presence of noise is similar to that in the first approach but the main advantage of the second one is that it can be applied when $L$ is only a part of the crack geometry while keeping the quality of the estimate. Note that the two approaches for the reconstruction of the impedance values can also be applied using other crack reconstruction methods such as the RG-LSM. In the latter, if the first approach is applied, a small modification should be introduced which consists in computing the trace and the normal trace of the total field, knowing the point source of the incident wave and the measurement of the Cauchy data on a fixed boundary that contains the crack.
CHAPTER 4

Application of the Factorization method to the inverse crack problem
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Abstract
We use the Factorization method to retrieve the shape of cracks with impedance boundary conditions from far fields associated with incident plane waves at a fixed frequency. This work is an extension of the study initiated in [55] where the case of sound soft cracks is considered. We recall that this method is known to be a sampling method that gives an exact characterization of the scatterer using an exact indicator function. We provide theoretical and numerical validations of the method.

4.1 Introduction
In this chapter we are concerned with the reconstruction of the shape of cracks with impedance boundary conditions from acoustic measurements using the so-called Factorization method [53]. The data for the considered inverse problem is formed by the far fields associated with incident plane waves at a fixed frequency. This work is an extension of the study initiated in [55] where the case of sound soft cracks is addressed. Two difficulties on the theoretical level had to be faced. The first one is due to the fact that the far field operator is no longer normal when the impedance values are not real. Therefore, only the second version of the Factorization method (the so called $F_\sharp$ version) can be considered. To do so, a slight modification of the main theoretical tool behind this method has been introduced. The second one is related to the geometrical nature of the crack problem. For instance as opposed to the case of an obstacle with a non empty interior [53], two boundary unknowns are needed in the factorization of the far field operator. This required in particular a non intuitive choices of the unknowns and the functional spaces associated with. The case of impedance boundary conditions also causes difficulties in designing the numerical algorithm associated with the theoretical part. The latter requires a proper choice of the orientation of the probing “small” crack. In order to fix this problem a minimization procedure with respect to the normal is incorporated. For an overview of recent works on other sampling methods applied to crack identification we refer to [21, 68, 14, 85] and the references therein. This chapter is organized as follows. We start by a brief introduction of the direct and the inverse problem in Section 4.2 and Section 4.3. This is followed in Section 4.4 by giving some factorization of the far field operator which is required later in theoretical justification of the method. In Section 4.7 and 4.3.2 we introduce two scheme to retrieve the shape of the crack. The first one using the so-called the $F_\sharp$ method and the second one using the inf criterion. Both methods give an exact characterization of the crack but the first one are more simple from the numerical point of view. For this end, we perform in the last Section different tests for different shapes of cracks and different values of the impedances using the $F_\sharp$ method. A comparison between the $F_\sharp$ method and the LSM developed in chapter 3 is also presented, which prove the efficiency of this method.
4.2 The forward and inverse scattering problem

We consider the same forward problem introduced for the LSM, in Chapter 3 that we recall here. Let $\sigma \subset \mathbb{R}^m$, $m = 2, 3$, be a smooth nonintersecting open arc embedded in a homogeneous domain. For further considerations, we assume that $\sigma$ can be extended to an arbitrary smooth, simply connected, closed curve $\partial \Omega$ enclosing a bounded domain $\Omega$ in $\mathbb{R}^m$. The normal vector $\nu$ on $\sigma$ coincides with the outward normal vector to $\partial \Omega$.

The total field $u$ satisfies

$$
\begin{cases}
\Delta u + \kappa^2 u = 0 & \text{in } \mathbb{R}^m \setminus \sigma, \\
\partial_\nu u_\pm + \lambda^\pm u_\pm = 0 & \text{on } \sigma,
\end{cases}
$$

where the wave number $\kappa$ is positive and $\lambda^\pm \in L^\infty(\sigma)$ are the given (complex-valued) impedance functions with non-negative imaginary part. The total field $u = u^i + u^s$ is decomposed into the given incident plane wave $u^i(x, d) = e^{ikd \cdot x}$ with unitary direction $d$ and the unknown scattered field $u^s$ which is required to satisfy the Sommerfeld radiation condition

$$
\lim_{r=|x| \to +\infty} r^{\frac{m-1}{2}} \left( \partial_r u^s - i\kappa u^s \right) = 0,
$$

uniformly in all directions $\hat{x} = \frac{x}{|x|}$.

Problem (4.1)-(4.2) can be seen as a special case of the following problem:

Find $u^s \in H^1_{\text{loc}}(\mathbb{R}^m \setminus \sigma)$ satisfying the Sommerfeld radiation condition (4.2) and

$$
\begin{cases}
\Delta u^s + \kappa^2 u^s = 0 & \text{in } \mathbb{R}^m \setminus \sigma, \\
\partial_\nu u^s_\pm + \lambda^\pm u^s_\pm = g^\pm & \text{on } \sigma,
\end{cases}
$$

where $g^\pm \in H^{-1/2}(\sigma)$ such that $(\lambda^+ + \lambda^-) = 1 \in H^{-1/2}(\sigma)$ and $(\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)$ with $\Im(\lambda^\pm) \geq 0$. We recall the variational formulation since we will use it in the study of the inverse problem given by: find $u^s \in H^1(B_R \setminus \bar{\sigma})$ satisfying for all $v \in H^1(B_R \setminus \bar{\sigma})$ the following equation

$$
\begin{align*}
\int_{B_R \setminus \bar{\sigma}} \nabla u^s \nabla v - \kappa^2 \int_{B_R \setminus \bar{\sigma}} u^s v - \int_{\sigma} \lambda^+ u^s_+ \overline{v}_+ - \int_{\sigma} \lambda^- u^s_- \overline{v}_- - \langle T_R(u^s_{|S_R}), v \rangle_{S_R} \\
= - \langle g^+, [v] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \langle (g^+ - g^-), \overline{v} \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)}
\end{align*}
$$

where $B_R$ is a sufficiently large ball with radius $R$ containing $\bar{\sigma}$ and by $S_R$ its boundary and $\langle \cdot, \cdot \rangle_{S_R}$ denotes the duality product between $H^{-1/2}(S_R)$ and $H^{1/2}(S_R)$ and $T_R : H^{1/2}(S_R) \to H^{-1/2}(S_R)$ is the Dirichlet to Neumann operator defined on (1.24).

We recall that in section 1.2.3 in chapter 1 we have proved that (4.4) has a unique solution that depends continuously on the boundary data $g^\pm$ (see Lemma 5).
Our inverse problem consists in giving the far field pattern \( u^\infty(\cdot, \cdot) \) on \( S^{m-1} \times S^{m-1} \) of the solution to (4.3), reconstruct the crack \( \sigma \). where \( u^\infty \) is the far field pattern defined by

\[
    u^\infty(\hat{x}, d) = \gamma \int_\sigma \left( [u^s(y) \partial_{\nu}(y)] e^{ik\hat{x} \cdot y} - [\partial_{\nu}u^s(y)] e^{ik\hat{x} \cdot y} \right) ds(y), \quad \forall (\hat{x}, d) \in S^{m-1} \times S^{m-1}. \tag{4.5}
\]

with \( \gamma = \frac{e^{i\pi/4}}{\sqrt{8k\pi}} \) respectively for \( m = 2, 3 \).

**4.3 The far field operator and the \( F^\dagger \) method**

### 4.3.1 Definition and properties of the far field operator

We recall that the far field operator is defined by

\[
    F : L^2(S^{m-1}) \to L^2(S^{m-1}) \quad \varphi \mapsto \int_{S^{m-1}} u^\infty(\cdot, y)\varphi(y)ds(y) \tag{4.6}
\]

Let us give some properties of this operator in the following theorem which is a slight modification of [53, Theorem 3.3, p73]

**Theorem 20.**

a) \( F \) is a compact operator.

b) \( F \) satisfies the relations

\[
    F - F^* - 2ik|\gamma|^2F^*F = 2iR, \tag{4.7}
\]

\[
    F^* - F + 2ik|\gamma|^2FF^* = 2iJ\bar{R}J, \tag{4.8}
\]

where \( \gamma = \frac{e^{i\pi/4}}{\sqrt{8k\pi}} \) respectively for \( m = 2 \) and \( m = 3 \), and \( R : L^2(S^{m-1}) \to L^2(S^{m-1}) \) is the self-adjoint non-negative operator defined for \( \eta \in S^{m-1} \) by

\[
    (R\psi)(\eta) = \int_{S^{m-1}} \left( \int_\sigma [u^+(x, \theta)u^+(x, \eta)]\Im(\lambda^+) + \int_\sigma [u^-(x, \theta)u^-(x, \eta)]\Im(\lambda^-) \right) \psi(\theta)ds(\theta), \tag{4.9}
\]

and \( u(\cdot, \theta) = u^+(\cdot, \theta) + u^-(\cdot, \theta) \) is the total scattered field on \( \sigma \) corresponding to the incident plane wave \( u^{i}(\cdot, \theta) \) of direction \( \theta \).

We denote by \( J : L^2(S^{m-1}) \to L^2(S^{m-1}) \) the self adjoint involution \( J(g)(\theta) = g(-\theta) \).

c) The scattering operator

\[
    S = I + 2ik|\gamma|^2F, \tag{4.10}
\]

satisfies

\[
    S^*S = I - 2ik|\gamma|^2R.
\]

If \( \lambda^\pm \) is real-valued then the far field operator \( F \) is normal, and the scattering operator \( S \) is unitary.
4.3. THE FAR FIELD OPERATOR AND THE $F_{\gamma}$ METHOD

Proof. The proof of $a$) is standard since $F$ is an integral operator with a smooth kernel. $b$) For $g$, $h \in L^2(S^{m-1})$, define the Herglotz wave functions $v^i$ and $w^i$ by

$$v^i(x) = \int_{S^{m-1}} e^{ikx,\theta} g(\theta), \quad x \in \mathbb{R}^m,$$

$$w^i(x) = \int_{S^{m-1}} e^{ikx,\theta} h(\theta), \quad x \in \mathbb{R}^m,$$

respectively. Let $v$ and $w$ be the solution of (4.3) corresponding to incidents fields $v^i$ and $w^i$. By superposition, we conclude that

$$v(x) = \int_{S^{m-1}} u(x, \theta) g(\theta) ds(\theta), \quad x \notin \sigma,$$

$$w(x) = \int_{S^{m-1}} u(x, \theta) h(\theta) ds(\theta), \quad x \notin \sigma,$$

where $u(., \theta) = v^i(., \theta) + w^i(., \theta)$ is the total scattering field on $\sigma$ solution of (4.3) corresponding to the incident plane wave $v^i(., \theta)$ of direction $\theta$. We denote by $v^s = v - v^i$, $w^s = w - w^i$ the scattered field and $v^\infty$, $w^\infty$ the far field patterns corresponding respectively with $v$ and $w$. Then, by linearity, $v^\infty = Fg$ and $w^\infty = Fh$. Green’s formula in $D_r = \{x \in \mathbb{R}^2 \setminus \bar{\sigma} : |x| < r\}$ and the boundary conditions yield

$$\int_{\sigma} [v_+ \overline{w_+} \mathcal{G}(\lambda^+) + v_- \overline{w_-} \mathcal{G}(\lambda^-)] ds = \int_{D_r} [v \Delta \overline{w} - w \Delta \overline{v}] ds = \int_{|x|=r} [v \partial_\nu \overline{w} - \overline{w} \partial_\nu v] ds. \quad (4.11)$$

The integral on the right hand side is split into four parts by decomposing $v = v^i + v^s$ and $w = w^i + w^s$. The integral

$$\int_{|x|=r} \left[ v^i \partial_\nu \overline{w^i} - \overline{w^i} \partial_\nu v^i \right] ds$$

vanishes by Green’s second theorem in $\{x : |x| < r\}$ since $v^i$ and $\overline{w^i}$ are two solutions of the Helmholtz equation. We note that by our normalization of the far field pattern

$$v^s(x) \frac{\partial w^s(x)}{\partial r} - w^s(x) \frac{\partial v^s(x)}{\partial r} = -2ik|\gamma|^2 r^{-\frac{m-1}{2}} v^\infty(\hat{x}) w^\infty(\hat{x}) + O\left(\frac{1}{r^{m}}\right).$$

In fact, using the asymptotic behavior of $w^s$ and $v^s$ we have

$$v^s(x, d) = \gamma r^{\frac{1-m}{2}} e^{ikr} v^\infty(\hat{x}, d) + O(r^{-\frac{m+1}{2}}),$$

Therefore we have

$$\int_{|x|=r} \left[ v^s \frac{\partial w^s}{\partial \nu} - \overline{w^s} \frac{\partial v^s}{\partial \nu} \right] ds \longrightarrow -2ik|\gamma|^2 \int_{S^{m-1}} v^\infty \overline{w^\infty} ds = -2ik|\gamma|^2 (FG, FH)_{L^2(S^{m-1})}.$$
as \( r \) tends to infinity. Finally, we use the definition of \( v^i \) and \( w^i \) and by changing the order of integration we have

\[
\int_{|x|=r} \left[ v^i \partial_\nu \bar{w}^j - \bar{w}^j \partial_\nu v^i \right] ds = \int_{S^{m-1}} g(\theta) \int_{|x|=r} \left[ e^{ikx_\theta} \partial_\nu \bar{w}^i - \bar{w}^i \partial_\nu e^{ikx_\theta} \right] ds \\
= - \int_{S^{m-1}} g(\theta) \bar{w}^\infty(\theta) d(\theta) \\
= - (g, Fh)_{L^2(S^{m-1})}.
\]

Analogously, we have that

\[
\int_{|x|=r} \left[ v^i \partial_\nu w^j - \bar{w}^j \partial_\nu v^i \right] ds = - (Fg, h)_{L^2(S^{m-1})}.
\]

Interchanging the orders of integration in the left hand side of (4.11) yields

\[
\int_\sigma \left[ v^+ \bar{w}^- \Im(\lambda^+) + v^- \bar{w}^+ \Im(\lambda^-) \right] ds = \\
\int_{S^{m-1}} \int_{S^{m-1}} \left[ \int_\sigma u^+(x, \theta) u^+(x, \eta) \Im(\lambda^+)(x) ds(x) + \int_\sigma u^-(x, \theta) u^-(x, \eta) \Im(\lambda^-)(x) ds(x) \right] \\
g(\theta) \bar{h}(\eta) ds(\theta) ds(\eta) = (Rg, h)_{L^2(S^{m-1})}.
\]

Finally, taking the limit \( r \to \infty \) yields

\[
2i (Rg, h)_{L^2(S^{m-1})} = -2ik|\gamma|^2 (Fg, Fh)_{L^2(S^{m-1})} - (g, Fh)_{L^2(S^{m-1})} + (Fg, h)_{L^2(S^{m-1})} \\
= -2ik|\gamma|^2 (F^*Fg, h)_{L^2(S^{m-1})} - (F^*g, h)_{L^2(S^{m-1})} + (Fg, h)_{L^2(S^{m-1})},
\]

which prove (4.7), for the prof of (4.8) we can deduce it directly from (4.7) using the reciprocity relation and the fact that

\[ F^* = J\bar{F}J \]

Hence we have

\[
F^* - F - 2ik|\gamma|^2 F^*F = -2iR
\]

that’s implies

\[ JF^*F - JF^2J + 2ik|\gamma|^2 JF^*FJ = -2iJ\bar{R}J \]

and consequently

\[ F^* - F + 2ik|\gamma|^2 FF^* = -2iJ\bar{R}J. \]
c) We just compute
\[ S^*S = (I - 2ik|\gamma|^2F^*) (I + 2ik|\gamma|^2F) = I + \frac{ik}{8\pi^2} [(F - F^*) - 2ik|\gamma|^2F*F] \]
\[ = I + 2ik|\gamma|^22iR = I - 2k|\gamma|^2R. \]

According to the previous lemma, for general complex impedance values (i.e when \( \Im(\lambda^\pm) \neq 0 \)) the far field operator fails to be normal. Hence we cannot expect the classical form of the Factorization method i.e the \((F^*F)^{1/4}\) method to apply in this case. We shall rather consider the so called \( F^\# \) version. A characterization of \( \sigma \) will be obtained using the solvability of equation (4.12).

\[(F_1)^{1/2}(g_L)(\hat{x}) = \Phi_L^\infty(\hat{x}) \quad \text{for all } \hat{x} \in S^{m-1} \quad (4.12)\]

where \( F_1 \) is defined by
\[ F_1 = |\Re F| + \Im F \]
with \( \Re F = \frac{1}{2}(F + F^*) \), and \( \Im F = \frac{1}{2\pi}(F - F^*) \) and where \( \Phi_L^\infty \in L^2(S^{m-1}) \) is defined by
\[ \Phi_L^\infty(\hat{x}) := \gamma \int_L (-i\kappa \hat{x} \cdot \nu(y)\alpha_L(y) + \beta_L(y)) e^{-i\kappa \hat{x} \cdot y} ds(y), \quad (4.13)\]
for any smooth non intersecting open arc \( L \subset \mathbb{R}^{m-1} \), where \( \gamma = \frac{e^{i\pi/4}}{\sqrt{8\pi\kappa}} \), respectively for \( m = 2 \) and \( m = 3 \) and with densities \( \alpha_L \in \dot{H}^\frac{1}{2}(L) \) and \( \beta_L \in \dot{H}^{-\frac{1}{2}}(L) \). The proof of this result is based on the factorization of the operator \( F \) in the form \( F = \mathcal{H}^* T \mathcal{H} \) where \( T : H \rightarrow H^* \) is a linear bounded operator and \( \mathcal{H} : L^2(S^{m-1}) \rightarrow H^* \) is a compact operator with dense range. More precisely we shall prove the following Theorem 22.

### 4.3.2 The \( F_1^\# \) characterization

The main theorem behind the inversion algorithm proposed belows is the following characterization of \( \sigma \) using the range of \( F_1^{1/2} \).

**Theorem 21.** For any smooth non intersecting arc \( L \) and functions \( \alpha_L \in \dot{H}^\frac{1}{2}(L) \) and \( \beta_L \in \dot{H}^{-\frac{1}{2}}(L) \) such that \( (\alpha_L, \beta_L) \neq (0,0) \), the following is true
\[ L \subset \sigma \quad \text{if and only if} \quad \Phi_L^\infty \in R(F_1^{1/2}). \quad (4.14)\]

We recall that (4.14) is verified iff
\[ \sum_{n=1}^{\infty} \frac{|(\Phi_L^\infty, \psi_n)_{L^2(S^2)}|^2}{\lambda_n} < +\infty \]
where \( \{\lambda_n, \psi_n\}_{n \in \mathbb{N}} \) is an eigensystem of the self-adjoint, positive and compact operator \( F_1 \).
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Proof. The proof of this Theorem can be deduced from Theorem 22, Lemma 28, Lemma 29, Lemma 30 and Lemma 31. It can be also proved using Theorem 22, Lemma 23 and Lemma 42.

□

Theorem 22. Let \( H \subset U \subset H^* \) be a Gelfand triple with a Hilbert space \( U \) and a reflexive Banach space \( H \) such that the embedding is dense. Moreover, let \( Y \) be a second Hilbert space and let \( F : Y \rightarrow Y, \mathcal{H} : H \rightarrow Y \), and \( T : H^* \rightarrow H \) be linear bounded operators such that

\[ F = \mathcal{H}'TH \]

We make the following assumptions:

(A1) \( \mathcal{H}^* \) is compact with dense range.
(A2) We have \( \Re[T] = C + K \) with some compact operator \( K \) and some self-adjoint and coercive operator \( C : H^* \rightarrow H \), i.e, there exists \( c > 0 \) with

\[ \langle \varphi, C\varphi \rangle \geq \|\varphi\|^2 \quad \text{for all} \quad \varphi \in H^* \]

And \( \Im T \) is non-negative on \( R(\mathcal{H}^*) \subset H^* \). Then the operator \( F_\sharp = |\Re| + \Im F \) is positive, and the ranges of \( \mathcal{H}^* : H^* \rightarrow Y \) and \( F_\sharp^{1/2} : Y \rightarrow Y \) coincide.

Proof. This theorem is a slight modification of [53, Theorem 2.15, p57]. The two first assumptions of the previous theorem (A1) and (A2) are needed to give of a factorization of \( F_\sharp \) in the form \( F_\sharp = GT_\sharp \mathcal{H}^* \) (see the proof on [53]). The fact that \( \Im T \) is non-negative on \( R(\mathcal{H}^*) \subset X^* \) is sufficient to prove the coercivity of \( T_\sharp \) unlike to the classical \( F_\sharp \) method where we need an extra condition which consists on proving that \( \Im T \) is a compact operator.

In fact, as in the proof given in [53], \( T_\sharp \) is a self-adjoint operator defined by

\[ T_\sharp := T_R^R(Q^+ - Q^-) + \Im T \]

with \( T_R^R = \Re[T] \) and \( Q^\pm : U \rightarrow U^\pm \) are two projectors onto \( U^\pm \) parallel to \( U^\mp \), where \( U = U^+ \oplus U^- \), for \( U^- = \mathcal{H}(Y^-) \) and \( Y^- = \text{span}\{\psi_j : \lambda_j \leq 0\} \).

On the other hand, using (A2) we have \( T_R^R = C + K \) and consequently \( T_\sharp \) can be decomposed as follows:

\[ T_\sharp := C(Q^+ + Q^-) - 2CQ^- + K(Q^+ - Q^-) + \Im T \]

Since \( (Q^+ + Q^-) = I \) then \( C(Q^+ + Q^-) \) is also coercive, and using the fact that \( (Q^+ - Q^-) \) is an isomorphism and \( K \) is compact, so we have \( K(Q^+ - Q^-) \) is also compact, \( Q^- \) has a finite range hence is compact and \( 2CQ^- \) is also compact. Finally, \( \Im T \) is non negative hence \( C(Q^+ + Q^-) + \Im T \) is coercive. That proves that \( T_\sharp \) is a Fredholm operator. As \( T_R^R \) and
4.4. Example of factorizations of the far field operator

If $T$ are non-negative then $T_\sharp$ has a bounded inverse $T_\sharp^{-1}$.

From the positivity of the form

$$\langle T_\sharp (\varphi + t\psi), (\varphi + t\psi) \rangle_U = \langle T_\sharp \varphi, \varphi \rangle_U + 2\Re\{t \langle \psi, T_\sharp \varphi \rangle_U \} + |t|^2 \langle T_\sharp \psi, \psi \rangle_U$$

For any $\varphi, \psi \in U$ and any $t \in \mathbb{C}$ we conclude that

$$| \langle T_\sharp \varphi, \psi \rangle | \leq \langle T_\sharp \varphi, \varphi \rangle_U \langle T_\sharp \psi, \psi \rangle_U.$$

For $\psi = T_\sharp^{-1} \varphi$ this yields to

$$\| \varphi \|^2_U = | \langle T_\sharp \varphi, T_\sharp^{-1} \varphi \rangle_U |^2 \leq \langle T_\sharp \varphi, \varphi \rangle_U \langle T_\sharp^{-1} \varphi, \varphi \rangle_U \leq \langle T_\sharp \varphi, \varphi \rangle_U \| T_\sharp^{-1} \| \| \varphi \|^2_U,$$

i.e.,

$$\| T_\sharp^{-1} \| \| \varphi \|^2_U \leq \langle T_\sharp \varphi, \varphi \rangle_U$$

which proves the coercivity of $T_\sharp$ with $c = \| T_\sharp^{-1} \|^{-1}$.

The goal of the next section is to give two possible factorizations of the operator $F$ in the indicated forms.

4.4 Example of factorizations of the far field operator

As explained above in this subsection we need a special factorization of the operator $F$ in the form $F = \mathcal{H}^* T \mathcal{H}$, where $\mathcal{H}^*$ is a compact operator with dense range and $T$ is an isomorphism. We present in the following some example of factorization choices.

4.4.1 A natural choice

We recall that $F$ is the far field of the solution $\tilde{u}^*$ satisfying the following system

$$\begin{align*}
\Delta \tilde{u}^* + \kappa^2 \tilde{u}^* &= 0 \quad \text{in} \quad \mathbb{R}^m \setminus \sigma \\
\partial_n \tilde{u}^*_\pm &\pm \lambda^\pm \tilde{u}^*_\pm = g^\pm \quad \text{on} \quad \sigma
\end{align*} \quad (4.17)$$

and the radiation condition

$$\lim_{r=|x| \to +\infty} r^{\frac{m-1}{2}} (\partial_r \tilde{u}^* - ik \tilde{u}^*) = 0$$

uniformly in all directions $\hat{x} = \frac{x}{|x|}$.

With $g^\pm = - (\partial_n v_\varphi \pm \lambda^\pm v_\varphi)$ and $v_\varphi$ is the Herglotz wave of kernel $\varphi$ defined by

$$v_\varphi(x) := \int_{S^{m-1}} e^{i\kappa \cdot \theta} \varphi(\theta) d\sigma(\theta), \quad x \in \mathbb{R}^m.$$
For $H_1 := \{g^\pm \in H^{-1/2}(\sigma) \text{ such that } (g^+ - g^-) \in \mathring{H}^{-1/2}(\sigma)\}$, we can deduce therefore the following factorization

$$F = \mathcal{G}_1 \mathcal{H}_1,$$

where the operator $\mathcal{G}_1 : H_1 \to L^2(S^{m-1})$ maps the boundary data $(g^+, g^-)$ to the far field pattern of the solution of (4.3), which can be defined by:

$$\mathcal{G}_1(g^+, g^-)(\hat{x}) = \int_{\sigma} \left( [u^s](y) \frac{\partial e^{ik\hat{x}y}}{\partial \nu(y)} - [\partial_\nu u^s](y)e^{ik\hat{x}y} \right) ds(y). \quad (4.18)$$

and $\mathcal{H}_1 : L^2(S^{m-1}) \to H_1$ is the trace operator defined by

$$\mathcal{H}_1(\varphi) = (- (\partial_\nu + \lambda^+)v_{\varphi|\sigma}, - (\partial_\nu - \lambda^-)v_{\varphi|\sigma}) \quad (4.19)$$

From (4.19), we observe that for $d \in S^{m-1}$ and $(\alpha, \beta) \in H_1^*$, the operator $\mathcal{H}_1^*$ is given by

$$\mathcal{H}_1^*(\alpha, \beta)(d) = - \int_{\sigma} \left( (\alpha(y) + \beta(y)) \frac{\partial e^{-i\kappa d \cdot y}}{\partial \nu(y)} + (\lambda^+ \alpha(y) - \lambda^- \beta(y)) e^{-i\kappa d \cdot y} \right) ds(y). \quad (4.20)$$

In fact, for $\varphi \in L^2(S^{m-1})$ and $\alpha, \beta \in H_1^*$, then $\mathcal{H}_1^* : H^*_1 \to L^2(S^{m-1})$ satisfies

$$\langle \mathcal{H}_1(\varphi), (\alpha, \beta) \rangle_{H_1^* H_1} = \langle \varphi, \mathcal{H}_1^*(\alpha, \beta) \rangle_{L^2(S^{m-1}) L^2(S^{m-1})}.$$  

By changing the order of integration in the left hand side of the previous equation we have

$$\langle \mathcal{H}_1(\varphi), (\alpha, \beta) \rangle_{H_1^* H_1} = - \int_{S^{m-1}} \varphi(d) \left[ \int_{\sigma} \left( (\alpha(y) + \beta(y)) \frac{\partial e^{-i\kappa d \cdot y}}{\partial \nu(y)} + (\lambda^+ \alpha(y) - \lambda^- \beta(y)) e^{-i\kappa d \cdot y} \right) ds(y) \right] ds(d)$$

Note that $\mathcal{H}_1^*$ is the far field pattern of the potential

$$V(z) = - \gamma \int_{\sigma} \left( (\alpha(y) + \beta(y)) \frac{\partial \tilde{\Phi}(z, y)}{\partial \nu(y)} ds(y) + (\lambda^+ \alpha(y) - \lambda^- \beta(y)) \tilde{\Phi}(z, y) \right) ds(y),$$

for $z \in \mathbb{R}^m \setminus \bar{\sigma}$, where $\gamma = \frac{\epsilon^{s/4}}{\sqrt{8 \pi}}$ respectively for $m = 2$ and $m = 3$. From the expression of $\mathcal{G}_1$ given in (4.18) $V$ can be seen as a solution $\tilde{u}^s$ for some $(g^+, g^-)$ of (4.3) if $\alpha$ and $\beta$ are such that

$$\alpha + \beta = - [\tilde{u}^s]|_{\sigma} \quad \text{and} \quad \lambda^+ \alpha - \lambda^- \beta = [\partial_\nu \tilde{u}^s]|_{\sigma}.$$ 

The latters are equivalent to

$$\alpha = \frac{1}{\lambda^+ + \lambda^-} [\partial_\nu \tilde{u}^s]|_{\sigma} - \frac{\lambda^-}{\lambda^+ + \lambda^-} [\tilde{u}^s]|_{\sigma} \quad \text{and} \quad \beta = - \frac{1}{\lambda^+ + \lambda^-} [\partial_\nu \tilde{u}^s]|_{\sigma} + \frac{\lambda^+}{\lambda^+ + \lambda^-} [\tilde{u}^s]|_{\sigma}.$$
Therefore, \( G_1 = H_1^* T_1 \), where the operator \( T_1 : H \to H^* \) is defined by

\[
T_1(g^+, g^-) = \left( T_1^1(g^+, g^-), T_1^2(g^+, g^-) \right),
\]

where

\[
T_1^1(g^+, g^-) := \frac{1}{\lambda^+ + \lambda^-} [\partial_\nu \tilde{u}^s]_\sigma - \frac{\lambda^-}{\lambda^+ + \lambda^-} [\tilde{u}^s]_\sigma,
\]

and

\[
T_1^2(g^+, g^-) := -\frac{1}{\lambda^+ + \lambda^-} [\partial_\nu \tilde{u}^s]_\sigma - \frac{\lambda^+}{\lambda^+ + \lambda^-} [\tilde{u}^s]_\sigma,
\]

with \( \tilde{u}^s \in H^1_{loc}(\mathbb{R}^m \setminus \sigma) \) is a solution of (4.17). Finally, a factorization of the operator \( F \) is given by

\[
F = H_1^* T_1 H_1.
\]

The issue with this factorization is that \( H_1 := \{ g^+ \in H^{-1/2}(\sigma) \text{ such that } (g^+ - g^-) \in \tilde{H}^{-1/2}(\sigma) \} \), and we cannot prove in this case that the operator \( T_1 : H_1 \to H_1^* \) is continuous with \( H_1^* = \{ f^\pm \in H^1(\sigma) \text{ such that } (f^+ + f^-) \in \tilde{H}^{1/2}(\sigma) \} \).

To tackle this issue we need to change the space on which \( T_1 \) is defined. This approach will be developed in Section 4.6.

### 4.4.2 A "better" choice of the factorization

We remark that (4.17) can be written as

\[
\begin{cases}
\Delta \tilde{u}^s + \kappa^2 \tilde{u}^s = 0 & \text{in } \mathbb{R}^m \setminus \sigma \\
\partial_\nu \tilde{u}^s_+ + \lambda^+ \tilde{u}^s_+ = h^+ & \text{on } \sigma \\
[\partial_\nu \tilde{u}^s] + \lambda^+ \tilde{u}^s_+ + \lambda^- \tilde{u}^s_- = h^- & \text{on } \sigma
\end{cases}
\]  

(4.25)

where \( h^+ = g^+, h^- = g^+ - g^- \). For \( \lambda^+ + \lambda^- \in L^\infty(\sigma) \) we already proved that (4.25) problem is well posed for \( (h^+, h^-) \in H_2 \), where \( H_2 := H^{-1/2}(\sigma) \times L^2(\sigma) \) since \( L^2(\sigma) \subset \tilde{H}^{1/2}(\sigma) \). We observe that \( H_2^* := \tilde{H}^{1/2}(\sigma) \times L^2(\sigma) \). We recall that solving (4.25) is equivalent to solving the following variational problem

\[
\int_{B_R \setminus \sigma} \nabla \tilde{u}^s \nabla v - \kappa^2 \int_{B_R \setminus \sigma} \tilde{u}^s \tilde{v} - \int_{\sigma} \lambda^+ \tilde{u}^s_+ \tilde{v}_+ - \int_{\sigma} \lambda^- \tilde{u}^s_- \tilde{v}_- - \langle T_R(u_{|S_R}), v \rangle_{S_R} = - \langle h^+, [v] \rangle_{H^{-1/2}(\sigma), \tilde{H}^{1/2}(\sigma)} - \int_{\sigma} h^- \tilde{v}_-
\]

(4.26)

Proceeding as in the natural choice we deduce the following factorization \( F = G_2 H_2 \) from the expression of the operator \( F \) by rewriting the operator \( G_2 : H_2 \to L^2(S^{m-1}) \), which maps the boundary data \( (h^+, h^-) \) to the far field pattern of the radiation solution of (4.25) and \( H_2 : L^2(S^{m-1}) \to H_2 \) is the trace operator defined by

\[
H_2(\varphi) = \left( - (\partial_\nu + \lambda^+) v_{\varphi|\sigma}, - (\lambda^- + \lambda^+) v_{\varphi|\sigma} \right),
\]

(4.27)
where \( v \) is the Herglotz wave function of kernel \( \varphi \in L^2(S^{m-1}) \). We denote by \( \mathcal{H}_2^* \) the adjoint of the operator \( \mathcal{H}_2 \). Let \((\alpha, \beta) \in H_2^* \) and \( d \in S^{m-1} \), proceeding as in the case of the natural choice, the expression of the operator \( \mathcal{H}_2^* \) is given by

\[
\mathcal{H}_2^*(\alpha, \beta)(d) = -\int_\sigma \alpha(y) \frac{\partial}{\partial y} ds(y) - \int_\sigma \left( \tilde{\lambda}^+ \alpha(y) + (\lambda^+ + \lambda^-) \beta(y) \right) e^{-\text{i}kd} ds(y). \tag{4.28}
\]

We note that \( \mathcal{H}_2^* \) is the far field pattern of the potential

\[
V(z) = -\int_\sigma \alpha(y) \frac{\partial \Phi(z, y)}{\partial y} ds(y) - \int_\sigma \left( \tilde{\lambda}^+ \alpha(y) + (\lambda^+ + \lambda^-) \beta(y) \right) \Phi(z, y) ds(y), \tag{4.29}
\]

\( V \) can be a solution \( \tilde{u}^* \) for some \((h^+, h^-)\) of (4.25), where

\[
\alpha = -[\tilde{u}^*] \quad \text{and} \quad \tilde{\lambda}^+ \alpha + (\lambda^+ + \lambda^-) \beta = [\partial_\nu \tilde{u}^*],
\]

which is equivalent to \( \alpha = -[\tilde{u}^*] \) and

\[
\beta = \frac{h^-}{\lambda^+ + \lambda^-} - \frac{2i \Im(\lambda^+)}{\lambda^+ + \lambda^-} \tilde{u}^*_+ - \frac{\lambda^- + \tilde{\lambda}^+}{\lambda^+ + \lambda^-} \tilde{u}^*_-. \]

Therefore, \( \mathcal{G}_2 \) can be expressed as follows

\[
\mathcal{H}_2^* T_2 = \mathcal{G}_2, \tag{4.30}
\]

where \( T_2 : H_2 \to H_2^* \) is the bounded linear operator defined by

\[
T_2(h^+, h^-) = (-[\tilde{u}^*], \frac{h^-}{\lambda^+ + \lambda^-} - \frac{2i \Im(\lambda^+)}{\lambda^+ + \lambda^-} \tilde{u}^*_+ - \frac{\lambda^- + \tilde{\lambda}^+}{\lambda^+ + \lambda^-} \tilde{u}^*_-); \tag{4.31}
\]

where \( \tilde{u}^* \in H^1_{\text{loc}}(R^m \setminus \bar{\sigma}) \) is the radiating solution to (4.25). Finally, by replacing the expression of \( \mathcal{G}_2 \) on the decomposition of \( F \) by (4.30), we find a new factorization of \( F \) as a function of \( \mathcal{H}_2, \mathcal{H}_2^* \) and \( T_2 \)

\[
F = \mathcal{H}_2^* T_2 \mathcal{H}_2. \tag{4.32}
\]

For the study of this factorization see section 4.5.

### 4.5 Analysis of the factorization (4.32)

Let now prove that the operator \( T_2 \) is an isomorphism

**Lemma 23.** Let \( H_2 = H^{-1/2}(\sigma) \times L^2(\sigma) \), the operator \( T_2 : H_2 \to H_2^* \) can be decomposed as \( T_2 = T_2^C + T_2^K \) where \( T_2^K \) is a compact operator and \( T_2^C \) is defined by

\[
T_2^C(h^+, h^-) = (-[u^0], \frac{h^-}{\lambda^+ + \lambda^-} - u_0^-), \tag{4.33}
\]
4.5. **Analysis of the Second Factorization**

with \( u^0 \in H^1_{\text{loc}}(B_R \setminus \bar{\sigma}) \) is the solution of the variational problem (4.34)

\[
\int_{B_R \setminus \bar{\sigma}} \nabla u^0 \nabla v + \kappa^2 \int_{B_R \setminus \bar{\sigma}} u^0_\pm \bar{v} - \langle T_R u^0, v \rangle_{S_R} = - \langle h^+, [u]_\sigma \rangle_{H^{-1/2}(\sigma), \tilde{H}^{1/2}(\sigma)} - \int_{\sigma} h^- \bar{v}^- \ . \tag{4.34}
\]

and \( T_R \) is the Dirichlet to Neuman operator defined in Theorem 6.

**Proof.** The operator \( T_2 \) can be splitted in the form \( T_2 = T_2^c + T_2^K \) where \( T_2^c : H_2 \to H_2^* \)

which is coercive, since we have

\[
\langle (h^+, h^-), T_2^c (h^+, h^-) \rangle = - \langle h^+, [u^0] \rangle_{H^{-1/2}(\sigma), \tilde{H}^{1/2}(\sigma)} - \int_{\sigma} h^- \bar{u}^- + \int_{\sigma} \frac{|h^-|^2}{\lambda^+ + \lambda^-}
\geq \Re \left( \int_{B_R \setminus \bar{\sigma}} |\nabla u^0|^2 + \kappa^2 \int_{B_R \setminus \bar{\sigma}} |u^0|^2 + \int_{\sigma} \frac{|h^-|^2}{\lambda^+ + \lambda^-} \right)
\geq \left( \|u^0\|_{H^1(B_R \setminus \bar{\sigma})}^2 + \|h^-\|_{L^2(\sigma)}^2 \right)
\]

The variational solution \( u^0 \) of (4.34) satisfies

\[
\begin{align*}
\Delta u^0 - \kappa^2 u^0 &= 0 \quad \text{in } B_r \setminus \bar{\sigma} \\
\partial_\nu u^0_\sigma &= h^+ \quad \text{on } \sigma \\
\partial_\nu u^0_\omega &= (h^+ - h^-) \quad \text{on } \sigma \\
\partial_\nu u^0 - T_R(u^0) &= 0 \quad \text{on } S_R
\end{align*}
\tag{4.35}
\]

Moreover, from the continuity of the trace application and the fact that \( \Delta u^0 \in L^2(B_R \setminus \bar{\sigma}) \) so we have

\[
\|\partial_\nu u^0\|^2_{H^{-1/2}(\sigma)} \leq K(\|\Delta u^0\|^2_{L^2(B_R \setminus \bar{\sigma})} + \|\nabla u^0\|^2_{L^2(B_R \setminus \bar{\sigma})})
\leq K(\kappa^2\|u^0\|^2_{L^2(B_R \setminus \bar{\sigma})} + \|\nabla u^0\|^2_{L^2(B_R \setminus \bar{\sigma})})
\leq K'\|u^0\|^2_{H^1(B_R \setminus \bar{\sigma})}
\]

Consequently

\[
\|h^+\|^2_{H^{-1/2}(\sigma)} \leq K'\|u^0\|^2_{H^1(B_R \setminus \bar{\sigma})}
\]

Finally, we have

\[
\langle (h^+, h^-), T_2^K(h^+, h^-) \rangle \geq K_0(\|h^+\|^2_{H^{-1/2}(\sigma)} + \|h^-\|^2_{L^2(\sigma)})
\]

Moreover, the operator \( T_2^K = T_2 - T_2^c \) is a compact operator. In fact,
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\[
T^K_2 : H^2 \rightarrow H^2_2
\]

\[
(h^+, h^-) \mapsto (\{-w\}, \frac{2i\Im(\lambda^+)}{\lambda^+ + \lambda^--w^+ - w^-})
\]  

(4.36)

with \( w = \tilde{u}^s - u^0 \) and \( u^0 \) solution of (4.34). Hence we have

\[
A(u^0, v) = l(v)
\]  

(4.37)

\[
A(\tilde{u}^s, v) + B(\tilde{u}^s, v) = l(v)
\]  

(4.38)

where

\[
A(\tilde{u}^s, v) = \int_{B_R \setminus \sigma} \nabla \tilde{u}^s \nabla v + \kappa^2 \int_{\mathbb{R}^3 \setminus \sigma} \tilde{u}^s \tilde{v} - \langle T_R \tilde{u}^s, v \rangle
\]

\[
B(\tilde{u}^s, v) = -2\kappa^2 \int_{B_R \setminus \sigma} \tilde{u}^s \tilde{v} + \int_{\sigma} \lambda^- \tilde{u}^s \tilde{v}^- - \int_{\sigma} \lambda^+ \tilde{u}^s \tilde{v}^+
\]

\[
l(v) = -\langle h^+, [v] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \int_{\sigma} h^- \tilde{v}^-
\]

(4.65)-(4.64) give:

\[
A(w, v) = -B(\tilde{u}^s, v)
\]

Using the fact that \( \tilde{u}^s \) depends continuously on the boundary data we have

\[
\| \tilde{u}^s \|_{H^1(B_R \setminus \sigma)} \leq K(\| h^+ \|_{H^{-1/2}(\sigma)} + \| h^- \|_{L^2(\sigma)})
\]  

(4.39)

Let \( (h_n)_{n \in \mathbb{N}} \) be a bounded sequence in \( H^2 \) and let us prove the existence of a subsequence \( (h_{\phi_n}) \) such that

If \( h_{\phi_n} \rightharpoonup h \) Then \( T^K_2(h_{\phi_n}) \rightharpoonup T^K_2(h) \)

Using the fact that \( (h_n)_{n \in \mathbb{N}} \) is a bounded sequence, then \( \tilde{u}^s \) is also a bounded sequence on the Hilbert space \( H^1(B_R \setminus \sigma) \), so we can extract a subsequence \( (\tilde{u}^s_{\phi_n}) \) such that

\[
\tilde{u}^s_{\phi_n} \rightarrow \tilde{u}^s \text{ on } H^{1/2}(\sigma)
\]  

(4.40)

\[
\tilde{u}^s_{\phi_n} \rightarrow \tilde{u}^s \text{ on } H^1(B_R \setminus \sigma)
\]  

(4.41)

As the injection \( H^{1/2}(\sigma) \hookrightarrow L^2(\sigma) \) is compact then

\[
\tilde{u}^s_{\phi_n} \rightarrow \tilde{u}^s \text{ on } L^2(\sigma)
\]  

(4.42)

\[
\tilde{u}^s_{\phi_n} \rightarrow \tilde{u}^s \text{ on } L^2(B_R \setminus \sigma)
\]  

(4.43)
4.5. ANALYSIS OF THE SECOND FACTORIZATION

On the other hand, we have

\[ \| A(w, v) \| = \| B(\tilde{u}^s, v) \| \]

and we have

\[ \| B(u, w) \| \leq K_1(\| \tilde{\mu}^s \|_{L^2(\sigma)} + \| \tilde{\mu}^s \|_{L^2(B_R \setminus \bar{\sigma})}) \| w \|_{H^1(B_R \setminus \bar{\sigma})} \]

Using the coercivity of \( A(\cdot, \cdot) \), hence we

\[ \| w \|_{H^1(B_R \setminus \bar{\sigma})} \leq K_2(\| \tilde{\mu}^s_n \|_{L^2(\sigma)} + \| \tilde{\mu}^s_n \|_{L^2(B_R \setminus \bar{\sigma})}) \] (4.44)

Hence \( (w_n) \) is a bounded sequence on \( H^1(B_R \setminus \bar{\sigma}) \), so we can extract a subsequence \( (w_{\varphi_n}) \) such that

\[ w_{\varphi_n} \rightharpoonup w \quad \text{on} \quad H^1(B_R \setminus \bar{\sigma}) \]

Using the continuity of the operator \( A \) and \( B \)

\[ B(\tilde{\mu}_{\varphi_n}^s, v) \longrightarrow B(\tilde{\mu}^s, v) \quad \text{ (4.45)} \]
\[ A(w_{\varphi_n}, v) \longrightarrow A(w, v) \quad \text{ (4.46)} \]

and using (4.44), we have

\[ \| w_n - w \|_{H^1(B_R \setminus \bar{\sigma})} \leq K_2(\| \tilde{\mu}^s_n - \tilde{\mu}^s \|_{L^2(\sigma)} + \| \tilde{\mu}^s_n - \tilde{\mu}^s \|_{L^2(B_R \setminus \bar{\sigma})}) \] (4.47)

Finally, we can deduce that

\[ w_{\varphi_n} \longrightarrow w \quad \text{on} \quad H^1(B_R \setminus \bar{\sigma}) \]

\[ \Box \]

**Lemma 24.** For all \((h^+, h^-) \in H_2\), where \( H_2 = H^{-1/2}(\sigma) \times L^2(\sigma) \) such that \((h^+, h^-) \neq 0\) we have

\[ \exists \left( (h^+, h^-), T_2(h^+, h^-) \right) < 0 \]

**Proof.** In fact, we note that solving (4.25) is equivalent to solve the following variational problem.

Find \( \tilde{\mu}^s \in H^1(B_R \setminus \bar{\sigma}) \) verifying for all \( v \in H^1(B_R \setminus \bar{\sigma}) \)

\[
\int_{B_R \setminus \bar{\sigma}} \nabla \tilde{\mu}^s \nabla v - \kappa^2 \int_{B_R \setminus \bar{\sigma}} \tilde{\mu}^s v - \int_\sigma \lambda^- \tilde{\mu}^s_- v_- - \int_\sigma \lambda^+ \tilde{\mu}^s_+ v_+ - \langle T_R(\tilde{\mu}^s_{\partial R}), v \rangle = - \langle h^+, [v] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \int_\sigma h^- v_-.
\]
On the other hand, let \((h^+, h^-) \in H_2\)

\[
\langle (h^+, h^-), T_2(h^+, h^-) \rangle = -\langle h^+, [\tilde{u}^s] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} + \int_\sigma \frac{|h|^2}{\lambda^+ + \lambda^-} - \int_\sigma \frac{2i\Re(\lambda^+)h^- |\tilde{u}^s_+|^2}{\lambda^+ + \lambda^-} - \int_\sigma h^- \frac{\lambda^+ + \lambda^-}{\lambda^+ + \lambda^-} |\tilde{u}^s_+|^2.
\]

Hence

\[
\langle (h^+, h^-), T_2(h^+, h^-) \rangle = -\langle h^+, [\tilde{u}^s] \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \int_\sigma h^- |\tilde{u}^s_+|^2 + \int_\sigma \frac{|h|^2}{\lambda^+ + \lambda^-} - \int_\sigma \frac{2i\Re(\lambda^+)h^- |\tilde{u}^s_+|^2}{\lambda^+ + \lambda^-} - \int_\sigma \frac{2i\Re(\lambda^-)h^- |\tilde{u}^s_+|^2}{\lambda^+ + \lambda^-}.
\]

Therefore using the variational formulation of (ICP) we have

\[
\langle (h^+, h^-), T_2(h^+, h^-) \rangle = \int_{B_R \setminus \bar{\sigma}} |\nabla \tilde{u}^s|^2 - k^2 \int_{B_R \setminus \bar{\sigma}} |\tilde{u}^s|^2 - \int_\sigma \lambda^- |\tilde{u}^s_+|^2 - \int_\sigma \lambda^+ |\tilde{u}^s_+|^2 - \langle T_R \tilde{u}^s, \tilde{u}^s \rangle_{S_R}
\]

Consequently

\[
\Re \langle (h^+, h^-), T_2(h^+, h^-) \rangle = -\int_\sigma \Im(\lambda^-)|\tilde{u}^s_+|^2 - \int_\sigma \Im(\lambda^+)|\tilde{u}^s_+|^2 - \Re \langle T_R \tilde{u}^s, \tilde{u}^s \rangle_{S_R}
\]

\[
+ \int_\sigma \Im(\lambda^+ + \lambda^-)|h|^2 - \int_\sigma \frac{2i\Re(\lambda^+)h^- |\tilde{u}^s_+|^2}{\lambda^+ + \lambda^-} - \int_\sigma 2\Im(\lambda^-)\Re\left(\frac{h^-}{\lambda^+ + \lambda^-} \tilde{u}^s_+ \right)
\]

Finally we have

\[
\Re \langle (h^+, h^-), T(h^+, h^-) \rangle = -\int_\sigma \Im(\lambda^-)|\tilde{u}^s_+ + \frac{h^-}{\lambda^+ + \lambda^-}|^2 - \Re \langle T_R(\tilde{u}^s), \tilde{u}^s \rangle_{S_R}
\]

\[
- \int_\sigma \Im(\lambda^+)|\tilde{u}^s_+ + \frac{h^-}{\lambda^+ + \lambda^-}|^2
\]

Using the fact that

\[
\Re \langle (h^+, h^-), T_2(h^+, h^-) \rangle = -\langle (h^+, h^-), \Re T(h^+, h^-) \rangle,
\]

we prove finally that \(\Re T_2\) is non negative.

Now suppose that \(\Re \langle (h^+, h^-), T_2(h^+, h^-) \rangle = 0\) then we have

\[
\Re \langle T_R(\tilde{u}^s), \tilde{u}^s \rangle = 0
\]

Hence, \((\partial_\nu \tilde{u}^s, \tilde{u}^s) = (0, 0)\) on \(S_R\). Then, by using the unique continuation principle (see Corollary 13), \(\tilde{u}^s\) vanishes on \(B_R \setminus \bar{\sigma}\) consequently \((h^+, h^-) = (0, 0)\). \(\square\)
Lemma 25. Assume that \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\). The operator \(\mathcal{H}^*_2\) defined by (4.28) is one to one and has a dense range.

Proof. Let \((\alpha, \beta) \in H^*_2\) such that \(\mathcal{H}^*_2(\alpha, \beta) = 0\). We note that \(\mathcal{H}^*_2\) is the far field pattern of the potential

\[
\gamma^{-1} V(z) = \int_\sigma (-\alpha(y) \partial_\nu(y) \Phi(x, y) + (\lambda^+ \alpha(y) - (\lambda^+ + \lambda^-) \beta(y)) \Phi(x, y)) ds(y),
\]

for \(z \in \mathbb{R}^m \setminus \tilde{\sigma}\), where \(\gamma = \frac{e^{\pi/4}}{\sqrt{8\pi^3\eta}}, \frac{1}{4\pi}\) respectively for \(m = 2\) and \(m = 3\). This function is well defined in \(\mathbb{R}^m \setminus \tilde{\sigma}\) since the kernel of the double and the single layer potential are respectively defined on \(\tilde{H}^{1/2}(\sigma)\) and \(\tilde{H}^{-1/2}(\sigma)\). Moreover, \(V \in H^*_{loc}(\mathbb{R}^m \setminus \tilde{\sigma})\) satisfies the Helmholtz equation and the Sommerfeld radiation condition.

Therefore, if \(\mathcal{H}^*_2(\alpha, \beta) = 0\), the far field of \(V\) is zero and from Rellich’s lemma and the unique continuation principle (see Corollary 13), we conclude that \(V = 0\) in \(\mathbb{R}^m \setminus \tilde{\sigma}\). Then by the jump relations of the layer potentials, we have \([V] = -\alpha\) and \([\partial_\nu V] = -\lambda^+ \alpha(y) + (\lambda^+ + \lambda^-) \beta(y)\). This implies that

\[\alpha = 0 \quad \text{and} \quad -\lambda^+ \alpha(y) + (\lambda^+ + \lambda^-) \beta(y) = 0.\]

Finally, since by assumption \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\), \(\alpha = \beta = 0\) and that proves that \(\mathcal{H}^*\) is one to one.

In the aim to prove the density of the range of the operator \(\mathcal{H}^*_2\), we should prove the injectivity of his adjoint \(\mathcal{H}_2\).

Let \(g \in L^2(S^{m-1})\) be an element of the kernel of \(\mathcal{H}_2\). Then,

\[(-\partial_\nu + \lambda^+) v_g = 0 \quad \text{and} \quad (\lambda^+ + \lambda^-) v_g = 0 \quad \text{on} \quad \sigma.
\]

Since by assumption \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\) then \(v_\sigma = 0\) and \(\partial_\nu v_g = 0\) on \(\sigma_0 \subset \sigma\). From the unique continuation principle it implies that \(v_g = 0\) in \(\mathbb{R}^m\) and therefore \(g = 0\) which proves that \(\mathcal{H}_2\) is one to one and consequently the density of the range of \(\mathcal{H}^*_2\).

\[\square\]

Lemma 26. For any smooth non intersecting arc \(L\) and functions \(\alpha_L \in \tilde{H}^{1/2}(L), \beta_L \in \tilde{H}^{-1/2}(L)\), the operator \(\Phi^\infty_L\) given by (4.13) belongs to \(R(\mathcal{H}^*_2)\) the range of \(\mathcal{H}^*_2\) if and only \(L \subset \sigma\).

Proof. First assume that \(L \subset \sigma\). Since \(\tilde{H}^{1/2}(L) \subset \tilde{H}^{1/2}(\sigma)\) and \(L^2(L) \subset L^2(\sigma)\), it follows from the expression of \(\Phi^\infty_L\) and \(\mathcal{H}^*_2\) that \(\Phi^\infty_L(\hat{x}) \in R(\mathcal{H}^*_2)\).

Now let \(L \not\subset \sigma\) and assume, on the contrary, that \(\Phi^\infty_L \not\in R(\mathcal{H}^*_2)\). Hence, there exists \(\varphi \in \tilde{H}^{1/2}(\sigma)\) and \(\psi \in L^2(\sigma)\) such that

\[
\Phi^\infty_L(\hat{x}) = \gamma \int_L \left(-\varphi(y) \frac{\partial e^{-i\lambda^+ y}}{\partial \nu(y)} + (\lambda^+ \varphi(y) - (\lambda^+ + \lambda^-) \psi(y)) e^{-i\lambda^- y}\right) ds(y).
\]
Thus $\Phi^\infty_L$ is the far field pattern of the potential

$$P(x) = \int_\sigma \left( -\varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} + \left( \frac{\lambda^+ \varphi(y) - (\lambda^+ + \lambda^-) \psi(y)}{\lambda^+ + \lambda^-} \right) \Phi(x, y) \right) ds(y), \quad x \in \mathbb{R}^m \setminus \sigma.$$ 

Since by definition $\Phi^\infty_L$ is also the far field pattern of the potential $\Phi_L$ given by

$$\Phi_L(x) = \int_L \left( \alpha(y) \partial_\nu(y) \Phi(x, y) + \beta(y) \Phi(x, y) \right) ds(y) \quad \text{for all} \quad x \in \mathbb{R}^m \setminus L \quad (4.48)$$

then using the Rellich lemma and the unique continuation principle (see Corollary 13), the potentials $\Phi_L$ and $P$ coincide in $\mathbb{R}^m \setminus (\bar{\sigma} \cup \bar{L})$.

Let $x_0 \in L \setminus \sigma$ and $B_\epsilon$ a small neighborhood of $x_0$ with $B_\epsilon \cap \sigma = \emptyset$. Then, $P$ is analytic in $B_\epsilon$ while $\Phi_L$ and his normal derivative is not continuous on $L$ due to the non continuity of the trace of the double layer potential and the trace of the derivative of the single layer potential present on the expression of $\Phi_L$ which is a contradiction. This proves that $\Phi^\infty_L \notin R(\mathcal{H}^*_2)$.

\[ \square \]

### 4.6 Analysis of the factorization (4.24)

We recall that the problem of the natural factorization consists on the choice of the space on which the operator $T_1$ is defined. The main idea is to find a special space $H_1$ such that $T_1 : H_1 \to H_1^*$ defined as in (4.21) should be an isomorphism. To this aim let us express $T_1$ in function of $g^\pm$. It follows

$$T_1(g^+, g^-) = (T_1^1(g^+, g^-), T_1^2(g^+, g^-)) \quad (4.49)$$

where

$$T_1^1(g^+, g^-) = \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} - \frac{2i \Im(\lambda^-)}{\lambda^+ + \lambda^-} \tilde{u}^s - \frac{\lambda^+ + \lambda^-}{\lambda^+ + \lambda^-} \tilde{u}^s_+ \quad (4.50)$$

and

$$T_1^2(g^+, g^-) = -\frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} + \frac{\lambda^+ + \lambda^-}{\lambda^+ + \lambda^-} \tilde{u}^s - \frac{2i \Im(\lambda^+)}{\lambda^+ + \lambda^-} \tilde{u}^s_+ \quad (4.51)$$

In fact, using the boundary conditions we have

$$[\partial_\nu \tilde{u}^s] + \lambda^+ \tilde{u}^s_+ + \lambda^- \tilde{u}^s_+ = (g^+ - g^-) \quad (4.52)$$
By replacing the expression of $[\partial_\nu \tilde{u}^s]$ respectively in the expression of $T_1^1$ and $T_1^2$ given by (4.54) and (4.53) by (4.52) we have

\[
T_1^1(g^+, g^-) = \frac{1}{\lambda^+ + \lambda^-}[\partial_\nu \tilde{u}^s] - \frac{\lambda^-}{\lambda^+ + \lambda^-}[\tilde{u}^s]
\]

\[
= \frac{1}{\lambda^+ + \lambda^-} \left[ (g^+ - g^-) - \lambda^+ \tilde{u}^s_+ - \lambda^- \tilde{u}^s_- - \lambda^+ \tilde{u}^s_+ + \lambda^- \tilde{u}^s_- \right]
\]

\[
= \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} - \frac{2i \Im(\lambda^-)}{\lambda^+ + \lambda^-} \tilde{u}^s_- - \frac{\lambda^+ + \lambda^-}{\lambda^+ + \lambda^-} \tilde{u}^s_+ \tag{4.53}
\]

and

\[
T_1^2(g^+, g^-) = -\frac{1}{\lambda^+ + \lambda^-}[\partial_\nu \tilde{u}^s] - \frac{\lambda^+}{\lambda^+ + \lambda^-}[\tilde{u}^s]
\]

\[
= -\frac{1}{\lambda^+ + \lambda^-} \left[ (g^+ - g^-) - \lambda^+ \tilde{u}^s_+ - \lambda^- \tilde{u}^s_- + \lambda^+ \tilde{u}^s_+ - \lambda^- \tilde{u}^s_- \right]
\]

\[
= -\frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} + \frac{\lambda^+ + \lambda^-}{\lambda^+ + \lambda^-} \tilde{u}^s_- + \frac{2i \Im(\lambda^+)}{\lambda^+ + \lambda^-} \tilde{u}^s_+ \tag{4.54}
\]

From the expressions (4.54) and (4.53) of $T_1$. In this case, $T_1(g^+, g^-)$ will be in $\mathcal{X}$ where

\[
\mathcal{X} := \left\{(f^+, f^-) \in (L^2(\sigma))^2 : f^+ + f^- \in \tilde{H}^{1/2}(\sigma) \right\}
\]

with

\[
||f||_{\mathcal{X}} = ||f^+||_{L^2(\sigma)} + ||f^-||_{L^2(\sigma)} + ||f^+ + f^-||_{H^{1/2}(\sigma)} \tag{4.55}
\]

We define

\[
H_1 := \left\{(g^+, g^-) \in (H^{-1/2}(\sigma))^2 : g^+ - g^- \in L^2(\sigma) \right\}
\]

with

\[
||g||_{H_1} = ||g^+||_{\tilde{H}^{-1/2}(\sigma)} + ||g^-||_{H^{-1/2}(\sigma)} + ||g^+ - g^-||_{L^2(\sigma)} \tag{4.56}
\]

We have the following theorem.

**Theorem 27.** The space $H_1$ is the dual space of $H_1^* = \mathcal{X}$ with the dual product $\langle \cdot, \cdot \rangle_{H_1, H_1^*}$ defined by :

\[
\langle g, f \rangle_{H_1, H_1^*} := \langle g^+, (f^+ + f^-) \rangle_{\tilde{H}^{-1/2}(\sigma), \tilde{H}^{1/2}(\sigma)} - \langle (g^+ - g^-), f^- \rangle_{L^2(\sigma), L^2(\sigma)},
\]

for all $(g, f) \in H_1 \times H_1^*$.

**Proof.**

- Let $f \in \mathcal{X}$ and $\theta$ be the linear application defined on $H_1$ by

\[
\theta : g \rightarrow \mathcal{R}(g, f) \tag{4.57}
\]
where $\mathcal{R}$ is the application given by
\[
\mathcal{R}(g, f) := \langle g^+, (f^+ + f^-) \rangle_{H^{-1/2}(\sigma), H^{1/2}(\sigma)} - \langle (g^+ - g^-), f^- \rangle_{L^2(\sigma), L^2(\sigma)},
\]
It is clear that $\mathcal{R}$ is a bilinear and continuous application satisfying
\[
\mathcal{R}(g, f) \leq \|g\|_{H^1} + \|f\|_{X}, \quad \forall (f, g) \in H_1 \times X
\]
Consequently, $\theta$ is a linear and continuous application in $H_1$. On the other hand $f \in X$, hence $f \in L^2(\sigma) \times L^2(\sigma)$. Using Riesz Theorem we have
\[
f \equiv \theta' : \tilde{g} \rightarrow \int_{\sigma} \tilde{g}^+ dT^+ + \int_{\sigma} \tilde{g}^- dT^-, \quad \forall (\tilde{g}^+, \tilde{g}^-) \in L^2(\sigma) \times L^2(\sigma) \quad (4.58)
\]
Moreover, for $f$ and $\tilde{g}$ in $(L^2(\sigma))^2$, we can identify the dual product on $\langle \cdot, \cdot \rangle_{H^{-1/2} \times H^{1/2}}$ with the scalar product in $L^2(\sigma)$ and consequently
\[
\mathcal{R}(f, \tilde{g}) = \int_{\sigma} \tilde{g}^+ dT^+ + \int_{\sigma} \tilde{g}^- dT^-.
\]
Then we have $\tilde{\theta}(\tilde{g}) = \theta(\tilde{g})$ for all $\tilde{g}^\pm \in L^2(\sigma)$. Using the fact that $L^2(\sigma) \times L^2(\sigma)$ is dense in $H_1$ and (4.58), there exists a linear and continuous application $\tilde{f}$ defined on $H_1$ such that $\tilde{f} = f$ in $L^2(\sigma) \times L^2(\sigma)$ hence $\tilde{f} \in H_1^*$ which proves that $X \subset H_1^*$

- Let $l \in H_1^*$, then $l$ is a linear and continuous application on $H_1$:
\[
|l(g)| \leq C(\|\tilde{g}^+\|_{H^{-1/2}(\sigma)} + \|\tilde{g}^+ - \tilde{g}^-\|_{L^2(\sigma)}), \quad \forall (\tilde{g}^+, \tilde{g}^-) \in H_1^*.
\]
We have an equivalence between the norm given by (4.56) and the right hand side of the previous inequality. Let $(h^+, h^-) = (\tilde{g}^+, \tilde{g}^+ - \tilde{g}^-)$. We define the linear application $\tilde{l}$
\[
\tilde{l} : (h^+, h^-) \rightarrow l(h^+, h^-), \quad \forall (h^+, h^-) \in H^{-1/2} \times L^2(\sigma)
\]
$\tilde{l}$ is continuous, therefore $\tilde{l} \in (H^{-1/2} \times L^2(\sigma))^*$. Hence there exists $(\theta, \gamma) \in H^{1/2} \times L^2(\sigma)$ such that $\tilde{l} = (\theta, \gamma)$. For $g^+ = h^+$ and $g^+ - g^- = h^-$ we have
\[
\tilde{l}(h^+, h^-) = l(\tilde{g}^+, \tilde{g}^-)
\]
which leads to
\[
\tilde{l}(h^+, h^-) = l(\tilde{g}^+, \tilde{g}^-) = \langle \theta, \tilde{g}^+ \rangle_{H^{1/2}, H^{-1/2}} + \langle \gamma, \tilde{g}^+ - \tilde{g}^- \rangle_{L^2(\sigma)}
\]
On the other hand $l \in H_1^*$, then $l \in L^2(\sigma) \times L^2(\sigma)$. Using Riez Theorem and the identification of $L^2(\sigma)$ to his dual, we have for all $(\tilde{g}^+, \tilde{g}^-) \in L^2(\tilde{g}^+) \times L^2(\sigma)$
\[
l(\tilde{g}^+, \tilde{g}^-) = \int_{\sigma} l^+ \tilde{g}^+ + \int_{\sigma} l^- \tilde{g}^- \quad (4.59)
\]
Furthermore we have
\[ l(\tilde{g}^+, \tilde{g}^-) = \int_{\sigma} (\theta + \gamma) \tilde{g}^+ + \int_{\sigma} (-\gamma) \tilde{g}^- . \]
(4.60)

By uniqueness we have
\[ l^+ = \theta + \gamma \quad \text{and} \quad l^- = -\gamma \]
which proves that \( l \in \mathcal{X} \).

\[ \square \]

It is easy to see that \( T_1 : H_1 \rightarrow H_1^* \) continuous. The next step is to prove that \( T_1 \) is an isomorphism.

**Lemma 28.** The operator \( T_1 : H_1 \rightarrow H_1^* \) is an isomorphism.

**Proof.** The operator \( T_1 \) can be decomposed as \( T_1 = T_1^c + T_1^k \), where \( T_1^c : H_1 \rightarrow H_1^* \) is a coercive operator defined by
\[ T_1^c(g^+, g^-) = \left( \frac{g^+ - g^-}{\lambda^+ + \lambda^-} - u_0^+, \frac{g^+ - g^-}{\lambda^+ + \lambda^-} + u_0^- \right), \]
(4.61)
where \( u_0 \in H^1_{loc}(B_R \setminus \bar{\sigma}) \) is the solution of
\[ \int_{B_R \setminus \bar{\sigma}} \nabla \tilde{u}^s \nabla v + \kappa^2 \int_{B_R \setminus \bar{\sigma}} \tilde{u}^s \bar{v} - \langle T_R \tilde{u}^s, v \rangle = -\langle g^+, [v] \rangle_{H^{-1/2, H^{1/2}}_1} - \int_{\sigma} (g^+ - g^-) \bar{v}^- . \]
(4.62)
Which is the "coercive part" of the variational formulation of (4.3). \( T_1^k : H_1 \rightarrow H_1^* \) is the compact operator defined as follows
\[ T_1^k(h^+, h^-) = \left( \frac{-2i\Im(\lambda^+)}{\lambda^+ + \lambda^-} w^+ - \frac{2i\Im(\lambda^-)}{\lambda^+ + \lambda^-} w^- + \frac{2i\Im(\lambda^+)}{\lambda^+ + \lambda^-} w^+ + \frac{2i\Im(\lambda^-)}{\lambda^+ + \lambda^-} w^- + w^- \right) \]
(4.63)
with \( w = \tilde{u}^s - u_0 \) and \( u_0 \) solution of (4.62). Hence we have
\[ A(u_0^0, v) = l(v) \]
(4.64)
\[ A(\tilde{u}^s, v) + B(\tilde{u}^s, v) = l(v) \]
(4.65)
where
\[ A(\tilde{u}^s, v) = \int_{B_R \setminus \bar{\sigma}} \nabla \tilde{u}^s \nabla v + \kappa^2 \int_{B_R \setminus \bar{\sigma}} \tilde{u}^s \bar{v} - \langle T_R \tilde{u}^s, v \rangle \]
(4.66)
\[ B(\tilde{u}^s, v) = -2\kappa^2 \int_{B_R \setminus \bar{\sigma}} \tilde{u}^s \bar{v} + \int_{\sigma} \lambda^- \tilde{u}^s \bar{v}^- - \int_{\sigma} \lambda^+ \tilde{u}^s \bar{v}^+ , \]
(4.67)
and
\[ l(v) = -\langle g^+, [v] \rangle_{H^{-1/2, H^{1/2}}_1} - \int_{\sigma} (g^+ - g^-) \bar{v}^- . \]
(4.68)
For the proof of the compactness of $T_1^K$ and the coercivity of $T_1^c$, we proceed in the same way as in the proof of Theorem 23. Moreover $T_1$ is injective since if we have $T_1(g^+, g^-) = (0, 0)$ then from the expression of $T_1$ we deduce that
\[ [\partial_\nu \tilde{u}^s] = \lambda^+ [\tilde{u}^s] \quad \text{and} \quad [\partial_\nu \tilde{u}^s] = \lambda^- [\tilde{u}^s] \] (4.69)
using the fact that $\lambda^+ \neq \lambda^-$ then we prove that
\[ [\tilde{u}^s] = 0 \quad \text{and} \quad [\partial_\nu \tilde{u}^s] = 0 \]
as $\tilde{u}^s$ is a solution of the Helmholtz equation satisfying the radiation condition then $\tilde{u}^s = 0$ in $\mathbb{R}^m$ and consequently $g^\pm = 0$.

\[ \square \]

**Lemma 29.** For all $(g^+, g^-) \in H_1$, such that $(g^+, g^-) \neq 0$ we have
\[ \Im \langle (g^+, g^-), T_1(g^+, g^-) \rangle < 0 \]

**Proof.** In fact, we note that solving (4.25) is equivalent to solve the following variational problem.
Find $\tilde{u}^s \in H^1(B_R \setminus \tilde{\sigma})$ verifying for all $v \in H^1(B_R \setminus \tilde{\sigma})$
\[
\int_{B_R \setminus \tilde{\sigma}} \nabla \tilde{u}^s \nabla \tilde{v} - \kappa^2 \int_{B_R \setminus \tilde{\sigma}} \tilde{u}^s \tilde{v} - \int_\sigma \lambda^- \tilde{u}_s^- \tilde{v} - \int_\sigma \lambda^+ \tilde{u}_s^+ \tilde{v} - \langle T_R(\tilde{u}^s), v \rangle_{S_R} = -\langle g^+, [v] \rangle_{H^{-1/2}, H^{1/2}} + \int_\sigma (g^+ - g^-) \tilde{v}.
\]
On the other hand, let $(g^+, g^-) \in H_1$, using the expression of $T_1$ given in (4.49)
\[
\langle (g^+, g^-), T_1(g^+, g^-) \rangle_{H_1, H_1^*} = -\langle g^+, [\tilde{u}^s] \rangle_{H^{-1/2}, H^{1/2}} + \int_\sigma \frac{|g^+ - g^-|}{\lambda^+ + \lambda^-}
\]
\[
\int_\sigma \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} (\lambda^+ + \lambda^-) \tilde{u}^s_- - \int_\sigma (g^+ - g^-) \frac{2i \Im(\lambda^+)}{\lambda^+ + \lambda^-} \tilde{u}^s_+.
\]
Hence
\[
\langle (g^+, g^-), T_1(g^+, g^-) \rangle_{H_1, H_1^*} = -\langle g^+, [\tilde{u}^s] \rangle_{H^{-1/2}, H^{1/2}} - \int_\sigma (g^+ - g^-) \tilde{u}^s_- + \int_\sigma \frac{|g^+ - g^-|}{\lambda^+ + \lambda^-}
\]
\[
\int_\sigma (g^+ - g^-) \frac{2i \Im(\lambda^+)}{\lambda^+ + \lambda^-} \tilde{u}^s_+ - \int_\sigma (g^+ - g^-) \frac{2i \Im(\lambda^-)}{\lambda^+ + \lambda^-} \tilde{u}^s_+.
\]
Consequently
\[
\Im \langle (g^+, g^-), T_1(g^+, g^-) \rangle_{H_1, H_1^*} = -\Im \langle T_R(\tilde{u}^s), \tilde{u}^s \rangle_{S_R} - \int_\sigma \Im(\lambda^+) |\tilde{u}^s_+|^2 - \int_\sigma \Im(\lambda^-) |\tilde{u}^s_-|^2
\]
\[
- \int_\sigma \Im(\lambda^+) \frac{|g^+ - g^-|^2}{\lambda^+ + \lambda^-} + \int_\sigma 2 \Im(\lambda^+) \Re \left( \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} \tilde{u}^s_+ \right)
\]
\[+ \int_\sigma 2 \Im(\lambda^-) \Re \left( \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} \tilde{u}^s_- \right) \]
Finally
\[ \Im \langle (g^+, g^-), T_1(g^+, g^-) \rangle_{H_1, H_1^\dagger} = -\Im \langle T_R(\tilde{u}^s), \tilde{u}^s \rangle_{S_R} - \int_\sigma \Im(\lambda^+) \left| \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} + \tilde{u}^s \right|^2 - \int_\sigma \Im(\lambda^-) \left| \frac{(g^+ - g^-)}{\lambda^+ + \lambda^-} - \tilde{u}^s \right|^2. \]

\[ \square \]

**Lemma 30.** Assume that \((\lambda^+ + \lambda^-)^{-1} \in L^\infty\). The operator \(\mathcal{H}_1^*\) defined by (4.20) is one to one and has a dense range.

For the proof of this theorem we proceed similar to the proof of Lemma 25.

**Lemma 31.** For any smooth non intersecting arc \(L\) and functions \(\alpha_L \in \dot{H}^{1/2}(L), \beta_L \in \dot{H}^{-1/2}(L)\), the operator \(\Phi_L^\infty\) given by (4.13) belongs to \(R(\mathcal{H}_1^\dagger)\) the range of \(\mathcal{H}_1^\dagger\) if and only \(L \subset \sigma\).

**Proof.** First assume that \(L \subset \sigma\). Since \(\dot{H}^{1/2}(L) \subset \dot{H}^{1/2}(\sigma)\) and \(L^2(\sigma) \subset L^2(\sigma)\), it follows from the expression of \(\Phi_L^\infty\) and \(\mathcal{H}_1^\dagger\) that \(\Phi_L^\infty(\tilde{x}) \in R(\mathcal{H}_1^\dagger)\).

Now let \(L \not\subset \sigma\) and assume, on the contrary, that \(\Phi_L^\infty \in R(\mathcal{H}_1^\dagger)\). Hence, there exists \(\varphi \in \dot{H}^{1/2}(\sigma)\) and \(\psi \in \dot{L}^2(\sigma)\) such that

\[ \Phi_L^\infty(\tilde{x}) = -\gamma \int_L \left( (\varphi(y) + \psi(y)) \frac{\partial e^{-ik\tilde{x} \cdot y}}{\partial \nu(y)} + (\lambda^+ \varphi(y) - \lambda^- \psi(y)) e^{-ik\tilde{x} \cdot y} \right) ds(y). \]

Thus \(\Phi_L^\infty\) is the far field pattern of the potential

\[ P(x) = -\int_\sigma \left( \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} + (\lambda^+ \varphi(y) - \lambda^- \psi(y)) \Phi(x, y) \right) ds(y), \quad x \in \mathbb{R}^m \setminus \sigma. \]

Since by definition \(\Phi_L^\infty\) is also the far field pattern of the potential \(\Phi_L\) given by

\[ \Phi_L(x) = \int_L (\alpha(y) \partial_{\nu(y)} \Phi(x, y) + \beta(y) \Phi(x, y)) ds(y) \quad \text{for all } x \in \mathbb{R}^m \setminus L \quad (4.70) \]

then using the Rellich lemma and the unique continuation principle (see Corollary 13), the potentials \(\Phi_L^\infty\) and \(P\) coincide in \(\mathbb{R}^{m-1} \setminus (\tilde{\sigma} \cup \tilde{L})\).

Let \(x_0 \in L \setminus \sigma\) and \(B_\epsilon\) a small neighborhood of \(x_0\) with \(B_\epsilon \cap \sigma = \emptyset\). Then, \(P\) is analytic in \(B_\epsilon\) while \(\Phi_L\) is not continuous on \(L\) due to the non continuity of the double layer potential present on the expression of \(\Phi_L\) which is a contradiction. This proves that \(\Phi_L^\infty \notin R(\mathcal{H}_1^\dagger)\).

\[ \square \]
4.7 Numerical algorithm and results

The numerical experiments are conducted in a 2 D setting of the problem. We consider \( n \) equally distant observation points of the far field \( (\hat{x}_l)_{1 \leq l \leq n} \) on the unit circle.

\[
Fg(\hat{x}_l) \simeq \sum_{j=1}^{n} w_j u_{\infty}(\hat{x}_l, \hat{x}_j) g(\hat{x}_j)
\]

where \( w_j \) is the arclength between two adjacent points. Let \( L \) be a small segment of center \( z \) and with normal \( \nu \). Then

\[
\Phi_L^\infty(\hat{x}_l) \simeq \gamma |L|(-ik \hat{x}_l \cdot \nu \alpha(z) + \beta(z)) e^{-ik\hat{x}_l z}
\]

The discrete equation to solve is then

\[
(F^\#)^{1/2} g_L(\hat{x}_l) \simeq \Phi_L^\infty(\hat{x}_l) \quad \forall \hat{x}_l
\]

Using a regularization by truncation, the solution of (4.72) is given by

\[
\|g_L\|_{L^2(S)}^2 \simeq \sum_{k=1}^{M} \frac{|(\Phi_L^\infty, \psi_k)_{L^2(S)}|^2}{\lambda_k}
\]

where \( \{\lambda_n, \psi_n\}_{n \in \mathbb{N}} \) is an eigensystem of the self-adjoint and positive operator \( F^\# \) and \( M \) is a regularization parameter. We shall consider two types of solutions. The first one denoted by \( g_z \) corresponds to \( \alpha(z) = 1 \) and \( \beta(z) = 0 \) whereas the second one denoted by \( g_{z,\nu} \) corresponds to \( \alpha(z) = 0 \) and \( \beta(z) = 1 \).

Let us also consider the two independent normals \( \nu_1 = (0, 1)^t \) and \( \nu_2 = (1, 0)^t \). We define the normal \( \nu \) as follows

\[
\nu = \zeta \nu_1 + \sqrt{1 - \zeta^2} \nu_2
\]

with \(-1 \leq \zeta \leq 1\). Therefore, by linearity of the equation (4.72),

\[
g_{z,\nu} = \zeta g_{z,\nu_1} + \sqrt{1 - \zeta^2} g_{z,\nu_2}.
\]

Hence according to Theorem Reftheoreme1, the normal \( \nu \) to \( \sigma \) at \( z \in \sigma \) corresponds to the value \( \zeta \) that minimizes

\[
\|g_{z,\nu}\|^2 = \zeta^2 \|g_{z,\nu_1}\|^2 + (1 - \zeta^2) \|g_{z,\nu_2}\|^2 + 2\zeta \sqrt{1 - \zeta^2} \langle g_{z,\nu_1}, g_{z,\nu_2} \rangle.
\]

The proposed criterion will be the determination on each point \( z \) of

\[
z \rightarrow \frac{1}{\|g_z\|} + \frac{1}{\|g_{z,\nu}\|},
\]

where \( g_{z,\nu} \) corresponds with \( \zeta \) that minimizes (4.74). In Figures 4.1, 4.3 and 4.5 we show the efficiency of this algorithm for the reconstruction of cracks for different values of the impedance of different shapes type of the cracks in the vacuum, given by:
• (a) The union of two segments with respective peaks \((0, 0.8), (0, 0)\) and \((0.4, -0.8)\),
• (b) An arc shape crack centered on \((-0.5, 0.5)\) with radius 0.75 and angle \(\theta \in [0, \pi/2]\),
• (c) an \(L\) shape cracks with vertices \((0.75, 0), (0, 0)\) and \((0, 0.75)\),

Similar to the LSM case, we observe that a very good reconstruction of the crack is obtained when the impedance is relatively small or high. The case of impedances with "intermediate" values is less accurate but it still better than the result given by the LSM since we can see the exact shape of the crack. In general these observations are in concordance with the conclusions made in [14] for the case of the Linear Sampling Method, although better reconstructions are obtained using the Factorization method.

![Crack reconstruction using the LSM](image1)

![Crack reconstruction using the Factorization method](image2)

Figure 4.1: Reconstruction of cracks geometries type (a)(right), (b) (middle) and (c) (left) for \(\lambda^- = \lambda^+ = 10^{-2}(1 + i)\) and the wave length \(\lambda = 1\)
Figure 4.2: Reconstruction of cracks geometries type (a)(right), (b) (middle) and (c) (left) for $\lambda^- = \lambda^+ = 5 + 5i$.

Figure 4.3: Reconstruction of cracks geometries type (a)(right), (b) (middle) and (c) (left) for $\lambda^- = \lambda^+ = 10 + 10i$. 

a) Crack reconstruction using the LSM.

b) Crack reconstruction using the Factorization method.
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Figure 4.4: Reconstruction of cracks geometries type (a) (right), (b) (middle) and (c) (left) for $\lambda^- = \lambda^+ = 10^2(1+i)$.

Figure 4.5: Reconstruction of multiple cracks for $\lambda^\pm_1 = \lambda^\pm_2 = \lambda^\pm_3 = \lambda^\pm_4 = 10^2(1+i)$ (right), $\lambda^\pm_1 = \lambda^\pm_2 = \lambda^\pm_3 = \lambda^\pm_4 = 10^{-2}(1+i)$ (middle) and $\lambda^\pm_1 = \lambda^\pm_4 = 10^{-2}$ and $\lambda^\pm_2 = \lambda^\pm_3 = 10(1+i)$ (left).
Appendix: On the inf criterion

This criterion gives also an exact characterization of the crack using the special factorization of the far field operator $F = \mathcal{H}^* T \mathcal{H}$ and the coercivity of the operator $T$. Therefore, we don’t need to prove different properties of this operators. The main advantage of this method is that the theoretical study is very simple but the principal drawback of this criterion is that it is very costly in the numerical implementation. This method is based on the following theorem

**Theorem 32.** [53, Theorem 1.16, p19]  
Let $X, Y$ be (complex) reflexive Banach spaces with duals $X^*, Y^*$ respectively, and dual forms $<\cdot, \cdot>$ in $X, X^*$ and $Y, Y^*$. Furthermore, let $F : Y^* \rightarrow Y$ and $B : X \rightarrow Y$ linear operator with $F = BAB^*$ for some linear operator $A : X \rightarrow X^*$. Which satisfies a coercivity condition of the form: There exists $c > 0$ with

$$|\langle \varphi, A\varphi \rangle| \geq c||\varphi||^2_{X^*}\quad \text{for all } \varphi \in R(B^*) \subset X^*$$  (4.75)

Then, for any $\varphi \in Y^*, \varphi \neq 0$

$$\varphi \in R(B) \quad \text{if and only if} \quad \inf\{\|<\psi, F\psi>\| : \psi \in Y^*, <\psi, \varphi> = 1\} > 0. \quad (4.76)$$

Here again, $R(B)$ denotes the range of the operator $B : X \rightarrow Y$. Furthermore, if $\varphi = B\varphi_0 \in R(B)$ for some $\varphi_0 \in X$ then

$$\inf\{\|<\psi, F\psi>\| : \psi \in Y^*, <\psi, \varphi> = 1\} \geq \frac{c}{||\varphi_0||^2_X}. \quad (4.77)$$

In our case it is no simple to prove the coercivity of the operator $T_2$, to do so we introduce some modification on the [53, Lemma 1.17, p20] gives as follows

**Lemma 33.** Let $X$ be a reflexive Banach space and $A, A_0 : X^* \rightarrow X$ be linear and bounded operators such that

(i) $\Re \langle \varphi, A\varphi \rangle \in \mathbb{R}^*$ for $\varphi \neq 0$ has the same sign with $\Im \langle \varphi, A_0\varphi \rangle$.

(ii) there exists $c_0 > 0$ such that

$$|\langle \varphi, A_0\varphi \rangle| \geq c_0||\varphi||^2_{X^*}\quad \text{for all } \varphi \in R(B^*)$$  (4.78)

(iii) $A - A_0$ is compact.

Then there exists $c > 0$ with

$$|\langle \varphi, A\varphi \rangle| \geq c||\varphi||^2_{X^*}\quad \text{for all } \varphi \in R(B^*) \subset X^*$$  (4.79)
Proof. Let suppose that we have $A_0$, $A$ two operators satisfying the three conditions (i), (ii), (iii) and suppose that there no exists a constant with (4.79), then there exists a sequence $(\varphi_n)_{n \in \mathbb{N}} \subset R(H^*)$, with $\| \varphi_n \|_{H^*} = 1$ and satisfying

$$\forall n \in \mathbb{N}, \quad | \langle \varphi_n, A\varphi_n \rangle | < \frac{1}{n}$$  \hspace{1cm} (4.80)

Hence

$$\langle \varphi_n, A\varphi_n \rangle \longrightarrow 0 \quad \text{when} \quad n \longrightarrow +\infty$$  \hspace{1cm} (4.81)

Using the fact that $(\varphi_n)_{n \in \mathbb{N}}$ is a bounded sequence on a Hilbert space then there exists a subsequence $(\varphi_{n_k})_{k \in \mathbb{N}}$ which converges weakly to some $\varphi \in R(H^*)$.

On the other hand, by linearity we have

$$\langle \varphi - \varphi_n, A_0(\varphi - \varphi_n) \rangle = \langle \varphi_n, A_0(\varphi - \varphi_n) \rangle - \langle \varphi_n, (A_0 - A)(\varphi - \varphi_n) \rangle + \langle \varphi_n, A\varphi_n \rangle - \langle \varphi_n, A\varphi \rangle$$  \hspace{1cm} (4.82)

The operator $(A - A_0)$ is compact hence $(A - A_0)\varphi_n$ converges to $(A - A_0)\varphi$ and we have

$$\langle \varphi_n, (A - A_0)(\varphi - \varphi_n) \rangle \longrightarrow 0 \quad \text{when} \quad n \longrightarrow +\infty$$  \hspace{1cm} (4.83)

Using the continuity of the operator $A_0$, and (4.81), (4.83)

$$\lim_{n \to +\infty} \langle \varphi - \varphi_n, A_0(\varphi - \varphi_n) \rangle = \langle \varphi, A\varphi \rangle$$  \hspace{1cm} (4.84)

$$\Rightarrow \lim_{n \to +\infty} \Im \langle \varphi - \varphi_n, A_0(\varphi - \varphi_n) \rangle = -\Im \langle \varphi, A\varphi \rangle$$  \hspace{1cm} (4.85)

$A_0$ and $A$ satisfy the condition (i), hence we have $\Im \langle \varphi, A\varphi \rangle = 0$ and $\varphi = 0$.

We have

$$\| \varphi - \varphi_n \|^2 \leq | \langle \varphi_n, A_0(\varphi - \varphi_n) \rangle | + | \langle \varphi_n, (A_0 - A)(\varphi - \varphi_n) \rangle |$$

$$+ \ | \langle \varphi_n, A\varphi_n \rangle | + | \langle \varphi_n, A\varphi \rangle |$$

Using (ii) we have

$$\| \varphi - \varphi_n \|^2 \leq | \langle \varphi_n, A_0(\varphi - \varphi_n) \rangle | + | \langle \varphi_n, (A_0 - A)(\varphi - \varphi_n) \rangle |$$

$$+ \ | \langle \varphi_n, A\varphi_n \rangle | + | \langle \varphi_n, A\varphi \rangle |$$

Finally we have $\varphi_n \longrightarrow 0$ when $n \longrightarrow +\infty$ which contradicts the assumption $\| \varphi_n \|_{H^*} = 1$.

\[ \square \]

**Theorem 34.** For any smooth non intersecting arc $L$ and functions $\alpha_L \in \tilde{H}^{1/2}(L)$ and $\beta_L \in \tilde{H}^{-1/2}(L)$ the following is true

$$L \subset \sigma \quad \text{if and only if} \quad \inf \{ \| \langle \psi, F\psi \rangle \| : \psi \in Y^*, \langle \psi, \Phi_L^\infty \rangle = 1 \} > 0.$$  \hspace{1cm} (4.86)
Proof. the proof of this theorem is proved using for the first factorization Lemma 31, Lemma 29 and the fact that \( \Im \langle (g^+, g^-)^t, T_1(g^+, g^-)^t \rangle \) and \( \Im \langle (g^+, g^-)^t, T_1(g^+, g^-)^t \rangle \) have both a positive sign. In fact we have

\[
\Im \langle (g^+, g^-)^t, T_1^c(g^+, g^-)^t \rangle = \Im \left( -\int g^+ \frac{\lambda^+ - g^-}{\lambda^+ + \lambda^-} + \int g^- \frac{\lambda^- - g^+}{\lambda^- + \lambda^+} - \int g^- u_0 \right)
\]

\[
\Im \left( -\int g^+ \frac{|g^+ - g^-|^2}{\lambda^+ + \lambda^-} + \int g^- u_0^2 - \int g^- u_0 \right)
\]

\[
\int \Im (\lambda^+ + \lambda^-) \frac{|g^+ - g^-|^2}{|\lambda^+ + \lambda^-|^2} + \Im \langle T_R u_0, u_0 \rangle
\]

and \( T_1^c \) satisfy the condition (ii) of Lemma 33 and \( T_1 - T_1^c \) is compact, hence the operator \( T_1 \) is coercive such that there exists \( c > 0 \) with

\[
|\langle \varphi, T_1 \varphi \rangle| \leq C\|\varphi\|^2_{H_1^c} \quad \text{for all} \quad \varphi \in R(H_1^c) \tag{4.87}
\]

Consequently

\[
\Phi_{L}^\infty \in R(H_1^c) \quad \text{if and only} \quad \inf \{ \| < \psi, F \psi > \| : \psi \in Y^*, < \psi, \Phi_{L}^\infty > = 1 \} > 0.
\]

For the second factorization using Lemma 26, Lemma 42 and the fact \( \Im \langle (h^+, h^-)^t, T_2(h^+, h^-)^t \rangle \) \( \Im \langle (h^+, h^-)^t, T_2^c(h^+, h^-)^t \rangle \) have both a non positive sign since we have

\[
\Im \langle (h^+, h^-)^t, T_2^c(h^+, h^-)^t \rangle = \Im \left( -\int h^+ u_+^2 + \int (h^+ - h^-) u_-^2 + \int \frac{|h^-|^2}{\lambda^+ + \lambda^-} \right)
\]

\[
\Im \left( -\int \Im (\lambda^+)|\hat{u}_+|^2 - \int \Im (\lambda^-)|\hat{u}_-|^2 - \Im \langle T_R \hat{u}_s, \hat{u}_s \rangle \right)
\]

\[
- \int \Im (\lambda^+ + \lambda^-) \frac{|h^-|^2}{|\lambda^+ + \lambda^-|^2}
\]

and \( T_2^c \) satisfy the condition (ii) of Lemma 33 and \( T_2 - T_2^c \) is compact, hence the operator \( T_2 \) is coercive such that there exists \( c > 0 \) with

\[
|\langle \varphi, T_2 \varphi \rangle| \leq C\|\varphi\|^2_{H_2^c} \quad \text{for all} \quad \varphi \in R(H_2^c) \tag{4.88}
\]

Finally, using Theorem 32 we prove that

\[
\Phi_{L}^\infty \in R(H_2^c) \quad \text{if and only} \quad \inf \{ \| < \psi, F \psi > \| : \psi \in Y^*, < \psi, \Phi_{L}^\infty > = 1 \} > 0.
\]
4.8 Conclusion

In this Chapter, we give an application of the Factorization method in the case of scattering by a crack with impedance boundary conditions in both side of the crack. This method is known to be simple since it gives a simple algorithm and it provides a simple formula for the characteristic function of the crack. From the numerical point of view, compared to the LSM both methods are equally simple and fast, but the numerical results in this chapter show that the Factorization method gives a reconstruction with a higher accuracy than that obtained using the LSM. Note that in the sampling process of the Factorization method we have used the same criterion to find a good approximation of the normal as in the LSM.

From the theoretical point of view, the justification of the Factorization is more complex than that of the LSM since a special factorization of the far field operator is needed and some properties of the operator used in the factorization should be proved. In the counterpart, the justification of the Factorization method is stronger than that of the LSM since an explicit function to characterize the crack is given. We have also proved in this chapter that we can use another criterion to reconstruct the crack, which is the inf criterion but we don’t give numerical results in that case since they are difficult to generate. Note that both the LSM and the Factorization method have been applied in this thesis in the case of a homogeneous domain. In the case of an inhomogeneous domain the two methods are very costly since the Green function of the whole domain should be computed. To this end, we will apply in the next chapter the RG-LSM which is a qualitative method suitable to the case of an inhomogeneous domain without the need to compute the Green function of the domain.
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Abstract
We use the Reciprocity Gap-Linear Sampling Method (RG-LSM) to identify cracks with impedance boundary conditions. This is an extension of the work of F. Delbary [38] and the work of N. Zeev et al [85] that use the RG-LSM to reconstruct cracks by using several pairs of Cauchy data corresponding to near field electromagnetic or acoustic time harmonic measurements. The former has considered the case of sound soft cracks, whereas the latter has considered cracks with mixed boundary condition, a Dirichlet boundary condition in one side and an impedance boundary condition in the other side. An application of the RG-LSM for the case of a crack with impedance boundary condition is presented in this chapter and its performance is illustrated through some numerical examples.

5.1 Introduction
This chapter is devoted to study the identification of cracks with an impedance boundary condition using the RG-LSM method. The RG-LSM algorithm has been first introduced by D. Colton and H. Haddar in [30] as a reformulation of the Linear Sampling Method for near-field measurements in an inhomogeneous domain by using the concept of reciprocity gap. The main advantage of this algorithm is to avoid the computation of the $R^m$ background Green function if one assumes that Cauchy data is available on the boundary of homogeneous part containing the target (see experimental setting Figure 5.3.1). Moreover as a qualitative method, it does not require a priori knowledge of the physical properties of the scattering object. The RG-LSM is a coupling between the use of the reciprocity gap functional and the Linear Sampling Method. In fact, D. Colton and H. Haddar in [30] give a relation in the case of homogeneous domain between the farfield operator used in the study of the LSM, the reciprocity gap functional applied to the scattered field and a test function, that can be the Herglotz wave, on a boundary of a subdomain that contains the crack and with a constant index of a medium. As in the LSM, this method allows to retrieve the crack using the behavior of an approximated solution of a linear equation. The equation solved in the RG-LSM is defined by the reciprocity gap functional. We recall that the reciprocity gap functional is employed in a variety of areas in inverse problems. The well known one is the reciprocity gap (RG) method introduced by S. Andrieux et al [4]. This method allows the reconstruction of planar cracks in two steps. The first step consists in finding the plane recovering the crack and the second one consists in locating the crack by finding the support of the jump of the solution across this plane. The jump is recovered by computing the Fourier transform. The RG method has also been used by [3], [11] and [10]). Note that the latter considers the case of the scattering by a crack with impedance boundary conditions. In our research work, we focus on the reconstruction of cracks with impedance boundary conditions with different shapes from several pairs of
Cauchy data corresponding to electromagnetic or acoustic time harmonic measurements at the boundary of a domain containing the cracks. We show that the RG-LSM scheme has a comparable accuracy as the results given by the LSM (see Chapter 4). We also provide a theoretical justification of the method and a numerical validation.

The remainder of this chapter is organized as follows. The forward scattering problem is briefly presented in Section 5.2. We focus in Section 5.3.2 on the theoretical justification of the use of the RG-LSM scheme along with a description of our method to solve the inverse problem. The results are validated through some numerical examples in Section 5.4. For an overview of a recent literature that deals with the use of the RG-LSM, we refer to [39, 24, 73, 38, 85] and references therein.

### 5.2 The forward scattering problem

We start this section by introducing the direct problem of scattering of an incident point source wave by an impedance crack in an inhomogeneous medium. We assume that the index of refraction \( n \) is piecewise-constant complex-valued function with non-negative imaginary part. Moreover,

\[
n(x) = \begin{cases} n_0 & \text{for } x \in \Omega \\ 1 & \text{for } |x| \geq R \end{cases}
\]

where \( R > 0 \) is sufficiently large and \( \Omega \in \mathbb{R}^m \) is a domain with a constant index \( n_0 \) containing the crack \( \sigma \). For further considerations, we assume that \( \sigma \) is a smooth non-intersecting open arc which can be extended to an arbitrary smooth, simply connected and closed curve \( \partial \Omega_\sigma \) enclosing a bounded domain \( \Omega_\sigma \subset \subset \Omega \). The normal vector \( \nu \) on \( \sigma \) coincides with the outward normal vector to \( \partial \Omega_\sigma \).

For a source point \( x_0 \in \mathbb{R}^m \setminus \overline{\Omega} \), the incident point source \( G(\cdot, x_0) \) is the fundamental solution of the Helmholtz equation

\[
\Delta G(\cdot, x_0) + k^2 n G(\cdot, x_0) = -\delta_{x_0} \quad \text{in } \mathbb{R}^m,
\]

satisfying the Sommerfeld radiation condition

\[
\lim_{r = |x| \to +\infty} r^{\frac{m-1}{2}} (\partial_r G(\cdot, x_0) - i kn G(\cdot, x_0)) = 0,
\]

uniformly for all \( \hat{x} = \frac{x}{|x|} \).

The direct scattering problem is to find a scattered field \( u_s(\cdot, x_0) \in H^1_{\text{loc}}(\mathbb{R}^m \setminus \sigma) \) solution of the Helmholtz equation

\[
\Delta u_s(\cdot, x_0) + k^2 n u_s(\cdot, x_0) = 0 \quad \text{in } \mathbb{R}^m \setminus \sigma,
\]

which satisfies the Sommerfeld radiation condition

\[
\lim_{r = |x| \to +\infty} r^{\frac{m-1}{2}} (\partial_r u_s(\cdot, x_0) - i kn u_s(\cdot, x_0)) = 0
\]
uniformly for all $\hat{x} = \frac{x}{|x|}$ and such that the total field $u(\cdot, x_0) = G(\cdot, x_0) + u_s(\cdot, x_0)$ satisfies the impedance boundary condition

$$\partial_\nu u^\pm(\cdot, x_0) \pm \lambda^\pm u^\pm(\cdot, x_0) = 0 \quad \text{on } \sigma,$$

(5.4)

where $\lambda^\pm \in L^\infty(\sigma)$ are the given (complex-valued) impedance functions with non-negative imaginary part. Notice that $u^\pm(x, x_0) := \lim_{h \to 0}^+ u(x, x_0) = \lim_{h \to 0}^- u(x, x_0)$ and $\partial_\nu u^\pm(x, x_0) := \lim_{h \to 0}^+ \nu \cdot \nabla u(x, x_0)$ for $x \in \sigma$.

Using the notation

$$g^\pm_{x_0} = - \left( \partial_\nu G(\cdot, x_0) \pm \lambda^\pm G(\cdot, x_0) \right),$$

(5.5)

the impedance boundary condition reads

$$\partial_\nu u^\pm_s(\cdot, x_0) \pm \lambda^\pm u^\pm_s(\cdot, x_0) = g^\pm_{x_0} \quad \text{on } \sigma.$$ 

(5.6)

We recall that in section 1.3.1 in chapter 1 we have proved that the direct problem has a unique solution that depends continuously on the boundary data $g^\pm_{x_0}$ (see Lemma 7).

## 5.3 The inverse problem

### 5.3.1 Setting of the inverse problem

We apply several incident point source waves and we measure the Cauchy data associated with the total wave at $\partial \Omega$. We assume that the set of point sources $x_0$ lies on the boundary $C$ of an open domain $B \supset \bar{\Omega}$.

The data of our inverse problem is then $u(x, x_0)$ and $\partial_\nu u(x, x_0)$ for all $(x, x_0) \in \partial \Omega \times C$. Recall that we assumed that the index $n = n_0$ is constant inside $\Omega$.

We define the Reciprocity Gap functional $R : H(\Omega) \to L^2(C)$, where

$$H(\Omega) = \{ v \in H^1(\Omega); \Delta v + k^2 n_0 v = 0 \text{ in } \Omega \}.$$

It is given by

$$R(v)(x_0) := \int_{\partial \Omega} (u(x, x_0)\partial_\nu v(x) - v(x)\partial_\nu u(x, x_0)) \, ds(x), \quad \text{for } x_0 \in C,$$

(5.7)

and for all $v \in H(\Omega)$. As for the Linear Sampling Method, the RG-LSM consists in computing the solution of a linear equation at each point of a given grid. The behavior of
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Figure 5.1: Representation of the domain

the computed solution shows if the grid point is on the crack or not. In our case, for any smooth and non intersecting arc \( L \), the linear equation to solve is

\[
R(S_g)(x_0) \simeq R(\Phi_L)(x_0),
\]

(5.8)

where

\[
\Phi_L(x) = \int_L \varphi_L(y)\Phi(x,y)ds(y) + \int_L \beta_L(y)\partial_n\Phi(x,y)ds(y), \quad \text{for } x \in \mathbb{R}^m \setminus L,
\]

with densities \( \varphi_L \in \tilde{H}^{-\frac{1}{2}}(L) \) and \( \beta_L \in \tilde{H}^{\frac{1}{2}}(L) \) and \( S_g \) is the single layer potential on \( \Sigma \) with density \( g \in L^2(\Sigma) \),

\[
S_g(x) = \int_\Sigma g(y)\Phi(x,y)ds(y)
\]

where \( \Sigma \) is a surface enclosing a domain containing \( \Omega \) and \( \Phi \) is the free-space fundamental solution of the Helmholtz equation in \( \mathbb{R}^m \) with wave number \( k^2n_0 \).

We show in this section how we use an approximation of the solution \( g \) of (5.8) to reconstruct the crack \( \sigma \).

5.3.2 Theoretical justification of the RG-LSM

To justify the use of the RG-LSM to identify an impedance crack from near-field measurements, we should prove the existence of an approximate solution of (5.8). Let us first
define the operator $N$ by
\[
N : L^2(\Sigma) \longrightarrow L^2(C),
\]
\[
g \mapsto R(S_g)
\] (5.9)

$N$ is an integral operator with kernel $A$.

\[
N(g)(x_0) = \int_{\partial \Omega} (u(x, x_0) \partial_{\nu} S_g(x) - \partial_{\nu} u(x, x_0) S_g(x)) ds(x)
\]
\[
= \int_{\partial \Omega} u(x, x_0) \left( \int_{\Sigma} g(y) \partial_{\nu(x)} \Phi(x, y) ds(y) \right) ds(x)
\]
\[
- \int_{\partial \Omega} \partial_{\nu(x)} u(x, x_0) \left( \int_{\Sigma} g(y) \Phi(x, y) ds(y) \right) ds(x)
\]
\[
= \int_{\Sigma} g(y) A(x_0, y) ds(y)
\]

with
\[
A(x_0, y) := \int_{\partial \Omega} u(x, x_0) \partial_{\nu(x)} \Phi(x, y) - \partial_{\nu(x)} u(x, x_0) \Phi(x, y) ds(x)
\]

\[\text{for } (x_0, y) \in C \times \Sigma \] (5.10)

Since $\partial \Omega \cap C = \emptyset$ and $\partial \Omega \cap \Sigma = \emptyset$ then $A(., .) \in L^2(C \times \Sigma)$. Thus, $N$ is a compact operator. For any smooth non-intersecting arc $L$, the equation (5.8) can be written as
\[
Ng = \Lambda_L
\] (5.11)

where
\[
\Lambda_L(x_0) = R(\Phi_L)(x_0) \text{ for } x_0 \in C.
\] (5.12)

In order to prove the existence of a nearby solution of the equation (5.11), a factorization of the operator $N$ is needed. Using the fact that $u(., x_0)$ and $S_g$ satisfy the Helmholtz equation with wave number $k^2 n_0$ in $\Omega \setminus \sigma$, the Green formula shows that
\[
N(g)(x_0) = \int_{\sigma} \partial_{\nu} S_g(x)[u](x, x_0) ds(x) - \int_{\sigma} S_g(x)[\partial_{\nu} u](x, x_0) ds(x).
\]

Hence a factorization of $N$ is given by
\[
N = P \circ H
\] (5.13)

where $H$ is the operator defined by
\[
H : L^2(\Sigma) \longrightarrow H^{1/2}(\sigma) \times H^{-1/2}(\sigma),
\]
\[
g \mapsto (S_g, \partial_{\nu} S_g)
\] (5.14)
and $P$ is the operator given by
\[ P : H^{1/2}(\sigma) \times H^{-1/2}(\sigma) \rightarrow L^2(C) \]
\[ (\alpha, \beta) \rightarrow \int_\sigma \beta(x)[u](x,x_0)ds(x) - \int_\sigma \alpha(x)[\partial_\nu u](x,x_0)ds(x) \]
\[ (5.15) \]

**Theorem 35.** The operator $H$ defined by (5.14) is one to one and has a dense range.

**Proof.** We first prove the injectivity of $H$. Let $g \in L^2(\Sigma)$ such that
\[ S_g(x) = 0 \quad \text{and} \quad \partial_\nu S_g(x) = 0 \quad \text{for} \ x \in \sigma. \]
Since $S_g$ is a solution of the Helmholtz equation in $\Omega$ with vanishing Cauchy data on $\sigma$, then using the unique continuation principle (see Corollary 13), $S_g$ vanishes on a neighborhood of $\sigma$. Consequently, by the unique continuation principle and the continuity of the single layer potential, $S_g$ vanishes also on $\Sigma$. Finally using the fact that $S_g$ is the unique solution of the Helmholtz equation in $\mathbb{R}^m \setminus \Sigma$ satisfying the radiation condition we deduce that $S_g = 0$ in $\mathbb{R}^m$. Therefore by the jump relation of the normal derivative of $S_g$ on $\Sigma$ we have
\[ g = 0 \] which proves the injectivity of the operator $H$.

Next, to prove the denseness of the range of $H$, we show that the adjoint $H^*$ of $H$ is one to one. Let $z_1$ and $z_2$ be two functions in $L^2(\sigma)$, then
\[ \langle H(g), (z_1, z_2) \rangle_{K,K^*} = \int_\sigma S_g \bar{z}_1 + \int_\sigma \partial_\nu S_g \bar{z}_2 \]
where $\langle \cdot, \cdot \rangle_{K,K^*}$ denotes the duality pairing between $K = H^{1/2}(\sigma) \times H^{-1/2}(\sigma)$ and $K^*$. By changing the order of integration we obtain
\[ H^*(z_1, z_2)(y) = \int_\sigma (z_1(x)\Phi(x,y) + z_2(x)\partial_\nu \Phi(x,y)) \, ds(x). \]
for $y \in \Sigma$. We define the function $Z$ in $\mathbb{R}^m \setminus \bar{\sigma}$ by
\[ Z(y) = \int_\sigma (z_1(x)\Phi(x,y) + z_2(x)\partial_\nu \Phi(x,y)) \, ds(x). \]

The function $Z$ is a solution of the Helmholtz equation in $\mathbb{R}^m \setminus \bar{\sigma}$ that satisfies the following radiation condition
\[ \lim_{r = |x| \to +\infty} r^{m-1} \left( \partial_r u^s + iku^s \right) = 0, \] \[ (5.16) \]
uniformly in all directions $\hat{x} = \frac{x}{|x|}$.
If $Z = 0$ on $\Sigma$ then by the uniqueness of the solution of the scattering problem and the unique continuation principle (see Corollary 13), we have $Z = 0$ on $\mathbb{R}^m \setminus \bar{\sigma}$. Finally by the jump relation of $Z$ and its normal derivative, we have $z_1 = z_2 = 0$ on $\sigma$. That proves that $H^*$ is one to one and consequently that $H$ has a dense range. \[ \square \]
Theorem 36. Assume that \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\). Then, the operator \(N\) is one to one.

Proof. Since \(H\) is injective, it remains to prove that \(P\) is one to one. Let \((\alpha, \beta) \in H^{1/2}(\sigma) \times H^{-1/2}(\sigma)\) such that \(P(\alpha, \beta) = 0\). Then, for \(x_0 \in C\)
\[
\int_{\sigma} \alpha(x)[\partial_\nu u](x,x_0)ds(x) - \int_{\sigma} \beta(x)[\partial_\nu u](x,x_0)ds(x) = 0. \tag{5.17}
\]
Here the integrals are considered as the duality pairing between \(H^{-1/2}(\sigma), \tilde{H}^{1/2}(\sigma)\) and \(H^{1/2}(\sigma), \tilde{H}^{-1/2}(\sigma)\). We denote by \(W = H^{-1/2}(\sigma) \times H^{1/2}(\sigma)\), \(f^+_x := -(\lambda^+ + \lambda^-)\partial_\nu G(\cdot, x_0)\) and \(f^-_x := -(\lambda^+ + \lambda^-)G(\cdot, x_0)\). Then from the integral equations (1.40), the equation (5.17) can be written as
\[
\langle (\alpha, \beta), (A^n_\sigma)^{-1}(f^+_x, f^-_x) \rangle_{W,W^*} = 0
\]
where \(A^n_\sigma\) is the matrix given by (1.41). Since \(A^n_\sigma\) is invertible, we have for \(x_0 \in C\)
\[
\langle ((A^n_\sigma)^{-1}(\alpha, \beta), (f^+_x, f^-_x) \rangle_{W,W^*} = 0
\]
and there exists a unique \((\alpha_1, \beta_1) \in W\) such that \((A^n_\sigma)^*(\alpha_1, \beta_1) = (\alpha, \beta)\). Hence
\[
\langle (\alpha_1, \beta_1), (f^+_x, f^-_x) \rangle_{W,W^*} = 0
\]
We set
\[
Z_2(x_0) = \int_{\sigma} \left( (\lambda^+ + \lambda^-)(y)\alpha_1(y) \frac{\partial G(y,x_0)}{\partial \nu} + (\lambda^+ + \lambda^-)(y)\beta_1(y)G(y,x_0) \right) ds(y).
\]
Therefore, \(Z_2\) is a solution of the Helmholtz equation in \(\mathbb{R}^n \setminus \bar{\sigma}\) which vanishes on \(C\). Then by using the uniqueness of the solution of the scattering problem and the unique continuation principle (see Corollary 13), we show that \(Z_2 = 0\) on \(\mathbb{R}^n \setminus \bar{\sigma}\). Thus, applying the jump relations on \(\sigma\) gives \([Z_2] = [\partial_\nu Z_2] = 0\) and \((\lambda^+ + \lambda^-)^{-1}\alpha_1 = (\lambda^+ + \lambda^-)^{-1}\beta_1 = 0\).

Since \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\), then \(\alpha_1 = \beta_1 = 0\). Finally as \((A^n_\sigma)^*\) is invertible we conclude that \(\alpha = \beta = 0\). \(\square\)

Theorem 37. Assume that \((\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)\), then the operator \(N\) has a dense range.

Proof. We have proved in Theorem 35 that \(H\) has a dense range. It remains to prove the denseness of the range of the operator \(P\). From (5.15), we have
\[
\langle P(\alpha, \beta), h \rangle_{L^2(C),L^2(C)} = \int_C h(x_0) \left( \int_{\sigma} \alpha(x)[\partial_\nu u](x,x_0) + \beta(x)[u](x,x_0)ds(x) \right) ds(x_0)
\]
Hence, the adjoint operator of $P$ is given by

$$P^*(h)(x) = \left( - \int_C h(x_0)[\partial_v u](x_0)ds(x), \int_C h(x_0)[u](x_0)ds(x) \right)$$

for $x \in \sigma$. Assume that there exists $h \in L^2(C)$ such that $P^*(h) = 0$. Then,

$$\int_C h(x_0)[\partial_v u](x_0)ds(x) = \int_C h(x_0)[u](x_0)ds(x) = 0, \quad \text{for } x \in \sigma. \quad (5.18)$$

Let $V(x) := \int_C u(x_0)h(x_0)ds(x)$ for $x \in \mathbb{R}^m \setminus \tilde{\sigma}$. Then $V$ satisfies the Helmholtz equation in $\mathbb{R}^m \setminus \tilde{\sigma}$. It can be seen as the total field associated to the incident wave $V_i(x) = \int_C G(x, x_0)h(x_0)ds(x_0)$ and to the scattered field $V_s(x) = \int_C u_s(x, x_0)h(x_0)ds(x_0)$. As $[V_i] = [\partial_v V_i] = 0$ on $\sigma$, we deduce by using (5.18) that

$$[V_s] = [\partial_v V_s] = 0 \quad \text{on } \sigma.$$ 

Since $V_s$ satisfies the Helmholtz equation in $\mathbb{R}^m$ and the Sommerfeld radiation condition, then it vanishes in $\mathbb{R}^m$. On the other hand

$$\begin{cases} 
\partial_v V_s^+ + \lambda^+ V_s^+ = -(\partial_v V_i + \lambda^+ V_i) \\
\partial_v V_s^- - \lambda^- V_s^- = -(\partial_v V_i - \lambda^- V_i)
\end{cases}$$

Therefore, $\partial_v V_i + \lambda^+ V_i = \partial_v V_i - \lambda^- V_i = 0$ on $\sigma$. Since $(\lambda^+ + \lambda^-)^{-1} \in L^\infty(\sigma)$, then $V_i$ and $\partial_v V_i$ vanish on $\sigma$. Hence, by the unique continuation principle (see Corollary 13) $V_i = 0$ in $B$. Thus the continuity of the single layer potential $V_i$ implies that $V_i = 0$ on $C = \partial B$. Now, using the uniqueness of the solution of the scattering problem we conclude that $V_i = 0$ in $\mathbb{R}^m \setminus C$. Finally, by the jump relation of $\partial_v V_i$ on $C$ we show that $h = 0$. This proves that $P^*$ is one to one and consequently the operator $N$ has a dense range. \qed

**Theorem 38.** Let $L$ be a smooth and non intersecting arc such that $\tilde{L} \subset \Omega$, $\varphi_L \in \tilde{H}^{-1/2}(L)$ and $\beta_L \in \tilde{H}^{1/2}(L)$ such that $(\varphi_L, \beta_L) \neq (0, 0)$. Then the function $\Lambda_L$ defined in (5.12) belongs to the range of the operator $P$ if and only if $\text{supp}(\varphi_L) \subset \tilde{\sigma}$ and $\text{supp}(\beta_L) \subset \tilde{\sigma}$.

**Proof.** We first consider the straightforward case where $\varphi_L \in \tilde{H}^{-1/2}(L)$ and $\beta_L \in \tilde{H}^{1/2}(L)$. Under these assumptions, it is clear that $\varphi_L$ and $\beta_L$ can be extended by zero outside of $\sigma$. The result follows directly from the definition of $P$.

Now assume that $\text{supp}(\varphi_L) \not\subset \tilde{\sigma}$ or $\text{supp}(\beta_L) \not\subset \tilde{\sigma}$ and that $\Lambda_L \in \text{Range}(P)$. Let $\tilde{\Omega} \subset \subset \Omega$ such that $L \cup \sigma \subset \tilde{\Omega}$. Since, for $x_0 \in C$, $u(\cdot, x_0)$ and $\Phi_L$ are two solutions of the Helmholtz equation in $\Omega \setminus \tilde{\Omega}$, then the Green formula gives

$$R(\Phi_L)(x_0) = \int_{\partial\tilde{\Omega}} (u(x, x_0)\partial_v \Phi_L(x) - \partial_v u(x, x_0)\Phi_L(x))ds(x), \quad \text{for } x_0 \in C. \quad (5.19)$$
Now, we define the function $\varphi$ in $\mathbb{R}^m \setminus \hat{\Omega}$ by
\[
\varphi(x_0) = \int_{\partial \hat{\Omega}} \left( u(x, x_0) \partial_u \Phi_L(x) - \partial_x u(x, x_0) \Phi_L(x) \right) ds(x).
\]
(5.20)

By reciprocity, $u(x, \cdot)$ is a radiating solution of the following Helmholtz equation
\[
\Delta x_0 u(x, x_0) + k^2 n(x_0) u(x, x_0) = -\delta_x \quad \text{for } x_0 \in \mathbb{R}^m \setminus (\{x\} \cup \sigma).
\]

Hence $\varphi$ is a radiating solution satisfying
\[
\Delta \varphi + k^2 n \varphi = 0 \quad \text{in } \mathbb{R}^m \setminus \hat{\Omega}.
\]

Using the fact that $\Lambda_L \in \text{Range}(P)$ then there exists $(\alpha, \beta) \in H^{1/2}(\sigma) \times H^{-1/2}(\sigma)$ such that
\[
R(\Phi_L)(x_0) = \int_{\sigma} \left( \beta(y) [\partial_u u](y, x_0) - \alpha(y) [u](y, x_0) \right) ds(y)
\]
(5.21)

We define the function $f$ in $\mathbb{R}^m \setminus \sigma$ by
\[
f(x_0) = \int_{\sigma} \left( \beta(y) [\partial_u u](y, x_0) + \alpha(y) [u](y, x_0) \right) ds(y).
\]

Therefore by (5.19) and (5.20), $f(x_0) = \varphi(x_0)$ for $x_0 \in C$. By reciprocity $f$ satisfies the same equation as $\varphi$ in $\mathbb{R}^m \setminus \hat{\Omega}$ and the uniqueness of the solution of the scattering problem gives
\[
f(x_0) = \varphi(x_0), \quad \text{for } x_0 \in \mathbb{R}^m \setminus B.
\]

By the unique continuation principle (see Corollary 13) we obtain
\[
f(x_0) = \varphi(x_0), \quad \text{for } x_0 \in \mathbb{R}^m \setminus \hat{\Omega}.
\]

Now let $\tilde{u}^s(\cdot, x_0) := u^s(\cdot, x_0) + \Phi^d(\cdot, x_0)$, where $\Phi^d := G - \Phi$. using the Green theorem we get for $x_0 \in \Omega \setminus \hat{\Omega}$
\[
\varphi(x_0) = R(\Phi_L)(x_0) = \int_{\partial \Omega} \left( \tilde{u}^s(x, x_0) \partial_u \Phi_L(x) - \partial_x \tilde{u}^s(x, x_0) \Phi_L(x) \right) ds(x)
+ \int_{\partial \Omega} \left( \Phi(x, x_0) \partial_u \Phi_L(x) - \partial_x \Phi(x, x_0) \Phi_L(x) \right) ds(x)
\]

Let $v$ be the function defined in $\Omega \setminus \sigma$ by
\[
v(x_0) := \int_{\partial \Omega} \left( \tilde{u}^s(x, x_0) \partial_u \Phi_L(x) - \partial_x \tilde{u}^s(x, x_0) \Phi_L(x) \right) ds(x).
\]

Then we have
\[
\varphi(x_0) = v(x_0) - \Phi_L(x_0), \quad \text{for } x_0 \in \Omega \setminus \hat{\Omega}
\]
(5.22)
5.3. THE INVERSE PROBLEM

Since \( f, v, \Phi_L \) are solutions of the Helmholtz equation associated to \( k_0 \), then the unique continuation principle (see Corollary 13) gives

\[
f(x) = v(x) + \Phi_L(x) \quad \text{for } x \in \Omega \setminus (\sigma \cup L)
\]

The right hand side of this equation is not continuous across \( L \). In fact we cannot have at once the continuity across \( L \) of the double layer potential and the derivative of the single layer potential present in \( \Phi_L \). Whereas, \( f \) and its derivative are continuous across \( L \) which is a contradiction.

The following theorem is the fundamental result of the RG-LSM method.

**Theorem 39.** Let \( L \) be a non intersecting smooth open arc, \( \varphi_L \in \dot{H}^{-\frac{1}{2}}(L) \) and \( \beta_L \in \dot{H}^{\frac{1}{2}}(L) \), such that \((\varphi_L, \beta_L) \neq (0, 0)\).

1. If \( L \subset \sigma \), there exists a sequence \((g_n)_{n \in \mathbb{N}} \in L^2(\Sigma)\) such that

\[
\lim_{n \to +\infty} ||N(g_n) - \Lambda_L||_{L^2(C)} = 0.
\]

Furthermore, we have

\[
\lim_{n \to +\infty} ||S_{g_n}||_* < +\infty
\]

where \( ||S_{g_n}||_* = ||\partial_{\nu}S_{g_n}||_{H^{-\frac{1}{2}}(\sigma)} + ||S_{g_n}||_{H^{\frac{1}{2}}(\sigma)} \).

2. Otherwise, for any sequence \((g_n)_{n \in \mathbb{N}} \in L^2(\Sigma)\) satisfying (5.23),

\[
\lim_{n \to +\infty} ||S_{g_n}||_* = \infty
\]

**Proof.**

- If \( L \subset \sigma \), then we can find a bounded solution to the equation (5.11). In fact we have \( H^{\frac{1}{2}}(L) \subset H^{\frac{1}{2}}(\sigma) \) and \( H^{-\frac{3}{2}}(L) \subset H^{-\frac{3}{2}}(\sigma) \). Hence \( \Lambda_L \) belongs to the range of \( P \). Therefore, there exists \((\alpha, \beta) \in H^{\frac{3}{2}}(\sigma) \times H^{-\frac{3}{2}}(\sigma) \) such that \( \Phi_L = P(\alpha, \beta) \). Moreover the range of \( H \) is dense in \( H^{1/2}(\sigma) \times H^{-1/2}(\sigma) \). Thus there exists two sequences \((\alpha_n, \beta_n)_{n \in \mathbb{N}} \) in the range of \( H \) such that \( \lim_{n \to +\infty} (\alpha_n, \beta_n) = (\alpha, \beta) \). Using the continuity of \( H \), we show the existence of a sequence \((g_n)_{n \in \mathbb{N}} \subset L^2(\Sigma)\) satisfying \( H(g_n) = (\alpha, \beta) \). That proves finally that

\[
\lim_{n \to +\infty} ||R(S_{g_n}) - R(\Phi_L)||_{L^2(C)} = 0.
\]

- Now let \( L \not\subset \sigma \) and assume that \( ||S_{g_n}||_* < +\infty \). Then, there exists a pair \((\alpha_n, \beta_n) \in H^{-\frac{3}{2}}(\sigma) \times H^{\frac{3}{2}}(\sigma) \) such that \( \partial_{\nu}S_{g_n} = \alpha_n \) and \( S_{g_n} = \beta_n \). Hence \((\alpha_n, \beta_n) \) belongs to the range of \( H \). Since \( H \) is one to one and continuous, then \( H(g_n) = (\alpha_n, \beta_n) \). The
sequence \((\alpha_n, \beta_n)_{n \in \mathbb{N}}\) is bounded in \(H^{-\frac{1}{2}}(\sigma) \times H^{\frac{1}{2}}(\sigma)\) which is a complete space. Therefore we can extract a subsequence that weakly converges to \((\alpha, \beta)\) in \(H^{-\frac{1}{2}}(\sigma) \times H^{\frac{1}{2}}(\sigma)\).

The integral operator \(P\) has a regular kernel so \(P\) is compact. Consequently, \(\lim_{n \to +\infty} \| P \cdot H(g_n) - P(\alpha, \beta) \|_{L^2(C)} = 0.\) Hence \(\lim_{n \to +\infty} \| R(S_{g_n}) - P(\alpha, \beta) \|_{L^2(C)} = 0.\) Then from (5.23) and by uniqueness of the limit \(P(\alpha, \beta) = \Lambda_L.\) Finally \(\Lambda_L\) belongs to the range of \(P\) and \(L \subset \sigma\) which is a contradiction.

\[\Box\]

## 5.4 Numerical experiments and results

### 5.4.1 Numerical schemes

For the purpose of the numerical experiments, we construct a nearby solution to (5.11) using a Tikhonov regularization. Therefore we solve the following equation

\[(\eta I + N^*N)g_{\eta}(x_0) = N^*\Lambda_L(x_0) \quad \text{for} \ x_0 \in C \tag{5.24}\]

where \(\eta\) is a parameter of regularization chosen using the Morozov discrepancy principle.

**Discretization:** The numerical experiments are conducted in 2D. We consider \(m\) measures of Cauchy data \((u(\cdot, x_0), \partial_\nu u(\cdot, x_0))|_{\partial \Omega}, l\) equally distant points on \(\Sigma\) and \(n\) equally distant source points on \(C.\)

\[Ng(x_i^0) \simeq \sum_{k=1}^{l} \Sigma_k g(y_k) A(x_i^0, y_k), \quad \text{for} \ 1 \leq i \leq n, \tag{5.25}\]

where

\[A(x_i^0, y_k) = -\sum_{j=1}^{m} \partial \Omega_j \left[ u(x_j, x_i^0) \left( \frac{x_j - y_k}{\|x_j - y_k\|} \right) H_1^{(1)}(k\|x_j - y_k\|) + \partial_\nu u(x_j, x_i^0) H_0^{(1)}(k\|x_j - y_k\|) \right], \tag{5.26}\]

and

\[\Lambda(x_i^0) \simeq \sum_{j=1}^{m} \partial \Omega_j \left[ u(x_j, x_i^0) \partial_\nu \Phi_L(x_j) - \partial_\nu u(x_j, x_i^0) \Phi_L(x_j) \right], \quad \text{for} \ 1 \leq i \leq n \tag{5.27}\]

with \(\Sigma_k\) and \(\partial \Omega_j\) are respectively the arc-length between two adjacent points on \(\Sigma\) and \(\partial \Omega\) and \(H_0^{(1)}\) and \(H_1^{(1)}\) are the Hankel functions of first kind. Let \(L\) be a small segment of center \(z\) and with normal \(\nu.\) Then

\[\Phi_L(x_j) \simeq \gamma |L| \left[ \alpha(z) H_0^{(1)}(k\|x_j - z\|) - \beta(z) \frac{(x_j - z, \nu)}{\|x - z\|} H_1^{(1)}(k\|x_j - z\|) \right]. \tag{5.28}\]
The discrete equation to solve is then
\[ Ng(x^i_0) \simeq \Lambda_L(x^i_0) \quad \text{for} \ 1 \leq i \leq n, \] (5.29)
using the Tikhonov procedure explained above. The sampling procedure will consist in varying \( z \) and \( \nu \) in (5.28). According to Theorem 39 we expect that \( \|g\| \), solution to (5.29)), to be large except when \( z \in \sigma \) and \( \nu \) is the normal to \( \sigma \) at \( z \).

We shall consider two types of solutions. The first one denoted by \( g_z \) corresponds to \( \alpha(z) = 1 \) and \( \beta(z) = 0 \), the second one denoted by \( g_{z,\nu} \) corresponds to \( \alpha(z) = 0 \) and \( \beta(z) = 1 \).

Let us also consider the two independent normals \( \nu_1 = (0, 1)^t \) and \( \nu_2 = (1, 0)^t \). We define the normal \( \nu := \zeta \nu_1 + \sqrt{1 - \zeta^2} \nu_2 \) with \( 0 \leq \zeta \leq 1 \). Therefore, by linearity of the equation (5.29)
\[ g_{z,\nu} = \zeta g_{z,\nu_1} + \sqrt{1 - \zeta^2} g_{z,\nu_2}. \]
Based on the theoretical justification, the normal \( \nu \) to \( \sigma \) at \( z \in \sigma \) corresponds with the value \( \zeta \) that minimizes
\[ \|g_{z,\nu}\|^2 = \zeta^2 \|g_{z,\nu_1}\|^2 + (1 - \zeta^2) \|g_{z,\nu_2}\|^2 + 2\zeta \sqrt{1 - \zeta^2} \langle g_{z,\nu_1}, g_{z,\nu_2} \rangle \] (5.30)
The proposed criterion will be the determination on each point \( z \) of
\[ z \rightarrow \frac{1}{\|g_z\|} + \frac{1}{\|g_{z,\nu}\|} \] (5.31)
where \( g, g_{z,\nu} \) corresponds with \( \zeta \) that minimizes (5.30).

### 5.4.2 Numerical results

The efficiency of this approach is tested for different shapes, namely arc-shaped cracks, L-shaped cracks and the union of two segments having an oblique angle between them and for several impedance values, also for different examples of media. We present in the following figures the isovalues of the right hand side of (5.31). The red isovalues correspond to the highest values whereas the blue ones represent the smallest ones. This means that the crack corresponds to red isovalues in the figures.

In all the numerical tests we use 500 measures of Cauchy data on the \( \partial \Omega \).

The given results are similar to those given by the LSM in the case of a crack in the vacuum (see [14]). We represent the border of the search domain by the square with dashed line and \( \partial \Omega \) by the square with continuous line.
Example 1
In this example, the target object is a crack having different shapes embedded in a medium Ω with index $n$. This medium is surrounded by small inhomogeneities. To locate the target object we use 80 point sources uniformly distributed around Ω represented by the blue square (see Figure 5.4).

In sequel, the wavelength in vacuum is denotes by $\lambda_0$

![Image of the problem geometry](image1.png)

Figure 5.2: Geometry of the problem. The measurements are taken on the boundary of the Medium 1.
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Figure 5.3: Reconstruction of different cracks for $\lambda^- = \lambda^+ = 10^{-2}(1 + i)$, included in the Medium 1.
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Figure 5.4: Reconstruction of different cracks for $\lambda^- = \lambda^+ = 10^2(1 + i)$, included in the Medium 1 where $n = 4$.

Example 2
In this example we test the precision of the reconstructed crack’s shape with respect to the impedance values. To this aim we fix the medium index of $\Omega$ ($n = 2$) and we vary the value of the impedance.

Figure 5.5: Reconstruction of an arc centered on $(-0.5, 0.5)$ and with radius 0.75 for $\lambda^- = \lambda^+ = 10^{-1}(1 + i)$ (left), $\lambda^- = \lambda^+ = 10^{-2}(1 + i)$ (middle), $\lambda^- = \lambda^+ = 10^{-5}(1 + i)$ (right).

Figure 5.6: Reconstruction of an arc centered on $(-0.5, 0.5)$ and with radius 0.75 for $\lambda^- = \lambda^+ = 10 + 10i$ (left), $\lambda^- = \lambda^+ = 5 + 5i$ (middle), $\lambda^- = 1.2 + 2i\lambda^+ = 2 + 1.2i$ (right).
Figure 5.7: Reconstruction of an arc centered on \((-0.5, 0.5)\) and with radius 0.75 for \(\lambda^- = \lambda^+ = 10^2(1 + i)\) (left), \(\lambda^- = \lambda^+ = 10^3(1 + i)\) (middle), \(\lambda^- = \lambda^+ = 10^6(1 + i)\) (right).

Figure 5.8: Reconstruction of two segments \([0.8, 0] \times \{0\}\) and \([-0.8, 0] \times \{0, 0.4\}\) for \(\lambda^- = \lambda^+ = 10^{-1}(1 + i)\) (left), \(\lambda^- = \lambda^+ = 10^{-3}(1 + i)\) (middle), \(\lambda^- = \lambda^+ = 10^{-6}(1 + i)\) (right).

Figure 5.9: Reconstruction of two segments \([0.8, 0] \times \{0\}\) and \([-0.8, 0] \times \{0, 0.4\}\) for \(\lambda^- = \lambda^+ = 10 + 10i\) (left), \(\lambda^- = \lambda^+ = 5 + 5i\) (middle), \(\lambda^- = \lambda^+ = 1.2 + 2i\lambda^+ = 2 + 1.2i\) (right).

Figure 5.10: Reconstruction of two segments \([0.8, 0] \times \{0\}\) and \([-0.8, 0] \times \{0, 0.4\}\) for \(\lambda^- = \lambda^+ = 10^2(1 + i)\) (left), \(\lambda^- = \lambda^+ = 10^3(1 + i)\) (middle), \(\lambda^- = \lambda^+ = 10^6(1 + i)\) (right).
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Figure 5.11: Reconstruction of an L-shaped crack with peaks (0.75, 0), (0, 0) and (0, 0.75) for $\lambda^- = \lambda^+ = 10^{-1}(1 + i)$ (left), $\lambda^- = \lambda^+ = 10^{-3}(1 + i)$ (middle), $\lambda^- = \lambda^+ = 10^{-6}(1 + i)$ (right).

Figure 5.12: Reconstruction of an L-shaped crack with peaks (0.75, 0), (0, 0) and (0, 0.75) for $\lambda^- = \lambda^+ = 10(1 + i)$ (left), $\lambda^- = \lambda^+ = 5(1 + i)$ (middle), $\lambda^- = 1.2 + 2i, \lambda^+ = 2 + 1.2i$ (right).

Figure 5.13: Reconstruction of an L-shaped crack with peaks (0.75, 0), (0, 0) and (0, 0.75) for $\lambda^- = \lambda^+ = 10^2(1 + i)$ (left), $\lambda^- = \lambda^+ = 10^3(1 + i)$ (middle), $\lambda^- = \lambda^+ = 10^5(1 + i)$ (right).

Figure 5.5 to 5.13 show that the RG-LSM give a good crack reconstruction for a fixed index of medium by varying the shape of the crack and the impedance values. Note that similar to the LSM reconstruction given in Chapter 3 we have the same observation, a height quality of the reconstruction for the large and small impedance values and the results is less better in the case of the intermediate impedance value.
Example 3
In this example we add a small amount of absorption to the host medium for different shapes of cracks and impedance values. As shown in Figures 5.14, 5.15 and 5.16 we have also a good reconstruction.

Figure 5.14: Reconstruction of an L-shaped crack with peaks (0.75,0), (0,0) and (0,0.75) for \( \lambda^- = \lambda^+ = 10^{-1}(1 + i) \) and the medium index \( n = 2 + 0.1i \) (left), \( n = 2 + 0.5i \) (in the middle) and \( n = 1 + 0.5 \ast i \) (right).

Figure 5.15: Reconstruction of a union of two segments for \( \lambda^- = \lambda^+ = 10^2(1 + i) \) (left) and the medium index \( n = 2 + 0.1i \) (left), \( n = 2 + 0.5i \) (in the middle) and \( n = 1 + 0.5 \ast i \) (right).

Figure 5.16: Reconstruction of an arc centered on (-0.5,0.5) and with radius 0.75, for \( \lambda^- = \lambda^+ = 10(1 + i) \) and the medium index \( n = 2 + 0.1i \) (left), \( n = 2 + 0.5i \) (in the middle) and \( n = 1 + 0.5 \ast i \) (right).
5.5 Conclusion

In this Chapter, we present an application of the RG-LSM in the case of scattering by crack with impedance boundary conditions in both side of the crack. The RG-LSM gives a simple algorithm as in the LSM and the Factorization method, but it is less faster since an integration of the test function on the border of the subdomain that contains the crack should be computed on each point of the sampling domain. The theoretical justification of the RG-LSM is close to that of the LSM but the characterization of the crack in the RG-LSM is given by the behavior of the norm of the potential $S_g$ without using the impedance parameter as in the case of the LSM in the homogeneous case. For the numerical experiment, we show that the crack reconstruction is similar to the LSM reconstruction given in Chapter 3. The numerical tests show that a good crack reconstruction is given for different crack shapes, domain types and impedance values. A good reconstruction is given even with the presence of an absorption in the host medium. Note that since the method is restricted to the case of a crack embedded in a domain with constant index of refraction, the application of this method remains limited. Therefore, it would be more

Figure 5.17: Reconstruction of multiple cracks for $\lambda_1^\pm = \lambda_2^\pm = \lambda_3^\pm = \lambda_4^\pm = 10^2(1+i)$(right), $\lambda_1^\pm = \lambda_2^\pm = \lambda_3^\pm = \lambda_4^\pm = 10^{-2}(1+i)$(middle) and $\lambda_1^\pm = \lambda_4^\pm = 10^{-2}$ and $\lambda_2^\pm = \lambda_3^\pm = 10(1+i)$ (left) for $n = 2$ (right).

Figures 5.14 to 5.16 show the efficiency of this method for different impedance values and crack shapes and even with an adding absorption in the domain. In Figure 5.17, we observe that even with multiple cracks we also have a good reconstruction since the shape of each crack can be clearly identified.
interesting to extend the application of this method to the case of a stratified domain or to the case when there are limited data in a part of the boundary of the domain. To this end, a data completion algorithm is needed which constitutes the objective of the next chapter.
A data completion algorithm:
Application to RG-LSM
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Abstract
In order to generalize the application of the RG-LSM introduced in the previous chapter to more realistic cases, a recovering data tool is needed. To illustrate that, let us consider the case of a crack buried in the earth or in some stratified domain with a regular exterior
boundary and suppose that we only have access to the Cauchy data on this exterior boundary. As explained in the previous chapter, the RG-LSM cannot be simply applied in this case since all the measurements of Cauchy data are required on a subdomain that contain the crack and have a constant refractive index. To overcome this difficulty we propose a data completion algorithm that determines the Cauchy data needed by the RG-LSM from available Cauchy data measurements. Our algorithm is based on the representation of the solution in terms of surface integral operators. We shall first provide a general overview on the Cauchy problem along with the relevant literature, then we develop our recovering data method and finally give some numerical results that validate our approach.

6.1 Introduction

We are mainly concerned here with solving the Cauchy problem in the framework of the Helmholtz equation. More specifically we would like to determine the Cauchy data associated with a solution of the Helmholtz equation in a part of a boundary of a bounded domain from the knowledge of the Cauchy data on the complementary part. This problem is known to be ill-posed since 1953 (Hadamard, 1953) [42]. Hadamard has given an explicit example to illustrate the instability of the results in the case of the Laplace equation in a squared shape domain. This work has been extended by F. Ben Belgacem and H. El Fekih [13] in 2005 where they generalize the results of instability for a more general domain. For more details about the study of the stability of the Cauchy problems we refer to [44, 47, 12]. It should be noted that there is a considerable literature that deals with the approaches for solving such an inverse problem. We first provide the example of the quasi-reversibility [17, 16, 26] method that was proposed by Lattes and Lions [64] in 1967. This method consists in replacing the Cauchy problem by a well-posed problem that is used to find the quasi-solutions. In 1976, another approach using the Tikhonov regularization was proposed, which consists first in solving a linear equation in the form $Au = f$ with unknown the missing data and then in solving this equation using a Tikhonov minimization. In 2001, A.Cimetire et al. [28] proposed an Evanescent regularization method using an iterated Tikhonov method. There are also some iterative methods such as the method introduced by Kozlov 1991 which is based on solving a sequence of elliptic problems using a regularization with the regularization parameter that is the number of iterations and the initial choice of the algorithm. The method consists in replacing the Cauchy problem by a sequence of mixed well-posed problems and in alternating the use of the Dirichlet and the Neumann data on the part of the border that contains the data. Another interesting work is that by A. Ben abda et all [9] in the case of the Helmholtz equation. In the latter, the authors have used an iterative method using the decomposition domain tools and the Steklov Poincaré operator and they have solved a point fixe scheme via a preconditioned
Richardson algorithm with dynamic relaxation. Furthermore, under the framework of the Helmholtz equation, an iterative algorithm based on the Landweber method in combination with the Boundary Element Method (BEM) was developed by Marina et al. \cite{69} in 2004. This latter method reduces the Cauchy problem to solving a sequence of well-posed boundary value problems in the space of square integrable functions, which provides accurate, convergent and stable numerical solutions. T. Reginska and K. Reginski in \cite{79} have also presented a solution of the Cauchy problem for the Helmholtz equation using a regularization method based on truncated Fourier transform.

The aim of the present work is to solve Cauchy problem for the Helmholtz using a non-iterative method based on the surface representation of the solution. We derive a linear integral equation system that has to be verified by the missing Cauchy data. The ill posedness of the problem shows up in the compactness of the component of the operator that has to be inverted. We prove injectivity and denseness of the range of this operator in appropriate Sobolev spaces. Moreover, we also prove that our method naturally handle the case of noisy data. More precisely, in our formulation the available Cauchy data is multiplied by an operator that has the same range as the operator to be inverted. This makes possible the use of classical regularization techniques for noisy data. Then we provide some numerical results that prove the efficiency of this method for different shapes of the domain and also for noisy data. In the last part, we couple the use of the completion data algorithm with the reciprocity gap algorithm and we show how one is able to reconstruct cracks embedded in layered media.

6.2 Data completion algorithm

6.2.1 A data completion algorithm based on integral equations

We start this section by introducing our Cauchy problem. Let $\Omega_1 \subset \mathbb{R}^m$ be a bounded domain with connected complement and let $\Omega_2 \subset \mathbb{R}^m$ be a regular subdomain of $\Omega_1$. We shall assume that $\Omega_2$ is strictly included in $\Omega_1$. We denote by $\Gamma_1$ and $\Gamma_2$ respectively the boundary of $\Omega_1$ and $\Omega_2$ and $\nu$ is the normal vector on $\Gamma_1 \cup \Gamma_2$ directed to the exterior of $\Omega_1$ and $\Omega_2$ (see Figure 6.1). Let $u \in H^1(\Omega_1 \setminus \Omega_2)$ solution of the following Helmholtz equation:

$$\Delta u + k^2 n u = 0 \quad \text{in } \Omega_1 \setminus \Omega_2,$$

where $n$ denotes the index of refraction inside $\Omega_1 \setminus \Omega_2$, that we assume to be constant and where $k$ denotes the wave number. Our data completion problem consists in determining $(u, \partial_\nu u)|_{\Gamma_2}$ from the knowledge of $(f, g) := (u, \partial_\nu u)|_{\Gamma_1}$.
Our algorithm is based on the inversion of the surface representation of $u$ in terms of the boundary values $(u, \partial_{\nu} u)_{|\Gamma_1}$ and $(u, \partial_{\nu} u)_{|\Gamma_2}$. More precisely, since $u \in H^1(\Omega_1 \setminus \Omega_2)$ satisfies the Helmholtz equation in $\Omega_1 \setminus \Omega_2$, then $u$ has the following representation:

$$u(x) = -DL_{\Gamma_1}(u_{|\Gamma_1}) + SL_{\Gamma_1}(\partial_{\nu} u_{|\Gamma_1}) + DL_{\Gamma_2}(u_{|\Gamma_2}) - SL_{\Gamma_2}(\partial_{\nu} u_{|\Gamma_2}), \quad \forall x \in \Omega_1 \setminus \Omega_2$$

(6.2)

where

$$SL_{\Gamma_i}\psi(x) := \int_{\Gamma_i} \psi(y)\Phi(x, y)ds(y), \quad DL_{\Gamma_i}\varphi(x) := \int_{\Gamma_i} \varphi(y)\frac{\partial \Phi(x, y)}{\partial \nu(y)}ds(y),$$

for $x \in \mathbb{R}^m \setminus \Gamma_i$, $i = 1, 2$, with $\Phi$ the Green function defined by

$$\Phi(x, y) := \begin{cases} \frac{1}{4\pi|\nu - y|} & m = 3 \\ \frac{i H^{(1)}_{0}(k\sqrt{n}|x - y|)}{4} & m = 2 \end{cases}$$

(6.3)

for $x \neq y$ and $H^{(1)}_{0}$ being the Hankel function of the first kind of order zero. Taking the trace and the normal trace of $u$ on $\Gamma_1$ and using the trace properties of double and single layer potentials, we obtain the following identities

$$f = -K_{\Gamma_1}(f) + \frac{f}{2} + SL_{\Gamma_1}(g) + DL_{\Gamma_2 \rightarrow \Gamma_1}(u_{|\Gamma_2}) - SL_{\Gamma_2 \rightarrow \Gamma_1}(\partial_{\nu} u_{|\Gamma_2})$$

(6.4)

$$g = -T_{\Gamma_1}(f) + K'_{\Gamma_1}(g) + \frac{g}{2} + TL_{\Gamma_2 \rightarrow \Gamma_1}(u_{|\Gamma_2}) - DL'_{\Gamma_2 \rightarrow \Gamma_1}(\partial_{\nu} u_{|\Gamma_2})$$

(6.5)

We recall that the boundary integral operators

$$S_{\Gamma_i} : H^{-1/2}(\Gamma_i) \rightarrow H^{1/2}(\Gamma_i) \quad K_{\Gamma_i} : H^{1/2}(\Gamma_i) \rightarrow H^{1/2}(\Gamma_i)$$

$$K'_{\Gamma_i} : H^{-1/2}(\Gamma_i) \rightarrow H^{-1/2}(\Gamma_i) \quad T_{\Gamma_i} : H^{1/2}(\Gamma_i) \rightarrow H^{-1/2}(\Gamma_i)$$
are defined for regular densities $\psi$ and $\varphi$ by

$$S_{\Gamma_i} \psi(x) := \int_{\Gamma_i} \psi(y) \Phi(x, y) ds(y), \quad K_{\Gamma_i} \varphi(x) := \int_{\Gamma_i} \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} ds(y),$$

$$K'_{\Gamma_i} \psi(x) := \int_{\Gamma_i} \psi(y) \frac{\partial \Phi(x, y)}{\partial \nu(x)} ds(y), \quad T_{\Gamma_i} \varphi(x) := \lim_{\epsilon \to 0} \frac{\partial}{\partial \nu(x)} \int_{\Gamma_{i,|x-y|>\epsilon}} \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} ds(y)$$

for $x \in \Gamma_i$. The boundary integral operators for $i \neq j$, $i, j = 1, 2$

$$SL_{\Gamma_i,-\Gamma_j} : H^{-1/2}(\Gamma_i) \rightarrow H^{1/2}(\Gamma_j) \quad DL_{\Gamma_i,-\Gamma_j} : H^{1/2}(\Gamma_i) \rightarrow H^{-1/2}(\Gamma_j),$$

$$DL'_{\Gamma_i,-\Gamma_j} : H^{-1/2}(\Gamma_i) \rightarrow H^{1/2}(\Gamma_j) \quad TL_{\Gamma_i,-\Gamma_j} : H^{1/2}(\Gamma_i) \rightarrow H^{-1/2}(\Gamma_j)$$

are defined for regular densities $\psi$ and $\varphi$ by

$$SL_{\Gamma_i,-\Gamma_j} \psi(x) := \int_{\Gamma_i} \psi(y) \Phi(x, y) ds(y), \quad DL_{\Gamma_i,-\Gamma_j} \varphi(x) := \int_{\Gamma_i} \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} ds(y),$$

$$DL'_{\Gamma_i,-\Gamma_j} \psi(x) := \int_{\Gamma_i} \psi(y) \frac{\partial \Phi(x, y)}{\partial \nu(x)} ds(y), \quad TL_{\Gamma_i,-\Gamma_j} \varphi(x) := \frac{\partial}{\partial \nu(x)} \int_{\Gamma_i} \varphi(y) \frac{\partial \Phi(x, y)}{\partial \nu(y)} ds(y)$$

for $x \in \Gamma_j$.

We observe that, since $\Gamma_i \neq \Gamma_j$, the kernels of $DL_{\Gamma_i,-\Gamma_j}, SL_{\Gamma_i,-\Gamma_j}, DL'_{\Gamma_i,-\Gamma_j}, TL_{\Gamma_i,-\Gamma_j}$ are continuous and therefore these operators are compact.

Equations (6.4) and (6.5) can be written in a matrix form as

$$- \begin{bmatrix} DL_{\Gamma_2,-\Gamma_1} & -SL_{\Gamma_2,-\Gamma_1} \\ TL_{\Gamma_2,-\Gamma_1} & -DL'_{\Gamma_2,-\Gamma_1} \end{bmatrix} \begin{bmatrix} u_{\Gamma_2} \\ \partial_{\nu} u_{\Gamma_2} \end{bmatrix} = \begin{bmatrix} -K_{\Gamma_1} - \frac{l}{2} & S_{\Gamma_1} \\ -T_{\Gamma_1} & K'_{\Gamma_1} - \frac{l}{2} \end{bmatrix} \begin{bmatrix} f \\ g \end{bmatrix}$$

Using the Calderón projector $P_{\Gamma_1} : H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1) \rightarrow H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1)$ that satisfies $P^2_{\Gamma_1} = P_{\Gamma_1}$ (see [65]) defined by

$$\begin{bmatrix} f \\ g \end{bmatrix} := \begin{bmatrix} -K_{\Gamma_1} + \frac{l}{2} & S_{\Gamma_1} \\ -T_{\Gamma_1} & K'_{\Gamma_1} + \frac{l}{2} \end{bmatrix} \begin{bmatrix} f \\ g \end{bmatrix}$$

(6.6)

and the operator $T_{\Gamma_2,-\Gamma_1} : H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2) \rightarrow H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1)$ defined by

$$\begin{bmatrix} \varphi \\ \psi \end{bmatrix} := - \begin{bmatrix} DL_{\Gamma_2,-\Gamma_1} & -SL_{\Gamma_2,-\Gamma_1} \\ TL_{\Gamma_2,-\Gamma_1} & -DL'_{\Gamma_2,-\Gamma_1} \end{bmatrix} \begin{bmatrix} \varphi \\ \psi \end{bmatrix},$$

we obtain the following equation

$$T_{\Gamma_2,-\Gamma_1} \begin{bmatrix} u_{\Gamma_2} \\ \partial_{\nu} u_{\Gamma_2} \end{bmatrix} = (P_{\Gamma_1} - I) \begin{bmatrix} f \\ g \end{bmatrix}.$$
Similarly, taking the trace and the normal trace of $u$ on $\Gamma_2$, we obtain a second relationship between $(f, g)$ and $(u, \partial_{\nu}u)_{\Gamma_2}$

\[
\begin{align*}
\left. u \right|_{\Gamma_2} & = -DL_{\Gamma_1 \rightarrow \Gamma_2}(f) + SL_{\Gamma_1 \rightarrow \Gamma_2}(g) + K_{\Gamma_2}(u_{\mid \Gamma_2}) + \frac{u_{\mid \Gamma_2}}{2} - S_{\Gamma_2}(\partial_{\nu}u_{\mid \Gamma_2}) \quad (6.8) \\
\partial_{\nu}u_{\mid \Gamma_2} & = -TL_{\Gamma_1 \rightarrow \Gamma_2}(f) + DL'_{\Gamma_1 \rightarrow \Gamma_2}(g) + T_{\Gamma_2}(u_{\mid \Gamma_2}) - K_{\Gamma_2}(\partial_{\nu}u_{\mid \Gamma_2}) + \frac{\partial_{\nu}u_{\mid \Gamma_2}}{2} \quad (6.9)
\end{align*}
\]

Therefore, we also have

\[
P_{\Gamma_2} \begin{bmatrix} u_{\mid \Gamma_2} \\ \partial_{\nu}u_{\mid \Gamma_2} \end{bmatrix} = T_{\Gamma_2 \rightarrow \Gamma_1} \begin{bmatrix} f \\ g \end{bmatrix} \quad (6.10)
\]

with $P_{\Gamma_2} : H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2) \rightarrow H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)$ defined by

\[
P_{\Gamma_2} \begin{bmatrix} \varphi \\ \psi \end{bmatrix} = \begin{bmatrix} -K_{\Gamma_2} + \frac{I}{2} & S_{\Gamma_2} \\ -T_{\Gamma_2} & K_{\Gamma_2}' + \frac{I}{2} \end{bmatrix} \begin{bmatrix} \varphi \\ \psi \end{bmatrix} \quad (6.11)
\]

and $T_{\Gamma_1 \rightarrow \Gamma_2} : H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1) \rightarrow H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)$

\[
T_{\Gamma_1 \rightarrow \Gamma_2} \begin{bmatrix} f \\ g \end{bmatrix} = - \begin{bmatrix} DL_{\Gamma_1 \rightarrow \Gamma_2} & -SL_{\Gamma_1 \rightarrow \Gamma_2} \\ TL_{\Gamma_1 \rightarrow \Gamma_2} & -DL'_{\Gamma_1 \rightarrow \Gamma_2} \end{bmatrix} \begin{bmatrix} f \\ g \end{bmatrix}
\]

Regrouping (6.7) and (6.10) we end up with the following system

\[
\begin{bmatrix} T_{\Gamma_2 \rightarrow \Gamma_1} \\ P_{\Gamma_2} \end{bmatrix} \begin{bmatrix} u_{\mid \Gamma_2} \\ \partial_{\nu}u_{\mid \Gamma_2} \end{bmatrix} = \begin{bmatrix} (P_{\Gamma_1} - I) \\ T_{\Gamma_1 \rightarrow \Gamma_2} \end{bmatrix} \begin{bmatrix} f \\ g \end{bmatrix} \quad (6.12)
\]

In order to simplify the notation, we define

$A : H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2) \rightarrow H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1) \times H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)$ by:

\[
A \begin{bmatrix} \varphi \\ \psi \end{bmatrix} = \begin{bmatrix} T_{\Gamma_2 \rightarrow \Gamma_1} \\ P_{\Gamma_2} \end{bmatrix} \begin{bmatrix} \varphi \\ \psi \end{bmatrix} \quad (6.13)
\]

and $B : H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1) \rightarrow H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1) \times H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)$ by:

\[
B \begin{bmatrix} \varphi \\ \psi \end{bmatrix} = \begin{bmatrix} (P_{\Gamma_1} - I) \\ T_{\Gamma_1 \rightarrow \Gamma_2} \end{bmatrix} \begin{bmatrix} \varphi \\ \psi \end{bmatrix} \quad (6.14)
\]
So that our problem can be simply written as

\[ A \begin{bmatrix} u_{|\Gamma_2} \\ \partial_{\nu} u_{|\Gamma_2} \end{bmatrix} = B \begin{bmatrix} f \\ g \end{bmatrix}. \]  

(6.15)

Solving our Cauchy problem then consists in inverting the operator \( A \). The ill-posedness of this problem can be seen in the compactness of the operator \( T_{\Gamma_2 \rightarrow \Gamma_1} \) (as indicated previously all of its components are integral operators with smooth kernels). There is also another issue due to the fact that this operator is not injective. Moreover, the operator \( P_{\Gamma_2} \) is a Calderón projector (see \[65\]) and is only invertible from the complementary of its kernel to itself. Consequently, a regularization is needed. Before the use of a regularization method, the injectivity of the operator \( A \) should be proved. We also prove that \( \text{Range}(A) = \text{Range}(B) \) which ensures that the right hand side of (6.15) is always in the closure of the range of \( A \). To tackle this latter issue and the issue of the injectivity, we first need to characterize the range and the kernel of \( T_{\Gamma_i \rightarrow \Gamma_j}, i \neq j \).

To simplify the notation we introduce the following spaces \((i = 1, 2)\):

\[
\mathcal{H}(\Omega_i) := \{ u \in H^1(\Omega_i), \; \Delta u + k^2 n u = 0 \; \text{in} \; \Omega_i \} \\
\tilde{\mathcal{H}}(\Omega_i) := \{ u \in H^1_{\text{loc}}(\mathbb{R}^m \setminus \Omega_i), \; \Delta u + k^2 n u = 0 \; \text{in} \; \mathbb{R}^m \setminus \Omega_i \; \text{and} \; u \; \text{satisfies} \; \text{the R.C} \}
\]

where \( R.C \) refers to the following radiation condition

\[
\lim_{r = |\hat{x}| \rightarrow +\infty} r^{m-1} \frac{\partial}{\partial r}(u - iku) = 0,
\]

uniformly in all directions \( \hat{x} = \frac{x}{|x|} \).

Lemma 40.

\[
a) \; \text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1}) = \{ (u, \partial_{\nu} u)_{|\Gamma_2}, \; \text{such that} \; u \in \mathcal{H}(\Omega_2) \} \\
\quad = \text{Ker}(P_{\Gamma_2} - I) \\
b) \; \text{Ker}(T_{\Gamma_1 \rightarrow \Gamma_2}) = \{ (u, \partial_{\nu} u)_{|\Gamma_1}, \; \text{such that} \; u \in \tilde{\mathcal{H}}(\Omega_1) \} \\
\quad = \text{Ker}(P_{\Gamma_1})
\]

Proof. We start by proving a).

- Let \((\varphi, \psi) \in H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)\) such that \(T_{\Gamma_2 \rightarrow \Gamma_1}(\varphi, \psi) = 0\). We denote by \(v\) the solution of the Helmholtz equation in \(\mathbb{R}^m \setminus \Gamma_2\) given by:

\[
v = -DL_{\Gamma_2}(\varphi) + SL_{\Gamma_2}(\psi), \quad \text{in} \; \mathbb{R}^m \setminus \Gamma_2.
\]  

(6.17)
Knowing that \( T_{\Gamma_2 \rightarrow \Gamma_1} (\varphi, \psi) = 0 \), it is clear that \((v, \partial_v v)\) vanishes on \( \Gamma_1 \). Using the unique continuation principle (see Corollary 13), we get that \( v = 0 \) in \( \mathbb{R}^m \setminus \Omega_2 \).

Consequently, we obtain
\[
(v^+, \partial_v v^+)|_{\Gamma_2} = (0, 0) \quad \text{on} \quad \Gamma_2
\]
where the following notation will be used
\[
v^\pm_{\Gamma_1} (x) := \lim_{h \to 0^+} v(x \pm h\nu) \quad \text{and} \quad \partial_v v^\pm_{\Gamma_1} (x) := \lim_{h \to 0^+} \nu \cdot \nabla v(x \pm h\nu) \quad \text{for} \quad x \in \Gamma_2.
\]

Therefore
\[
[v]|_{\Gamma_2} = v^+_{\Gamma_2} - v^-_{\Gamma_2} = v^-_{\Gamma_2} = \varphi \quad \text{and} \quad [\partial_v v]|_{\Gamma_2} = \partial_v v^+_{\Gamma_2} - \partial_v v^-_{\Gamma_2} = \partial_v v^-_{\Gamma_2} = \psi
\]

Then we obtain \( \text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1}) \subset \{(u, \partial_v u)|_{\Gamma_2}, \text{ such that } u \in \mathcal{H}(\Omega_2)\} \).

- Let \((\varphi, \psi) = (u, \partial_v u)|_{\Gamma_2}\) where \( u \in \mathcal{H}(\Omega_2) \) For \( x \in \Omega_1 \setminus \Omega_2 \) we have, using the Green formula in \( \Omega_2 \)
\[
\int_{\Gamma_2} \partial_v u(y) \Phi(x, y) ds(y) - \int_{\Gamma_2} u(y) \partial_v \Phi(x, y) ds(y) = 0
\]

Therefore, the function \( v \) be defined by (6.17) satisfies \( v = 0 \) in \( \Omega_1 \setminus \Omega_2 \). Hence we have:
\[
(\partial_v v^-, v^-)|_{\Gamma_1} = 0 \quad \text{and} \quad T_{\Gamma_2 \rightarrow \Gamma_1} (\varphi, \psi) = (0, 0).
\]

Consequently
\[
\text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1}) = \{(u, \partial_v u)|_{\Gamma_2}, \text{ such that } u \in \mathcal{H}(\Omega_2)\}.
\]

We can give another characterization of \( \text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1}) \) using the Calderón projector \( P_{\Gamma_2} \).

In fact, if \((\varphi, \psi) \in \text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1})\) then \((\varphi, \psi) = (v, \partial_v v)|_{\Gamma_2}\) where \( v \) satisfies the Helmholtz equation inside \( \Omega_2 \) and be represented as follows:
\[
v = -DL_{\Gamma_2} (v|_{\Gamma_2}) + SL_{\Gamma_2} (\partial_v v|_{\Gamma_2}) \quad \text{in} \quad \Omega_2.
\]

Using the trace and the normal derivative trace of \( v \) on \( \Gamma_2 \) we obtain
\[
v|_{\Gamma_2} = -K_{\Gamma_2} (v|_{\Gamma_2}) + \frac{v|_{\Gamma_2}}{2} + S_{|\Gamma_2} (\partial_v v|_{\Gamma_2}),
\]
\[
\partial_v v|_{\Gamma_2} = -T_{\Gamma_2} (v|_{\Gamma_2}) + K'_{|\Gamma_2} (\partial_v v|_{\Gamma_2}) + \frac{\partial_v v|_{\Gamma_2}}{2}.
\]

Consequently
\[
-K_{\Gamma_2} (v|_{\Gamma_2}) - \frac{v|_{\Gamma_2}}{2} + S_{|\Gamma_2} (\partial_v v|_{\Gamma_2}) = 0
\]
\[
-T_{\Gamma_2} (v|_{\Gamma_2}) + K'_{|\Gamma_2} (\partial_v v|_{\Gamma_2}) - \frac{\partial_v v|_{\Gamma_2}}{2} = 0
\]
which proves that \((v, \partial_v v)_{\Gamma_2} \in Ker(P_{\Gamma_2} - I)\). On the other hand let \((\varphi, \psi) \in Ker(P_{\Gamma_2} - I)\) and let the function \(v\) be defined by
\[
v = -DL_{\Gamma_2}(v) + SL_{\Gamma_2}(\varphi), \quad \text{in} \quad \mathbb{R}^m \setminus \Gamma_2.
\]
v satisfies the Helmholtz equation with index \(n\) in \(\mathbb{R}^m \setminus \Gamma_2\) and satisfying the radiation condition. Using trace formulas for double and single layer potential, we obtain
\[
\begin{pmatrix}
v^+_{\Gamma_2} \\
\partial_v v^+_{\Gamma_2}
\end{pmatrix} = (P_{\Gamma_2} - I) \begin{pmatrix}
\psi \\
\varphi
\end{pmatrix}
\]
Since \((\varphi, \psi) \in Ker(P_{\Gamma_2} - I)\) then we have
\[
(v^+, \partial_v v^+)_{\Gamma_2} = (0, 0)
\]
Using the unique continuation principle (see Corollary 13), then we have \(v\) is zero outside \(\Omega_2\) which prove that \((v, \partial_v v)_{\Gamma_1}\) is also zero and consequently \((\varphi, \psi) \in Ker(T_{\Gamma_2 \rightarrow \Gamma_1})\).

The proof of b) follows the same lines as the proof of a). \(\square\)

We now characterize the range of the operator \(T_{\Gamma_2 \rightarrow \Gamma_1}\). We recall that we have
\[
\text{Range}(T_{\Gamma_2 \rightarrow \Gamma_1}) = (Ker(T_{\Gamma_2 \rightarrow \Gamma_1}^*))^\perp
\]
Let \((\varphi, \psi) \in H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)\), and \((\varphi', \psi') \in H^{-1/2}(\Gamma_1) \times H^{1/2}(\Gamma_1)\), so we have:
\[
\langle T_{\Gamma_2 \rightarrow \Gamma_1}(\varphi, \psi), (\varphi', \psi') \rangle = \int_{\Gamma_1} \int_{\Gamma_2} \partial_v(y) \Phi(x, y) \varphi(y) \varphi'(x) - \int_{\Gamma_1} \int_{\Gamma_2} \Phi(x, y) \psi(y) \varphi'(x) + \int_{\Gamma_1} \int_{\Gamma_2} \partial_v(y) \Phi(x, y) \varphi(y) \varphi'(x) - \int_{\Gamma_1} \int_{\Gamma_2} \Phi(x, y) \psi(y) \psi'(x) \tag{6.18}
\]
Therefore,
\[
\langle T_{\Gamma_2 \rightarrow \Gamma_1}(\varphi, \psi), (\varphi', \psi') \rangle = \int_{\Gamma_2} \varphi(y) \overline{[\overline{K}(\varphi') + T(\psi')]} - \int_{\Gamma_2} \psi(y) \overline{[\overline{S}(\varphi') + \overline{K}(\psi')]} \tag{6.19}
\]
Consequently, \(T_{\Gamma_2 \rightarrow \Gamma_1}^*\) is given by:
\[
T_{\Gamma_2 \rightarrow \Gamma_1}^* \begin{bmatrix}
\varphi' \\
\psi'
\end{bmatrix} = \begin{bmatrix}
\overline{DL}_{\Gamma_1 \rightarrow \Gamma_2} & \overline{TL}_{\Gamma_1 \rightarrow \Gamma_2} \\
-\overline{SL}_{\Gamma_1 \rightarrow \Gamma_2} & -\overline{DL}_{\Gamma_1 \rightarrow \Gamma_2}
\end{bmatrix} \begin{bmatrix}
\varphi' \\
\psi'
\end{bmatrix}
\]
\(\overline{DL}_{\Gamma_1 \rightarrow \Gamma_2}, \overline{SL}_{\Gamma_1 \rightarrow \Gamma_2}, \overline{TL}_{\Gamma_1 \rightarrow \Gamma_2}, \overline{DL}_{\Gamma_1 \rightarrow \Gamma_2}\) have the same definition as \(DL_{\Gamma_1 \rightarrow \Gamma_2}, SL_{\Gamma_1 \rightarrow \Gamma_2}, TL_{\Gamma_1 \rightarrow \Gamma_2}, DL_{\Gamma_1 \rightarrow \Gamma_2}\) with \(\Phi\) replaced by \(\overline{\Phi}\). The next step is to characterize \(Ker(T_{\Gamma_2 \rightarrow \Gamma_1}^*)\).
We shall use the adjoint $P_{\Gamma_1}^*$ of $P_{\Gamma_1}$. Similar calculations as above show that $P_{\Gamma_1}^* : H^{-1/2}(\Gamma_1) \times H^{1/2}(\Gamma_1) \to H^{-1/2}(\Gamma_1) \times H^{1/2}(\Gamma_1)$ is given by

$$
P_{\Gamma_1}^* \begin{bmatrix} \varphi \\ \psi \end{bmatrix} = \begin{bmatrix} -K_{\Gamma_1}^* + \frac{I}{2} & -T_{\Gamma_1} \\ \mathcal{S}_{\Gamma_1} & T_{\Gamma_1}^* \end{bmatrix} \begin{bmatrix} \varphi \\ \psi \end{bmatrix}$$

(6.20)

where $K_{\Gamma_1}^* \rightarrow \Gamma_1 \rightarrow \Gamma_2$, $S_{\Gamma_1} \rightarrow \Gamma_2$, $T_{\Gamma_1} \rightarrow \Gamma_2$, $K_{\Gamma_1} \rightarrow \Gamma_2$, $T_{\Gamma_1} \rightarrow \Gamma_2$, $K_{\Gamma_1} \rightarrow \Gamma_2$ with $\Phi$ replaced by $\overline{\Phi}$. $P_{\Gamma_1}^*$ is also a projector i.e $P_{\Gamma_1}^* P_{\Gamma_1} = P_{\Gamma_1}^*$.

We prove the following lemma:

**Lemma 41.**

$$
\text{Ker}(T_{\Gamma_2 \to \Gamma_1}^*) = \{ (\partial_{\nu} \bar{u}, -\bar{u})|_{\Gamma_1} \text{ such that } u \in \hat{\mathcal{H}}(\Omega_1) \} = \text{Ker}(P_{\Gamma_1}^* - I).
$$

**Proof.** Let $(\varphi', \psi') \in H^{-1/2}(\Gamma_2) \times H^{1/2}(\Gamma_2)$ such that $T_{\Gamma_2 \to \Gamma_1}^*(\varphi', \psi') = 0$. We define $v$ by:

$$
v(x) = -\mathcal{S}L_{\Gamma_1}(\varphi') - DL_{\Gamma_1}(\psi'), \quad \text{for all } x \in \mathbb{R}^m \setminus \Gamma_1 \quad (6.21)
$$

$v$ satisfies the Helmholtz equation with index $\bar{n}$ in $\mathbb{R}^m \setminus \Gamma_1$ and $\bar{v}$ satisfies the radiation condition. Using the fact that

$$
T_{\Gamma_2 \to \Gamma_1}^*(\varphi', \psi') = 0 \quad \iff \quad (v, \partial_{\nu} v)|_{\Gamma_2} = (0, 0)
$$

Using the unique continuation principle (see Corollary 13), we obtain $v = 0$ in $\Omega_1$ and consequently

$$
(v^-, \partial_{\nu} v^-)|_{\Gamma_1} = (0, 0) \quad \text{on } \Gamma_1
$$

On the other hand

$$
[v]|_{\Gamma_1} = v^+|_{\Gamma_1} - v^-|_{\Gamma_1} = v^+|_{\Gamma_1} = -\psi' \quad \text{and} \quad [\partial_{\nu} v]|_{\Gamma_1} = \partial_{\nu} v^+|_{\Gamma_1} - \partial_{\nu} v^-|_{\Gamma_1} = \partial_{\nu} v^+|_{\Gamma_1} = \varphi'
$$

Finally we have

$$
(\varphi', \psi') = (\partial_{\nu} v^+, -v^+)|_{\Gamma_1} \quad \implies \quad (\varphi', \psi') = (\overline{\partial_{\nu} w^+}, -w^+)|_{\Gamma_1}
$$

where $u = \tilde{v} \in \hat{\mathcal{H}}(\Omega_1)$. Hence

$$
\text{Ker}(T_{\Gamma_2 \to \Gamma_1}^*) \subset \{ (\partial_{\nu} \bar{u}, -\bar{u})|_{\Gamma_1} \text{ such that } u \in \hat{\mathcal{H}}(\Omega_1) \}.
$$
• Let \((\varphi', \psi') = (\partial_\nu \bar{u}, -\bar{u})_{\Gamma_1}\), where \(u \in \tilde{H}(\Omega_1)\). We recall that
\[
\forall x \in \Omega_1, \quad \Delta \Phi(., x) + k^2 n \Phi(., x) = 0 \quad \text{in} \quad \mathbb{R}^m \setminus \Omega_1
\]
Using the fact that both functions \(\Phi\) and \(u\) satisfy the same Helmholtz equation in \(\mathbb{R}^m \setminus \Omega_1\) and the radiation condition then we have
\[
\int_{\Gamma_1} \left( \partial_\nu \bar{u}(y) \Phi(x, y) - \partial_\nu \Phi(x, y) \bar{u}(y) \right) ds(y) = 0 \quad \forall x \in \Omega_1.
\]
Hence the function \(v\) defined by (6.21) is zero in \(\Omega_1\). Consequently
\[
T^*_{\Gamma_2 \rightarrow \Gamma_1}(\varphi', \psi') = 0.
\]
This proves that
\[
Ker(T^*_{\Gamma_2 \rightarrow \Gamma_1}) = \{(\partial_\nu \bar{u}, -\bar{u})_{\Gamma_1} \quad \text{such that} \quad u \in \tilde{H}(\Omega_1)\}.
\]
We now prove that \(Ker(T^*_{\Gamma_2 \rightarrow \Gamma_1}) = Ker(P^*_{\Gamma_1} - I)\). In fact, if \((\varphi, \psi) \in Ker(T^*_{\Gamma_2 \rightarrow \Gamma_1})\) then \((\varphi, \psi) = (\partial_\nu v, -v)_{\Gamma_1}\), where \(v \in \tilde{H}(\Omega_1)\) and using the integral equation \(v\) can be represented as follows:
\[
v(x) = DL_{\Gamma_1}(v|_{\Gamma_1})(x) - SL_{\Gamma_1}(\partial_\nu v|_{\Gamma_1})(x) \quad \forall x \in \mathbb{R}^m \setminus \Omega_1.
\]
Using the trace and the normal derivative trace of \(v\) on \(\Gamma_1\) we obtain
\[
v|_{\Gamma_1} = K_{\Gamma_1}(v|_{\Gamma_1}) + \frac{v|_{\Gamma_1}}{2} - S_{\Gamma_1}(\partial_\nu v|_{\Gamma_1}),
\]
\[
\partial_\nu v|_{\Gamma_1} = T_{\Gamma_1}(v|_{\Gamma_1}) - K'_{\Gamma_1}(\partial_\nu v|_{\Gamma_1}) + \frac{\partial_\nu v|_{\Gamma_1}}{2}.
\]
Hence
\[
\psi = K_{\Gamma_1}(\psi) + \frac{\psi}{2} + S_{\Gamma_1}(\varphi),
\]
\[
\varphi = -T_{\Gamma_1}(\psi) - K'_{\Gamma_1}(\varphi) + \frac{\varphi}{2}.
\]
Consequently
\[
K_{\Gamma_1}(\psi) - \frac{\psi}{2} + S_{\Gamma_1}(\varphi) = 0
\]
\[
-T_{\Gamma_1}(\psi) - K'_{\Gamma_1}(\varphi) - \frac{\varphi}{2} = 0
\]
which proves that \((\varphi, \psi) \in Ker(P^*_{\Gamma_1} - I)\) and consequently \(Ker(T^*_{\Gamma_2 \rightarrow \Gamma_1}) \subset Ker(P^*_{\Gamma_1} - I)\).
On the other hand let \((\varphi, \psi) \in Ker(P^*_{\Gamma_1} - I)\) and let the function \(v\) defined by
\[
v = DL_{\Gamma_1}(\psi) + SL_{\Gamma_1}(\varphi), \quad \text{in} \quad \mathbb{R}^m \setminus \Gamma_1
\]
This function satisfies the Helmholtz equation with index $\bar{n}$ in $\mathbb{R}^m \setminus \Gamma_1$. Using the trace formulas of the double layer and simple layer potential on $\Gamma_1$, we obtain

\[
\begin{pmatrix}
\partial_{\nu} v_{\Gamma_1} \\
v_{\Gamma_1}
\end{pmatrix} = \left(P_{\Gamma_1}^s - I\right) \begin{pmatrix}
\varphi \\
\psi
\end{pmatrix}
\]

Since $(\varphi, \psi) \in \text{Ker}(P_{\Gamma_1}^s - I)$ then we have

\[
(v^-, \partial_{\nu} v^-)_{|\Gamma_1} = (0, 0)
\]

Using the unique continuation principle (see Corollary 13), then we have $v$ is zero in $\Omega_1$ which prove that $(v, \partial_{\nu} v)_{|\Gamma_2}$ and consequently $(\varphi, \psi) \in \text{Ker}(T_{\Gamma_1 \rightarrow \Gamma_2})$.

The proof of $\text{Ker}(T_{\Gamma_1 \rightarrow \Gamma_2})$ follows the same lines as the proof of $\text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1})$.

**Corollary 42.**

\[
\text{Range}(T_{\Gamma_2 \rightarrow \Gamma_1}) = \text{Ker}(P_{\Gamma_1}) = \text{Range}(P_{\Gamma_1} - I)
\]

\[
\text{Range}(T_{\Gamma_1 \rightarrow \Gamma_2}) = \text{Ker}(P_{\Gamma_2}) = \text{Ker}(P_{\Gamma_2} - I)
\]

**Proof.** The proof of this corollary can be deduced directly from Lemma 41 and using the fact that both of $P_{\Gamma_1}$, $P_{\Gamma_1}^s$, $P_{\Gamma_2}$ and $P_{\Gamma_2}^s$ are a Calderón projector. We recall that we have

\[
\text{Range}(T_{\Gamma_2 \rightarrow \Gamma_1}) = (\text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1})^\perp, \text{Range}(P_{\Gamma_1} - I)) = \text{Ker}(P_{\Gamma_1})
\]

\[
\text{Range}(T_{\Gamma_1 \rightarrow \Gamma_2}) = (\text{Ker}(T_{\Gamma_1 \rightarrow \Gamma_2})^\perp, \text{Range}(P_{\Gamma_2} - I)) = \text{Ker}(P_{\Gamma_2})
\]

On the other hand we have

\[
(\text{Ker}(T_{\Gamma_2 \rightarrow \Gamma_1})^\perp = (\text{Ker}(P_{\Gamma_1} - I))^\perp = \text{Range}(P_{\Gamma_1} - I) = \text{Ker}(P_{\Gamma_1}),
\]

\[
(\text{Ker}(T_{\Gamma_1 \rightarrow \Gamma_2})^\perp = (\text{Ker}(P_{\Gamma_2}^s))^\perp = \text{Range}(P_{\Gamma_2}) = \text{Ker}(P_{\Gamma_2} - I).
\]

**Lemma 43.** The operator $A : X \rightarrow Y$ defined by expression (6.13) is one to one and has a dense range, where $X = H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)$ and $Y = \text{Ker}(P_{\Gamma_1}) \times \text{Ker}(P_{\Gamma_2} - I)$. Moreover $\text{Range}(A) = \text{Range}(B)$ where $B$ is defined by (6.14).

**Proof.** We start by proving the injectivity of the operator $A$. Since $P_{\Gamma_2}$ is a projector then

\[
X = \text{Ker}(P_{\Gamma_2}) \oplus \text{Range}(P_{\Gamma_2}), \quad \text{and for all} \quad u \in X, \quad u = u_1 + u_2
\]
where \( u_1 \in \text{Ker}(P_{\Gamma_2}) \) and \( u_2 \in \text{Range}(P_{\Gamma_2}) \). Let \( u \in X \) such that \( A(u) = 0 \) then we have

\[
T(u) = 0 \quad \text{and} \quad P_{\Gamma_2}(u) = 0.
\]

Hence, by linearity

\[
T(u) = T(u_1) + T(u_2).
\]

Using Lemma 40 then \( u_2 \in \text{Ker}(T_{\Gamma_2 - \Gamma_1}) \) and consequently we have

\[
T(u_1) = 0 \quad \implies \quad u_1 = 0.
\]  

(6.23)

On the other hand, we have

\[
P_{\Gamma_2}(u) = 0 \quad \implies \quad P_{\Gamma_2}(u_2) = 0
\]  

(6.24)

Since \( u_2 \in \text{Range}(P_{\Gamma_2}) \) and \( P_{\Gamma_2} \) is a projector then

\[
P_{\Gamma_2}(u_2) = u_2 \quad \implies \quad u_2 = 0.
\]

This proves the injectivity of the operator \( A \). On the other hand, for the characterization of the range of the operator \( A \) we use Corollary ?? in which we have proved that \( \overline{\text{Range}(T_{\Gamma_2 - \Gamma_1})} = \text{Ker}(P_{\Gamma_1}) \). For the Calderón projector \( P_{\Gamma_2} \) we have \( \text{Range}(P_{\Gamma_2}) = \text{Ker}(P_{\Gamma_2} - I) \) and Consequently we obtain

\[
\overline{\text{Range}(A)} = \text{Ker}(P_{\Gamma_1}) \times \text{Ker}(P_{\Gamma_2} - I)
\]

Using Corollary 42 we deduce that \( \overline{\text{Range}(B)} = \text{Ker}(P_{\Gamma_1}) \times \overline{\text{Range}(T_{\Gamma_1 - \Gamma_2})} \).

\[
\square
\]

**Corollary 44.** Let \((f, g) \in H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1)\) and \((u_{\Gamma_2}, \partial_{\nu} u_{\Gamma_2}) \in H^{1/2}(\Gamma_2) \times H^{-1/2}(\Gamma_2)\) such that

\[
A \begin{pmatrix} u_{\Gamma_2} \\ \partial_{\nu} u_{\Gamma_2} \end{pmatrix} = B \begin{pmatrix} f \\ g \end{pmatrix},
\]

(6.25)

\((f^\delta, g^\delta) \in H^{1/2}(\Gamma_1) \times H^{-1/2}(\Gamma_1)\) such that

\[
\left\| \begin{pmatrix} f^\delta \\ g^\delta \end{pmatrix} - \begin{pmatrix} f \\ g \end{pmatrix} \right\| \leq \delta
\]

Let the Tikhonov solution \((u^\delta, \partial_{\nu} u^\delta)\) satisfying

\[
(\alpha(\delta) + A^* A) \begin{pmatrix} u^\delta \\ \partial_{\nu} u^\delta \end{pmatrix} = A^* B \begin{pmatrix} f^\delta \\ g^\delta \end{pmatrix}
\]

(6.26)
where $\alpha(\delta)$ is determined using the Morozov discrepancy principle, i.e $\alpha(\delta)$ is the unique solution of
\[
\left\| A \left( \frac{\partial u}{\partial \nu} \right)^{\delta} - B \left( \frac{f^{\delta}}{g^{\delta}} \right) \right\| = \delta \| B \| < \left\| B \left( \frac{f^{\delta}}{g^{\delta}} \right) \right\| \tag{6.27}
\]
Then
\[
\left\| \left( \frac{\partial u}{\partial \nu} \right)^{\delta} - \left( \frac{u}{\partial \nu} \right) \right\| \longrightarrow 0 \quad \text{as} \quad \delta \longrightarrow 0 \tag{6.28}
\]

Proof. The proof of this Corollary can be deduced directly from Lemma 43 using the Tikhonov regularization theory and Morozov discrepancy principle. For more details see [41, Theorem 4.17, p 85]

### 6.2.2 Numerical validation

The numerical experiments are conducted in a 2D setting of the problem. We recall that our algorithm is based on solving the equation (6.26). The efficiency of this approach is tested against synthetic data by solving the scattering problem from a crack illustrated by Figure 6.2. The data on $\Gamma_1$ is generated using the integral equation approach of Chapter 1. We use 100 discretization points on each boundary with three tests for the crack $\sigma = [-0.25, 0.25] \times \{0\}$ and the point source $x_0 = (-2.5, -2.5)$.

The first test (a) on which both $\Gamma_1$ and $\Gamma_2$ are the interior and exterior boundary of an annulus. The second one (b) where the outer geometry is a circle and the inner is a square. The third test (c) is where the exterior is the circle and the interior geometry is an ellipse.

Test (a) gives a good reconstruction with high precision even when the two circles are not very close (see Figures 6.3, 6.5), which prove that the algorithm is not very sensitive to the distance between the two boundary. Figure 6.4, 6.7, 6.10 show the stability of the algorithm since in the three tests geometry we have a reconstructed data close to the exact data. Note that in the case of a non circular geometry, all tests give also a good approximation but with less precision as compared to the circular case (see Figure 6.8, 6.10). This issue can be tackled by increasing the index of refraction as shown in Figure 6.6, 6.8.

![Figure 6.2: Configuration for the simulation of synthetic data.](image-url)
Figure 6.3: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (a) using the data completion algorithm (red) the exact data (blue) without added noise.
Figure 6.4: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (a) using the data completion algorithm (red) the exact data (blue) with added noise $\zeta$. 
Figure 6.5: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (a) using the data completion algorithm (red) the exact data (blue) without added noise.
Figure 6.6: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (a) using the data completion algorithm (red) the exact data (blue) without added noise.
Figure 6.7: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (b) using the data completion algorithm (red) the exact data (blue) with added noise $\zeta$. 
Exact geometry: test (b)
\[ \sigma \]
\[ \Gamma_1 \]
\[ n_1 = 4 \]
\[ n_2 = 2 \]

Figure 6.8: Reconstruction of the Cauchy data on \( \Gamma_2 \) in the case of test (b) using the data completion algorithm (red) the exact data (blue) without added noise.
Figure 6.9: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (b) using the data completion algorithm (red) the exact data (blue) without added noise.
Figure 6.10: Reconstruction of the Cauchy data on $\Gamma_2$ in the case of test (c) using the data completion algorithm (red) the exact data (blue) with added noise $\zeta$. 
6.3 Application of the data completion algorithm to the RG-LSM

6.3.1 Configuration for the inverse scattering problem

We start this section by introducing the setting of our inverse problem that consists in reconstructing the crack in a stratified domain. We assume that we have an inhomogeneous medium with index of refraction $n$, which is piecewise-constant that can be a complex-valued function with non-negative imaginary part. Let $\Omega_2 \subset \mathbb{R}^m$ be a subdomain with a constant index $n_2$ containing the crack $\sigma$ which is a smooth non-intersecting open arc. We also assume that $\Omega_2$ is embedded in a subdomain $\Omega_1$ with a constant index $n_1$.

![Figure 6.11: Representation of the domain](image)

The forward problem that we consider consists in applying an incident wave $u^i = G(\cdot, x_0)$ for a point source $x_0 \in \mathbb{R}^m \setminus \bar{\Omega}_1$ and measuring the total field on $\Gamma_1$. We denote by $G$ the Green function of the whole domain satisfying (6.29).

$$\Delta G(\cdot, x_0) + k^2 n G(\cdot, x_0) = -\delta_{x_0}\quad \text{in} \quad \mathbb{R}^m,$$

and the Sommerfeld radiation condition

$$\lim_{r=|x| \to +\infty} r^{m-1}\left(\partial_r G(\cdot, x_0) - i k n G(\cdot, x_0)\right) = 0 , \quad \text{uniformly for all} \quad \hat{x} = \frac{x}{|x|}.$$ 

Hence, the total field $u = u^s + u^i$ is solution of (6.30), where $u^s$ is the scattered field

$$\begin{cases} \Delta u + k^2 n u = -\delta_{x_0} & \text{in} \quad \mathbb{R}^m \setminus \sigma \\ \partial_{\nu} u_\pm + \lambda^{\pm} u_\pm = 0 & \text{on} \quad \sigma \end{cases}$$

(6.30)

and the Sommerfeld radiation condition

$$\lim_{r=|x| \to +\infty} r^{m-1}\left(\partial_r u^s(\hat{x}) - i k n u^s(\hat{x})\right) = 0 , \quad \text{uniformly for all} \quad \hat{x} = \frac{x}{|x|}.$$
Our inverse problem consists in retrieving the crack $\sigma$ knowing all the measurements of the Cauchy data $(f_{x_0}, g_{x_0}) = (u(., x_0), \partial_{\nu} u(., x_0))|_{\Gamma_1}$ on $\Gamma_1$ for all the points source $x_0 \in C$, where $C$ is a regular boundary of an open domain that contains $\Omega_1$. The issue is that the RG-LSM algorithm cannot be applied in this case since the domain is stratified. To tackle this issue, we propose to apply the data completion algorithm introduced in the previous sections to find all the measurements of the Cauchy data $(u(., x_0), \partial_{\nu} u(., x_0))|_{\Gamma_2}$ for all $x_0 \in C$, which consequently makes easy the use of the RG-LSM algorithm since $\Omega_2$ has a constant index.

**Algorithm**

Assuming that we have generating the data $(u(., x_j), \partial_{\nu} u(., x_j))|_{\Gamma_1}$ on the boundary $\Gamma_1$ for $\tilde{n}$ point sources $(x_j)_{j=1: \tilde{n}}$. Then the algorithm is decomposed on two steps:

- **Step 1**: reconstruct the Cauchy data on $\Gamma_2$ by solving for each $x_j, j = 1 : \tilde{n}$ the equation (6.26)

- **Step 2**: We solve (5.29) which enables to retrieve the crack as explained in Chapter 5 with $n = n_2$ and the index of the exterior domain is $n_1$.

### 6.3.2 Numerical experiments

In this subsection we give the numerical results for the crack reconstruction using the data given in the three tested domains presented in Section 6.2.2. Note that both line shaped and arc shaped cracks are considered. We give for the three domains a comparison between the crack reconstruction using the exact synthetic data and the reconstructed data. The experiments are conducted for 100 point sources uniformly distributed in the square with vertex $(-2.5, -2.5), (2.5, -2.5), (2.5, 2.5), (-2.5, 2.5)$ and 100 discretization points on $\Gamma_1$ and $\Gamma_2$. The considered wave length is $\lambda = 1$.

We show that the results obtained by using the reconstructed Cauchy data and the exact data are close for the different crack shapes and impedance values considered in the experiments. This can be explained by the fact that, although the reconstructed data are slightly different from the exact ones, which can be considered as a kind of noisy data for the crack reconstruction problem, the stability of the RG-LSM algorithm reconstruction is generated by the use of Tikhonov regularization by solving (5.24) [see Section 5.4.1].
Figure 6.12: Reconstruction of a segment crack $\sigma = [-0.25, 0.25] \times \{0\}$ associated to test (a) using 100 discretization points on $\Gamma_1$, $\Gamma_2$ and $\sigma$, for $\lambda^\pm = 10^3$ (in the first line), $\lambda^\pm = 10^{-3}$ (in the second line) and $\lambda^\pm = 10$ (in the third line), using the exact data (left) and the reconstructed data (right).
Figure 6.13: Reconstruction of an open arc crack centered on \((-0.25, -0.25)\) with radius \(r = 0.5\) associated to test \((a)\), using 100 discretization points on \(\Gamma_1, \Gamma_2\) and \(\sigma\), for \(\lambda^\pm = 10^3\) (in the first line), \(\lambda^\pm = 10^{-3}\) (in the second line) and \(\lambda^\pm = 10\) (in the third line), using the exact data (left) and the reconstructed data (right).
6.3. APPLICATION OF THE DATA COMPLETION ALGORITHM TO THE RG-LSM

Figure 6.14: Reconstruction of a segment crack $\sigma = [-0.25, 0.25] \times \{0\}$ associated to test (b) using 100 discretization points on $\Gamma_1$, $\Gamma_2$ and $\sigma$, for $\lambda^\pm = 10^3$ (in the first line), $\lambda^\pm = 10^{-3}$ (in the second line) and $\lambda^\pm = 10$ (in the third line), using the exact data (left) and the reconstructed data (right).
Figure 6.15: Reconstruction of an open arc crack \( \sigma \) centered on \((-0.25, -0.25)\) with radius \( r = 0.5 \) associated to test \((b)\) using 100 discretization points on \( \Gamma_1, \Gamma_2 \) and \( \sigma \), for \( \lambda^\pm = 10^3 \) (in the first line), \( \lambda^\pm = 10^{-3} \) (in the second line) and \( \lambda^\pm = 10 \) (in the third line), using the exact data (left) and the reconstructed data (right).
Figure 6.16: Reconstruction of a segment crack \( \sigma = [-0.25, 0.25] \times \{0\} \) associate to test (c) using 100 discretization points on \( \Gamma_1, \Gamma_2 \) and \( \sigma \), for \( \lambda^\pm = 10^3 \) (in the first line), \( \lambda^\pm = 10^{-3} \) (in the second line) and \( \lambda^\pm = 10 \) (in the third line), using the exact data (left) and the reconstructed data (right).
Figure 6.17: Reconstruction of an open arc crack $\sigma$ centered on $(-0.25, -0.25)$ with radius $r = 0.5$ associated to test (c) using 100 discretization points on $\Gamma_1$, $\Gamma_2$ and $\sigma$, for $\lambda^\pm = 10^3$ (in the first line), $\lambda^\pm = 10^{-3}$ (in the second line) and $\lambda^\pm = 10$ (in the third line), using the exact data (left) and the reconstructed data (right).
Figures 6.12-6.13 show that in the case of a circular geometry of the inner and the exterior boundary as in test (a) we have a very good reconstruction since no difference between the reconstruction using the reconstructed data and the exact one can be noticed. In the case of a non circular geometry, Figures 6.14, 6.15, 6.16 and 6.17 also show that a good reconstruction is obtained but with a small difference between the two results. This small difference is due to the small difference between the two data, which is not noticed in the case of a circular geometry as shown in the previous Section.

6.4 Conclusion

In this study, a data completion method for the Helmholtz equation is developed. The main advantage of the proposed method is that it provides a simple and fast algorithm and it also gives stable results for a problem (i.e. Cauchy problem) that is known to be severely ill posed. Using the boundary conditions and the surface representation of the solution, we have derived a linear integral equation system that has to be verified by the missing Cauchy data. Using this formulation of the problem, the main difficulties consist in proving the injectivity and the denseness of the range of the used operator, which has been tackled by characterizing its kernel and its range. The latter properties are used to prove that an approximate solution can be given using Tikhonov regularization and the Morozov discrepancy principle. Moreover in our formulation, the available Cauchy data are multiplied by an operator that has the same range as the operator to be inverted, even with an adding noise on the initial data, which induces the robustness of our method. In the second part of this chapter, we have presented an application of the data completion algorithm to the crack reconstruction using the RG-LSM algorithm. The crack reconstruction given with the reconstructed data is very close to the one obtained with the synthetic data which proves the efficiency of this method, and consequently enables us to generalize the use of the RG-LSM to more realistic and complicated cases such as the detection of a buried obstacle in a stratified domain (e.g. detection of mine buried in the sol, imaging of anomalous under the skin, etc.) knowing the index of refraction of each layer or sub-domain. This data completion step enables us to keep benefit from the main advantage of the RG-LSM which consists in avoiding the computation of the Green function of the stratified domain.
Conclusion

Conclusions

The focus of the research described in this dissertation is the inverse scattering problem in the context of acoustic and electromagnetic waves. The aim is the application of some sampling methods to reconstruct cracks in the case of impedance boundary conditions on both sides of the crack. Note that the sampling methods have been largely studied during the last decade due to their attractiveness in terms of their implementation simplicity, their numerical rapidity and their performance when only limited knowledge about the scatterer is available.

By building up on earlier studies on the LSM, we have theoretically justified the use of this method to reconstruct cracks with different shapes and for different ranges of the impedance values in the case of impedance boundary conditions on both sides of the crack. Overall, the results show high precise reconstructions, especially for small and high magnitudes of the impedance values. However, the quality of the results slightly deteriorates for intermediary impedance values. In this latter case, the quality of the reconstruction is sensitive to the reconstructed normals and also to the frequency. Our method of determination of the impedance values shows also that the reconstruction is accurate in most of the cases, with relatively less accuracy in the case of intermediary impedance values.

The application of the Factorization method was challenging due to the difficulties that arise on the theoretical level. The challenge was to find a good factorization of the far-field operator and to prove that this factorization respects the theoretical framework of the method. We analyzed both the $F_2$ method and the so-called inf criterion. From, the numerical side, we only considered the $F_2$ method. The case of impedance boundary conditions causes similar difficulties in designing the numerical algorithm as for the LSM, since it also requires a proper choice of the orientation of the probing “small” crack. The numerical results show a slightly better performance of the $F_2$ method as compared to the LSM method even for intermediary impedance values.
Building on the work of F. Delbary and N. Zeev and F. Cakoni, the use of the RG-LSM has been extended to the case of impedance boundary conditions and the efficiency of the developed method has been numerically shown for different crack shapes. However, in order to make more realistic the use of our method, a new data completion algorithm has been developed and coupled to the RG-LSM to enable a reconstruction of cracks embedded in stratified domains. The numerical results show overall a good reconstruction quality obtained using this method. It should be noted that in some cases the reconstructed data are different from the exact one, which may impact the quality of the results. The stability of the crack shape reconstruction is ensured by the use of Tikhonov regularization.

**Directions for future work**

A natural avenue for further research would be to extend the investigations of the LSM and the Factorisation method to 3D settings on Maxwell’s equations or elasticity. For the acoustic case (scalar) the theoretical justifications developed in this dissertation are valid for any space dimension, and particularly in 3D settings. Another interesting further work would be to apply the Factorization method in the case of inhomogeneous domains with near-fields. An idea to do so would consist in developing a method that associates the RG-LSM and the Factorization method.
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