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#### Abstract

This work is concerned with the study of the Novikov-Veselov equation, a $(2+1)$ dimensional analog of the renowned Korteweg-de Vries equation, integrable via the inverse scattering transform for the 2-dimensional stationary Schrödinger equation at a fixed energy. We start by studying a special class of rational nonsingular algebraically localized solutions of the Novikov-Veselov equation at positive energy constructed by Grinevich and Zakharov and we demonstrate that these solutions are multisolitons. Grinevich-Zakharov solutions are localized as $O\left(|x|^{-2}\right),|x| \rightarrow \infty$, and in the present work we prove that this localization is almost the strongest possible : we show that the Novikov-Veselov equation at nonzero energy does not possess solitons localized stronger than $O\left(|x|^{-3}\right),|x| \rightarrow \infty$. For the case of zero energy we show that if the solitons of the Novikov-Veselov equation belong to the range of solutions of the modified Novikov-Veselov equation under Miura transform, then localization stronger than $O\left(|x|^{-2}\right)$ is not possible. In the present work we also study the question of the asymptotic behavior of solutions to the Cauchy problem for the Novikov-Veselov equation at nonzero energy (for the case of positive energy transparent or reflectionless solutions are considered). Under assumption that the scattering data for the solutions are nonsingular we obtain that these solutions decrease uniformly with time as $O\left(t^{-1}\right), t \rightarrow+\infty$, in the case of positive energy and as $O\left(t^{-3 / 4}\right), t \rightarrow+\infty$, in the case of negative energy ; in the latter case we also demonstrate that the obtained estimate is optimal.


## Résumé

Ce travail est consacré à l'étude de l'équation de Novikov-Veselov, un analogue $(2+1)$-dimensionnel de l'équation renommée de Korteweg-de Vries, intégrable via la transformée de la diffusion inverse pour l'équation de Schrödinger stationnaire en dimension 2 à énergie fixe. Nous commençons par étudier une classe spéciale de solutions rationnelles non singulières de l'équation de Novikov-Veselov à énergie positive, construites par Grinevich et Zakharov, et nous démontrons que ces solutions sont multisolitons. Les solutions de Grinevich-Zakharov sont localisées comme $O\left(|x|^{-2}\right),|x| \rightarrow \infty$, et dans le travail présent, nous prouvons que cette localisation est presque la plus forte possible pour les solitons de l'équation de Novikov-Veselov : nous montrons que l'équation de Novikov-Veselov à énergie non nulle ne possède pas de solitons localisés plus fort que $O\left(|x|^{-3}\right),|x| \rightarrow \infty$. Pour le cas d'énergie zéro, nous montrons que si les solitons de l'équation de Novikov-Veselov apartiennent à l'image des solutions de l'équation de Novikov-Veselov modifiée sous la transformation de Miura, dans ce cas, la localisation plus forte que $O\left(|x|^{-2}\right)$ n'est pas possible. Dans le travail présent, nous étudions également la question du comportement asymptotique des solutions du problème de Cauchy pour l'équation de Novikov-Veselov à énergie non nulle (pour le cas d'énergie positive, les solutions transparentes ou reflectionless sont considérées). Sous l'hypothèse de non singularité des données de diffusion des solutions nous obtenons que ces solutions décroissent avec le temps de façon uniforme comme $O\left(t^{-1}\right), t \rightarrow+\infty$, dans le cas d'énergie positive et comme $O\left(t^{-3 / 4}\right)$, $t \rightarrow+\infty$, dans le cas d'énergie negative; dans ce dernier cas, nous démontrons également que l'estimation obtenue est optimale.

## Introduction

In the present work we study solitons and large time behavior of solutions of a $(2+1)-$ dimensional analog of the renowned Korteweg-de Vries equation (KdV) proposed in 1984 by S.P. Novikov and A.P. Veselov and integrable via the inverse scattering transform for the stationary 2-dimensional Schrödinger equation at fixed energy.

The Korteweg-de Vries equation

$$
v_{t}+6 v v_{x}+v_{x x x}=0,
$$

derived at the end of the XIX century as an equation describing long waves on shallow water, attracted a broad interest of researchers in the second half of the XX century, when in 1967 C.S. Gardner, J.M. Greene, M.D. Kruskal and R.M. Miura discovered that this equation can be intergrated via the scattering transform for the stationary Schrödinger equation ([17]). It was demonstrated that if KdV is written in terms of the scattering data for the stationary Schrödinger equation with potential $v(x, t)$, depending on an additional parameter $t$, then KdV is transformed into an ensemble of noninteracting linear oscillators. Thus the problem of integrating a nonlinear differential equation was reduced to a sequence of linear problems; in addition, it was shown that the scattering transform for the solution of the KdV equation is an analog of the Fourier transform for the solutions of linear differential equations.

The exact method of integration allowed to study in detail the asymptotic behavior of solutions for the KdV equation (see [18], [58], [65]). It was shown that any sufficiently localized solution of KdV behaves at large times as a sum of $N$ solitons (corresponding to $N$ eigenvalues of the Schrödinger operator with potential $v(x, 0))$, i.e. a sum of $N$ solitary waves that propagate preserving their form and restoring it after interaction.

The algebraic nature of integrability of KdV was revealed by P.D. Lax ([42]), who showed that KdV is equivalent to the following equation describing the evolution of operator $\mathcal{L}$

$$
\begin{gather*}
\frac{\partial \mathcal{L}}{\partial t}=[\mathcal{L}, A], \text { where }  \tag{0.1}\\
\mathcal{L}=-\partial_{x}^{2}+v(x, t), \quad A=\partial_{x}^{3}-\frac{3}{4}\left(v(x, t) \partial_{x}+\partial_{x} v\right), \quad[\cdot, \cdot] \text { is the commutator } \tag{0.2}
\end{gather*}
$$

(the so-called Lax representation). This equation can be regarded as a compatibility condition for the following equations

$$
\begin{align*}
& \mathcal{L} \psi=\lambda \psi  \tag{0.3}\\
& \psi_{t}=A \psi \tag{0.4}
\end{align*}
$$

for all values of spectral parameter $\lambda$.
Representation of the form (0.1) was later obtained for a large class of well-known nonlinear equations, including the cubic Schrödinger equation, sine-Gordon equation, KadomtsevPetviashvili equation and others (see, for example, references in [22] and [52]). These results led to a rapid development of an exact integration method for a certain class of nonlinear differential equations, called the inverse scattering transform (IST) method. In particular, it was found out that solutions of a large number of equations, integrable via IST, have properties similar to those of KdV : for example many of them possess $N$-soliton solutions.

An attempt to generalize KdV to higher space dimensions leads to different analogs of this equation. Thus the renowned Kadomtsev-Petviashvili (KP) equation is obtained if transverse perturbations of the line soliton solution of KdV are taken into account ([31]). ZakharovKuznetsov equation describing the propagation of nonlinear ion-acoustic waves in the magnetic field in plasma (see [64]) reduces to KdV if the solution depends only on one space coordinate. However, from the mathematical point of view the most natural $(2+1)$-dimensional generalization of KdV is the Novikov-Veselov equation

$$
\begin{align*}
& \partial_{t} v=4 \operatorname{Re}\left(4 \partial_{z}^{3} v+\partial_{z}(v w)-E \partial_{z} w\right),  \tag{0.5a}\\
& \partial_{\bar{z}} w=-3 \partial_{z} v, \quad v=\bar{v}, \text { i.e. } v \text { is a real-valued function, } \quad E \in \mathbb{R},  \tag{0.5b}\\
& v=v(x, t), \quad w=w(x, t), \quad x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}, \quad t \in \mathbb{R}, \tag{0.5c}
\end{align*}
$$

where

$$
\begin{equation*}
\partial_{t}=\frac{\partial}{\partial t}, \quad \partial_{z}=\frac{1}{2}\left(\frac{\partial}{\partial x_{1}}-i \frac{\partial}{\partial x_{2}}\right), \quad \partial_{\bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x_{1}}+i \frac{\partial}{\partial x_{2}}\right) . \tag{0.6}
\end{equation*}
$$

First of all, this equation reduces to the classical KdV when $v=v\left(x_{1}, t\right), w=w\left(x_{1}, t\right)$. Further, it is integrable via the inverse scattering transform for the two-dimensional stationary Schrödinger equation at fixed energy $E$ :

$$
\begin{align*}
& L \psi=E \psi, \quad L=-\Delta+v(x, t), \\
& x \in \mathbb{R}^{2}, \quad \Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}, \quad E=E_{\text {fixed }} . \tag{0.7}
\end{align*}
$$

In addition, when $E \rightarrow \pm \infty$, the Novikov-Veselov equation transforms into KPI and KPII correspondingly (see, for example, [22]). Indeed, let us put $E= \pm \varkappa^{2}$. Assume that the solution varies slowly in $x_{2}$ or, more precisely, that $x_{2}=\varkappa Y$. Let us take $w=-3 v+\frac{6 i}{\varkappa} \partial_{x_{1}}^{-1} \partial_{Y} v \mp 3 \varkappa^{2}$ (then condition for $w$ in ( 0.5 b ) holds up to a member of order $\frac{1}{E}$ ). Now tending $\varkappa \rightarrow \infty$ we obtain

$$
\partial_{t} v-2 \partial_{x_{1}}^{3} v+12 v \partial_{x_{1}} v=\mp 12 \partial_{x_{1}}^{-1} \partial_{Y}^{2} v .
$$

Substitution $x_{1} \rightarrow-x_{1}, v \rightarrow-v$ yields

$$
\partial_{t} v+2 \partial_{x_{1}}^{3} v+12 v \partial_{x_{1}} v= \pm 12 \partial_{x_{1}}^{-1} \partial_{Y}^{2} v .
$$

The Novikov-Veselov equation can also be viewed as a natural $(2+1)$-dimensional generalization of the Korteweg-de Vries equation since it permits to extend to the two-dimensional case the Miura transform relating the solutions of KdV and modified KdV equations : namely, in [2] it was shown that a two-dimensional analog of the Miura transform maps solutions of the modified Novikov-Veselov equation (a $(2+1)$-dimensional analog of mKdV and a member of the Davey-Stewartson II integrable hierarchy) to the solutions of the Novikov-Veselov equation.

The Novikov-Veselov equation was first obtained in an implicit form in [43]. It was found out that representation (0.1) holds in the two-dimensional case only if $\mathcal{L}$ and $A$ are operators with constant coefficients or if operator $\mathcal{L}$ is a differential operator of order not higher than one with respect to one of the variables ([43]). However, S.V. Manakov in [43] showed that in the two-dimensional case instead of representation (0.1) it is more appropriate to consider the following representation

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial t}=[\mathcal{L}, A]+B \mathcal{L} \tag{0.8}
\end{equation*}
$$

(where $B$ is a certain differential operator depending on $A$ and $\mathcal{L}$ ) or, in other words, to seek a compatibility condition of equations (0.3)-(0.4) for one fixed value of $\lambda$.

For the particular case of the two-dimensional Schrödinger operator (0.7) operators $A$ and
$B$ satisfying (0.8) with $\mathcal{L}=L-E$, namely

$$
\begin{aligned}
& A=-8 \partial_{z}^{3}-2 w \partial_{z}-8 \partial_{\bar{z}}^{3}-2 \bar{w} \partial_{\bar{z}}, \\
& B=2 \partial_{\bar{z}} w+2 \partial_{\bar{z}} \bar{w},
\end{aligned} \text { where } w \text { is defined via }(0.5 \mathrm{~b}),
$$

were found by S.P. Novikov and A.P. Veselov in [53], [54], along with a hierarchy of evolution equations integrable via the inverse scattering method for the two-dimensional Schrödinger equation at a fixed energy. This hierarchy includes, in particular, equation (0.5). Note also that the first-order differential equation from this hierarchy, the dispersionless Novikov-Veselov equation, was derived in a model of nonlinear geometrical optics ([39]).

The scattering theory for the two-dimensional Schrödinger equation was built in the series of works by P.G. Grinevich, S.V. Manakov, R.G. Novikov, S.P. Novikov (see, for example, [2123, 25-27, 47-50]). Important contributions for the case of zero energy were made by M. Boiti et al in [3], T.-Y. Tsai in [60], A. I. Nachman in [46]. The development of this theory made it possible to study the asymptotic behavior of the Novikov-Veselov equation in detail.

The first rational solutions for the Novikov-Veselov equation on the positive energy level $E$ were constructed in [21]. These solutions are, de facto, multisolitons (see [37]) decreasing as $O\left(\frac{1}{|x|^{2}}\right)$ as $|x| \rightarrow \infty$. In [51] it was shown that, similarly to the one-dimensional case, the solitons of the Novikov-Veselov equation at positive energy are transparent potentials. On the other hand the same paper demonstrated an essential feature which differs the Novikov-Veselov equation from its $(1+1)$-dimensional counterpart : the Novikov-Veselov equation at $E>0$ does not possess exponentially localized solitons.

It is necessary to note that, despite its evident mathematical significance, the NovikovVeselov equation has been relatively poorly studied in comparison with several other analogs of the renowned KdV equation. The aim of the present work is to attempt to fill in partially this gap.

In the present work we consider solutions $(v, w)$ of the Novikov-Veselov equation (0.5) such that
$v$ is sufficiently regular and has sufficient decay as $|x| \rightarrow \infty$, $w$ is decaying as $|x| \rightarrow \infty$.

According to an established tradition in the theory of integrable nonlinear equations one of our main concerns is devoted to the question of existence or absence of soliton solutions for the Novikov-Veselov equation.

Definition. We say that a solution $(v, w)$ of (0.5) is a soliton (a traveling wave) iff

$$
\begin{equation*}
v(x, t)=V(x-c t), \quad w(x, t)=W(x-c t), \quad x \in \mathbb{R}^{2}, \quad t \in \mathbb{R}, \tag{0.10}
\end{equation*}
$$

for some functions $V, W$ on $\mathbb{R}^{2}$ and some velocity $c \in \mathbb{R}^{2}$. In addition, we identify $c=\left(c_{1}, c_{2}\right) \in$ $\mathbb{R}^{2}$ with $c=c_{1}+i c_{2} \in \mathbb{C}$.

The present text is organized as follows. In Sections 1,2 we recall some known notions and statements from the theory of direct scattering for the two-dimensional stationary Schrödinger equation. For the case of the Schrödinger equation at nonzero energy we introduce, in particular, its classical and Faddeev generalized scattering data and we present briefly the scheme of reconstruction of potential from these data. For the case of the Schrödinger equation at zero energy we introduce, in particular, its Faddeev scattering data and discuss their properties when the potential in the Schrödinger equation is of the so-called conductivity type.

We begin our studies of the Novikov-Veselov equation in Section 3 by analyzing the family of solutions for equation (0.5) at positive energy constructed by P. G. Grinevich and V. E. Zakharov (see [21, 22]). We show that this family contains soliton solutions and we find the range of possible soliton velocities. Further, we demonstrate that each Grinevich-Zakharov solution behaves at large times as a finite sum of localized traveling waves. The results of this Section are based on our publication [37]. Note that for KPI equation a prototype of these results was given in [45]. The reader may also refer to [9] for another class of rational nonsingular soliton solutions of the Novikov-Veselov equation at positive energy and to [24] for analogs of multisoliton solutions. For the Novikov-Veselov equation at zero energy an example of rational nonsingular soliton solution, localized as $O\left(|x|^{-2}\right)$ as $|x| \rightarrow \infty$, was given in [6].

As it was mentioned above, Grinevich-Zakharov solitons are rational functions localized as $O\left(\frac{1}{|x|^{2}}\right),|x| \rightarrow \infty$. In the present work we show that this is almost the strongest localization that one can obtain for the soliton solutions of the Novikov-Veselov equation. More precisely, in Section 4 we demonstrate that the Novikov-Veselov equation at nonzero energy does not admit sufficiently regular solitons localized as $O\left(\frac{1}{|x|^{3+\varepsilon}}\right),|x| \rightarrow \infty$, for any $\varepsilon>0$. This result was presented in our paper [33] and is a continuation of work [51] and our paper [36] where, via a different method of analysis, the absence of exponentially localized soliton solutions for (0.5) at $E \neq 0$ was proved.

For the Novikov-Veselov equation at zero energy there exists a special interesting class of solutions, the so-called solutions of conductivity type. Potentials of conductivity type arise naturally when Calderón conductivity problem is studied via the Gelfand inverse problem for the stationary Schrödinger equation at zero energy ([5, 19, 46, 57]). Solutions of equation (0.5)
of conductivity type are the image of solutions of the modified Novikov-Veselov equation under the Miura transformation (see [55]). In Section 5 we show that the Novikov-Veselov equation does not possess sufficiently localized and regular solitons of conductivity type. This result was presented in our paper [34].

Note that KPI equation possesses localized soliton solutions and these solutions decay as $O\left(|x|^{-2}\right)$ when $|x| \rightarrow \infty$. By contrast, KPII does not possess sufficiently localized soliton solutions. For the results on existence and nonexistence of localized soliton solutions of KPI, KPII and their generalized versions see [7] ; the symmetry properties and the decay rates of these solutions were derived in [8].

For more results on integrable $(2+1)$-dimensional systems admitting localized soliton solutions, see $[1,4,13,14]$ and references therein. In particular, for more results on the behavior of solutions for the Novikov-Veselov equation at zero energy see [6, 40, 55, 59].

In Sections 6, 7 we study the large time asymptotics of solutions to the Novikov-Veselov equation constructed from the scattering data that are everywhere well-defined, sufficiently regular and localized. It is shown that such solutions decrease uniformly with time; the velocity of this decrease is estimated. Results of Sections 6, 7 imply, in particular, that solitons of the Novikov-Veselov equation may only arise if the scattering data of the associated inverse problem have singularities. The results of these Sections were published in our articles [32, 35]. Note that a similar problem for the Kadomtsev-Petviashvili equation was studied in [28, 38, 44].

## Chapter I

## Scattering for the stationary Schrödinger equation on the plane

## 1 Direct scattering for the two-dimensional Schrödinger equation at $E \neq 0$

### 1.1 Classical scattering functions, scattering amplitude and Faddeev exponentially growing solutions

In the present Section we present some known notions and results from the scattering theory for the two-dimensional Schrödinger equation at nonzero energy, summarized, for instance, in [22, 25, 27, 49].

We are concerned with the the two-dimensional Schrödinger equation at fixed nonzero energy

$$
\begin{gather*}
L \psi=E \psi, \quad E=E_{\text {fixed }} \in \mathbb{R} \backslash 0,  \tag{1.1}\\
L=-\Delta+v, \quad \Delta=4 \partial_{z} \partial_{\bar{z}}, \quad v=v(x), \quad x \in \mathbb{R}^{2},
\end{gather*}
$$

where $\partial_{z}, \partial_{\bar{z}}$ are defined in (0.6), with a potential $v$ satisfying the following conditions

$$
\begin{align*}
& v(x)=\overline{v(x)}, \quad v(x) \in L^{\infty}\left(\mathbb{R}^{2}\right),  \tag{1.2a}\\
& \left|\partial_{x_{1}}^{j_{1}} \partial_{x_{2}}^{j_{2}} v(x)\right|<q(1+|x|)^{-2-\varepsilon} \text { for some } q>0, \varepsilon>0, \text { where } j_{1}, j_{2} \in \mathbb{N} \cup 0, j_{1}+j_{2} \leqslant 3 \tag{1.2b}
\end{align*}
$$

It is known that for any $k \in \mathbb{R}^{2}, k^{2}=E>0$, there exists a unique continuous solution $\psi^{+}(x, k)$ of (1.1) with $E>0$ with the following asymptotics

$$
\begin{equation*}
\psi^{+}(x, k)=e^{i k x}-i \pi \sqrt{2 \pi} e^{-\frac{i \pi}{4}} f\left(k,|k| \frac{x}{|x|}\right) \frac{e^{i|k||x|}}{\sqrt{|k||x|}}+o\left(\frac{1}{\sqrt{|x|}}\right), \quad|x| \rightarrow \infty, \tag{1.3}
\end{equation*}
$$

## Chapter I. Scattering for the stationary Schrödinger equation on the plane

with some a priori unknown function $f$. This solution $\psi^{+}(x, k)$ describes the scattering of an incident plane wave $e^{i k x}$ on the potential $v(x)$ and is the classical scattering eigenfunction of equation (1.1) at $E>0$. Function $f=f(k, l), k \in \mathbb{R}^{2}, l \in \mathbb{R}^{2}, k^{2}=l^{2}=E$, arising in (1.3), is the scattering amplitude for $v(x)$ in the framework of equation (1.1).

In the present work a particular attention is devoted to transparent potentials $v$ for equation (1.1). We say that $v$ is transparent if its scattering amplitude $f$ is identically zero at fixed energy $E$. The notion of transparency is closely related to the notion of invisibility and, in fact, goes back to [56]. We consider transparent potentials for equation (1.1) as analogs of reflectionless potentials for the one-dimensional Schrödinger equation at all positive energies; see, for example, [58], [65] as regards reflectionless potentials in dimension one.

In [25] in connection with transparent potentials it was shown that

1. There are no nonzero transparent potentials for equation (1.1), where

$$
v(x)=\overline{v(x)}, \quad v \in L^{\infty}\left(\mathbb{R}^{2}\right), \quad|v(x)|<\alpha e^{\beta|x|}, \quad \alpha>0, \beta>0
$$

2. There is a family of nonzero transparent potentials for equation (1.1), where

$$
v(x)=\overline{v(x)}, \quad v \in \mathcal{S}\left(\mathbb{R}^{2}\right)
$$

and $\mathcal{S}$ denotes the Schwartz class.
In [51] it was shown that
3. Solitons of the Novikov-Veselov equation at $E>0$ are transparent potentials (see also Lemma 4.3).

For $k \in \Sigma_{E}$, where

$$
\begin{aligned}
& \Sigma_{E}=\left\{k \in \mathbb{C}^{2}: k^{2}=E, \operatorname{Im} k \neq 0\right\}, \text { if } E>0, \\
& \Sigma_{E}=\left\{k \in \mathbb{C}^{2}: k^{2}=E\right\}, \text { if } E<0,
\end{aligned}
$$

we consider Faddeev eigenfunctions $\psi(x, k)$ of equation (1.1) with $E \in \mathbb{R} \backslash 0$ specified by the following asymptotics

$$
\begin{equation*}
\psi(x, k)=e^{i k x}(1+o(1)), \quad|x| \rightarrow \infty \tag{1.4}
\end{equation*}
$$

(see [10], [47], [22]).

If potential $v$ in equation (1.1) satisfies condition

$$
\begin{equation*}
\left|\partial_{x_{1}}^{j_{1}} \partial_{x_{2}}^{j_{2}} v(x)\right|<q(1+|x|)^{-3-\varepsilon} \text { for some } q>0, \varepsilon>0, \text { where } j_{1}, j_{2} \in \mathbb{N} \cup 0, j_{1}+j_{2} \leqslant 3 \tag{1.5}
\end{equation*}
$$

then we will also consider eigenfunctions $\varphi(x, k)$ of equation (1.1) with $E \in \mathbb{R} \backslash 0$, defined for $k \in \Sigma_{E}$ and specified by

$$
\begin{equation*}
\varphi(x, k)=e^{i k x}\left(k_{1} x_{2}-k_{2} x_{1}+o(1)\right), \quad|x| \rightarrow \infty \tag{1.6}
\end{equation*}
$$

These functions are the analogs of solutions of (1.1) introduced in [3] for the case of zero energy.
Note that the classical scattering function $\psi^{+}(x, k)$ is the solution of the Lippmann-Schwinger integral equation

$$
\begin{equation*}
\psi^{+}(x, k)=e^{i k x}+\iint_{\mathbb{R}^{2}} G^{+}(x-y,|k|) v(y) \psi^{+}(y, k) d y \tag{1.7}
\end{equation*}
$$

where

$$
G^{+}(x,|k|)=\left(\frac{1}{2 \pi}\right)^{2} \iint_{\mathbb{R}^{2}} \frac{e^{i \zeta x}}{k^{2}-\zeta^{2}+i 0} d \zeta, \quad k \in \mathbb{R}^{2}
$$

It is known that
for the real-valued potential $v$ satisfying (1.2)
equation (1.7) is uniquely solvable for $k \in \mathbb{R}^{2},|k| \neq 0$
(see, for example, [11] and references therein).
Solutions $\psi(x, k), \varphi(x, k)$ of (1.1) with asymptotics (1.4), (1.6) can be defined as solutions of the following integral equations

$$
\begin{align*}
& \psi(x, k)=e^{i k x}+\iint_{\mathbb{R}^{2}} G(x-y, k) v(y) \psi(y, k) d y  \tag{1.9}\\
& \varphi(x, k)=e^{i k x}\left(k_{1} x_{2}-k_{2} x_{1}\right)+\iint_{\mathbb{R}^{2}} G(x-y, k) v(y) \varphi(y, k) d y \tag{1.10}
\end{align*}
$$

where

$$
\begin{equation*}
G(x, k)=\left(\frac{1}{2 \pi}\right)^{2} \iint_{\mathbb{R}^{2}} \frac{e^{i \zeta x}}{k^{2}-\zeta^{2}} d \zeta, \quad k \in \Sigma_{E} \tag{1.11}
\end{equation*}
$$

In terms of functions

$$
m(x, k)=(1+|x|)^{-(2+\varepsilon / 2)} e^{-i k x} \psi(x, k), \quad n(x, k)=(1+|x|)^{-(2+\varepsilon / 2)} e^{-i k x} \varphi(x, k)
$$
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equations (1.9) and (1.10) can be written

$$
\begin{align*}
& m(x, k)=(1+|x|)^{-(2+\varepsilon / 2)}+ \\
&+\iint_{\mathbb{R}^{2}}(1+|x|)^{-(2+\varepsilon / 2)} g(x-y, k) \frac{v(y)}{(1+|y|)^{-(2+\varepsilon / 2)}} m(y, k) d y,  \tag{1.12}\\
& n(x, k)=\left(k_{1} x_{2}-k_{2} x_{1}\right)(1+|x|)^{-(2+\varepsilon / 2)}+ \\
&+\iint_{\mathbb{R}^{2}}(1+|x|)^{-(2+\varepsilon / 2)} g(x-y, k) \frac{v(y)}{(1+|y|)^{-(2+\varepsilon / 2)}} n(y, k) d y, \tag{1.13}
\end{align*}
$$

where

$$
g(x, k)=-\left(\frac{1}{2 \pi}\right)^{2} \iint_{\mathbb{R}^{2}} \frac{e^{i \zeta x}}{\zeta^{2}+2 k \zeta} d \zeta
$$

and $x \in \mathbb{R}^{2}, k \in \Sigma_{E}$.
The integral operator $H(k)$ of the integral equations (1.12), (1.13) is a Hilbert-Schmidt operator : more precisely, $H(\cdot, \cdot, k) \in L^{2}\left(\mathbb{R}^{2} \times \mathbb{R}^{2}\right)$, where $H(x, y, k)$ is the Schwartz kernel of the integral operator $H(k)$, and $\left|\operatorname{Tr} H^{2}(k)\right|<\infty$. Thus, the modified Fredholm determinant $\Delta(k)$ for (1.12) and (1.13) can be defined by means of the formula:

$$
\begin{equation*}
\ln \Delta(k)=\operatorname{Tr}(\ln (I-H(k))+H(k)) . \tag{1.14}
\end{equation*}
$$

For the precise sense of this definition see [20]. Considerations of $\Delta$ go back to [11].
Note that for $\operatorname{Im} k=0$ formulas (1.9)-(1.11) do not make sense ; however the following limits can be considered :

$$
\begin{equation*}
G_{\gamma}(x, k)=G(x, k+i 0 \gamma), \quad \psi_{\gamma}(x, k)=\psi(x, k+i 0 \gamma) \quad \Delta_{\gamma}(k)=\Delta(k+i 0 \gamma) \tag{1.15}
\end{equation*}
$$

where $k, \gamma \in \mathbb{R}^{2}, k^{2}=E, \gamma^{2}=1$. In particular, in [11] the following relations were established

$$
\begin{equation*}
G_{k /|k|}(x, k)=G^{+}(x,|k|), \quad \psi_{k /|k|}(x, k)=\psi^{+}(x, k), \quad \Delta_{k /|k|}(k)=\Delta^{+}(|k|), \tag{1.16}
\end{equation*}
$$

where $\Delta^{+}(|k|)$ is the modified Fredholm determinant for equation (1.12) with $g(x, k)$ replaced by $g^{+}(x, k)=e^{-i k x} G^{+}(x,|k|)$ (the modified Fredholm determinant for the Lippmann-Schwinger equation).

Define

$$
h(k, l)=\iint_{\mathbb{R}^{2}} e^{-i l x} \psi(x, k) v(x) d x
$$

where $k, l \in \mathbb{C}^{2}, \operatorname{Im} k=\operatorname{Im} l \neq 0, k^{2}=l^{2}=E$. Then in [11] it was shown that $h_{\gamma}(k, l)=$ $h(k+i 0 \gamma, l+i 0 \gamma)$ satisfies the following integral equation

$$
\begin{equation*}
h_{\gamma}(k, l)=(2 \pi)^{2} f(k, l)+2 \pi i \iint_{\mathbb{R}^{2}} h_{\gamma}(k, m) \theta((m-k, \gamma)) \delta\left(m^{2}-l^{2}\right) f(m, l) d m \tag{1.17}
\end{equation*}
$$

where $f$ is the scattering amplitude of potential $v$ in the framework of equation (1.1). Denote $\tilde{\Delta}_{\gamma}(k)$ the Fredholm determinant for equation (1.17) defined by

$$
\ln \tilde{\Delta}_{\gamma}(k)=\operatorname{Tr}\left(\ln \left(I-\tilde{H}_{\gamma}(k)\right)\right)
$$

where $\tilde{H}_{\gamma}$ is the integral operator of (1.17). In [11] the following important formula relating $\Delta_{\gamma}(k), \Delta^{+}(|k|)$ and $\tilde{\Delta}_{\gamma}(k)$ was established :

$$
\begin{equation*}
\Delta_{\gamma}(k)=\Delta^{+}(|k|) \tilde{\Delta}_{\gamma}(k) \tag{1.18}
\end{equation*}
$$

In what follows it will be convenient for us to introduce the following new variables :

$$
z=x_{1}+i x_{2}, \quad \lambda=\frac{k_{1}+i k_{2}}{\sqrt{E}}
$$

Note that $k_{1}=\frac{\sqrt{E}}{2}\left(\lambda+\frac{1}{\lambda}\right), k_{2}=\frac{i \sqrt{E}}{2}\left(\frac{1}{\lambda}-\lambda\right)$.

In the new variables $z \in \mathbb{C}, \lambda \in \mathbb{C} \backslash 0$ functions $\psi$ and $\varphi$ are solutions of (1.1) with the following asymptotic behavior

$$
\begin{array}{ll}
\psi(z, \lambda)=e^{\frac{i \sqrt{E}}{2}}(\lambda \bar{z}+z / \lambda)
\end{array}(z, \lambda), \quad \mu(z, \lambda)=1+o(1), \text { as }|z| \rightarrow \infty, \quad \begin{array}{ll} 
\\
\varphi(z, \lambda)=e^{\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)} \nu(z, \lambda), & \nu(z, \lambda)=\frac{i \sqrt{E}}{2}\left(\lambda \bar{z}-\frac{1}{\lambda} z\right)+o(1), \text { as }|z| \rightarrow \infty . \tag{1.20}
\end{array}
$$

Functions $\mu(z, \lambda)$ and $\nu(z, \lambda)$ arising in the above formulas can also be defined as solutions of
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the following integral equations

$$
\begin{align*}
& \mu(z, \lambda)=1+\iint_{\mathbb{C}} g(z-\zeta, \lambda) v(\zeta) \mu(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta  \tag{1.21}\\
& \nu(z, \lambda)=\frac{i \sqrt{E}}{2}\left(\lambda \bar{z}-\frac{1}{\lambda} z\right)+\iint_{\mathbb{C}} g(z-\zeta, \lambda) v(\zeta) \nu(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \text { where }  \tag{1.22}\\
& g(z, \lambda)=-\left(\frac{1}{2 \pi}\right)^{2} \iint_{\mathbb{C}} \frac{e^{\frac{i}{2}(p \bar{z}+\bar{p} z)}}{p \bar{p}+\sqrt{E}(\lambda \bar{p}+p / \lambda)} d \operatorname{Rep} d \operatorname{Im} p, \tag{1.23}
\end{align*}
$$

where $z \in \mathbb{C}, \lambda \in \mathbb{C} \backslash 0$ and if $E>0$, then $|\lambda| \neq 1$.
In terms of $m(z, \lambda)=(1+|z|)^{-(2+\varepsilon / 2)} \mu(z, \lambda)$ and $n(z, \lambda)=(1+|z|)^{-(2+\varepsilon / 2)} \nu(z, \lambda)$ equations (1.21) and (1.22), respectively, take the forms

$$
\begin{align*}
& m(z, \lambda)=(1+|z|)^{-(2+\varepsilon / 2)}+ \\
&+\iint_{\mathbb{C}}(1+|z|)^{-(2+\varepsilon / 2)} g(z-\zeta, \lambda) \frac{v(\zeta)}{(1+|\zeta|)^{-(2+\varepsilon / 2)}} m(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta
\end{aligned} \begin{aligned}
n(z, \lambda)=\frac{i \sqrt{E}}{2}(\lambda \bar{z} & \left.-\frac{1}{\lambda} z\right)(1+|z|)^{-(2+\varepsilon / 2)}+  \tag{1.24}\\
& +\iint_{\mathbb{C}}(1+|z|)^{-(2+\varepsilon / 2)} g(z-\zeta, \lambda) \frac{v(\zeta)}{(1+|\zeta|)^{-(2+\varepsilon / 2)}} n(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta
\end{align*}
$$

We will denote by $\Delta(\lambda)$ the modified Fredholm determinant for equations (1.24), (1.25) defined via

$$
\begin{equation*}
\ln \Delta(\lambda)=\operatorname{Tr}(\ln (I-H(\lambda))+H(\lambda)) \tag{1.26}
\end{equation*}
$$

where $H(\lambda)$ is the Hilbert-Schmidt integral operator of equations (1.24), (1.25).
We will also define

$$
\begin{equation*}
\mathcal{E}=\{\lambda \in \Sigma: \Delta(\lambda)=0\} \tag{1.27}
\end{equation*}
$$

where

$$
\Sigma=\mathbb{C} \backslash(0 \cup T) \text { if } E>0 \quad \text { and } \quad \Sigma=\mathbb{C} \backslash 0 \text { if } E<0, \quad T=\{\lambda \in \mathbb{C}:|\lambda|=1\}
$$

In this notation $\mathcal{E}$ represents the set of $\lambda$ for which either the existence or the uniqueness of the solution of (1.1) with asymptotics (1.19) (or, similarly, of the solution of (1.1) with
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asymptotics (1.20)) fails. The theory of inverse scattering has been well developed under the assumption that $\mathcal{E}=\varnothing$, i.e. Faddeev eigenfunctions have no singularities. However, this is not a typical situation. In [27] it was shown that at negative energy $E$ above the ground state one can expect contour singularities in the complex plane of spectral parameter. In [26] explicit examples of potentials and related Faddeev eigenfunctions having contour singularities in spectral parameter were constructed. Note also that if $v$ is sufficiently small, then $\mathcal{E}=\varnothing$ and, thus, equations of direct scattering are everywhere uniquely solvable.

### 1.2 Faddeev scattering data and their properties

For $\lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0)$ we define the following "scattering data" for the potential $v$ :

$$
\begin{align*}
& a(\lambda)=\iint_{\mathbb{C}} v(\zeta) \mu(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta  \tag{1.28}\\
& b(\lambda)=\iint_{\mathbb{C}} \exp \left(\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \zeta \bar{\lambda}+\lambda \bar{\zeta})\right) v(\zeta) \mu(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta  \tag{1.29}\\
& \alpha(\lambda)=\iint_{\mathbb{C}} v(\zeta) \nu(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta  \tag{1.30}\\
& \beta(\lambda)=\iint_{\mathbb{C}} \exp \left(\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \zeta \bar{\lambda}+\lambda \bar{\zeta})\right) v(\zeta) \nu(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta . \tag{1.31}
\end{align*}
$$

Functions $a, b$ are Faddeev "scattering data" for the 2 -dimensional Schrödinger equation. They also arise in a more precise version of expansion (1.4).

For $E>0$ function $b$ is considered to be scattering data for (1.1) in addition to the scattering amplitude $f$ arising in (1.3). Suppose that $\mathcal{E}=\varnothing$. Then it was shown in [23, 47, 49] that at fixed positive energy $f$ and $b$ uniquely determine the potential $v$ satisfying (1.2) (while $f$ alone is insufficient for this purpose).

For $E<0$ function $b$ alone constitutes the scattering data for (1.1) (recall, that for $E<0$ the scattering amplitude is not defined). If $\mathcal{E}=\varnothing$, then $b$ determines potential $v$ satisfying (1.2) uniquely (see [27]).

The "scattering data" $\alpha, \beta$ for the case of the Schrödinger equation at zero energy were introduced in [3]. We will use them in Section 4 to prove the absence of sufficiently localized solitons for equation (0.5).
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Consider the following function

$$
\begin{equation*}
h\left(\lambda, \lambda^{\prime}\right)=\iint_{\mathbb{C}} \exp \left(-\frac{i \sqrt{E}}{2}\left(\lambda^{\prime} \bar{z}+\frac{z}{\lambda^{\prime}}\right)\right) \psi(z, \lambda) v(z) d \operatorname{Re} z d \operatorname{Im} z \tag{1.32}
\end{equation*}
$$

for $\lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0), \lambda^{\prime} \in \mathbb{C} \backslash 0$. Under assumption (1.2) the integral in (1.32) is well-defined if $\lambda^{\prime}=\lambda$ or if $\lambda^{\prime}=1 / \bar{\lambda}$, but is not well-defined in general. Note that if $\lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0)$, then formulas (1.28), (1.29) can be written in the following form

$$
\begin{equation*}
a(\lambda)=h(\lambda, \lambda), \quad b(\lambda)=h\left(\lambda, \frac{1}{\bar{\lambda}}\right) . \tag{1.33}
\end{equation*}
$$

For $E>0$ and $|\lambda|=\left|\lambda^{\prime}\right|=1$ denote

$$
\begin{equation*}
h_{ \pm}\left(\lambda, \lambda^{\prime}\right)=\iint_{\mathbb{C}} \exp \left(\frac{-i \sqrt{E}}{2}\left(\lambda^{\prime} \bar{z}+\frac{z}{\lambda^{\prime}}\right)\right) \psi(z, \lambda(1 \mp 0)) v(z) d \operatorname{Re} z d \operatorname{Im} z . \tag{1.34}
\end{equation*}
$$

In [49] it was shown, in particular, that functions $h_{ \pm}$satisfy the following integral equations

$$
\begin{align*}
& h_{+}\left(\lambda, \lambda^{\prime}\right)-\pi i \int_{\left|\lambda^{\prime \prime}\right|=1} h_{+}\left(\lambda, \lambda^{\prime \prime}\right) \theta\left[+\frac{1}{i}\left(\frac{\lambda^{\prime \prime}}{\lambda}-\frac{\lambda}{\lambda^{\prime \prime}}\right)\right] f\left(\lambda^{\prime \prime}, \lambda^{\prime}\right)\left|d \lambda^{\prime \prime}\right|=(2 \pi)^{2} f\left(\lambda, \lambda^{\prime}\right),  \tag{1.35}\\
& h_{-}\left(\lambda, \lambda^{\prime}\right)-\pi i \int_{\left|\lambda^{\prime \prime}\right|=1} h_{-}\left(\lambda, \lambda^{\prime \prime}\right) \theta\left[-\frac{1}{i}\left(\frac{\lambda^{\prime \prime}}{\lambda}-\frac{\lambda}{\lambda^{\prime \prime}}\right)\right] f\left(\lambda^{\prime \prime}, \lambda^{\prime}\right)\left|d \lambda^{\prime \prime}\right|=(2 \pi)^{2} f\left(\lambda, \lambda^{\prime}\right), \tag{1.36}
\end{align*}
$$

where $\theta(\cdot)$ is the Heaviside function.
Now we formulate some properties of the introduced functions that will play a substantial role in the proof of our results. In what follows we denote by $T$ the unit circle on the complex plane :

$$
T=\{\lambda \in \mathbb{C}:|\lambda|=1\} .
$$

Statement 1.1 (see [29, 36, 49]). Let $v$ satisfy conditions (1.2). Then function $\Delta(\lambda)$ satisfies the following properties :

1. $\Delta \in C\left(\bar{D}_{+}\right), \Delta \in C\left(\bar{D}_{-}\right)$, where $\bar{D}_{+}=D_{+} \cup \partial D_{+}, D_{+}=\{\lambda \in \mathbb{C}:|\lambda|<1\}$, $\bar{D}_{-}=$ $D_{-} \cup \partial D_{-}, D_{-}=\{\lambda \in \mathbb{C}:|\lambda|>1\} ;$
if $E<0$ or if $v$ is transparent at $E>0$, then $\Delta \in C(\mathbb{C})$;
2. $\Delta(\lambda) \rightarrow 1$ as $|\lambda| \rightarrow \infty,|\lambda| \rightarrow 0$;
3. $\Delta$ is real-valued;
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4. $\Delta(\lambda)$ satisfies the following $\bar{\partial}$-equation

$$
\begin{equation*}
\frac{\partial \Delta}{\partial \bar{\lambda}}=-\frac{\operatorname{sgn}(\lambda \bar{\lambda}-1)}{4 \pi \bar{\lambda}}\left(a\left(-(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right)-\hat{v}(0)\right) \Delta \tag{1.37}
\end{equation*}
$$

where $\hat{v}(0)=\iint_{\mathbb{C}} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \lambda \in \mathbb{C} \backslash(T \cup \mathcal{E} \cup 0)$;
5. $\Delta(\lambda)=\Delta\left(-(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right), \lambda \in \mathbb{C} \backslash 0$;
6. if $E<0$, then $\Delta(\lambda) \equiv$ const for $\lambda \in T$ and if $E>0$, then $\Delta(\lambda(1 \mp 0))=\Delta_{ \pm n_{\perp}}$ (k) for $\lambda \in T$, where $k \in \mathbb{R}^{2}, k^{2}=E, \lambda=\frac{k_{1}+i k_{2}}{\sqrt{E}}, n_{\perp}=\frac{\left(-k_{2}, k_{1}\right)}{|k|}$ and $\Delta_{\gamma}(k)$, for $\gamma \in \mathbb{R}^{2}, \gamma^{2}=1$, was introduced in (1.15).

Note that $\Delta \notin C(\mathbb{C})$ for $E>0$, in general. In this case $\Delta$ on $\bar{D}_{ \pm}$is considered as an extension from $D_{ \pm}$.

Items 1-3 of Statement 1.1 are either known or follow from results mentioned in [29], [49] (see page 129 of [29] and pages 419, 420, 423, 429 of [49]). In particular, item 1 of Statement 1.1 is a consequence of continuous dependency of $g(z, \lambda)$ from (1.23) on $\lambda, \lambda \in \mathbb{C} \backslash(0 \cup T)$ if $E>0$ and $\lambda \in \mathbb{C} \backslash 0$ if $E<0$. In addition, item 5 of Statement 1.1 follows from item 3 of this statement and from symmetry $\overline{G(z, \lambda)}=G(z,-\operatorname{sgn} E / \bar{\lambda}), z \in \mathbb{C}, \lambda \in \mathbb{C} \backslash 0$, where $G(z, \lambda)=e^{\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)} g(z, \lambda)$. Item 6 of Statement 1.1 for $E<0$ is a consequence of (1.26) and of the formula (see pages 420, 423 of [49]) $G(z, \lambda)=(-i / 4) H_{0}^{1}(\sqrt{E}|z|), z \in \mathbb{C}, \lambda \in T$, where $G$ is defined above and $H_{0}^{1}$ is the Hankel function of the first type. For $E>0$ item 6 of Statement 1.1 is a consequence of the property (see page 419 of [49]) $G(z, \lambda(1 \mp 0))=G_{ \pm n_{\perp}}(x, k)$, where $G_{\gamma}(x, k)$ is defined in (1.15), $z=x_{1}+i x_{2}$ and $\lambda, k, n_{\perp}$ are related as in item 6 of Statement 1.1.

Statement 1.2 (see [22, 25, 27, 29, 49]). Let $v$ satisfy conditions (1.2) and if $E>0$ let $v$ be transparent at given energy $E$. Then

1. $\mu(z, \lambda)$ is a continuous function of $\lambda$ on $\mathbb{C} \backslash \mathcal{E}$;
2. $\mu(\lambda)$ satisfies the following $\bar{\partial}$-equation on $\lambda \in \mathbb{C} \backslash(0 \cup T \cup \mathcal{E})$ :

$$
\begin{align*}
& \frac{\partial \mu(z, \lambda)}{\partial \bar{\lambda}}=r(z, \lambda) \overline{\mu(z, \lambda)}, \text { where }  \tag{1.38a}\\
& r(z, \lambda)=r(\lambda) \exp \left\{\frac{-i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) z \bar{\lambda}+\bar{z} \lambda)\right\},  \tag{1.38b}\\
& r(\lambda)=\frac{1}{4 \pi \bar{\lambda}} \operatorname{sgn}(\lambda \bar{\lambda}-1) b(\lambda) \tag{1.38c}
\end{align*}
$$

3. $\mu \rightarrow 1$, as $\lambda \rightarrow 0, \lambda \rightarrow \infty$;
4. $\mu(z, \lambda)=\overline{\mu\left(z,-(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right)}$;
5. the scattering data $a(\lambda), b(\lambda), \alpha(\lambda), \beta(\lambda)$ of (1.28)-(1.31) are continuous on $\mathbb{C} \backslash \mathcal{E}$;
6. if, in addition, $v \in \mathcal{S}\left(\mathbb{R}^{2}\right)$, where $\mathcal{S}$ denotes the Schwartz class, then the scattering data $a(\lambda), b(\lambda), \alpha(\lambda), \beta(\lambda)$ of (1.28)-(1.31) belong to $\mathcal{S}(\mathbb{C} \backslash \mathcal{E})$;
7. $\hat{v}(0)=\lim _{\lambda \rightarrow 0, \infty} a(\lambda)$, where $\hat{v}(0)=\iint_{\mathbb{C}} v(z) d \operatorname{Re} z d \operatorname{Im} z$;
8. for the scattering data b the following symmetries hold

$$
b\left(\operatorname{sgn} E \frac{1}{\bar{\lambda}}\right)=b(\lambda), \quad b\left(-\operatorname{sgn} E \frac{1}{\bar{\lambda}}\right)=\overline{b(\lambda)}, \quad \lambda \in \mathbb{C} \backslash 0
$$

9. if $E>0$, then

$$
\left.\partial_{\lambda}^{m} \partial_{\bar{\lambda}}^{n} b(\lambda)\right|_{|\lambda|=1}=0 \text { for all } m, n>0
$$

10. if $E<0$, then $a(\lambda)=b(\lambda)$ for $\lambda \in T \backslash \mathcal{E}$;
11. a( $\lambda$ ) satisfies the following $\bar{\partial}$-equation on $\lambda \in \mathbb{C} \backslash(0 \cup T \cup \mathcal{E})$ :

$$
\frac{\partial a(\lambda)}{\partial \bar{\lambda}}=\frac{1}{4 \pi \bar{\lambda}} \operatorname{sgn}(\lambda \bar{\lambda}-1) b(\lambda) \overline{b(\lambda)}
$$

Note that if $\mathcal{E} \neq 0$, then properties $1,2,3$ of Statement 1.2 define function $\mu(z, \lambda)$ from the nonsingular scattering data $b(\lambda)$ uniquely. Function $\mu$ can be reconstructed as the solution of the following integral equation

$$
\begin{equation*}
\mu(z, \lambda)=1-\frac{1}{\pi} \iint_{\mathbb{C}} r(z, \zeta) \overline{\mu(z, \zeta)} \frac{d \operatorname{Re} \zeta d \operatorname{Im} \zeta}{\zeta-\lambda} \tag{1.39}
\end{equation*}
$$

Then potential $v$ (transparent in the case of positive energy $E$ ) can be found from the following formula

$$
\begin{equation*}
v(z)=2 i \sqrt{E} \frac{\partial \mu_{-1}(z)}{\partial z} \tag{1.40}
\end{equation*}
$$

where $\mu_{-1}(z)$ is defined via the following expansion

$$
\begin{equation*}
\mu(z, \lambda)=1+\frac{\mu_{-1}(z)}{\lambda}+o\left(\frac{1}{|\lambda|}\right), \text { as } \lambda \rightarrow \infty . \tag{1.41}
\end{equation*}
$$

## 2 Direct scattering for the two-dimensional Schrödinger equation at $E=0$

In the present Section we present some notions from the scattering theory for the twodimensional Schrödinger equation at zero energy introduced in [3] and we state some results of this theory obtained in [46] and concerning the conductivity type potentials. For a further discussion and results on the zero energy case the reader may refer to [27, 40, 41, 60].

We are concerned with the the two-dimensional Schrödinger equation at fixed zero energy

$$
\begin{align*}
& L \psi=0 \\
& L=-\Delta+v, \quad \Delta=4 \partial_{z} \partial_{\bar{z}}, \quad v=v(x), \quad x \in \mathbb{R}^{2} \tag{2.1}
\end{align*}
$$

where $\partial_{z}, \partial_{\bar{z}}$ are defined in (0.6), with a potential $v$ satisfying conditions (1.2).
For $\lambda \in \mathbb{C}$ we consider solution $\psi(z, \lambda)$ of (2.1) having the following asymptotics

$$
\begin{equation*}
\psi(z, \lambda)=e^{i \lambda z} \mu(z, \lambda), \quad \mu(z, \lambda)=1+\bar{o}(1), \text { as }|z| \rightarrow \infty . \tag{2.2}
\end{equation*}
$$

Solution of (2.1) with asymptotics (2.2) is a Faddeev exponentially growing solution (see [3, 10]).
Function $\mu(z, \lambda)$, defined by (2.2), can be also represented as the solution of the following integral equation

$$
\begin{align*}
& \mu(z, \lambda)=1+\iint_{\mathbb{C}} g(z-\xi, \lambda) v(\xi) \mu(\xi, \lambda) d \operatorname{Re} \xi d \operatorname{Im} \xi, \text { where }  \tag{2.3}\\
& g(z, \lambda)=-\left(\frac{1}{4 \pi}\right)^{2} \iint_{\mathbb{C}} \frac{e^{\frac{i}{2}(p \bar{z}+\bar{p} z)}}{p \bar{p}+2 p \lambda} d \operatorname{Re} p d \operatorname{Im} p \tag{2.4}
\end{align*}
$$

for $z \in \mathbb{C}, \lambda \in \mathbb{C} \backslash 0$.
The integral in (2.4) can be computed explicitly (see [3]) :

$$
g(z, \lambda)=\frac{1}{16 \pi} \exp (-i \lambda z)(\operatorname{Ei}(i \lambda z)+\operatorname{Ei}(-i \bar{\lambda} \bar{z}))
$$

Here $\operatorname{Ei}(z)$ is the exponential-integral function defined as follows :

$$
\begin{equation*}
\operatorname{Ei}(z)-\gamma-\ln (-z)=\sum_{n=1}^{\infty} \frac{z^{n}}{n n!}, \quad z \in \mathbb{C} \backslash\left(\mathbb{R}_{+} \cup 0\right) \tag{2.5}
\end{equation*}
$$
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where $\gamma$ is the Euler-Mascheroni constant

$$
\gamma=-\int_{0}^{\infty} e^{-x} \ln x d x
$$

the branch cut for the logarithm function is taken on the negative real axis : $\ln (z)=\ln |z|+$ $i \operatorname{Arg} z,|\operatorname{Arg} z|<\pi$, and the series in the right part of (2.5) converges on the whole complex plane.

It is easy to see that function $g(z, \lambda)$, defined in (2.4), has a logarithmic singularity at $\lambda=0$ and thus function $\mu(z, \lambda)$ is not generally defined for $\lambda=0$ even for arbitrarily small values of $v$. However, there exists a class of potentials, namely, potentials of conductivity type, for which function $\mu$ is defined for $\lambda \in \mathbb{C} \backslash 0$ and is bounded on the whole complex plane (see [46]).

Definition. A potential $v \in L^{p}\left(\mathbb{R}^{2}\right), 1<p<2$, is of conductivity type if $v=\gamma^{-1 / 2} \Delta \gamma^{1 / 2}$ for some real-valued positive $\gamma \in L^{\infty}\left(\mathbb{R}^{2}\right)$, such that $\gamma \geqslant \delta_{0}>0$ and $\nabla \gamma^{1 / 2} \in L^{p}\left(\mathbb{R}^{2}\right)$.

The physical meaning and some mathematical properties of the conductivity type potentials are discussed in detail in Section 5. Here we present some properties of the scattering data for this class of potentials obtained in [46].

For $\lambda \in \mathbb{C} \backslash 0$ we define the following "scattering data" for the potential $v$ of conductivity type :

$$
\begin{align*}
a(\lambda) & =\iint_{\mathbb{C}} v(z) \mu(z, \lambda) d \operatorname{Re} z d \operatorname{Im} z  \tag{2.6}\\
b(\lambda) & =\iint_{\mathbb{C}} e^{i \lambda z+i \bar{\lambda} \bar{z}} v(z) \mu(z, \lambda) d \operatorname{Re} z d \operatorname{Im} z \tag{2.7}
\end{align*}
$$

Functions $a, b$ are the Faddeev generalized scattering data for the 2-dimensional Schrödinger equation at zero energy.

Statement 2.1 (see [46]). Let $v$ satisfy conditions (1.2) and let $v$ be of conductivity type. Then

1. $\mu(z, \lambda)$ is a well-defined and continuous function of $\lambda$ on $\mathbb{C} \backslash 0$;
2. $\mu(\lambda)$ satisfies the following $\bar{\partial}$-equation:

$$
\begin{equation*}
\frac{\partial \mu(z, \lambda)}{\partial \bar{\lambda}}=\frac{1}{4 \pi \bar{\lambda}} e^{-i(\lambda z+\bar{\lambda} \bar{z})} b(\lambda) \overline{\mu(z, \lambda)}, \quad z \in \mathbb{C}, \quad \lambda \in \mathbb{C} \backslash 0 \tag{2.8}
\end{equation*}
$$

3. $\mu(z, \lambda)$ is bounded in the neighborhood of $\lambda=0$;
4. $\mu(z, \lambda) \rightarrow 1$, as $\lambda \rightarrow \infty$;
5. the scattering data $a(\lambda), b(\lambda)$ are continuous on $\mathbb{C} \backslash 0$.

## Chapter II

## Existence/absence of solitons for the Novikov-Veselov equation

## 3 Soliton solutions of the Novikov-Veselov equation

### 3.1 Grinevich-Zakharov solutions

In the present Section we are focused on a family of solutions for equation (0.5) for $E=$ $E_{\text {fixed }}>0$ constructed by P.G. Grinevich and V.E. Zakharov, see [21, 22] (containing also a reference to private communication from V.E. Zakharov). The solutions of this family are given by

$$
\begin{align*}
& v(x, t)=-4 \partial_{z} \partial_{\bar{z}} \ln \operatorname{det} A,  \tag{3.1}\\
& w(x, t)=12 \partial_{z}^{2} \ln \operatorname{det} A,
\end{align*}
$$

where $A=\left(A_{l m}\right)$ is $4 N \times 4 N$-matrix,

$$
\begin{align*}
& A_{l l}=\frac{i E^{1 / 2}}{2}\left(\bar{z}-\frac{z}{\lambda_{l}^{2}}\right)-3 i E^{3 / 2} t\left(\lambda_{l}^{2}-\frac{1}{\lambda_{l}^{4}}\right)-\gamma_{l},  \tag{3.2}\\
& A_{l m}=\frac{1}{\lambda_{l}-\lambda_{m}} \text { for } l \neq m
\end{align*}
$$

$E^{1 / 2}>0, z=x_{1}+i x_{2}, \bar{z}=x_{1}-i x_{2}, \partial_{z}, \partial_{\bar{z}}$ are defined in (0.6), and $\lambda_{1}, \ldots, \lambda_{4 N}, \gamma_{1}, \ldots, \gamma_{4 N}$ are complex numbers such that

$$
\begin{align*}
& \lambda_{j} \neq 0, \quad\left|\lambda_{j}\right| \neq 1, \quad j=1, \ldots, 4 N, \quad \lambda_{l} \neq \lambda_{m} \text { for } l \neq m, \\
& \lambda_{2 j}=-\lambda_{2 j-1}, \quad \gamma_{2 j-1}-\gamma_{2 j}=\frac{1}{\lambda_{2 j-1}}, \quad j=1, \ldots, 2 N,  \tag{3.3}\\
& \lambda_{4 j-1}=\frac{1}{\bar{\lambda}_{4 j-3}}, \quad \gamma_{4 j-1}=\bar{\lambda}_{4 j-3}^{2} \bar{\gamma}_{4 j-3}, \quad j=1, \ldots, N .
\end{align*}
$$

Functions $v, w$ of (3.1)-(3.3) satisfy the Novikov-Veselov equation (0.5) for positive $E$ of (3.2) and have also, in particular, the following properties (see [21, 22]) :
$v=\bar{v}, \quad v, w \in C^{\infty}\left(\mathbb{R}^{2} \times \mathbb{R}\right) ;$
$v(x, t), w(x, t)$ are rational functions of $x$ and $t$;
$v(x, t)=O\left(|x|^{-2}\right), w(x, t)=O\left(|x|^{-2}\right),|x| \rightarrow \infty$, for each $t \in \mathbb{R}$;
$v(x, t)$ has zero scattering amplitude for fixed $E>0$ and $t \in \mathbb{R}$ in the framework of equation (1.1) (or, in other words, $v$ is a transparent potential).

Note that in many respects the solutions (3.1)-(3.3) of (0.5) are similar to related solutions of the KPI equation, see [13, 21, 22].

Note that potentials $v$ of (3.1)-(3.3) play an important role in the direct and inverse scattering theory for the Schrödinger equation (1.1) at fixed energy $E>0$ and in the theory of integrable systems, see $[15,22,30,46,61,63]$ and references therein. However, the properties of these potentials were not yet studied sufficiently in literature.

The main results of the present Section consist of the following :
(1) We show that $(v, w)$ of the form (3.1)-(3.3) is a traveling wave iff $N=1$. See Lemma 3.1 of the present Section.
(2) We show that there are no traveling waves of the form (3.1)-(3.3), $N=1$, for $c \in \mathbb{U}_{E}$, and that there is an unique (modulo translations) traveling wave of the form (3.1)-(3.3), $N=1$, for $c \in \mathbb{C} \backslash \mathbb{U}_{E}$, where $c$ denotes traveling wave velocity and $\mathbb{U}_{E}$ is defined by formula (3.6). In addition we show that there is one-to-one correspondence between permitted velocities $c \in \mathbb{C} \backslash \mathbb{U}_{E}$ and $\lambda$-sets $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right\}$ of (3.1)-(3.3), $N=1$. See Lemma 3.2 of the present Section.
(3) We show that the large time asymptotics for the Grinevich-Zakharov potentials, that is for $(v, w)$ defined by (3.1)-(3.3), is described by a sum of $N$ localized traveling waves propagating with different velocities. See Theorem 3.1 of the present Section.

In Lemmas 3.1, 3.2 and Theorem 3.1 we present a more rigorous formulation of the results presented above.

Lemma 3.1. Let $(v, w)$ be defined by (3.1)-(3.3). Then ( $v, w$ ) admits representation (0.10) (and is a traveling wave solution for (0.5)) if and only if $N=1$. In addition,

$$
\begin{equation*}
c=6 E\left(\bar{\lambda}^{2}+\frac{1}{\lambda^{2}}+\frac{\lambda^{2}}{\bar{\lambda}^{2}}\right), \tag{3.5}
\end{equation*}
$$
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where $c$ is the traveling wave velocity and $\lambda$ is any of $\lambda_{j}, j=1,2,3,4$, which, in virtue of (3.3), determines uniquely the $\lambda$ set $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right\}$ for $E>0$.

Lemma 3.1 is proved in subsection 3.2.


Figure II. 1 - Grinevich-Zakharov soliton

Let

$$
\begin{align*}
& \mathbb{U}=\left\{u \in \mathbb{C}: u=r e^{i \varphi}, r \leq\left|6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)\right|, \varphi \in[0,2 \pi]\right\}  \tag{3.6}\\
& \mathbb{U}_{E}=\{u \in \mathbb{C}: u / E \in \mathbb{U}\}
\end{align*}
$$

One can see that $\mathbb{U}_{1}=\mathbb{U}$.
Lemma 3.2. (a) Let $c \in \mathbb{U}_{E}$. Then there is no traveling wave solution of (0.5) of the form (3.1)-(3.3) with $N=1$ and the given traveling wave velocity $c$.
(b) Let $c \in \mathbb{C} \backslash \mathbb{U}_{E}$. Then there exists unique (modulo translations) solution of (0.5) of the form (3.1)-(3.3) with $N=1$ and the given traveling wave velocity $c$.
(c) There is a one-to-one correspondence between $c \in \mathbb{C} \backslash \mathbb{U}_{E}$ and the sets $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right\}$ satisfying (3.3).

The proof of this Lemma is given in subsection 3.2 and is based principally on the following auxiliary lemma.

Lemma 3.3. (a) Let $c \in \mathbb{U}_{E}$. Then equation (3.5) has no solution $\lambda$ satisfying $|\lambda| \neq 1$.
(b) Let $c \in \mathbb{C} \backslash \mathbb{U}_{E}$, then equation (3.5) has exactly four solutions $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ satisfying the conditions indicated in (3.3) for $N=1$.

This Lemma is a corollary of Lemma 6.1 from Section 6 and is based on an analysis of the following algebraic equation

$$
\lambda^{6}-\frac{\bar{c}}{6 E} \lambda^{4}+\frac{c}{6 E} \lambda^{2}-1=0
$$

depending on the complex parameter $u=c / E$.
Theorem 3.1. Let $(v, w)$ be a solution of (0.5) constructed via (3.1)-(3.3). Then the asymptotical behavior of $(v, w)$ can be described as follows :

$$
\begin{equation*}
v \sim \sum_{k=1}^{N} \nu_{k}\left(\xi_{k}\right), \quad w \sim \sum_{k=1}^{N} \omega_{k}\left(\xi_{k}\right) \quad \text { as } t \rightarrow \infty \tag{3.7}
\end{equation*}
$$

where $\xi_{k}=z-c_{4 k} t$ and

$$
\begin{equation*}
c_{l}=6 E\left(\bar{\lambda}_{l}^{2}+\frac{1}{\lambda_{l}^{2}}+\frac{\lambda_{l}^{2}}{\bar{\lambda}_{l}^{2}}\right) . \tag{3.8}
\end{equation*}
$$

Functions $\nu_{k}, \omega_{k}$ are defined by formulas

$$
\begin{align*}
& \nu_{k}=-4 \partial_{z} \partial_{\bar{z}} \ln \operatorname{det} A^{(k)}, \\
& \omega_{k}=12 \partial_{z}^{2} \ln \operatorname{det} A^{(k)}, \tag{3.9}
\end{align*}
$$

where matrix $A^{(k)}$ is a $4 \times 4$ submatrix of matrix $A$, defined by formulas (3.2), such that

$$
\begin{equation*}
A^{(k)}=\left\{A_{l m}\right\}_{l, m=4(k-1)+1}^{4 k} . \tag{3.10}
\end{equation*}
$$

Remark. Relation (3.7) is understood in the following sense :

$$
\begin{equation*}
\lim _{t \rightarrow \infty} v=\lim _{t \rightarrow \infty} \sum_{k=1}^{N} \nu_{k}\left(\xi_{k}\right) \quad \text { for fixed } \xi=z-c t \tag{3.11}
\end{equation*}
$$

where

$$
\lim _{t \rightarrow \infty} \nu_{k}\left(\xi_{k}\right)=\left\{\begin{array}{l}
0, \quad \text { for fixed } \xi=z-c t, c \neq c_{4 k}  \tag{3.12}\\
\nu_{k}(\xi), \quad \text { for fixed } \xi=z-c_{4 k} t
\end{array}\right.
$$

One can see that the asymptotics (3.7) are the same for $\infty$ specified as $+\infty$ or as $-\infty$. Thus the solitons of (3.1)-(3.3) for the Novikov-Veselov equation (0.5) do not interact at all
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in a similar way with the result of [45] for a family of rational soliton solutions for the KPI equation.


Figure II. 2 - Interaction of Grinevich-Zakharov solitons

Theorem 3.1 is proved in subsection 3.2. The scheme of the proof of this theorem follows principally the scheme of the derivation of the large time asymptotics for the multisoliton solutions of the classic KdV equation (see, for example, [16]).

### 3.2 Dynamical properties of Grinevich-Zakharov solutions (proofs of Lemmas 3.1, 3.2 and Theorem 3.1)

The text of the proofs presented below does not completely follow the order of statements in subsection 3.1 as it was constructed to form a whole logical unit. However, we specify in due course which statement is being proved.

### 3.2.1 Proof of the sufficiency part of Lemma 3.1

Let us first consider the Grinevich-Zakharov potentials defined by (3.1)-(3.3) with $N=1$. Then $A$ is a $4 \times 4$ matrix and, in virtue of (3.3), the choice of any of $\lambda_{j}, j=1,2,3,4$, uniquely determines the set $\left\{\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right\}$. Let us find $c_{j}$ such that $A_{j j}=A_{j j}\left(z-c_{j} t\right)$. Such value $c_{j}$ is a solution of the following equation

$$
\begin{equation*}
\frac{i}{2} E^{1 / 2}\left(\bar{z}-\bar{c} t-\frac{1}{\lambda_{j}^{2}}(z-c t)\right)=\frac{i}{2} E^{1 / 2}\left(\bar{z}-\frac{z}{\lambda_{j}^{2}}\right)-3 i E^{3 / 2} t\left(\lambda_{j}^{2}-\frac{1}{\lambda_{j}^{4}}\right) . \tag{3.13}
\end{equation*}
$$

If $\left|\lambda_{j}\right| \neq 1$, then this equation is uniquely solvable and its solution is given by

$$
\begin{equation*}
c_{j}=6 E\left(\bar{\lambda}_{j}^{2}+\frac{1}{\lambda_{j}^{2}}+\frac{\lambda_{j}^{2}}{\bar{\lambda}_{j}^{2}}\right) . \tag{3.14}
\end{equation*}
$$

It is easy to see that due to (3.3) $c_{1}=c_{2}=c_{3}=c_{4}$. Thus $A=A(z-c t)$, and representation (0.10) with $c$ defined by (3.5) holds. Thus sufficiency in Lemma 3.1 is proved.

### 3.2.2 Proof of Lemma 3.2

If $c \in \mathbb{U}_{E}$, then, as follows from item (a) of Lemma 3.3, $c \neq c_{j}$, defined by (3.14), $j=1,2,3,4$ for any $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ satisfying conditions indicated in (3.3) for $N=1$. This and the sufficiency part of Lemma 3.1 imply item (a) of Lemma 3.2.

If $c \in \mathbb{C} \backslash \mathbb{U}_{E}$, then, as follows from item (b) of Lemma 3.3, it determines via (3.14) uniquely the set of $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}$ satisfying conditions indicated in (3.3) for $N=1$. Then the solution $(v, w)$, constructed according to formulas (3.1)-(3.3) with $N=1$, constitutes a traveling wave solution of equation (0.5) with the given velocity $c$. In the construction procedure one of the parameters $\gamma_{j}$ can be chosen arbitrarily and it determines uniquely the whole set $\left\{\gamma_{1}, \ldots, \gamma_{4}\right\}$.

One can see that the transform

$$
\begin{aligned}
& z \rightarrow z+\zeta, \\
& t \rightarrow t+\tau
\end{aligned}
$$

turns the potential $(v, w)$ into another Grinevich-Zakharov potential $(\tilde{v}, \tilde{w})$ with the parameters
$\left\{\lambda_{1}, \ldots, \lambda_{4}, \tilde{\gamma}_{1}, \ldots, \tilde{\gamma}_{4}\right\}$, where

$$
\begin{equation*}
\gamma_{j}-\tilde{\gamma}_{j}=\frac{i E}{2}\left(\bar{\zeta}-\frac{\zeta}{\lambda_{j}^{2}}\right)-3 i E^{3 / 2} \tau\left(\lambda_{j}^{2}-\frac{1}{\lambda_{j}^{4}}\right) \tag{3.15}
\end{equation*}
$$

for $j=1,2,3,4$.
On the other hand, if ( $\tilde{v}, \tilde{w}$ ) is a Grinevich-Zakharov potential with the set of parameters $\left\{\lambda_{1}, \ldots, \lambda_{4}, \tilde{\gamma}_{1}, \ldots, \tilde{\gamma}_{4}\right\}$, then it can be obtained from $(v, w)$ by a translation, i.e. $\tilde{v}(z, t)=$ $v(z+\zeta, t+\tau), \tilde{w}(z, t)=w(z+\zeta, t+\tau)$ for appropriate $\zeta \in \mathbb{C}$ and $t \in \mathbb{R}$ such that (3.15) holds for some $j$ (equations (3.15) are equivalent for $j=1,2,3,4$ in virtue of (3.3)). In addition, one can assume, for example, that $\tau=0$ in this translation.

Thus we have proved that any $c \in \mathbb{C} \backslash \mathbb{U}_{E}$ determines uniquely, modulo translations, the solution of (0.5) of the form (3.1)-(3.3) with $N=1$ and the given traveling velocity $c$. This proves item (b) of Lemma 3.2.

Item (c) of Lemma 3.2 follows immediately from Lemma 3.3. Lemma 3.2 is proved.

### 3.2.3 Proof of Theorem 3.1

Let us consider a more convenient representation of $(v, w)$ defined by (3.1)-(3.3). For this purpose we first perform the differentiation with respect to $\bar{z}$ in the right-hand side of formula for $v$ in (3.1) :

$$
\begin{equation*}
v=-4 \partial_{z}\left[(\operatorname{det} A)^{-1} \partial_{\bar{z}}(\operatorname{det} A)\right]=-4 \partial_{z}\left[(\operatorname{det} A)^{-1} \sum_{i, j=1}^{4 N} \frac{\partial A_{i j}}{\partial \bar{z}} \hat{A}_{i j}\right], \tag{3.16}
\end{equation*}
$$

where $\hat{A}_{i j}$ is the $(i, j)$ cofactor of the matrix $A$. Similarly,

$$
\begin{equation*}
w=12 \partial_{z}\left[(\operatorname{det} A)^{-1} \sum_{i, j=1}^{4 N} \frac{\partial A_{i j}}{\partial z} \hat{A}_{i j}\right] . \tag{3.17}
\end{equation*}
$$

In matrix $A$ only diagonal elements depend on $z, \bar{z}$, thus

$$
\begin{equation*}
v=-2 i E^{1 / 2} \partial_{z}\left[(\operatorname{det} A)^{-1} \sum_{j=1}^{4 N} \hat{A}_{j j}\right], \quad w=-6 i E^{1 / 2} \partial_{z}\left[(\operatorname{det} A)^{-1} \sum_{j=1}^{4 N} \frac{1}{\lambda_{j}^{2}} \hat{A}_{j j}\right] . \tag{3.18}
\end{equation*}
$$

Let us consider the following families $V^{(j)}$ and $W^{(j)}$ of systems of linear algebraic equations
for functions $\psi_{k}^{(j)}, \eta_{k}^{(j)}, j, k=1, \ldots 4 N$ :

$$
\begin{align*}
V^{(j)}: & \sum_{k=1}^{4 N} A_{m k} \psi_{k}^{(j)}=-2 i E^{1 / 2} \delta_{m j}, \quad m=1, \ldots, 4 N,  \tag{3.19}\\
W^{(j)}: & \sum_{k=1}^{4 N} A_{m k} \eta_{k}^{(j)}=-6 i E^{1 / 2} \frac{1}{\lambda_{j}^{2}} \delta_{m j}, \quad m=1, \ldots, 4 N . \tag{3.20}
\end{align*}
$$

Then functions $v, w$ can be represented in the following form

$$
\begin{equation*}
v=\sum_{j=1}^{4 N} \frac{\partial \psi_{j}^{(j)}}{\partial z}, \quad w=\sum_{j=1}^{4 N} \frac{\partial \eta_{j}^{(j)}}{\partial z} . \tag{3.21}
\end{equation*}
$$

In order to write a system of linear algebraic equations for $\frac{\partial \psi_{k}^{(j)}}{\partial z}=\left(\psi_{k}^{(j)}\right)_{z}$, we differentiate (3.19) with respect to $z$ :

$$
\sum_{k=1}^{4 N}\left(A_{m k}\right)_{z} \psi_{k}^{(j)}+\sum_{k=1}^{4 N} A_{m k}\left(\psi_{k}^{(j)}\right)_{z}=0, \quad m=1, \ldots, 4 N
$$

and thus obtain

$$
\begin{equation*}
\sum_{k=1}^{4 N} A_{m k}\left(\psi_{k}^{(j)}\right)_{z}=\frac{i E^{1 / 2}}{2 \lambda_{m}^{2}} \psi_{m}^{(j)}, \quad m=1, \ldots, 4 N . \tag{3.22}
\end{equation*}
$$

Now let us note that $A_{j j}$ can be represented in the form

$$
A_{j j}=\frac{i E^{1 / 2}}{2}\left[\left(\bar{z}-\bar{c}_{j} t\right)-\frac{1}{\lambda_{j}^{2}}\left(z-c_{j} t\right)\right]-\gamma_{j},
$$

where $c_{j}$ is given by formula (3.8). As follows from item (c) of Lemma $3.2 c_{j}=c_{k}$ iff $\lfloor(j-1) / 4\rfloor=$ $\lfloor(k-1) / 4\rfloor$, where $\lfloor x\rfloor$ denotes the integer part of $x$.

Now let us fix

$$
\xi=z-c t
$$

and find the limits $\left.\psi_{k}^{(j)}\right|_{t \rightarrow \infty},\left.\left(\psi_{k}^{(j)}\right)_{z}\right|_{t \rightarrow \infty}$. We note that

$$
\xi \text { fixed } \quad \xi \text { fixed }
$$

$$
A_{j j}=\frac{i E^{1 / 2}}{2}\left[\left\{\bar{\xi}+\left(\bar{c}-\bar{c}_{j}\right) t\right\}-\frac{1}{\lambda_{j}^{2}}\left\{\xi+\left(c-c_{j}\right) t\right\}\right] .
$$

If $c=c_{j}$, then $A_{j j}=\frac{i E^{1 / 2}}{2}\left[\bar{\xi}-\frac{1}{\lambda_{j}^{2}} \xi\right]$ and is independent of $t$. Otherwise, $\left|A_{j j}\right| \rightarrow \infty$ as $t \rightarrow \infty$
at fixed $\xi$. We substitute this into (3.19) and consider the leading term in the Cramer formula for $\psi_{k}^{(j)}$ as $t \rightarrow \infty$. Thus we obtain

$$
\begin{aligned}
&\left.\psi_{k}^{(j)}\right|_{t \rightarrow \infty}=\hat{\psi}_{k}^{(j)}(\xi), \quad k, j: c_{k}=c_{j}=c, \\
& \\
& \quad \begin{array}{l}
\text { fixed }
\end{array} \\
&\left.\psi_{k}^{(j)}\right|_{\substack{t \rightarrow \infty \\
\\
\xi \text { fixed }}}=0, \quad k: c_{k} \neq c \text { or } j: c_{j} \neq c
\end{aligned}
$$

Here $\hat{\psi}_{k}^{(j)}(\xi)$ denotes some function of $\xi$ independent of $t$ at fixed $\xi$.
Similarly, from (3.22) we obtain that

$$
\begin{aligned}
&\left.\left(\psi_{k}^{(j)}\right)_{z}\right|_{t \rightarrow \infty}=\bar{\psi}_{k}^{(j)}(\xi), \quad k, j: c_{k}=c_{j}=c, \\
& \xi \text { fixed } \\
&\left.\left(\psi_{k}^{(j)}\right)_{z}\right|_{\substack{t \rightarrow \infty}}=0, \quad k: c_{k} \neq c \text { or } j: c_{j} \neq c, \\
& \xi \text { fixed }
\end{aligned}
$$

and, as previously, $\bar{\psi}_{k}^{(j)}(\xi)$ denotes some function of $\xi$ independent of $t$ at fixed $\xi$.
In addition, one can see that if there exists $k$ such that $c=c_{4(k-1)+1}=\ldots=c_{4 k}$, then

$$
\begin{equation*}
\left.\right|_{\substack{t \rightarrow \infty \\ \xi \text { fixed }}}=\sum_{j=4(k-1)+1}^{4 k} \bar{\psi}_{j}^{(j)}(\xi)=\nu_{k}(\xi), \tag{3.23}
\end{equation*}
$$

where $\nu_{k}$ is defined by formula

$$
\begin{equation*}
\nu_{k}=-4 \partial_{z} \partial_{\bar{z}} \ln \operatorname{det} A^{(k)}, \tag{3.24}
\end{equation*}
$$

matrix $A^{(k)}$ is a $4 \times 4$ submatrix of matrix $A$ from (3.2), such that $A^{(k)}=\left\{A_{l m}\right\}_{l, m=4(k-1)+1}^{4 k}$.
Similarly, for the case of function $w$ we have

$$
\begin{gathered}
\left.\eta_{k}^{(j)}\right|_{\substack{t \rightarrow \infty \\
\xi \text { fixed }}}=\hat{\eta}_{k}^{(j)}(\xi),\left.\quad\left(\eta_{k}^{(j)}\right)_{z}\right|_{t \rightarrow \infty}=\bar{\eta}_{k}^{(j)}(\xi), \quad k, j: c_{k}=c_{j}=c, \\
\left.\eta_{k}^{(j)}\right|_{\substack{ \\
t \rightarrow \infty}}=0,\left.\quad\left(\eta_{k}^{(j)}\right)_{z}\right|_{\substack{t \rightarrow \infty \\
\xi \text { fixed }}}=0, \quad k: c_{k} \neq c \text { or } j: c_{j} \neq c, \\
\xi \text { fixed }
\end{gathered}
$$

where $\hat{\eta}_{k}^{j}(\xi), \bar{\eta}_{k}^{j}(\xi)$ are some functions of $\xi$ independent of $t$ at fixed $\xi$.
If there exists $k$ such that $c=c_{4(k-1)+1}=\ldots=c_{4 k}$, then

$$
\begin{equation*}
\left.\right|_{\substack{t \rightarrow \infty \\ \xi \text { fixed }}}=\sum_{j=4(k-1)+1}^{4 k} \bar{\eta}_{j}^{(j)}(\xi)=\omega_{k}(\xi), \tag{3.25}
\end{equation*}
$$

where $\omega_{k}$ is defined by formula

$$
\begin{equation*}
\omega_{k}=12 \partial_{z}^{2} \ln \operatorname{det} A^{(k)} \tag{3.26}
\end{equation*}
$$

and matrix $A^{(k)}$ is the same as in (3.24).
From (3.21), (3.23)-(3.26) it follows that

$$
\begin{equation*}
v \sim \sum_{k=1}^{N} \nu_{k}\left(\xi_{k}\right), \quad w \sim \sum_{k=1}^{N} \omega_{k}\left(\xi_{k}\right), \quad t \rightarrow \infty \tag{3.27}
\end{equation*}
$$

Here $\xi_{k}=z-c_{4 k} t, \nu_{k}, \omega_{k}$ are defined by (3.9)-(3.10) and the meaning of the relation (3.27) is specified by (3.11)-(3.12). Theorem 3.1 is proved.

### 3.2.4 Proof of the necessity part of Lemma 3.1

From (3.27), taking into account (3.11)-(3.12), one can see that $(v, w)$ can be a traveling wave only if $N=1$. This completes the proof of Lemma 3.1.

## 4 Absence of sufficiently localized solitons at $E \neq 0$

Solitons from the family of Grinevich-Zakharov potentials of [21] and solitons constructed in [9] are solutions of the Novikov-Veselov equation localized in space as $O\left(|x|^{-2}\right),|x| \rightarrow \infty$. In this Section we prove that this is almost the optimal localization that can be obtained for soliton solutions of the Novikov-Veselov equation at nonzero energy, i.e. localization stronger than $O\left(|x|^{-3}\right),|x| \rightarrow \infty$, is already not possible. These results are a continuation of work started in [51], [36] where the absence of exponentially localized solitons for the Novikov-Veselov equation at nonzero energy was proved.
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### 4.1 Formulation and proof of the result

In this subsection we are concerned with regular, sufficiently localized solutions of (0.5) at nonzero energy $E \neq 0$ satisfying the following conditions
$\bullet v, w \in C\left(\mathbb{R}^{2} \times \mathbb{R}\right), v(\cdot, t) \in C^{4}\left(\mathbb{R}^{2}\right) \quad \forall t \in \mathbb{R} ;$

- $\left|\partial_{x}^{j} v(x, t)\right| \leqslant \frac{q(t)}{(1+|x|)^{3+j+\varepsilon}}, j=\left(j_{1}, j_{2}\right) \in(\mathbb{N} \cup 0)^{2}, j_{1}+j_{2} \leqslant 4$, for some $q(t)>0, \varepsilon>0$;
- $|w(x, t)| \rightarrow 0$, when $|x| \rightarrow \infty, \quad t \in \mathbb{R}$.

The main result of this Section consists in the following theorem.
Theorem 4.1. Let $(v, w)$ be a soliton solution of (0.5) with $E \neq 0$ satisfying properties (4.1)(4.3). Then $v \equiv 0, w \equiv 0$.

In order to prove this result we use methods of the scattering theory for the 2-dimensional Schrödinger equation. Note, however, that we do not impose a priori the small norm assumption or any condition that guarantees the unique solvability of the scattering equations. A priori we allow for the Faddeev eigenfunctions to have singularities. Then, by using special eigenfunctions of the 2-dimensional Schrödinger operator introduced in [3] and ideas proposed in [51], we are able to prove that such singularities are absent. This result justifies the use of the inverse scattering method which implies that the only possible soliton solution of (0.5) with $E \neq 0$ satisfying properties (4.1)-(4.3) is zero.

We will start the proof of Theorem 4.1 by formulating some preliminary lemmas. The proofs of Lemmas 4.1 and 4.2 are given in subsection 4.3. The proof of Lemma 4.4 is given is subsection 4.2.

Let us denote by

$$
\begin{equation*}
S(\lambda)=\{a(\lambda), b(\lambda), \alpha(\lambda), \beta(\lambda)\}, \quad \lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0), \tag{4.4}
\end{equation*}
$$

the scattering data for a potential $v$, defined by (1.28)-(1.31) in the framework of equation (1.1).

Lemma 4.1. Let $v(z)$ be a potential satisfying (1.2a), (1.5) with the Fredholm determinant $\Delta(\lambda)$, defined by (1.26) in the framework of equation (1.1), and the scattering data $S(\lambda), \lambda \in$ $\mathbb{C} \backslash(\mathcal{E} \cup 0)$. Then the Fredholm determinant $\Delta_{\eta}(\lambda)$ and the scattering data $S_{\eta}(\lambda)$ for the potential $v_{\eta}(z)=v(z-\eta)$ have the following properties :

1. $\Delta_{\eta}(\lambda)=\Delta(\lambda)$;
2. scattering data $S_{\eta}(\lambda)$ are defined for $\lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0)$ and are related to $S(\lambda)$ by the following formulas

$$
\begin{align*}
& a_{\eta}(\lambda)=a(\lambda)  \tag{4.5}\\
& b_{\eta}(\lambda)=\exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \eta+\lambda \bar{\eta})\right\} b(\lambda)  \tag{4.6}\\
& \alpha_{\eta}(\lambda)=\alpha(\lambda)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) a(\lambda)  \tag{4.7}\\
& \beta_{\eta}(\lambda)=\exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \eta+\lambda \bar{\eta})\right\}\left(\beta(\lambda)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) b(\lambda)\right) . \tag{4.8}
\end{align*}
$$

Lemma 4.2. Let $(v, w)$ satisfy equation (0.5) for some $E \neq 0$ and conditions (4.1)-(4.3). Let $S(\lambda, t)$ be the scattering data for $v$ defined by (4.4) for a certain $\lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0)$ and all $t \in \mathbb{R}$. Then the evolution of these scattering data is described as follows :

$$
\begin{align*}
& a(\lambda, t)=a(\lambda, 0)  \tag{4.9}\\
& b(\lambda, t)=\exp \left\{i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}+(\operatorname{sgn} E)\left(\bar{\lambda}^{3}+\frac{1}{\bar{\lambda}^{3}}\right)\right) t\right\} b(\lambda, 0)  \tag{4.10}\\
& \alpha(\lambda, t)=\alpha(\lambda, 0)+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)(a(\lambda, 0)-\hat{v}(0)) t  \tag{4.11}\\
& \beta(\lambda, t)=\exp \left\{i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}+(\operatorname{sgn} E)\left(\bar{\lambda}^{3}+\frac{1}{\bar{\lambda}^{3}}\right)\right) t\right\}\left(\beta(\lambda, 0)+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) b(\lambda, 0) t\right) \tag{4.12}
\end{align*}
$$

where $\hat{v}(0)=\iint_{\mathbb{C}} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta$
Note that formulas (4.8), (4.12) will not be used in the proof of the main result; however we present them here for consistency of exposition.

Lemma 4.3 (see [51]). Let $(v, w)$ satisfy equation (0.5) for some $E>0$, conditions (4.1) and

$$
\begin{aligned}
& \left|\partial_{x}^{j} v(x, t)\right| \leqslant \frac{q(t)}{(1+|x|)^{2+\varepsilon}}, j=\left(j_{1}, j_{2}\right) \in(\mathbb{N} \cup 0)^{2}, j_{1}+j_{2} \leqslant 3, \text { for some } q(t)>0, \varepsilon>0 \\
& |w(x, t)| \rightarrow 0, \text { as }|x| \rightarrow \infty, \quad \forall t \in \mathbb{R}
\end{aligned}
$$

In addition, let $v$ be a soliton, i.e. $v(x, t)=V(x-c t)$ for some $c=\left(c_{1}, c_{2}\right) \in \mathbb{R}^{2}$. Then $f(k, l) \equiv 0, k, l \in \mathbb{R}^{2}, k^{2}=l^{2}=E>0$, where $f$ is the scattering amplitude for the potential $v$
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in the framework of the Schrödinger equation (1.1).
Lemma 4.4. Let $(v, w)$ be a soliton solution of equation (0.5) for some $E \neq 0$ satisfying conditions (4.1)-(4.3). Let $a, b$ be the scattering data for $v$ defined by (1.28), (1.29), correspondingly. Then $a(\lambda, t) \equiv 0, b(\lambda, t) \equiv 0$ for $\lambda \in \mathbb{C} \backslash \mathcal{E}$.

Proof of Theorem 4.1. In view of Lemmas 4.1-4.4 the concluding part of the proof of Theorem 4.1 consists in the following. First of all, if $(v, w)$ is a soliton solution of equation (0.5) for some $E>0$, then $v$ is transparent due to Lemma 4.3.

Further, from item 1 of Lemma 4.1 it follows that the modified Fredholm determinant $\Delta$ and, as a consequence, the set $\mathcal{E}$ of its zeros do not depend on $t$.

Lemma 4.4 together with item 7 of Statement 1.2 and equation (1.37) imply that $\Delta$ is holomorphic on $\mathbb{C} \backslash(\mathcal{E} \cup T \cup 0)$, where $T=\{\lambda \in \mathbb{C}:|\lambda|=1\}$. From items 1,2 of Statement 1.1 it follows that $\Delta$ is holomorphic on $\mathbb{C} \backslash(\mathcal{E} \cup T)$.

Suppose now that $\mathcal{E} \neq \varnothing$. Since $\mathcal{E}$ is a closed set, then there exists $\lambda_{*} \in \mathcal{E}$ such that $\left|\lambda_{*}\right|=\min _{\lambda \in \mathcal{E}}|\lambda|$. Note that item 2 of Statement 1.1 implies that $\left|\lambda_{*}\right|>0$.

If $\left|\lambda_{*}\right| \geqslant 1$, then $\Delta(\lambda)$ is holomorphic on $D_{+}=\{\lambda \in \mathbb{C}:|\lambda|<1\}$ and items 2,3 of Statement 1.1 imply that $\Delta \equiv 1$ on $D_{+}$. If $\left|\lambda_{*}\right|<1$, then $\Delta(\lambda)$ is holomorphic on the set $D_{+}^{h}=\left\{\lambda \in \mathbb{C}:|\lambda|<\lambda_{*}\right\}$ and items 2 , 3 of Statement 1.1 imply that $\Delta \equiv 1$ on $D_{+}^{h}$. On the other hand, $\Delta\left(\lambda_{*}\right)=0$, which contradicts item 1 of Statement 1.1. Thus we have proved that $\Delta(\lambda) \equiv 1$ on $D_{+}$. Item 5 of Statement 1.1 implies that $\Delta(\lambda) \equiv 1$ on $D_{-}=\{\lambda \in \mathbb{C}:|\lambda|>1\}$. Finally, from item 1 of Statement 1.1 it follows that $\Delta \equiv 1$ on $\mathbb{C}$.

Function $\mu$ is holomorphic on $\mathbb{C}$ as follows from items 2, 3 of Statement 1.2 and the established facts that $\mathcal{E}=\varnothing, b \equiv 0$. Function $\mu$ is also bounded due to item 3 of Statement 1.2. From Liouville theorem it follows that $\mu \equiv 1$. Then, finally, from (1.40), (1.41) we obtain that $v \equiv 0$.

### 4.2 Vanishing scattering data for the localized soliton solutions of the Novikov-Veselov equation at $E \neq 0$ (proof of Lemma 4.4)

Proof. Since $(v, w)$ is a soliton, from item 1 of Lemma 4.1 it follows that the set $\mathcal{E}$ of values of $\lambda \in \mathbb{C}$ for which the scattering data $a(\lambda, t), b(\lambda, t)$ are not well-defined does not depend on $t$. Lemma 4.3 also implies that if $(v, w)$ is a soliton solution of equation (0.5) for some $E>0$, then $v$ is transparent.

We will start by proving that the scattering data $b(\lambda, t)$ vanish everywhere where they are
well-defined. Since $(v, w)$ is a soliton, the time dynamics of $b$ is described by the formula

$$
b(\lambda, t)=\exp \left\{\frac{i \sqrt{E}}{2}\left(\left(\lambda+(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right) \bar{c} t+\left((\operatorname{sgn} E) \bar{\lambda}+\frac{1}{\lambda}\right) c t\right)\right\} b(\lambda, 0)
$$

(see formula (4.6) of Lemma 4.1). Combining this with (4.10) from Lemma 4.2 gives

$$
\begin{aligned}
\exp \left\{i ( \sqrt { E } ) ^ { 3 } \left(\lambda^{3}+\frac{1}{\lambda^{3}}+\right.\right. & \left.\left.(\operatorname{sgn} E)\left(\bar{\lambda}^{3}+\frac{1}{\bar{\lambda}^{3}}\right)\right) t\right\} b(\lambda, 0)= \\
& =\exp \left\{\frac{i \sqrt{E}}{2}\left(\left(\lambda+(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right) \bar{c} t+\left((\operatorname{sgn} E) \bar{\lambda}+\frac{1}{\lambda}\right) c t\right)\right\} b(\lambda, 0)
\end{aligned}
$$

Since functions $\lambda, \bar{\lambda}, \lambda^{3}, \bar{\lambda}^{3}, \frac{1}{\lambda}, \frac{1}{\lambda}, \frac{1}{\lambda^{3}}, \frac{1}{\lambda^{3}}, 1$ are linearly independent in any open nonempty neighborhood of any point in $\mathbb{C} \backslash 0$ and $b(\lambda, 0)$ is continuous on $\mathbb{C} \backslash(\mathcal{E} \cup 0)$, we obtain that $b(\lambda, 0) \equiv 0$ on $\mathbb{C} \backslash(\mathcal{E} \cup 0)$.

Now we will use a similar reasoning to prove that the scattering data $a(\lambda, t)$ vanish everywhere where they are well-defined. From (4.7), (4.11) we get that

$$
\alpha(\lambda, 0)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{c}-\frac{1}{\lambda} c\right) t a(\lambda, 0)=\alpha(\lambda, 0)+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) t(a(\lambda, 0)-\hat{v}(0)),
$$

or

$$
\begin{equation*}
a(\lambda, 0)=\frac{3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \hat{v}(0)}{3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)-\frac{i \sqrt{E}}{2}\left(\lambda \bar{c}-\frac{1}{\lambda} c\right)} . \tag{4.13}
\end{equation*}
$$

We will prove that expression (4.13) implies that $\hat{v}(0)=0$ and thus $a(\lambda, 0) \equiv 0$ for $\lambda \in$ $\mathbb{C} \backslash(\mathcal{E} \cup 0)$.

First of all, let us consider the right-hand side of expression (4.13) :

$$
\begin{equation*}
\tilde{a}(\lambda) \stackrel{\text { def }}{=} \frac{3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \hat{v}(0)}{3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)-\frac{i \sqrt{E}}{2}\left(\lambda \bar{c}-\frac{1}{\lambda} c\right)} . \tag{4.14}
\end{equation*}
$$

It is well-defined everywhere except for the points which are the roots of equation

$$
\begin{equation*}
3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)-\frac{i \sqrt{E}}{2}\left(\lambda \bar{c}-\frac{1}{\lambda} c\right)=0 . \tag{4.15}
\end{equation*}
$$

Evidently, equation (4.15) has six roots $\lambda_{j}, j=1, \ldots, 6$, counted with multiplicity. These roots are studied in detail in Lemma 6.1 of Section 6. In particular, it is shown that for any value of
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parameter $c$
equation (4.15) has at least two roots on $T=\{\lambda \in \mathbb{C}:|\lambda|=1\}$.
Now the proof is carried out separately for cases $E>0$ and $E<0$.
I. $E>0$

Consider equation (1.17). From transparency of potential it follows that $h_{\gamma}=0$. For a transparent potential relation (1.18) transforms into

$$
\begin{equation*}
\Delta_{\gamma}(k)=\Delta^{+}(|k|), \quad k, \gamma \in \mathbb{R}^{2}, \quad k^{2}=E, \quad \gamma^{2}=1 \tag{4.17}
\end{equation*}
$$

From (1.8) it follows that $\Delta^{+}(|k|) \neq 0$ and, thus, $\Delta_{\gamma}(k) \neq 0 \forall k \in \mathbb{R}^{2}, k^{2}=E$. From item 6 of Statement 1.1 we obtain that $\Delta(\lambda(1 \mp 0))=\Delta^{+}(|k|) \neq 0, \lambda=\frac{k_{1}+i k_{2}}{\sqrt{\bar{E}}} \in T$. Consequently, $\mathcal{E} \cap T=\varnothing$, which implies, in particular, that functions $h_{ \pm}\left(\lambda, \lambda^{\prime}\right)$ of (1.34) are well-defined for $\lambda \in T$. From equations (1.35), (1.36) for a transparent potential we obtain that $h_{ \pm}\left(\lambda, \lambda^{\prime}\right)=0$. Then from (1.33) we obtain that $a(\lambda) \equiv 0$ on $T$. In view of formula (4.13) and property (4.16) this can only be true if

$$
\begin{equation*}
\hat{v}(0)=0 . \tag{4.18}
\end{equation*}
$$

II. $E<0$

For the negative energy level we will consider two subcases depending on whether $\Delta$ vanishes on $T$ or not. Note that item 6 of Statement 1.1 implies that if $\Delta$ vanishes in one point of $T$, then it vanishes in every point of $T$.
(i) $\Delta \neq 0$ on $T$

In this subcase $a(\lambda, 0)$ and $b(\lambda, 0)$ are well-defined on $T$. Thus $b(\lambda, 0) \equiv 0$ on T. From item 10 of Statement 1.2 we obtain that $a(\lambda, 0) \equiv 0$ on $T$. In view of representation (4.13) and property (4.16) this can only hold if $\hat{v}(0)=0$.
(ii) $\Delta \equiv 0$ on $T$

Denote by $\lambda_{\min }$ the minimal in absolute value root of equation (4.15) and $B_{0}=\{\lambda \in$ $\left.\mathbb{C}:|\lambda|<\left|\lambda_{\text {min }}\right|\right\}$. Let us also define

$$
\begin{equation*}
\gamma_{j}=\left\{r e^{i \varphi}, r>0, \varphi_{j} \in[0,2 \pi): \varphi_{j}=\operatorname{Arg} \lambda_{j}\right\}, \quad j=1, \ldots, 6, \tag{4.19}
\end{equation*}
$$

i.e. $\gamma_{j}$ are rays starting at the origin and passing through the roots of polynomial (4.13) (some
of them might coincide). Finally denote

$$
\begin{equation*}
\Omega=\left(\mathbb{C} \backslash \bigcup_{j=1}^{6} \gamma_{j}\right) \bigcup B_{0} \tag{4.20}
\end{equation*}
$$

Note that $\Omega$ is simply connected and $\tilde{a}$ of (4.14) is well-defined and holomorphic on $\Omega$.
Consider function $\tilde{\Delta}$ defined on $\Omega$ by

$$
\begin{align*}
& \tilde{\Delta}=\tilde{\Phi}(\bar{\lambda}) \tilde{\Phi}(\bar{\lambda})  \tag{4.21}\\
& \tilde{\Phi}(\bar{\lambda})=\exp \tilde{U}(\bar{\lambda}), \quad \tilde{U}(\bar{\lambda})=\int_{0}^{\bar{\lambda}} \tilde{u}(\bar{\zeta}) d \bar{\zeta}  \tag{4.22}\\
& \tilde{u}(\bar{\lambda})=-\frac{\operatorname{sgn}(\lambda \bar{\lambda}-1)}{4 \pi \bar{\lambda}}\left(\tilde{a}\left(-(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right)-\hat{v}(0)\right) .
\end{align*}
$$

Note that from expression (4.13) it follows that $\tilde{u}(\bar{\lambda})$ is well-defined at $\lambda=0$ and thus the integral in (4.22) makes sense.

For $\tilde{\Delta}$ defined via (4.21) we have that

$$
\begin{equation*}
\forall \lambda \in \Omega \quad \tilde{\Delta}(\lambda) \neq 0 \tag{4.23}
\end{equation*}
$$

Now we will obtain an expression for the modified Fredholm determinant $\Delta$ similar to (4.21). Recall that due to item 3 of Statement $1.1 \Delta \in \mathbb{R}$ and due to item 2 of Statement $1.1 \Delta(0)>0$. Consider

$$
\begin{array}{ll}
D & =\bigcup_{\varphi \in[0,2 \pi)} l_{\varphi}, \quad l_{\varphi}=\left\{r e^{i \varphi}, 0 \leqslant r<r^{\prime} \leqslant 1: \Delta\left(r e^{i \varphi}\right)>0, \Delta\left(r^{\prime} e^{i \varphi}\right)=0\right\} \\
\tilde{D}=\bigcup_{\varphi \in[0,2 \pi)} \tilde{l}_{\varphi}, \quad \tilde{l}_{\varphi}=\left\{r e^{i \varphi}, 0 \leqslant r \leqslant r^{\prime} \leqslant 1: \Delta\left(r e^{i \varphi}\right)>0, \Delta\left(r^{\prime} e^{i \varphi}\right)=0\right\}, \\
\Gamma=\bigcup_{\varphi \in[0,2 \pi)} z_{\varphi}, \quad z_{\varphi}=r^{\prime} e^{i \varphi}, 0<r^{\prime} \leqslant 1, \text { such that } \Delta\left(r^{\prime} e^{i \varphi}\right)=0, \Delta\left(r e^{i \varphi}\right)>0 \quad \forall 0 \leqslant r<r^{\prime} .
\end{array}
$$

Note that $\tilde{D}=D \cup \Gamma$. Domain $D$ is simply connected and $\Delta>0$ on $D$. Thus $a(\lambda, 0)$ is well-defined on $D$ and, in particular, (4.13) holds on $D$.

Denote

$$
\begin{equation*}
u(\bar{\lambda})=-\frac{\operatorname{sgn}(\lambda \bar{\lambda}-1)}{4 \pi \bar{\lambda}}\left(a\left(-(\operatorname{sgn} E) \frac{1}{\bar{\lambda}}\right)-\hat{v}(0)\right), \quad \lambda \in D \backslash 0 . \tag{4.24}
\end{equation*}
$$

From definition (1.28), asymptotic formula (1.41) and symmetry property stated in item 4 of
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Statement 1.2 it follows that $u$ is bounded as $\lambda \rightarrow 0$. From item 11 of Statement 1.2 and the established fact that $b \equiv 0$ on $\mathbb{C} \backslash \mathcal{E}$ it follows that $a$ is a holomorphic function on $\mathbb{C} \backslash \mathcal{E}$. Thus $u(\bar{\lambda})$ defines an antiholomorphic function on $D$. Then using also (1.37) we obtain that $\ln \Delta=U(\bar{\lambda})+f(\lambda)$ on $D$, where $U(\bar{\lambda})=\int_{0}^{\bar{\lambda}} u(\bar{\zeta}) d \bar{\zeta}$ and $f(\lambda)$ is some holomorphic function on $D$. From item 3 of Statement 1.1 it follows that $f(\lambda)=\overline{U(\bar{\lambda})}$. In other words,

$$
\Delta(\lambda)=\Phi(\bar{\lambda}) \overline{\Phi(\bar{\lambda})} \text { on } D, \text { where } \Phi(\bar{\lambda})=\exp U(\bar{\lambda})
$$

Note that $\Delta$ is defined on $\tilde{D}$ since $\tilde{D}=D \cup \Gamma$ and $\Delta=0$ on $\Gamma$. From item 1 of Statement 1.1 it also follows that $\Delta$ is continuous on $\tilde{D}$. We also have that

$$
\begin{equation*}
\Delta=\tilde{\Delta} \text { on } \tilde{D} \cap \Omega \tag{4.25}
\end{equation*}
$$

where $\tilde{\Delta}$ is defined in (4.21) and $\Omega$ is defined in (4.20).
Now choose some $\varphi$, such that $\tilde{l}_{\varphi} \in \tilde{D} \cap \Omega$. Then $z_{\varphi} \in \tilde{D} \cap \Omega$ and $\Delta\left(z_{\varphi}\right)=0$. However, from (4.23) we get that $\tilde{\Delta}\left(z_{\varphi}\right) \neq 0$ which contradicts (4.25). Thus we have shown that subcase (ii), when $\Delta \equiv 0$ on $T$, cannot hold.

We have shown that $\hat{v}(0)=0$ and, consequently, $a(\lambda, 0) \equiv 0$ on $\lambda \in \mathbb{C} \backslash(\mathcal{E} \cup 0)$.

### 4.3 Dynamics of scattering data (proofs of Lemmas 4.1, 4.2)

## Proof of Lemma 4.1.

1. Item 1 of Lemma 4.1 can be proved by considering the right-hand side of (1.26) as a sum of convergent series; then it can be checked that every member of this series for $\Delta_{\eta}(\lambda)$ coincides with the corresponding member of the series for $\Delta(\lambda)$.
2. We note that $\psi(z-\eta, \lambda)$ satisfies (1.1) with $v_{\eta}(z)$ and has the asymptotics

$$
\psi(z-\eta, \lambda)=e^{\frac{i \sqrt{E}}{2}(\lambda(\bar{z}-\bar{\eta})+(z-\eta) / \lambda)}(1+o(1))
$$

as $|z| \rightarrow \infty$. Thus for Faddeev eigenfunction $\psi_{\eta}(z, \lambda)$ corresponding to potential $v_{\eta}(z)$ we obtain the following representation : $\psi_{\eta}(z, \lambda)=e^{\frac{i \sqrt{E}}{2}(\lambda \bar{\eta}+\eta / \lambda)} \psi(z-\eta, \lambda)$. Consequently, for function $\mu_{\eta}(z, \lambda)$ corresponding to function $\psi_{\eta}(z, \lambda)$ and defined via (1.19) we have $\mu_{\eta}(z, \lambda)=\mu(z-\eta, \lambda)$.

For the scattering data we have

$$
a_{\eta}(\lambda)=\iint_{\mathbb{C}} v_{\eta}(\zeta) \mu_{\eta}(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=\iint_{\mathbb{C}} v(\zeta-\eta) \mu(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=a(\lambda)
$$

and

$$
\begin{array}{r}
b_{\eta}(\lambda)=\iint_{\mathbb{C}} \exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \zeta+\lambda \bar{\zeta})\right\} v_{\eta}(\zeta) \mu_{\eta}(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
=\iint_{\mathbb{C}} \exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \zeta+\lambda \bar{\zeta})\right\} v(\zeta-\eta) \mu(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
=\exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \eta+\lambda \bar{\eta})\right\} b(\lambda)
\end{array}
$$

Similarly, to derive formulas (4.7), (4.8), we note that $\varphi(z-\eta, \lambda)$ satisfies (1.1) with $v_{\eta}(z)$ and has the asymptotics

$$
\varphi(z-\eta, \lambda)=e^{\frac{i \sqrt{E}}{2}(\lambda(\bar{z}-\bar{\eta})+(z-\eta) / \lambda)}\left(\frac{i \sqrt{E}}{2}\left(\lambda(\bar{z}-\bar{\eta})-\frac{1}{\lambda}(z-\eta)\right)+o(1)\right)
$$

as $|z| \rightarrow \infty$. Thus for eigenfunction $\varphi_{\eta}(z, \lambda)$ of equation (1.1) with potential $v_{\eta}(z)$ satisfying asymptotics (1.20) we obtain the following representation : $\varphi_{\eta}(z, \lambda)=e^{\frac{i \sqrt{E}}{2}(\lambda \bar{\eta}+\eta / \lambda)}(\varphi(z-$ $\left.\eta, \lambda)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) \psi(z-\eta, \lambda)\right)$. Consequently, for function $\nu_{\eta}(z, \lambda)$ corresponding to function $\varphi_{\eta}(z, \lambda)$ and defined via (1.20) we have $\nu_{\eta}(z, \lambda)=\nu(z-\eta, \lambda)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) \mu(z-$ $\eta, \lambda)$.

For the scattering data we have

$$
\begin{aligned}
& \alpha_{\eta}(\lambda)=\iint_{\mathbb{C}} v_{\eta}(\zeta) \nu_{\eta}(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
& =\iint_{\mathbb{C}} v(\zeta-\eta) \nu(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) \iint_{\mathbb{C}} v(\zeta-\eta) \mu(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
& \\
& =\alpha(\lambda)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) a(\lambda)
\end{aligned}
$$

and

$$
\begin{aligned}
& \beta_{\eta}(\lambda)=\iint_{\mathbb{C}} \exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \zeta+\lambda \bar{\zeta})\right\} v_{\eta}(\zeta) \nu_{\eta}(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
& =\iint_{\mathbb{C}} \exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \zeta+\lambda \bar{\zeta})\right\} v(\zeta-\eta) \nu(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) \times \\
& \times \iint_{\mathbb{C}} \exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \zeta+\lambda \bar{\zeta})\right\} v(\zeta-\eta) \mu(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
& =\exp \left\{\frac{i \sqrt{E}}{2}\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)((\operatorname{sgn} E) \bar{\lambda} \eta+\lambda \bar{\eta})\right\}\left(\beta(\lambda)+\frac{i \sqrt{E}}{2}\left(\lambda \bar{\eta}-\frac{1}{\lambda} \eta\right) b(\lambda)\right) .
\end{aligned}
$$

In order to prove Lemma 4.2 we introduce the following operator

$$
\begin{equation*}
T=\partial_{t}-8 \partial_{z}^{3}-2 w \partial_{z}-8 \partial_{\bar{z}}^{3}-2 \bar{w} \partial_{\bar{z}}, \tag{4.26}
\end{equation*}
$$

where $w$ is defined via ( 0.5 b ) for some potential $v$ and $|w| \rightarrow 0$ as $|x| \rightarrow \infty \forall t \in \mathbb{R}$. Note that $T=\partial_{t}+A$, where $A$ is the operator of (0.9).

We will need the following auxiliary lemma describing how $T$ acts on the spectral solutions of the two-dimensional Schrödinger equation.

Lemma 4.5. Let $v$ satisfy conditions (4.1)-(4.2) and

$$
\left|\partial_{t} v(x, t)\right| \leqslant \frac{\tilde{q}(t)}{(1+|x|)^{3+\varepsilon}}, \text { for some } \tilde{q}(t)>0
$$

Suppose that for a certain $\lambda \in \mathbb{C},|\lambda| \neq 1$, and $t$ belonging to a certain interval $t \in\left(t_{1}, t_{2}\right)$ solution $\psi(z, \lambda, t)$ of (1.1) with asymptotics (1.19) exists and is unique. Similarly, suppose that solution $\varphi(z, \lambda, t)$ of (1.1) with asymptotics (1.20) exists and is unique. Then
$T \psi=i(\sqrt{E})^{3} e^{\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)}\left(\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right)+o(1)\right), a s|z| \rightarrow \infty$,
$T \varphi=i(\sqrt{E})^{3} e^{\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)}\left(\frac{i \sqrt{E}}{2}\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right)\left(\lambda \bar{z}-\frac{1}{\lambda} z\right)+3\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)+o(1)\right), \quad$ as $|z| \rightarrow \infty$.

Proof. First of all, since we assumed that $w \rightarrow 0$ as $|z| \rightarrow \infty$, from Statement A. 1 it follows that in order to demonstrate (4.27), (4.28) it is sufficient to show that

$$
\begin{align*}
& \partial_{t} \mu \rightarrow 0, \quad \partial_{z}^{j} \mu \rightarrow 0, \quad \partial_{\bar{z}}^{j} \mu \rightarrow 0, \quad j=1,2,3, \quad \text { as }|z| \rightarrow \infty,  \tag{4.29}\\
& \partial_{t} \nu \rightarrow 0, \quad \partial_{z} \nu \rightarrow-\frac{i \sqrt{E}}{2 \lambda}, \quad \partial_{\bar{z}} \nu \rightarrow \frac{i \sqrt{E}}{2} \lambda, \quad \partial_{z}^{k} \nu \rightarrow 0, \quad \partial_{\bar{z}}^{k} \nu \rightarrow 0, \quad k=2,3, \text { as }|z| \rightarrow \infty \tag{4.30}
\end{align*}
$$

where $\mu(z, \lambda, t)=e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)} \psi(z, \lambda, t), \nu(z, \lambda, t)=e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)} \varphi(z, \lambda, t)$. We will only prove properties (4.29). Properties (4.30) are proved similarly.

Function $\mu$ is defined as the solution of the integral equation (1.21), where notation (1.23) is used. Differentiating (1.21) with respect to $t$ yields the following integral equation for $\partial_{t} \mu$ :

$$
\begin{align*}
& \partial_{t} \mu(z, \lambda, t)=\iint_{\mathbb{C}} g(z-\zeta, \lambda) \partial_{t} v(\zeta, t) \mu(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
&+\iint_{\mathbb{C}} g(z-\zeta, \lambda) v(\zeta, t) \partial_{t} \mu(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta . \tag{4.31}
\end{align*}
$$

Differentiating (1.21) $j$ times with respect to $z$ yields the following integral equation for $\partial_{z}^{j} \mu$ :

$$
\begin{equation*}
\partial_{z}^{j} \mu(z, \lambda, t)=\iint_{\mathbb{C}} g(z-\zeta, \lambda) \partial_{\zeta}^{j}(v(\zeta, t) \mu(\zeta, \lambda, t)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \quad j=1,2,3 \tag{4.32}
\end{equation*}
$$

Similarly, $\partial_{\bar{z}}^{j} \mu$ satisfies the following integral equation

$$
\begin{equation*}
\partial_{\bar{z}}^{j} \mu(z, \lambda, t)=\iint_{\mathbb{C}} g(z-\zeta, \lambda) \partial_{\bar{\zeta}}^{j}(v(\zeta, t) \mu(\zeta, \lambda, t)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \quad j=1,2,3 \tag{4.33}
\end{equation*}
$$

Equation (4.32) is an equation on the unknown function $\partial_{z}^{j} \mu$, where it is assumed that functions $\partial_{z}^{k} \mu, k<j$, are already defined. Similarly equation (4.33) is an equation on the unknown function $\partial_{\bar{z}}^{j} \mu$, where it is assumed that functions $\partial_{\bar{z}}^{k} \mu, k<j$, are already defined. The assumptions of Lemma 4.5 imply that for each of the equations (4.31), (4.32), (4.33) its solution exists, is unique and can be represented as $(1+|z|)^{2+\varepsilon / 2} u(z, \lambda, t)$ with some corresponding $u(\cdot, \lambda, t) \in L^{2}(\mathbb{C})$.

It was shown in [47] that function $g$ defined by (1.23) possesses the following property : $|g(z, \lambda)| \leqslant \frac{\text { const }}{|z|}$ for $\forall \lambda \in \mathbb{C},|\lambda| \neq 1$ and sufficiently large $z$, and $|g(z, \lambda)| \leqslant$ const $\ln |z|$ for
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$\forall \lambda \in \mathbb{C},|\lambda| \neq 1$ and sufficiently small $z$. This property implies that

$$
\begin{align*}
& \left|\iint_{\mathbb{C}} g(z-\zeta, \lambda) U(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right| \rightarrow 0 \text { as }|z| \rightarrow \infty  \tag{4.34}\\
& \text { for any } U \in L^{1}(\mathbb{C}) \cap L^{2}(\mathbb{C})
\end{align*}
$$

Let us denote by $\xi(z, \lambda, t)$ the solution of any of the equations (1.21), (4.31)-(4.33). As noted before, $\xi(z, \lambda, t)$ can be represented in the form $\xi(z, \lambda, t)=(1+|z|)^{2+\varepsilon / 2} u(z, \lambda, t)$ for some $u(\cdot, \lambda, t) \in L^{2}(\mathbb{C})$. Then from assumptions on $v$ it follows that $\partial_{z}^{j} v(\cdot, t) \xi(\cdot, \lambda, t) \in L^{1}(\mathbb{C}) \cap$ $L^{2}(\mathbb{C}), \partial_{\bar{z}}^{j} v(\cdot, t) \xi(\cdot, \lambda, t) \in L^{1}(\mathbb{C}) \cap L^{2}(\mathbb{C})$ for $j=0, \ldots, 3$ and $\partial_{t} v(\cdot, t) \xi(\cdot, \lambda, t) \in L^{1}(\mathbb{C}) \cap L^{2}(\mathbb{C})$. Thus, from (4.34) with $U(\cdot)=\partial_{t} v(\cdot, t) \mu(\cdot, \lambda, t)$ and $U(\cdot)=v(\cdot, t) \partial_{t} \mu(\cdot, \lambda, t)$ it follows that the right part of (4.31) tends to zero as $|z| \rightarrow \infty$. Similarly, considering equations (4.32), (4.33) consecutively we obtain that the right part of each of these equations tends to zero as $|z| \rightarrow \infty$. Consequently, $\partial_{t} \mu \rightarrow 0, \partial_{z}^{j} \mu \rightarrow 0, \partial_{\bar{z}}^{j} \mu \rightarrow 0, j=1,2,3$, as $|z| \rightarrow \infty$.

Proof of Lemma 4.2. Formulas (4.9), (4.10) have already been known in literature (see for example [22]). Since their derivation is similar to the derivation of formulas (4.11), (4.12), we confine ourselves to the derivation of the latter. The derivation of analogs of formulas (4.9)(4.12) for the case of zero energy can be found in [3].

Equation (0.5) represents a condition under which the following is true

$$
\begin{equation*}
[T, L] \eta=E T \eta, \quad \forall \eta: L \eta=E \eta \tag{4.35}
\end{equation*}
$$

where $L$ is defined in (1.1) and $T$ is defined in (4.26) (see [43], [3]).
Let us take $\eta=\varphi$, where $\varphi$ is the solution of $L \varphi=E \varphi$ with the asymptotics (1.20). Then (4.35) implies

$$
L T \varphi=E \varphi
$$

From Lemma 4.5 we have that

$$
T \varphi=i(\sqrt{E})^{3} e^{\frac{i \sqrt{E}}{2}(\lambda \bar{z}+z / \lambda)}\left(\frac{i \sqrt{E}}{2}\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right)\left(\lambda \bar{z}-\frac{1}{\lambda} z\right)+3\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)+o(1)\right), \quad|z| \rightarrow \infty .
$$

The uniqueness of the solution of (1.1) with the asymptotics (1.19) at the considered value of $\lambda$ implies that

$$
T \varphi=i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right) \varphi+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \psi
$$

In other words,

$$
\begin{equation*}
\partial_{t} \varphi=8 \partial_{z}^{3} \varphi+2 w \partial_{z} \varphi+8 \partial_{\bar{z}}^{3} \varphi+2 \bar{w} \partial_{\bar{z}} \varphi+i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right) \varphi+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \psi \tag{4.36}
\end{equation*}
$$

Now we write $\alpha(\lambda, t)$ in the form

$$
\alpha(\lambda, t)=\iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{\zeta}+\zeta / \lambda)} v(\zeta, t) \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

and compute its derivative with respect to time :

$$
\begin{align*}
\partial_{t} \alpha(\lambda, t)=\iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{\zeta}+\zeta / \lambda)} \partial_{t} v(\zeta, t) \varphi(\zeta, & \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{\zeta}+\zeta / \lambda)} v(\zeta, t) \partial_{t} \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{4.37}
\end{align*}
$$

Substituting (0.5) and (4.36) into (4.37), integrating the resulting expression by parts and taking into account that $-4 \partial_{\zeta} \partial_{\bar{\zeta}} \varphi+v \varphi=E \varphi$, we obtain

$$
\begin{equation*}
\partial_{t} \alpha(\lambda, t)=3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right)(a(\lambda, t)-\hat{v}(0)), \tag{4.38}
\end{equation*}
$$

where $\hat{v}(0)=\iint_{\mathbb{C}} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta$ (see subsection A. 2 of Appendix for a detailed derivation of this formula). Formulas (4.9), (4.38) yield (4.11).

Similarly, we write $\beta(\lambda, t)$ in the form

$$
\beta(\lambda, t)=\iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E(\bar{\lambda} \zeta+\bar{\zeta} / \bar{\lambda})} v(\zeta, t) \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

and compute its derivative with respect to time :

$$
\begin{align*}
\partial_{t} \beta(\lambda, t)=\iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E(\bar{\lambda} \zeta+\bar{\zeta} / \bar{\lambda})} \partial_{t} v(\zeta, & t) \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E(\bar{\lambda} \zeta+\bar{\zeta} / \bar{\lambda})} v(\zeta, t) \partial_{t} \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{4.39}
\end{align*}
$$

Substituting (0.5) and (4.36) into (4.39), integrating the resulting expression by parts and
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taking into account that $-4 \partial_{\zeta} \partial_{\bar{\zeta}} \varphi+v \varphi=E \varphi$, we obtain

$$
\begin{equation*}
\partial_{t} \beta(\lambda, t)=i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}+(\operatorname{sgn} E)\left(\bar{\lambda}^{3}+\frac{1}{\bar{\lambda}^{3}}\right)\right) \beta(\lambda, t)+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) b(\lambda, t) \tag{4.40}
\end{equation*}
$$

(see subsection A. 2 of Appendix for a detailed derivation of this formula). Using formula (4.10), we obtain (4.12).

## 5 Absence of conductivity type solitons at $E=0$

The study of the Novikov-Veselov equation at zero energy presents, in a certain sense, a more difficult case in comparison with the case of nonzero energy due to the fact that the scattering data of the associated two-dimensional stationary Schrödinger equation at zero energy have a logarithmic singularity at the origin. Thus even the small-norm assumption on the potential does not guarantee the solvability of the direct scattering equations (see Section 2). However, there exists a class of potentials, the so-called conductivity type potentials, for which the scattering data are everywhere well-defined. The importance of this class of potentials is two-fold : they arise in physical applications and they exhibit some interesting mathematical properties. In the present Section, using the property of nonsingularity of the scattering data for the conductivity type potentials, we prove that the Novikov-Veselov equation at zero energy does not possess solitons of conductivity type localized as $O\left(|x|^{-2-\varepsilon}\right),|x| \rightarrow \infty$, for $\forall \varepsilon>0$. Note that there exist, however, localized nonsingular soliton solutions of the Novikov-Veselov equation at zero energy which are not of conductivity type. For example, in [6] a nonsingular rational stationary solution of (0.5) at $E=0$ is presented:

$$
\begin{aligned}
& v(z, t)=U\left(\frac{1}{2} z, t\right), \quad w(z, t)=-3 V\left(\frac{1}{2} z, t\right), \text { where } \\
& U(z, t)=-\frac{240 z \bar{z}}{\left(30 \bar{z}^{2} z^{2}+1\right)^{2}}, \\
& V(z, t)=\frac{3600 \bar{z}^{4} z^{2}-120 \bar{z}^{2}}{\left(30 \bar{z}^{2} z^{2}+1\right)^{2}}
\end{aligned}
$$

Note that $|w(z)|=O\left(|z|^{-2}\right)$ as $|z| \rightarrow \infty$.
Recall the definition of the conductivity type potentials given in Section 2.
Definition. A potential $v \in L^{p}\left(\mathbb{R}^{2}\right), 1<p<2$, is of conductivity type if $v=\gamma^{-1 / 2} \Delta \gamma^{1 / 2}$ for some real-valued positive $\gamma \in L^{\infty}\left(\mathbb{R}^{2}\right)$, such that $\gamma \geqslant \delta_{0}>0$ and $\nabla \gamma^{1 / 2} \in L^{p}\left(\mathbb{R}^{2}\right)$.

Potentials of conductivity type arise naturally when the Calderón conductivity problem
is studied in the context of the inverse scattering problem for the 2-dimensional Schrödinger equation at zero energy. The problem of recovering an electrical conductivity from boundary measurements, voltage and current proposed by A.P. Calderón in [5] consists in the following. Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}, n \geqslant 2$, and let $\gamma$ be a real-valued function in $L^{\infty}(\Omega)$ with a positive lower bound. The corresponding Dirichlet-to-Neumann map is the operator $\Lambda_{\gamma}: H^{1 / 2}(\partial \Omega) \rightarrow H^{-1 / 2}(\partial \Omega)$

$$
\Lambda_{\gamma} f=\left.\gamma \nabla u \cdot \nu\right|_{\partial \Omega}
$$

where $f \in H^{1 / 2}(\partial \Omega), \nu$ is the outer normal to $\partial \Omega$ and $u$ is the unique $H^{1}(\Omega)$ solution of the Dirichlet problem

$$
\begin{equation*}
\nabla(\gamma \nabla u)=0 \text { in } \Omega,\left.u\right|_{\partial \Omega}=f \tag{5.1}
\end{equation*}
$$

Equation (5.1) represents the conservation of the electrical charge on $\Omega$ if the voltage $f$ is applied to $\partial \Omega$, and $\Lambda_{\gamma} f$ is the current flux at the boundary. The Calderón problem consists in finding $\gamma$ in $\Omega$ given operator $\Lambda_{\gamma}$.

One of the first and most studied strategies to solve Calderón problem is to substitute $\tilde{u}=u \sqrt{\gamma}$ into (5.1) to obtain

$$
\begin{equation*}
(-\Delta+v) \tilde{u}=0 \text { in } \Omega \text { with } v=\frac{\Delta \sqrt{\gamma}}{\sqrt{\gamma}} . \tag{5.2}
\end{equation*}
$$

If we define the Dirichlet-to-Neumann operator

$$
\begin{equation*}
\Lambda_{v} \tilde{f}=\left.\nabla \tilde{u} \cdot \nu\right|_{\partial \Omega} \tag{5.3}
\end{equation*}
$$

where $\tilde{f} \in H^{1 / 2}(\partial \Omega)$ and $\tilde{u}$ is the unique solution of the Dirichlet problem for (5.2) with value $\tilde{f}$ on the boundary, then it can be related to $\Lambda_{\gamma}$ in the following way : $\Lambda_{v}=\gamma^{-1 / 2}\left(\Lambda_{\gamma}+\frac{1}{2} \frac{\partial \gamma}{\partial \nu}\right) \gamma^{-1 / 2}$. Thus the Calderón problem can be reduced to the inverse scattering problem for the twodimensional Schrödinger equation (5.2), i.e. to finding the potential of the Schrödinger operator of (5.2) given the associated Dirichlet-to-Neumann operator (5.3). In this form the problem was first posed by I.M. Gelfand in [16].

There exists a vast range of works devoted to the Gelfand-Calderón problem (we note, in particular, paper [48], where the first reconstruction algorithm was proposed) ; the reader may refer, for example, to [57] for a review of related results. In this work we will be mostly interested in the result of [46] which states that the scattering data for the Schrödinger operator with potential $v$ of conductivity type are nonsingular.

Potentials of conductivity type exhibit some interesting mathematical properties related to
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the Novikov-Veselov equation. In [41] it was shown that the Novikov-Veselov equation at zero energy preserves the conductivity property of solutions. In [55] it was noted that the solutions of the Novikov-Veselov equation of conductivity type are exactly the range of the solutions of the modified Novikov-Veselov equation (a member of the Davey-Stewartson II integrable hierarchy and a $(2+1)$-dimensional analog of $m K d V)$ under a Miura-type transformation proposed by L.V. Bogdanov in [2].

In this Section we prove that the Novikov-Veselov equation does not have conductivity type solitons localized stronger than $O\left(|x|^{-2}\right),|x| \rightarrow \infty$. More precisely, in this subsection we are concerned with the solutions of the Novikov-Veselov equation that satisfy the following conditions:

- $v, w \in C\left(\mathbb{R}^{2} \times \mathbb{R}\right), v(\cdot, t) \in C^{3}\left(\mathbb{R}^{2}\right) \quad \forall t \in \mathbb{R} ;$
- $\left|\partial_{x}^{j} v(x, t)\right| \leqslant \frac{q(t)}{(1+|x|)^{2+\varepsilon}}, j=\left(j_{1}, j_{2}\right) \in(\mathbb{N} \cup 0)^{2}, j_{1}+j_{2} \leqslant 3$, for some $q(t)>0, \varepsilon>0$;
$\bullet|w(x, t)| \rightarrow 0$, when $|x| \rightarrow \infty, \quad t \in \mathbb{R}$.
The main result of the present Section consists in the following theorem.
Theorem 5.1. Let $(v, w)$ be a traveling wave solution of (0.5) of conductivity type satisfying conditions (5.4)-(5.6). Then $v \equiv 0, w \equiv 0$.

The proof of the theorem is based on the ideas proposed in [51]. First we present a lemma that describes the scattering data corresponding to a shifted potential.

Lemma 5.1. Let $v(z)$ be a potential satisfying (1.2) with the scattering data $b(\lambda)$. The scattering data $b_{\eta}(\lambda)$ for the potential $v_{\eta}(z)=v(z-\eta)$ are related to $b(\lambda)$ by the following formula

$$
\begin{equation*}
b_{\eta}(\lambda)=e^{i(\lambda \eta+\bar{\lambda} \bar{\eta})} b(\lambda), \quad \lambda \in \mathbb{C} \backslash 0, \quad \eta \in \mathbb{C} . \tag{5.7}
\end{equation*}
$$

Proof. We note that $\psi(z-\eta, \lambda)$ satisfies (2.1) with $v_{\eta}(z)$ and has the asymptotics $\psi(z-\eta, \lambda)=$ $e^{i \lambda(z-\eta)}(1+o(1))$ as $|z| \rightarrow \infty$. Thus $\psi_{\eta}(z, \lambda)=e^{i \lambda \eta} \psi(z-\eta, \lambda)$ and $\mu_{\eta}(z, \lambda)=\mu(z-\eta, \lambda)$. Finally, we have

$$
\begin{aligned}
& b_{\eta}(\lambda)=\iint_{\mathbb{C}} e^{i(\lambda \zeta+\bar{\lambda} \bar{\zeta})} v_{\eta}(\zeta) \mu_{\eta}(\zeta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
&=\iint_{\mathbb{C}} e^{i(\lambda \zeta+\bar{\lambda} \bar{\zeta})} v(\zeta-\eta) \mu_{\zeta}(\zeta-\eta, \lambda) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=e^{i(\lambda \eta+\bar{\lambda} \bar{\eta})} b(\lambda) .
\end{aligned}
$$

As for the time dynamics of the scattering data, in [3], [27] it was shown that if the solution $(v, w)$ of (0.5) at $E=0$ exists and the scattering data for this solution are well-defined, then the time evolution of these scattering data is described as follows :

$$
\begin{equation*}
b(\lambda, t)=e^{8 i\left(\lambda^{3}+\bar{\lambda}^{3}\right) t} b(\lambda, 0), \quad \lambda \in \mathbb{C} \backslash 0, \quad t \in \mathbb{R} \tag{5.8}
\end{equation*}
$$

Now we are ready to give the proof of Theorem 5.1.
Proof of Theorem 5.1. Since $(v, w)$ is a soliton solution of $(0.5)$ at $E=0$, the dynamics of its scattering data $b$ is described by (5.8) and by (5.7) with $\eta=c t$ for some $c \in \mathbb{C}$. From (5.7), (5.8), continuity of $b(\lambda)$ on $\mathbb{C} \backslash 0$ and the fact that the functions $\lambda, \bar{\lambda}, \lambda^{3}, \bar{\lambda}^{3}, 1$ are linearly independent in the neighborhood of any point, it follows that $b \equiv 0$. Equation (2.8) implies that in this case function $\mu(z, \lambda)$ is holomorphic on $\lambda, \lambda \in \mathbb{C} \backslash 0$. Using items 4 and 3 of Statement 2.1 we apply Liouville theorem to obtain that $\mu \equiv 1$. Then $\psi(z, \lambda)=e^{i \lambda z}$ and from (2.1) it follows that $v \equiv 0$.

## Chapter III

## Large time asymptotics for solutions of the Novikov-Veselov equation

## 6 Large time asymptotics for transparent potentials for the Novikov-Veselov equation at positive energy

In this Section we study the large time asymptotics of the solutions to the Cauchy problem for the Novikov-Veselov equation at positive energy. We consider the Cauchy problem for equation (0.5) at $E>0$ with the initial data

$$
\begin{equation*}
v(x, 0)=v_{0}(x), \quad w(x, 0)=w_{0}(x) . \tag{6.1}
\end{equation*}
$$

We will assume that function $v_{0}(x)$ satisfies the following conditions

- $v_{0}=\bar{v}_{0}$, i.e. $v_{0}$ is a real-valued function,
- the integral equations of direct scattering for the 2-dimensional Scrödinger equation
(1.1) with the given potential $v_{0}(x)$ are everywhere uniquely solvable,
- $v_{0} \in \mathcal{S}\left(\mathbb{R}^{2}\right)$, where $\mathcal{S}$ denotes the Schwartz class,
- $v_{0}$ is transparent for (1.1) .

As for function $w_{0}(x)$, we will assume that it is a continuous function decaying at infinity and determined using $\partial_{\bar{z}} w_{0}(x)=-3 \partial_{z} v_{0}(x)$ from (0.5).

Condition (6.2b) is equivalent to non-singularity of scattering data for $v_{0}(x)$. Conditions (6.2) define the class of initial values for which the direct scattering equation (1.21) and the
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inverse scattering equation (1.38), together with items 1, 3 of Statement 1.2 and the time dynamics given by (4.10), are everywhere solvable and the corresponding solution $v$ of (0.5) belongs to $C^{\infty}\left(\mathbb{R}^{2}, \mathbb{R}\right)$. Note that the Novikov-Veselov equation does not preserve the property of strong space localization, since its solutions, satisfying conditions (6.2) at the initial moment of time, are localized as $O\left(|x|^{-3}\right),|x| \rightarrow \infty$, at any subsequent moment of time (see [25]). Our choice to study transparent potentials is motivated, in particular, by our interest in the question of existence of solitons for the Novikov-Veselov equation and by the result of [51] which says that solitons of the Novikov-Veselov equation at positive energy are transparent potentials (see Lemma 4.3).

We will call a solution $(v(x, t), w(x, t))$, constructed from $\left(v_{0}(x), w_{0}(x)\right)$ via the inverse scattering method, an "inverse scattering solution" of (0.5). The main result of this Section consists of the following (see also Theorem 6.1) : we show that for the "inverse scattering solution" $v(x, t)$ of (0.5), (6.1), where $E>0$ and $v(x, 0)=v_{0}(x)$ satisfies (6.2), the following estimate holds :

$$
\begin{equation*}
|v(x, t)| \leqslant \frac{\operatorname{const}\left(v_{0}\right) \ln (3+|t|)}{1+|t|}, \quad t \in \mathbb{R}, \text { uniformly on } x \in \mathbb{R}^{2} . \tag{6.3}
\end{equation*}
$$

Estimate (6.3) implies that there are no isolated soliton type waves in the large time asymptotics for $v(x, t)$, in contrast with large time asymptotics for solutions of the KdV equation with reflectionless initial data.

Estimate (6.3) is proved using the stationary phase method (see, for example, Chapter III of [12]), techniques developed in [25] and [38] and an analysis of some cubic algebraic equation depending on a complex parameter.

### 6.1 Preliminaries

Consider

$$
\begin{align*}
I(t, z) & =\iint_{\mathbb{C}} f(\zeta) \exp (i S(\zeta, z, t)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \\
J(t, z) & =-3 \iint_{\mathbb{C}} \frac{\bar{\zeta}}{\zeta} f(\zeta) \exp (i S(\zeta, z, t)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \tag{6.4}
\end{align*}
$$

where $f(\zeta) \in L^{1}(\mathbb{C}), S$ is defined by

$$
\begin{equation*}
S(\lambda, z, t)=-\frac{1}{2}\left(\left(\lambda+\frac{1}{\bar{\lambda}}\right) \bar{z}+\left(\bar{\lambda}+\frac{1}{\lambda}\right) z\right)+t\left(\lambda^{3}+\frac{1}{\lambda^{3}}+\bar{\lambda}^{3}+\frac{1}{\bar{\lambda}^{3}}\right), \tag{6.5}
\end{equation*}
$$

and $z \in \mathbb{C}, t \in \mathbb{R}$.
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If $v(z, t)=I(t, z), w(z, t)=J(t, z)$, where

$$
\left(|\zeta|^{3}+|\zeta|^{-3}\right) f(\zeta) \in L^{1}(\mathbb{C})
$$

as a function of $\zeta$, and, in addition,

$$
\overline{f(\zeta)}=f(-\zeta) \quad \text { and } / \text { or } \quad \overline{f(\zeta)}=-|\zeta|^{-4} f\left(-\frac{1}{\bar{\zeta}}\right)
$$

then $v, w$ satisfy the linearized Novikov-Veselov equation (0.5) with $E=1$. In addition,

$$
\hat{v}(p, t) \equiv 0 \quad \text { for } \quad|p|<2, \quad t \in \mathbb{R}
$$

where $\hat{v}(\cdot, t)$ is the Fourier transform of $v(\cdot, t)$, that is $v(\cdot, t)$ is transparent in the Born approximation at energy $E=1$ for each $t \in \mathbb{R}$.

The goal of the following subsection will be to give, in particular, a uniform estimate of the large-time behavior of integral $I(t, z)$ of (6.4) under assumptions that

$$
\begin{align*}
& f \in C^{\infty}(\mathbb{C}), \\
& \partial_{\zeta}^{m} \partial_{\bar{\zeta}}^{n} f(\zeta)= \begin{cases}O\left(|\zeta|^{-\infty}\right) & \text { as }|\zeta| \rightarrow \infty, \\
O\left(|\zeta|^{\infty}\right) & \text { as }|\zeta| \rightarrow 0,\end{cases}  \tag{6.6}\\
& \left.\partial_{\zeta}^{m} \partial_{\bar{\zeta}}^{n} f(\zeta)\right|_{|\zeta|=1}=0
\end{align*}
$$

for all $m, n \geqslant 0$.
We can integrate $I(t, z)$ by parts in a similar way as in Lemma 2.1 in Chapter III of [12] using (6.6) and the fact that

$$
\frac{\partial}{\partial \lambda} R(\lambda) \neq 0, \quad \frac{\partial}{\partial \bar{\lambda}} R(\lambda) \neq 0, \text { for }|\lambda| \neq 1, \quad \lambda \neq 0
$$

where $R$ is

$$
R(\lambda)=\lambda^{3}+\bar{\lambda}^{3}+\frac{1}{\lambda^{3}}+\frac{1}{\bar{\lambda}^{3}} .
$$

Thus we obtain

$$
\begin{equation*}
|I(t, z)|=O\left(\frac{1}{|t|^{n}}\right), t \rightarrow \infty, \quad n \in \mathbb{N} \tag{6.7}
\end{equation*}
$$

uniformly on $z \in K$, where $K$ is any compact set of the complex plane. Nevertheless, this is not sufficient to guarantee the absence of soliton-type waves in the large time asymptotics of
the potential $v(z, t)=I(t, z)$. So our further reasoning will be devoted to obtaining an estimate like (6.7) for $n=1$ uniformly on $z \in \mathbb{C}$.

For this purpose we introduce parameter $u=\frac{z}{t}$ and write the integral $I$ in the following form

$$
\begin{equation*}
I(t, u)=\iint_{\mathbb{C}} f(\zeta) \exp (i t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{6.8}
\end{equation*}
$$

where

$$
\begin{equation*}
S(u, \zeta)=-\frac{1}{2}\left(\bar{\zeta} u+\zeta \bar{u}+\frac{u}{\zeta}+\frac{\bar{u}}{\bar{\zeta}}\right)+\left(\zeta^{3}+\bar{\zeta}^{3}+\frac{1}{\zeta^{3}}+\frac{1}{\bar{\zeta}^{3}}\right) . \tag{6.9}
\end{equation*}
$$

We will start by studying the properties of the stationary points of the function $S(u, \zeta)$. These points satisfy the equation

$$
\begin{equation*}
S_{\zeta}^{\prime}=-\frac{\bar{u}}{2}+\frac{u}{2 \zeta^{2}}+3 \zeta^{2}-\frac{3}{\zeta^{4}}=0 \tag{6.10}
\end{equation*}
$$

The degenerate stationary points obey additionally the equation

$$
\begin{equation*}
S_{\zeta \zeta}^{\prime \prime}=-\frac{u}{\zeta^{3}}+6 \zeta+\frac{12}{\zeta^{5}}=0 \tag{6.11}
\end{equation*}
$$

We denote $\xi=\zeta^{2}$ and

$$
Q(u, \xi)=-\frac{\bar{u}}{2}+\frac{u}{2 \xi}+3 \xi-\frac{3}{\xi^{2}}
$$

For each $\xi$, a root of the function $Q(u, \xi)$, there are two corresponding stationary points of $S(u, \zeta), \zeta= \pm \sqrt{\xi}$.

Function $S_{\zeta}^{\prime}(u, \zeta)$ can be represented in the following form

$$
\begin{equation*}
S_{\zeta}^{\prime}(u, \zeta)=\frac{3}{\zeta^{4}}\left(\zeta^{2}-\zeta_{0}^{2}(u)\right)\left(\zeta^{2}-\zeta_{1}^{2}(u)\right)\left(\zeta^{2}-\zeta_{2}^{2}(u)\right) \tag{6.12}
\end{equation*}
$$

We will also use hereafter the following notations :

$$
\mathcal{U}=\left\{u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right), \varphi \in[0,2 \pi)\right\}
$$

and

$$
\mathbb{U}=\left\{u=r e^{i \varphi}: r \leq\left|6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)\right|, \varphi \in[0,2 \pi)\right\},
$$

the domain limited by the curve $\mathcal{U}$ (see also Figure III.1).

## Lemma 6.1.

1. If $u=18 e^{\frac{2 \pi i k}{3}}, k=0,1,2$, then

$$
\zeta_{0}(u)=\zeta_{1}(u)=\zeta_{2}(u)=e^{-\frac{\pi i k}{3}}
$$

and $S(u, \zeta)$ has two degenerate stationary points, corresponding to a third-order root of the function $Q(u, \xi), \xi_{1}=e^{-\frac{2 \pi i k}{3}}$.
2. If $u \in \mathcal{U}\left(\right.$ i.e. $\left.u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)\right)$ and $u \neq 18 e^{\frac{2 \pi i k}{3}}, k=0,1,2$, then

$$
\zeta_{0}(u)=\zeta_{1}(u)=e^{i \varphi / 2}, \quad \zeta_{2}(u)=e^{-i \varphi} .
$$

Thus $S(u, \zeta)$ has two degenerate stationary points, corresponding to a second-order root of the function $Q(u, \xi), \xi_{1}=e^{i \varphi}$, and two non-degenerate stationary points corresponding to a first-order root, $\xi_{2}=e^{-2 i \varphi}$.
3. If $u \in \operatorname{int} \mathbb{U}$, then

$$
\zeta_{i}(u)=e^{i \varphi_{i}}, \quad \text { and } \quad \zeta_{i}(u) \neq \zeta_{j}(u) \quad \text { for } \quad i \neq j
$$

In this case the stationary points of $S(u, \zeta)$ are non-degenerate and correspond to the roots of the function $Q(u, \xi)$ with absolute values equal to 1 .
4. If $u \in \mathbb{C} \backslash \mathbb{U}$, then

$$
\zeta_{0}(u)=(1+\omega) e^{i \varphi / 2}, \quad \zeta_{1}(u)=e^{-i \varphi}, \quad \zeta_{2}(u)=(1+\omega)^{-1} e^{i \varphi / 2}
$$

for certain $\varphi$ and $\omega>0$.
In this case the stationary points of the function $S(u, \zeta)$ are non-degenerate, and correspond to the roots of the function $Q(u, \xi)$ that can be expressed as $\xi_{0}=(1+\tau) e^{i \varphi}$, $\xi_{1}=e^{-2 i \varphi}, \xi_{2}=(1+\tau)^{-1} e^{i \varphi},(1+\tau)=(1+\omega)^{2}$.

Lemma 6.1 is proved in subsection 6.4.
Formula (6.12) and Lemma 6.1 give a complete description of the stationary points of the function $S(u, \zeta)$.

In order to estimate uniformly on $u, \lambda \in \mathbb{C}$ the large-time behavior of the integral

$$
\begin{equation*}
I(t, u, \lambda)=\iint_{\mathbb{C}} f(\zeta, \lambda) \exp (i t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{6.13}
\end{equation*}
$$

where $f$ satisfies assumptions (6.6), in the following subsections we will use the following general
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scheme.

1. Consider $D_{\varepsilon}$, the union of disks with a radius of $\varepsilon$ and centers in singular points of function $f(\zeta, \lambda)$ and stationary points of $S(u, \zeta)$.
2. Represent $I(t, u, \lambda)$ as the sum of integrals over $D_{\varepsilon}$ and $\mathbb{C} \backslash D_{\varepsilon}$ :

$$
\begin{align*}
& I(t, u, \lambda)=I_{\text {int }}+I_{\text {ext }}, \quad \text { where } \\
& I_{\text {int }}=\iint_{D_{\varepsilon}} f(\zeta, \lambda) \exp (i t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta,  \tag{6.14}\\
& I_{\text {ext }}=\iint_{\mathbb{C} \backslash D_{\varepsilon}} f(\zeta, \lambda) \exp (i t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{align*}
$$

3. Find an estimate of the form

$$
\left|I_{i n t}\right|=O\left(\varepsilon^{\alpha}\right), \quad \text { as } \quad \varepsilon \rightarrow 0 \quad(\alpha \geq 1)
$$

uniformly on $u, \lambda, t$.
4. Integrate $I_{\text {ext }}$ by parts using Stokes formula

$$
\begin{array}{r}
I_{e x t}=\frac{1}{2 t} \int_{\partial D_{\varepsilon}} \frac{f(\zeta, \lambda) \exp (i t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)} d \bar{\zeta}-\frac{1}{i t} \iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{f_{\zeta}^{\prime}(\zeta, \lambda) \exp (i t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
-\frac{1}{i t} \iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{f(\zeta, \lambda) \exp (i t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
=-\frac{1}{t}\left(I_{1}-I_{2}-I_{3}\right) . \tag{6.15}
\end{array}
$$

5. For each $I_{i}$ find an estimate of the form

$$
\text { (a) }\left|I_{i}\right|=O\left(\ln \frac{1}{\varepsilon}\right) \quad \text { or } \quad(b)\left|I_{i}\right|=O\left(\frac{1}{\varepsilon^{\beta}}\right), \quad \text { as } \varepsilon \rightarrow 0
$$

6. In case (a) set $\varepsilon=\frac{1}{|t|}$ which yields the overall estimate

$$
|I(t, u, \lambda)|=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty
$$

In case $(b)$ set $\varepsilon=\frac{1}{|t|^{\mid}}$, where $k(\alpha+\beta)=1$, which yields the overall estimate

$$
|I(t, u, \lambda)|=O\left(\frac{1}{|t|^{\frac{\alpha}{\alpha+\beta}}}\right), \quad \text { as } \quad t \rightarrow \infty
$$

### 6.2 Estimate for the solution of the linearized equation

Using the scheme presented in the previous subsection we obtain, in particular, the following result

Lemma 6.2. Under assumptions (6.6) the following estimate is valid for $I(t, u)$ defined by (6.8) :

$$
|I(t, u)|=O\left(\frac{\ln (3+|t|)}{1+|t|}\right) \quad \text { for } \quad t \in \mathbb{R}
$$

uniformly on $u \in \mathbb{C}$.

Proof. We take $D_{\varepsilon}$ to be the union of disks with a radius of $\varepsilon$ centered in the stationary points of $S(u, \zeta)$. The integral $I_{\text {int }}$ (as in (6.14) with $f(\zeta, \lambda)=f(\zeta)$ satisfying properties (6.6)) is estimated as

$$
\left|I_{\text {int }}\right|=\left|\iint_{D_{\varepsilon}} f(\zeta) \exp (i t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right| \leqslant \mathrm{const}\left|\iint_{D_{\varepsilon}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right|=O\left(\varepsilon^{2}\right)
$$

The estimate for $I_{\text {ext }}$ (as in (6.14) with $f(\zeta, \lambda)=f(\zeta)$ satisfying properties (6.6)) is proved separately for $u \in \mathbb{U}$ and $u \in \mathbb{C} \backslash \mathbb{U}$.
I. $u \in \mathbb{U}$ :

In this case all $\zeta \in D_{\varepsilon}$ lie in the $\varepsilon$-neighborhood of the unit circle. Consequently, from the fact that $b(\cdot, t) \in \mathcal{S}(\mathbb{C})$ and from property 9 of Statement 1.2 it follows that for any $N \in \mathbb{N}$ and any $\varepsilon_{0} \in(0,1 / 2]$ there exists $C=C\left(\varepsilon_{0}, N\right)$ such that

$$
|f(\zeta)| \leqslant C \rho^{N}, \quad\left|f_{\zeta}^{\prime}(\zeta)\right| \leqslant C \rho^{N}
$$

for all $\zeta \in D_{\rho}, \rho \leqslant \varepsilon_{0}$.

The function $S_{\zeta}^{\prime}(u, \zeta)$ can be estimated as

$$
\begin{aligned}
& \left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant 3 \frac{\varepsilon_{0}^{6}}{|\zeta|^{4}} \quad \text { for } \zeta \in \mathbb{C} \backslash D_{\varepsilon_{0}}, \quad \text { and } \\
& \left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant 3 \frac{\rho^{6}}{|\zeta|^{4}} \quad \text { for } \zeta \in \partial D_{\rho}, \quad \varepsilon \leqslant \rho \leqslant \varepsilon_{0}
\end{aligned}
$$

Taking $N=5$ results in the following estimate for $I_{1}$

$$
\begin{aligned}
\left|I_{1}\right| \leqslant \frac{1}{2} \int_{\partial D_{\varepsilon}} \frac{|f(\zeta)|}{\left|S_{\zeta}^{\prime}(u, \zeta)\right|} d \bar{\zeta} \leqslant \operatorname{const} \frac{\varepsilon^{N}}{\varepsilon^{6}} \int_{\partial D_{\varepsilon}}|\zeta|^{4} d \bar{\zeta} & \leqslant \\
& \leqslant \operatorname{const} \frac{\varepsilon^{N} \varepsilon}{\varepsilon^{6}}(1+\varepsilon)^{4}=O(1), \quad \text { as } \varepsilon \rightarrow 0
\end{aligned}
$$

When estimating $I_{2}$ and $I_{3}$ we integrate separately over $D_{\varepsilon_{0}} \backslash D_{\varepsilon}$ and $\mathbb{C} \backslash D_{\varepsilon}$ :

$$
\begin{aligned}
& \left|I_{2}\right| \leqslant \iint_{D_{\varepsilon_{0}} \backslash D_{\varepsilon}}\left|\frac{f_{\zeta}^{\prime}(\zeta) \exp (i t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\iint_{\mathbb{C} \backslash D_{\varepsilon_{0}}}\left|\frac{f_{\zeta}^{\prime}(\zeta) \exp (i t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \\
& \\
& \leqslant \operatorname{const} \int_{\varepsilon}^{\varepsilon_{0}} \frac{\rho^{N} \rho}{\rho^{6}} d \rho+\operatorname{const} \iint_{\mathbb{C} \backslash D_{\varepsilon_{0}}}|f(\zeta)|\left|\zeta^{4}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta=O(1), \quad \text { as } \quad \varepsilon \rightarrow 0, \\
& \left|I_{3}\right| \leqslant \iint_{D_{\varepsilon_{0}} \backslash D_{\varepsilon}}\left|\frac{f(\zeta) \exp (i t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& \quad+\iint_{\mathbb{C}}\left|\frac{f(\zeta) \exp (i t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \\
& \quad \leqslant \operatorname{const} \int_{\varepsilon}^{\varepsilon_{0}} \frac{\rho^{N} \rho}{\rho^{12}} d \rho+\operatorname{const} \iint_{\mathbb{\varepsilon _ { 0 }}}|f(\zeta)|\left|\zeta^{3}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta^{N=11}=
\end{aligned}
$$

Setting finally $\varepsilon=\frac{1}{|t|}$ yields

$$
I(t, u)=O\left(\frac{1}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty
$$

uniformly on $u \in \mathbb{U}$.
II. $u \in \mathbb{C} \backslash \mathbb{U}$ :
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Let us divide the complex plane into six sets, each containing one and only one stationary point of $S(u, \zeta): \mathbb{C}=\bigcup_{k=0}^{2}\left(Z_{k}^{+} \cup Z_{k}^{-}\right)$. We define the set $Z_{k}^{ \pm}$as the set of points of the complex plane to which the stationary point $\pm \zeta_{k}$ is the closest :

$$
\begin{array}{ll}
Z_{k}^{+}=\left\{\zeta \in \mathbb{C}:\left|\zeta-\zeta_{i}\right| \geqslant\left|\zeta-\zeta_{k}\right|, \quad\left|\zeta+\zeta_{j}\right| \geqslant\left|\zeta-\zeta_{k}\right|,\right. & i, j \in\{0,1,2\}\} \\
Z_{k}^{-}=\left\{\zeta \in \mathbb{C}:\left|\zeta-\zeta_{i}\right| \geqslant\left|\zeta+\zeta_{k}\right|, \quad\left|\zeta+\zeta_{j}\right| \geqslant\left|\zeta+\zeta_{k}\right|, \quad i, j \in\{0,1,2\}\right\}
\end{array}
$$

where $k \in\{0,1,2\}$. We will estimate the integral over each $Z_{k}^{+}$separately. The integrals over $Z_{k}^{-}$are treated similarly.
Let us first take $\zeta \in Z_{1}^{+}$. Using the definition of $Z_{1}^{+}$and the property that all $\zeta \in D_{\varepsilon} \cap Z_{1}^{+}$ lie in the $\varepsilon$-neighborhood of the unit circle one can see that the scheme of reasoning for the case I is applicable.
Now let us consider $\zeta \in Z_{0}^{+} \cup Z_{2}^{+}$.
(A) First, we will study the set of values of parameter $\omega$ for which $\zeta_{2}(u),-\zeta_{2}(u)$ lie outside the $2 \varepsilon_{0}-$ neighborhood of zero, i.e. $\frac{1}{1+\omega}>2 \varepsilon_{0}$.
We will consider $\zeta \in Z_{0}^{+}$(the case $\zeta \in Z_{2}^{+}$is treated similarly). If $\zeta \in Z_{0}^{+} \cap D_{\varepsilon_{0}}$ (for a certain $\varepsilon_{0}$ ), then it can be represented as

$$
\zeta=(1+\omega) e^{i \varphi / 2}+\rho e^{i \theta}, \quad \rho \leqslant \varepsilon_{0}
$$

Let us estimate the ratio $\frac{f(\zeta)}{S_{\zeta}^{\prime}(\zeta, u)}$ in $D_{\varepsilon_{0}}$. If $\zeta_{0}$ belongs to the $2 \varepsilon_{0}$-neighborhood of $\zeta_{1}$, then all $\zeta \in Z_{0}^{+} \cap D_{\varepsilon_{0}}$ belong to the $3 \varepsilon_{0}$-neighborhood of $\zeta_{1}$. The following estimates hold :

$$
\begin{equation*}
\left|\zeta+\zeta_{1}\right| \geqslant 2-3 \varepsilon_{0}, \quad\left|\zeta+\zeta_{0}\right|>2-\varepsilon_{0}, \quad\left|\zeta+\zeta_{2}\right| \geqslant 1+\varepsilon_{0}, \quad \zeta \in Z_{0}^{+} \bigcap D_{\varepsilon_{0}} \tag{6.16}
\end{equation*}
$$

Further, we note that for any $N \in \mathbb{N}$ there exists a function $\tilde{f}(\zeta)$ satisfying properties (6.6), such that $|f(\zeta)| \leqslant\left|\zeta-\zeta_{1}\right|^{N}|\tilde{f}(\zeta)|$ for $\zeta$ belonging to the $3 \varepsilon_{0}$-neighborhood of $\zeta_{1}$. This and (6.16) imply that

$$
\begin{equation*}
\left|\frac{f(\zeta)}{S_{\zeta}^{\prime}(\zeta, u)}\right| \leqslant \operatorname{const} \frac{|\tilde{f}(\zeta)||\zeta|^{4}}{\left|\zeta-\zeta_{2}\right|\left|\zeta-\zeta_{0}\right|} \tag{6.17}
\end{equation*}
$$

A similar reasoning holds for the case when $\zeta_{0}$ belongs to the $2 \varepsilon_{0}$-neighborhood of $-\zeta_{1}$. Now if $\zeta_{0}$ does not belong to the $2 \varepsilon_{0}$-neighborhood of $\zeta_{1}$ and $-\zeta_{1}$, then $\left|\zeta-\zeta_{1}\right| \geqslant \varepsilon_{0}$ and $\left|\zeta+\zeta_{1}\right| \geqslant \varepsilon_{0}$ for all $\zeta \in Z_{0}^{+} \cap D_{\varepsilon_{0}}$. Two last estimates of (6.16) hold and thus (6.17)
holds with $\tilde{f}(\zeta)=f(\zeta)$.
The difference $\left|\zeta-\zeta_{2}\right|$ can be estimated

$$
\begin{equation*}
\left|\zeta-\zeta_{2}\right| \geqslant \frac{1}{2}\left|\zeta_{0}-\zeta_{2}\right|=\frac{\omega(2+\omega)}{2(1+\omega)}, \quad \zeta \in Z_{0}^{+} \tag{6.18}
\end{equation*}
$$

In order to get rid of this member in the denominator, let us represent $\tilde{f}(\zeta)$ by the Taylor formula in the neighborhood of $(1+\omega) e^{i \varphi / 2}$ :

$$
\tilde{f}(\zeta)=\tilde{f}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)+\tilde{f}^{\prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}+s e^{i \theta}\right) \rho, \quad s=\lambda \rho \text { for some } \lambda \in[0,1],
$$

where ' denotes the derivative with respect to $s$ and where $\lambda$ depends, in particular, on $\rho$.
For an arbitrary value of $\omega$ the following estimates hold :

$$
\begin{align*}
& \left|\tilde{f}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)\right| \leqslant \operatorname{const}|\omega|^{N},  \tag{6.19}\\
& \left|\tilde{f}^{\prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)\right| \leqslant \mathrm{const}|\omega|^{N} . \tag{6.20}
\end{align*}
$$

This finally yields

$$
\begin{array}{r}
\frac{|\tilde{f}(\zeta)||\zeta|^{4}}{\left|\zeta-\zeta_{2}\right|\left|\zeta-\zeta_{0}\right|} \leqslant \operatorname{const}\left(\frac{\left|\tilde{f}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)\right|}{\frac{\omega(2+\omega)}{2(1+\omega)}\left|\zeta-\zeta_{0}\right|}+\frac{\left|\tilde{f}^{\prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}+\lambda \rho e^{i \theta}\right)\right| \rho}{\rho\left|\zeta-\zeta_{0}\right|}\right) \leqslant \\
\leqslant \frac{\text { const }}{\left|\zeta-\zeta_{0}\right|}, \quad \zeta \in Z_{0}^{+} \bigcap D_{\varepsilon_{0}}
\end{array}
$$

Now we are ready to estimate $I_{1}$ :

$$
\int_{z_{0}^{+} \bigcap \partial D_{\varepsilon}}\left|\frac{f(\zeta) \exp (i t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)}\right| d \bar{\zeta} \leqslant \mathrm{const} \int_{Z_{0}^{+} \bigcap \partial D_{\varepsilon}} \frac{d \bar{\zeta}}{\left|\zeta-\zeta_{0}\right|}=O(1) \quad \text { as } \quad \varepsilon \rightarrow 0
$$

For $I_{2}$ we note that the estimate

$$
\left|\frac{f_{\zeta}^{\prime}(\zeta)}{S_{\zeta}^{\prime}(u, \zeta)}\right| \leqslant \frac{\text { const }}{\left|\zeta-\zeta_{0}\right|}, \quad \zeta \in Z_{0}^{+} \bigcap D_{\varepsilon_{0}}
$$
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can be obtained using the same reasoning as for the ratio $\frac{f(\zeta)}{S_{\zeta}^{\prime}(u, \zeta)}$. Thus

$$
\begin{aligned}
\iint_{Z_{0}^{+} \backslash D_{\varepsilon}}\left|\frac{f_{\zeta}^{\prime}(\zeta) \exp (i t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta & \leqslant \operatorname{const}\left(\iint_{z_{0}^{+} \backslash D_{\varepsilon_{0}}}\left|f_{\zeta}^{\prime}(\zeta)\right||\zeta|^{4} d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\right. \\
& \left.+\iint_{Z_{0}^{+} \bigcap\left(D_{\varepsilon_{0}} \backslash D_{\varepsilon}\right)} \frac{d \operatorname{Re} \zeta d \operatorname{Im} \zeta}{\left|\zeta-\zeta_{0}\right|}\right)=O(1) \quad \text { as } \quad \varepsilon \rightarrow 0 .
\end{aligned}
$$

In order to estimate $\frac{f(\zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}$ in $D_{\varepsilon_{0}}$ we take the members in the Taylor formula for $\tilde{f}(\zeta)$ up to the second order :

$$
\begin{equation*}
\tilde{f}(\zeta)=\tilde{f}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)+\tilde{f}^{\prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right) \rho+\frac{1}{2} \tilde{f}^{\prime \prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}+\lambda \rho e^{i \theta}\right) \rho^{2} . \tag{6.21}
\end{equation*}
$$

From formulas (6.17)-(6.21) it follows that

$$
\begin{aligned}
& \left|\frac{f(\zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \frac{|\tilde{f}(\zeta)||\zeta|^{8}}{\left|\zeta-\zeta_{2}\right|^{2}\left|\zeta-\zeta_{0}\right|^{2}} \leqslant \operatorname{const}\left(\frac{\left|\tilde{f}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)\right|}{\left(\frac{\omega(2+\omega)}{2(1+\omega)}\right)^{2}\left|\zeta-\zeta_{0}\right|^{2}}+\right. \\
& \left.+\frac{\left|\tilde{f}^{\prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}\right)\right| \rho}{\left(\frac{\omega(2+\omega)}{2(1+\omega)}\right)^{2}\left|\zeta-\zeta_{0}\right|^{2}}+\frac{\left|\tilde{f}^{\prime \prime}\left(e^{i \varphi / 2}+\omega e^{i \varphi / 2}+\lambda \rho e^{i \theta}\right)\right| \rho^{2}}{2 \rho^{2}\left|\zeta-\zeta_{0}\right|^{2}}\right) \leqslant \\
& \quad \leqslant \frac{\text { const }}{\left|\zeta-\zeta_{0}\right|^{2}}, \quad \zeta \in Z_{0}^{+} \bigcap D_{\varepsilon_{0}} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
\quad \iint_{Z_{0}^{+} \cap\left(D_{\left.\varepsilon_{0} \backslash D_{\varepsilon}\right)}\right.}\left|\frac{f(\zeta) \exp (i t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant & \\
& \leqslant \text { const } \int_{\varepsilon}^{\varepsilon_{0}} \frac{d \rho}{\rho}=\text { const } \ln \frac{\varepsilon_{0}}{\varepsilon} .
\end{aligned}
$$

Setting $\varepsilon=\frac{1}{|t|}$ yields $I_{3}=O(\ln (|t|))$, as $t \rightarrow \infty$.
(B) Now let $\frac{1}{1+\omega} \leqslant 2 \varepsilon_{0}$.

If $\zeta \in Z_{0}^{+} \cap D_{\varepsilon_{0}}$, then the following estimates hold

$$
\left|\zeta \pm \zeta_{1}\right| \geqslant \frac{1}{2 \varepsilon_{0}}-1-\varepsilon_{0}, \quad\left|\zeta \pm \zeta_{2}\right| \geqslant \frac{1}{2 \varepsilon_{0}}-3 \varepsilon_{0}, \quad\left|\zeta+\zeta_{0}\right|>2-\varepsilon_{0}
$$

Consequently,

$$
\left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const }}{|\zeta|^{4}}\left|\zeta-\zeta_{0}\right|, \quad \zeta \in Z_{0}^{+} \bigcap D_{\varepsilon_{0}}
$$

and the part of the integral $I_{\text {ext }}$ over $Z_{0}^{+}$for this case can be estimated, proceeding as in the previous item, as $O\left(\frac{\ln (|t|)}{|t|}\right), t \rightarrow \infty$.
If $\zeta \in Z_{2}^{+} \cap D_{\varepsilon_{0}}$, then the following estimates hold

$$
\left|\zeta \pm \zeta_{1}\right| \geqslant 1-3 \varepsilon_{0}, \quad\left|\zeta \pm \zeta_{0}\right| \geqslant 1-3 \varepsilon_{0}
$$

and thus

$$
\left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const }}{|\zeta|^{4}}\left|\zeta-\zeta_{2}\right|\left|\zeta+\zeta_{2}\right|
$$

We can estimate $\left|\zeta+\zeta_{2}\right| \geqslant\left|\zeta_{2}\right|=\frac{1}{1+\omega}$. Now let us expand $f(\zeta)$ into Taylor formula in the neighborhood of $\frac{1}{1+\omega} e^{i \varphi / 2}$ :

$$
f(\zeta)=f\left(\frac{1}{1+\omega} e^{i \varphi / 2}\right)+f^{\prime}\left(\frac{1}{1+\omega} e^{i \varphi / 2}+\lambda \rho e^{i \theta}\right) \rho, \quad \lambda \in[0,1] .
$$

For an arbitrary value of $\omega>0$ (satisfying $\frac{1}{1+\omega} \leqslant 2 \varepsilon_{0}$ ) the following estimate holds :

$$
\left|f\left(\frac{1}{1+\omega} e^{i \varphi / 2}\right)\right| \leqslant \text { const }\left|\frac{1}{1+\omega}\right|^{N}
$$

This yields

$$
\left|\frac{f(\zeta)}{S_{\zeta}^{\prime}(u, \zeta)}\right| \leqslant \text { const }\left(\frac{\left|f\left(\frac{1}{1+\omega} e^{i \varphi / 2}\right)\right|}{\frac{1}{1+\omega}\left|\zeta-\zeta_{2}\right|}+\frac{\left|f^{\prime}\left(\frac{1}{1+\omega} e^{i \varphi / 2}+\lambda \rho e^{i \theta}\right)\right| \rho}{\rho\left|\zeta-\zeta_{2}\right|}\right) \leqslant \frac{\text { const }}{\left|\zeta-\zeta_{2}\right|}
$$
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In the same manner

$$
\begin{aligned}
&\left|\frac{f(\zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \frac{|f(\zeta)||\zeta|^{8}}{\left|\zeta+\zeta_{2}\right|^{2}\left|\zeta-\zeta_{2}\right|^{2}} \leqslant \operatorname{const}\left(\frac{\left|f\left(\frac{1}{1+\omega} e^{i \varphi / 2}\right)\right|}{\left(\frac{1}{1+\omega}\right)^{2}\left|\zeta-\zeta_{2}\right|^{2}}+\right. \\
&\left.+\frac{\left|f^{\prime}\left(\frac{1}{1+\omega} e^{i \varphi / 2}\right)\right| \rho}{\left(\frac{1}{1+\omega}\right)^{2}\left|\zeta-\zeta_{2}\right|^{2}}+\frac{\left|f^{\prime \prime}\left(\frac{1}{1+\omega} e^{i \varphi / 2}+\lambda \rho e^{i \theta}\right)\right| \rho^{2}}{2 \rho^{2}\left|\zeta-\zeta_{2}\right|^{2}}\right) \leqslant \frac{\text { const }}{\left|\zeta-\zeta_{2}\right|^{2}} .
\end{aligned}
$$

Following further the reasoning from the case (A) we obtain that

$$
I_{e x t}=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty
$$

uniformly on $u \in \mathbb{C}$.

### 6.3 Estimate for the "inverse scattering solution"

In this subsection we prove estimate (6.3) for the solution $v(x, t)$ of the Cauchy problem for the Novikov-Veselov equation at positive energy with the initial data $v(x, 0)$ satisfying properties (6.2) or, in other words, for $v(x, t)$ constructed by means of (1.39)-(1.41) with (1.38b), (1.38c).

We proceed from the formulas (1.40), (1.41) for the potential $v(z, t)$ and the integral equation (1.39) for $\mu(z, \lambda, t)$.

We write (1.39) as

$$
\begin{equation*}
\mu(z, \lambda, t)=1+\left(A_{z, t} \mu\right)(z, \lambda, t) \tag{6.22}
\end{equation*}
$$

where

$$
\left(A_{z, t} f\right)(\lambda)=\partial_{\bar{\lambda}}^{-1}(r(\lambda) \exp (i t S(u, \lambda)) \overline{f(\lambda)})=-\frac{1}{\pi} \iint_{\mathbb{C}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{f(\zeta)}}{\zeta-\lambda} d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

and $S(u, \zeta)$ is defined by (6.9), $u=\frac{z}{t}$.
Equation (6.22) can be also written in the form

$$
\begin{equation*}
\mu(z, \lambda, t)=1+A_{z, t} \cdot 1+\left(A_{z, t}^{2} \mu\right)(z, \lambda, t) . \tag{6.23}
\end{equation*}
$$

According to the theory of generalized analytic functions (see [62]), equations (6.22), (6.23)
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have a unique solution for all $z, t$. This solution can be written as

$$
\begin{equation*}
\mu(z, \lambda, t)=\left(I-A_{z, t}^{2}\right)^{-1}\left(1+A_{z, t} \cdot 1\right) \tag{6.24}
\end{equation*}
$$

Equation (6.24) possesses a formal asymptotic expansion

$$
\begin{equation*}
\mu(z, \lambda, t)=\left(I+A_{z, t}^{2}+A_{z, t}^{4}+\ldots\right)\left(1+A_{z, t} \cdot 1\right) . \tag{6.25}
\end{equation*}
$$

From estimate (6.31) given below it follows that (6.25) converges uniformly for sufficiently large $t$. We will also write formula (6.25) in the form

$$
\begin{equation*}
\mu(z, \lambda, t)=1+A_{z, t} \cdot 1+R, \tag{6.26}
\end{equation*}
$$

where $R=\left(\sum_{k=1}^{\infty} A_{z, t}^{2 k}\right)\left(1+A_{z, t} \cdot 1\right)$.
In addition to $A_{z, t}$ we introduce another integral operator $B_{z, t}$ defined as

$$
\begin{equation*}
B_{z, t} \cdot f=\iint_{\mathbb{C}} r(\zeta) \exp (i t S(u, \zeta)) \overline{f(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{6.27}
\end{equation*}
$$

To study (6.25) we will need some estimates on the values of operators $A_{z, t}$ and $B_{z, t}$.

Lemma 6.3. Under assumption that $b(\cdot, t) \in \mathcal{S}(\mathbb{C})$ and for $b(\cdot, t)$ properties 8 , 9 of Statement 1.2 hold, the following estimates are valid:
(a)

$$
\begin{equation*}
\left|B_{z, t} \cdot 1\right|=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty \tag{6.28}
\end{equation*}
$$

uniformly on $u \in \mathbb{C}$;
(b)

$$
\begin{equation*}
\left|B_{z, t} \cdot A_{z, t} \cdot 1\right|=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty \tag{6.29}
\end{equation*}
$$

uniformly on $u \in \mathbb{C}$;
(c)

$$
\begin{equation*}
\left|\left(A_{z, t}^{2} \cdot 1\right)(\lambda)\right| \leqslant \frac{\beta}{|t|^{1 / 14}}, \quad|t| \geqslant 1 \tag{6.30}
\end{equation*}
$$

where $\beta$ is a constant independent of $u$ and $\lambda$;
(d)

$$
\begin{equation*}
\left|\left(A_{z, t}^{n} \cdot 1\right)(\lambda)\right| \leqslant \frac{\beta^{n-1}}{|t|^{\lfloor n / 2\rfloor / 14}}, \quad|t| \geqslant 1 \tag{6.31}
\end{equation*}
$$

where $\lfloor s\rfloor$ denotes the integer part of $s$;
(e)

$$
\begin{equation*}
\left|B_{z, t} \cdot A_{z, t}^{n-1} \cdot 1\right| \leqslant \frac{\beta^{n-1} \ln (3+|t|)}{|t|^{1+\lfloor(n-2) / 2\rfloor / 14}}, \quad|t| \geqslant 1 . \tag{6.32}
\end{equation*}
$$

Proof of Lemma 6.3. We proceed according to the scheme described in subsection 6.1 (page 51).
(a) This item follows from Lemma 6.2.
(b) As $\left(A_{z, t} \cdot 1\right)(\lambda) \in C(\mathbb{C})$, we take $D_{\varepsilon}$ to be the union of disks of a radius $\varepsilon$ centered in the stationary points of $S(u, \zeta)$. We note that $\left(A_{z, t} \cdot 1\right)(\lambda)=O(1)$ uniformly on $u$ (or, equivalently, on $z$ ) and $\lambda$. Thus the integral $I_{\text {int }}$ (as in (6.14) with $\left.f(\zeta, \lambda)=r(\zeta) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)}\right)$ can be estimated as

$$
I_{i n t}=\iint_{D_{\varepsilon}} r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=O\left(\varepsilon^{2}\right)
$$

Now let us estimate the integral $I_{\text {ext }}$ (as in (6.14) with $\left.f(\zeta, \lambda)=r(\zeta) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)}\right)$. For this purpose we apply the Stokes formula (as in (6.15)) taking into consideration that $\partial_{\bar{\lambda}}\left(A_{z, t} \cdot f\right)(\lambda)=r(\lambda) \exp (i t S(u, \lambda)) \overline{f(\lambda)}:$

$$
\begin{align*}
& \iint_{\mathbb{C} \backslash D_{\varepsilon}} r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
& =\int_{\partial D_{\varepsilon}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)}}{2 t S_{\zeta}^{\prime}(u, \zeta)} d \bar{\zeta}- \\
& -\iint_{\mathbb{C} \backslash D_{\varepsilon}}^{r_{\zeta}^{\prime}(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\iint_{\mathbb{C}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)} S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{i t\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -\iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{|r(\zeta)|^{2}|\exp (i t S(u, \zeta))|^{2}}{i t S_{\zeta}^{\prime}(u, \zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{6.33}
\end{align*}
$$

Now, proceeding as in the proof of Lemma 6.2, we obtain (6.29).
(c) In this case we build $D_{\varepsilon}$ as the union of disks with a radius of $\varepsilon$ and centers in $\lambda$ and stationary points of $S(u, \zeta)$. The integral $I_{\text {int }}$ over $D_{\varepsilon}$ (as in (6.14) with $f(\zeta, \lambda)=$ $\left.-\frac{1}{\pi} \frac{r(\zeta) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)}}{\zeta-\lambda}\right)$ behaves asymptotically as $O(\varepsilon)$. When estimating the integral $I_{\text {ext }}$
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over $\mathbb{C} \backslash D_{\varepsilon}$ we use (6.12), (6.15) and the following inequalities

$$
|\zeta-\lambda| \geqslant \varepsilon, \quad\left|\zeta-\zeta_{i}\right| \geqslant \varepsilon
$$

( $\zeta_{i}$ are stationary points of $S(u, \zeta)$ ) which hold for all $\zeta \in \mathbb{C} \backslash D_{\varepsilon}$. Thus we obtain that the asymptotical behavior of $I_{\text {ext }}$ is at most $O\left(\frac{1}{|t| \varepsilon^{13}}\right)$. Then, as proposed by the scheme, we choose $\varepsilon=|t|^{-1 / 14}$ and obtain the required estimate.
(d) This item is proved by induction. As in item (c), $D_{\varepsilon}$ is the union of disks with a radius of $\varepsilon$ and centers in $\lambda$ and stationary points of $S(u, \zeta)$.
For the integral $I_{i n t}$ we have

$$
\begin{align*}
&\left|I_{i n t}\right|=\left|\frac{1}{\pi} \iint_{D_{\varepsilon}} \frac{r(\zeta) \exp (i t S(u, \zeta))}{\zeta-\lambda} \overline{\left(A_{z, t}^{n-1} \cdot 1\right)(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right| \leqslant \\
& \leqslant \frac{\beta^{n-2}}{|t|[(n-1) / 2\rfloor / 14} \iint_{D_{\varepsilon}}\left|\frac{r(\zeta) \exp (i t S(u, \zeta))}{\zeta-\lambda}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \frac{\beta^{n-1} \varepsilon}{|t|\lfloor(n-2) / 2\rfloor / 14} \tag{6.34}
\end{align*}
$$

To estimate $I_{e x t}$ we use the following representation

$$
\begin{align*}
& \iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t}^{n-1} \cdot 1\right)(\zeta)}}{\zeta-\lambda} d \operatorname{Re} \zeta d \operatorname{Im} \zeta= \\
& =\int_{\partial D_{\varepsilon}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t}^{n-1} \cdot 1\right)(\zeta)}}{2 t(\zeta-\lambda) S_{\zeta}^{\prime}(u, \zeta)} d \bar{\zeta}- \\
& \quad-\iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{r_{\zeta}^{\prime}(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t}^{n-1} \cdot 1\right)(\zeta)}}{i t(\zeta-\lambda) S_{\zeta}^{\prime}(u, \zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& \quad+\iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t}^{n-1} \cdot 1\right)(\zeta)} S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{i t(\zeta-\lambda)\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& \quad-\iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{|r(\zeta)|^{2}|\exp (i t S(u, \zeta))|^{2}\left(A_{z, t}^{n-2} \cdot 1\right)(\zeta)}{i t(\zeta-\lambda) S_{\zeta}^{\prime}(u, \zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& \quad+\iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t}^{n-1} \cdot 1\right)(\zeta)}}{i t(\zeta-\lambda)^{2} S_{\zeta}^{\prime}(u, \zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=J_{1}+J_{2}+J_{3}+J_{4}+J_{5} . \tag{6.35}
\end{align*}
$$

The integrals $J_{i}$ can be estimated in the following way

$$
\left|J_{1}\right| \leqslant \frac{\beta^{n-2}}{\left.|t| \cdot|t|\right|^{\lfloor(n-1) / 2 J / 14}} \frac{1}{\varepsilon^{7}} \int_{\partial D_{\varepsilon}}|r(\zeta)| d \zeta \leqslant \frac{\beta^{n-1}}{\left.|t| \cdot|t|\right|^{\lfloor(n-1) / 2\rfloor / 14}} \frac{1}{\varepsilon^{7}} .
$$

Similarly,

$$
\begin{aligned}
& \left|J_{2}\right| \leqslant \frac{\beta^{n-1}}{|t| \cdot|t|\lfloor(n-1) / 2\rfloor / 14} \frac{1}{\varepsilon^{7}}, \\
& \left|J_{3}\right| \leqslant \frac{\beta^{n-1}}{|t| \cdot|t|{ }^{(n-1) / 2\rfloor / 14}} \frac{1}{\varepsilon^{13}}, \\
& \left|J_{4}\right| \leqslant \frac{\beta^{n-1}}{|t| \cdot|t| L^{(n-2) / 2\rfloor / 14}} \frac{1}{\varepsilon^{7}} \\
& \left|J_{5}\right| \leqslant \frac{\beta^{n-1}}{|t| \cdot|t|[(n-2) / 2\rfloor / 14} \frac{1}{\varepsilon^{8}}
\end{aligned}
$$

Thus,

$$
\left|I_{e x t}\right| \leqslant \frac{\beta^{n-1}}{|t| \cdot|t|(n-2) / 2\rfloor / 14} \cdot \varepsilon^{13} .
$$

Now we set $\varepsilon=|t|^{-1 / 14}$ and obtain the overall estimate

$$
\left|\left(A_{z, t}^{n} \cdot 1\right)(\lambda)\right| \leqslant \frac{\beta^{n-1}}{|t|^{1 / 14}|t|^{\lfloor(n-2) / 2\rfloor / 14}}=\frac{\beta^{n-1}}{t^{\lfloor n / 2\rfloor / 14}}
$$

(e) Proceeding from (d) this item is proved similarly to (b).

Lemma 6.4. Under assumptions of Lemma 6.3, we have that:
(a) $A_{z, t} \cdot 1=\frac{a_{1}(z, t)}{\lambda}+O\left(\frac{1}{|\lambda|^{2}}\right)$ for $\lambda \rightarrow \infty$, where

$$
\begin{equation*}
\left|\partial_{z} a_{1}(z, t)\right|=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty \tag{6.36}
\end{equation*}
$$

uniformly on $z \in \mathbb{C}$.
(b) $A_{z, t}^{2} \cdot 1=\frac{a_{2}(z, t)}{\lambda}+O\left(\frac{1}{|\lambda|^{2}}\right)$ for $\lambda \rightarrow \infty$, where

$$
\begin{equation*}
\left|\partial_{z} a_{2}(z, t)\right|=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty \tag{6.37}
\end{equation*}
$$

uniformly on $z \in \mathbb{C}$.
(c) $R=\frac{q(z, t)}{\lambda}+O\left(\frac{1}{|\lambda|^{2}}\right)$ as $\lambda \rightarrow \infty$, where

$$
\begin{equation*}
\left|\partial_{z} q(z, t)\right|=O\left(\frac{\ln (|t|)}{|t|}\right), \quad \text { as } \quad t \rightarrow \infty \tag{6.38}
\end{equation*}
$$

uniformly on $z \in \mathbb{C}$.
Proof of Lemma 6.4. The asymptotics for $A_{z, t} \cdot 1, A_{z, t}^{2} \cdot 1$ and $R$ follow from the definitions of $A_{z, t}$ and $R$, formula (1.41), property $b(\cdot, t) \in \mathcal{S}(\mathbb{C})$ and item 8 of Statement 1.2. The rest of the proof consists in the following.
(a) Estimate (6.36) follows from (6.28) and the formula

$$
a_{1}(z, t)=\frac{1}{\pi} \iint_{\mathbb{C}} r(\zeta) \exp (i t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=B_{z, t} \cdot 1
$$

(b) Estimate (6.37) follows from (6.29) and the formula

$$
a_{2}(z, t)=\frac{1}{\pi} \iint_{\mathbb{C}} r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t} \cdot 1\right)(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=B_{z, t} \cdot A_{z, t} \cdot 1
$$

(c) We note that $q(z, t)=\sum_{k=2}^{\infty} a_{k}(z, t)$ where $a_{k}(z, t)$ is defined

$$
\left(A_{z, t}^{k} \cdot 1\right)(\lambda)=\frac{a_{k}(z, t)}{\lambda}+O\left(\frac{1}{|\lambda|^{2}}\right) .
$$

Next,

$$
a_{k}(z, t)=\frac{1}{\pi} \iint_{\mathbb{C}} r(\zeta) \exp (i t S(u, \zeta)) \overline{\left(A_{z, t}^{k-1} \cdot 1\right)(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

Thus, proceeding as in item (e) of Lemma 6.3, we obtain that $a_{2}(z, t)+a_{3}(z, t)=O\left(\frac{\ln (|t|)}{|t|}\right)$ and the rest of the members form a geometric progression that converges to the sum of order $O\left(\frac{\ln (|t|)}{|t|^{1+1 / 14}}\right)$.

Formulas (1.40), (1.41), (6.26) and Lemma 6.4 imply
Theorem 6.1. Let $v(x, t)$ be a solution of the Novikov-Veselov equation (0.5) with $E=1$, constructed via (1.39)-(1.41) with (1.38b), (1.38c) under assumption that $b(\cdot, 0) \in \mathcal{S}(\mathbb{C})$ and for $b(\cdot, 0)$ properties 8, 9 of Statement 1.2 hold. Then

$$
\begin{equation*}
|v(x, t)| \leqslant \frac{\operatorname{const}(v) \ln (3+|t|)}{1+|t|}, \quad x \in \mathbb{R}^{2}, t \in \mathbb{R} \tag{6.39}
\end{equation*}
$$
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Corollary. Let $(v, w)$ be a solution to the Cauchy problem for the Novikov-Veselov equation (0.5) at $E=1$ with initial data ( $v_{0}, w_{0}$ ) satisfying properties (6.2). Then estimate (6.39) holds.

### 6.4 Properties of stationary points (proof of Lemma 6.1)

Proof. Under the additional assumption that $\xi \neq 0$ the system of equations (6.10)-(6.11) is equivalent to the following system

$$
\left\{\begin{array}{l}
\xi^{3}-\frac{\bar{u}}{6} \xi^{2}+\frac{u}{6} \xi-1=0  \tag{6.40}\\
\xi^{3}-\frac{u}{6} \xi+2=0
\end{array}\right.
$$

We claim that $\xi=\xi_{1}$ corresponds to a degenerate stationary point of (6.9), iff

$$
\begin{align*}
& \text { the polynomial } P(\xi)=\xi^{3}-\frac{\bar{u}}{6} \xi^{2}+\frac{u}{6} \xi-1 \text { can be represented }  \tag{6.41}\\
& \text { in the form } P(\xi)=\left(\xi-\xi_{1}\right)^{2}\left(\xi-\xi_{2}\right)
\end{align*}
$$

Indeed, if $\xi=\xi_{1} \neq 0$ is a zero of the function $Q(u, \xi)=-\frac{\bar{u}}{2}+\frac{u}{2 \xi}+3 \xi-\frac{3}{\xi^{2}}=3 P(\xi) / \xi^{2}$, then $Q(u, \xi)$ is holomorphic in a certain neighborhood of $\xi=\xi_{1}$ and can be expanded into the following Taylor series

$$
Q(u, \xi)=c_{1}\left(\xi-\xi_{1}\right)+c_{2}\left(\xi-\xi_{1}\right)^{2}+c_{3}\left(\xi-\xi_{1}\right)^{3}+\ldots
$$

Thus $S_{\zeta}^{\prime}$ can be represented as

$$
S_{\zeta}^{\prime}(u, \zeta)=c_{1}\left(\zeta^{2}-\xi_{1}\right)+c_{2}\left(\zeta^{2}-\xi_{1}\right)^{2}+c_{3}\left(\zeta^{2}-\xi_{1}\right)^{3}+\ldots
$$

After differentiating with respect to $\zeta$ we obtain

$$
S_{\zeta \zeta}^{\prime \prime}(u, \zeta)=2 c_{1} \zeta+4 c_{2}\left(\zeta^{2}-\xi_{1}\right) \zeta+6 c_{3}\left(\zeta^{2}-\xi_{1}\right)^{2} \zeta+\ldots
$$

The stationary point corresponding to $\xi=\xi_{1}$ can be degenerate if and only if $c_{1}=0$.
So for the polynomial $P(\xi)$ we get the following representation in the neighborhood of $\xi=\xi_{1}$

$$
P(\xi)=c_{2}\left(\xi-\xi_{1}\right)^{2} \xi^{2}+O\left(\left|\xi-\xi_{1}\right|^{3}\right)
$$

As $P(\xi)$ is a third-order polynomial, it follows that $P(\xi)=\left(\xi-\xi_{1}\right)^{2}\left(\xi-\xi_{2}\right)$.
Expanding the expression for $P(\xi)$ and equating coefficients for the corresponding powers
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of $\xi$ results in the following system

$$
\left\{\begin{array}{l}
2 \xi_{1}+\xi_{2}=\frac{\bar{u}}{6}  \tag{6.42}\\
2 \xi_{1} \xi_{2}+\xi_{1}^{2}=\frac{u}{6} \\
\xi_{1}^{2} \xi_{2}=1 .
\end{array}\right.
$$

Excluding $u$ from the system yields

$$
\left\{\begin{array}{l}
2 \xi_{1} \xi_{2}+\xi_{1}^{2}=2 \bar{\xi}_{1}+\bar{\xi}_{2}  \tag{6.43}\\
\xi_{1}^{2} \xi_{2}=1
\end{array}\right.
$$

We represent $\xi_{1}$ in the form $\xi_{1}=r e^{i \varphi}$. Then from the second equation in (6.43) we get that $\xi_{2}=r^{-2} e^{-2 i \varphi}$. Substituting this into the first equation of (6.43) yields

$$
\begin{equation*}
\left(r^{2}-r^{-2}\right) e^{2 i \varphi}=\left(r-r^{-1}\right) e^{-i \varphi} \tag{6.44}
\end{equation*}
$$

For $r=1$ equation (6.44) holds for all $\varphi$. In addition, if $r \neq 1, r>0$, then equation (6.44) can be rewritten as

$$
\left(r+r^{-1}\right) e^{3 i \varphi}=2
$$

and has no solutions for real $\varphi$.
Using now the second equation in (6.42) one can see that the set of $u$ values, for which (6.43), (6.42) are solvable and (6.41) holds, is a curve on the complex plane described in the parametric form by

$$
u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)
$$

(see Figure III.1). This curve has three singular points corresponding to $\varphi=\frac{2 \pi k}{3}, k=0,1,2$. For these values of $\varphi$ we have that $e^{i \varphi}=\xi_{1}=\xi_{2}=e^{-2 i \varphi}$, and $P(\xi)$ can be represented in the form $P(\xi)=\left(\xi-\xi_{1}\right)^{3}$. For $\varphi \neq \frac{2 \pi k}{3}, k=0,1,2$, we have that $P(\xi)=\left(\xi-\xi_{1}\right)^{2}\left(\xi-\xi_{2}\right)$ where $e^{i \varphi}=\xi_{1} \neq \xi_{2}=e^{-2 i \varphi}$. The first two statements of the Lemma 6.1 are proved.

Let us now fix $\xi=e^{i \varphi}$ and find the set of $u$ for which this $\xi$ is a root of the polynomial $P(\xi)$.
One can see that $\xi$ is the root of $P(\xi)$ iff

$$
\begin{equation*}
\xi \frac{u}{6}-\xi^{2} \frac{\bar{u}}{6}=1-\xi^{3} . \tag{6.45}
\end{equation*}
$$



Figure III. 1 - The curve $\mathcal{U}$ on the complex plane.

We now solve the homogeneous equation

$$
\begin{equation*}
e^{i \varphi} \frac{u}{6}-e^{2 i \varphi} \frac{\bar{u}}{6}=0 \tag{6.46}
\end{equation*}
$$

with respect to $u$ to find the plausible perturbations of $u$ for which $\xi=e^{i \varphi}$ remains a root of $P(\xi)$.

From (6.46) we get $\frac{u}{\bar{u}}=e^{i \varphi}$, and thus $u=s e^{i \varphi / 2}$ for $s \in \mathbb{R}$. So for all $u$ that belong to the line

$$
\begin{equation*}
u(\varphi, s)=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)+s e^{i \varphi / 2}, \quad s \in \mathbb{R} \tag{6.47}
\end{equation*}
$$

one of the roots of $P(\xi)$ is equal to $e^{i \varphi}$.
Now we note that the tangent vector to $\mathcal{U}$

$$
\frac{d}{d \varphi}\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)=2 i\left(e^{2 i \varphi}-e^{-i \varphi}\right)
$$

is collinear to the perturbation vector $s e^{i \varphi / 2}$ for all $\varphi \neq \frac{2 \pi i k}{3}, k=0,1,2$. Thus $u(\varphi, s)$ given by (6.47) is the tangent line to $\mathcal{U}$ passing through the point $6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)$.

We note that for each $u \in \operatorname{int} \mathbb{U}$ there exist two different tangents to the curve $\mathcal{U}$ passing
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through this $u$. Indeed, note that the tangent lines to the curve $\mathcal{U}$ passing through the points $u=18 e^{\frac{2 \pi i k}{3}}, k=0,1,2$, divide the domain int $\mathbb{U}$ into three parts

$$
\begin{aligned}
& U_{0}=\left\{u=r e^{i \varphi}, 0 \leqslant r<6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right), \frac{-\pi}{3} \leq \varphi \leq \frac{\pi}{3}\right\}, \\
& U_{1}=\left\{u=r e^{i \varphi}, 0<r<6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right), \frac{\pi}{3}<\varphi \leq \pi\right\} \\
& U_{2}=\left\{u=r e^{i \varphi}, 0<r<6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right), \pi<\varphi<\frac{5 \pi}{3}\right\}
\end{aligned}
$$

(see Figure III.1). We first study $U_{0}$. Let us consider $K_{01}$ and $K_{02}$ which are the sets of points of the following pencils of tangent lines :

$$
\begin{aligned}
& K_{01}=\left\{u \in \mathbb{C}: u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)+s e^{i \varphi / 2}, \quad s \in \mathbb{R}, \quad-\frac{2 \pi}{3} \leqslant \varphi<0\right\}, \\
& K_{02}=\left\{u \in \mathbb{C}: u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)+s e^{i \varphi / 2}, \quad s \in \mathbb{R}, \quad 0<\varphi \leqslant \frac{2 \pi}{3}\right\} .
\end{aligned}
$$

It is easily seen that $U_{0} \subset K_{01}, U_{0} \subset K_{02}$, i.e. each point from $U_{0}$ is covered by a certain tangent line from both pencils $K_{01}$ and $K_{02}$. It can be shown similarly that each point of $U_{j}, j=1,2$, is covered twice by the corresponding tangent lines.

Thus every point from int $\mathbb{U}$ is covered twice which means that for each $u$ in the domain limited by the curve $\mathcal{U}$ there exist two different roots of $P(\xi)$ equal to 1 in absolute value. As the product of the roots of the polynomial $P(\xi)$ is equal to 1 , the third root of the polynomial is also equal to 1 in absolute value. We do not consider the values $u$ from the boundary of $\mathbb{U}$ which means that the above-mentioned roots correspond to non-degenerate stationary points. Thus the third statement of Lemma 6.1 is proved.

Now suppose $u \in \mathbb{C} \backslash \mathbb{U}$. We note that every such point $u$ belongs to one and only one tangent line to the curve $\mathcal{U}$. That means that for every $u \in \mathbb{C} \backslash \mathbb{U}$ one of the roots of the polynomial $P(\xi), \xi_{1}$, is such that $\left|\xi_{1}\right|=1$. As $u \notin \mathcal{U}, \xi_{0} \neq \xi_{1}, \xi_{2} \neq \xi_{1}$. Besides $\left|\xi_{0}\right| \neq 1$ because otherwise there would be two different tangent lines passing through the corresponding point $u$. That means that for every $u \in \mathbb{C} \backslash \mathbb{U}$ there exists a root of the polynomial $P(\xi)$, namely $\xi=\xi_{0}$, such that $\left|\xi_{0}\right| \neq 1$.

Considering equation (6.45) and its conjugate yields the following system of linear equations for $u$ and $\bar{u}$

$$
\left\{\begin{array}{l}
a u+b \bar{u}=c, \\
\bar{b} \bar{u}+\bar{a} \bar{u}=\bar{c},
\end{array}\right.
$$

where $a=\frac{\xi}{6}, b=-\frac{\xi^{2}}{6}, c=1-\xi^{3}$ for each $\xi \in \mathbb{C},|\xi| \neq 1, \xi \neq 0$. Thus

$$
u=\frac{c \bar{a}-\bar{c} b}{a \bar{a}-b \bar{b}}=6 \frac{\bar{\xi}-\bar{\xi} \xi^{3}+\xi^{2}-\xi^{2} \bar{\xi}^{3}}{\xi \bar{\xi}(1-\xi \bar{\xi})}=6\left(\frac{1}{\xi}+\bar{\xi}+\frac{\xi}{\bar{\xi}}\right)
$$

for each $\xi \in \mathbb{C},|\xi| \neq 1, \xi \neq 0$.
Now let us consider $\xi=\xi_{0}=(1+\tau) e^{i \varphi}, 0<\tau<+\infty$. Then the corresponding value of the parameter $u$ is

$$
u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}+\frac{\tau^{2}}{1+\tau} e^{-i \varphi}\right)
$$

In addition to $\xi=\xi_{0}$, for this value of the parameter $u$ polynomial $P(\xi)$ has also a root $\xi=\xi_{1}=e^{-2 i \varphi}$. Indeed, if $u=6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)$, then $\xi_{1}=e^{-2 i \varphi}$ is a root of the polynomial $P(\xi)$, and the plausible perturbation of this $u$ for which $\xi_{1}$ remains a root of $P(\xi)$ is equal to $s e^{-i \varphi}$.

In addition, as the product of the roots of $P$ is equal to 1 , the third root is $\xi_{2}=(1+\tau)^{-1} e^{i \varphi}$. The fourth statement of Lemma 6.1 is proved.

## 7 Large time asymptotics for solutions of Cauchy problem for the Novikov-Veselov equation at negative energy

In this Section we consider a problem similar to that studied in the previous Section, but for the case of negative energy. More precisely, we consider the Cauchy problem for equation (0.5) at $E<0$ with the initial data

$$
\begin{equation*}
v(x, 0)=v_{0}(x), \quad w(x, 0)=w_{0}(x), \tag{7.1}
\end{equation*}
$$

where function $v_{0}(x)$ satisfies the following conditions

- $v_{0}=\bar{v}_{0}$, i.e. $v_{0}$ is a real-valued function,
- the integral equations of direct scattering for the 2-dimensional Scrödinger equation (1.1) with the given potential $v_{0}(x)$ are everywhere uniquely solvable,
- $v_{0} \in \mathcal{S}\left(\mathbb{R}^{2}\right)$, where $\mathcal{S}$ denotes the Schwartz class.

As for function $w_{0}(x)$, we will assume that it is a continuous function decaying at infinity and determined using $\partial_{\bar{z}} w_{0}(x)=-3 \partial_{z} v_{0}(x)$ from (0.5).

The main result of this Section consists in the following (see also Theorem 7.1) : we show that for the "inverse scattering solution" $v(x, t)$ of (0.5), (7.1), where $E<0$ and $v(x, 0)=v_{0}(x)$ satisfies (7.2), the following estimate holds

$$
\begin{equation*}
|v(x, t)| \leqslant \frac{\operatorname{const}\left(v_{0}\right) \ln (3+|t|)}{(1+|t|)^{3 / 4}}, \quad t \in \mathbb{R}, \text { uniformly on } x \in \mathbb{R}^{2} . \tag{7.3}
\end{equation*}
$$

The proof of estimate (7.3) is based on the scheme developed in the previous Section. The main difference arises from the fact that item 9 of Statement 1.2, essentially used in the proofs of the previous Section, does not hold in the case of negative energy. This property also results in the slower convergence of the "inverse scattering solution" to zero in the case of negative energy. We show that for $E<0$ estimate (7.3) of the rate of convergence is optimal in the sense that for some initial values $v(x, 0)$ and for some lines $x=\omega t, \omega \in \mathbb{S}^{1}$, the exact asymptotics of $v(x, t)$ along these lines is $\frac{\text { const }}{(1+|t|)^{3 / 4}}$ as $|t| \rightarrow \infty$ (where the constant is nonzero).

### 7.1 Estimate for the solution of the linearized equation

Consider

$$
\begin{align*}
& I(t, z)=\iint_{\mathbb{C}} f(\zeta) \exp (S(\zeta, z, t)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \\
& J(t, z)=3 \iint_{\mathbb{C}} \frac{\bar{\zeta}}{\zeta} f(\zeta) \exp (S(\zeta, z, t)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{7.4}
\end{align*}
$$

where $z \in \mathbb{C}, t \in \mathbb{R}, f(\zeta) \in L^{1}(\mathbb{C}), S$ is defined by

$$
\begin{equation*}
S(\lambda, z, t)=\frac{1}{2}\left(\left(\lambda-\frac{1}{\bar{\lambda}}\right) \bar{z}-\left(\bar{\lambda}-\frac{1}{\lambda}\right) z\right)+t\left(\lambda^{3}+\frac{1}{\lambda^{3}}-\bar{\lambda}^{3}-\frac{1}{\bar{\lambda}^{3}}\right) \tag{7.5}
\end{equation*}
$$

We will also assume that $f(\zeta)$ satisfies the following conditions

$$
\begin{align*}
& f \in C^{\infty}\left(\bar{D}_{+}\right), \quad f \in C^{\infty}\left(\bar{D}_{-}\right),  \tag{7.6a}\\
& \partial_{\zeta}^{m} \partial_{\bar{\zeta}}^{n} f(\zeta)=\left\{\begin{array}{ll}
O\left(|\zeta|^{-\infty}\right) & \text { as }|\zeta| \rightarrow \infty, \\
O\left(|\zeta|^{\infty}\right) & \text { as }|\zeta| \rightarrow 0,
\end{array} \text { for all } m, n \geqslant 0,\right. \tag{7.6b}
\end{align*}
$$

where

$$
\begin{equation*}
D_{+}=\{\zeta \in \mathbb{C}: 0<|\zeta| \leqslant 1\}, \quad D_{-}=\{\zeta \in \mathbb{C}:|\zeta| \geqslant 1\} \tag{7.7}
\end{equation*}
$$

and $\bar{D}_{+}=D_{+} \cup T, \bar{D}_{-}=D_{-} \cup T$ with $T=\{\zeta \in \mathbb{C}:|\zeta|=1\}$.
Note that if $v(z, t)=I(t, z), w(z, t)=J(t, z)$, where

$$
\left(|\zeta|^{3}+|\zeta|^{-3}\right) f(\zeta) \in L^{1}(\mathbb{C}) \text { as a function of } \zeta
$$

and, in addition,

$$
\overline{f(\zeta)}=f(-\zeta) \quad \text { and/or } \quad \overline{f(\zeta)}=-|\zeta|^{-4} f\left(\frac{1}{\bar{\zeta}}\right)
$$

then $v, w$ satisfy the linearized Novikov-Veselov equation (0.5) with $E=-1$.
Let us introduce parameter $u=\frac{z}{t}$ and write the integral $I$ in the following form

$$
\begin{equation*}
I(t, u)=\iint_{\mathbb{C}} f(\zeta) \exp (t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{7.8}
\end{equation*}
$$

where

$$
\begin{equation*}
S(u, \zeta)=\frac{1}{2}\left(\left(\zeta-\frac{1}{\bar{\zeta}}\right) \bar{u}-\left(\bar{\zeta}-\frac{1}{\zeta}\right) u\right)+\left(\zeta^{3}-\bar{\zeta}^{3}+\frac{1}{\zeta^{3}}-\frac{1}{\bar{\zeta}^{3}}\right) \tag{7.9}
\end{equation*}
$$

We will start by studying the properties of the stationary points of the function $S(u, \zeta)$ with respect to $\zeta$. These points satisfy the equation

$$
\begin{equation*}
S_{\zeta}^{\prime}=\frac{\bar{u}}{2}-\frac{u}{2 \zeta^{2}}+3 \zeta^{2}-\frac{3}{\zeta^{4}}=0 \tag{7.10}
\end{equation*}
$$

The degenerate stationary points obey additionally the equation

$$
\begin{equation*}
S_{\zeta \zeta}^{\prime \prime}=\frac{u}{\zeta^{3}}+6 \zeta+\frac{12}{\zeta^{5}}=0 . \tag{7.11}
\end{equation*}
$$

We denote $\xi=\zeta^{2}$ and

$$
Q(u, \xi)=\frac{u}{2}-\frac{\bar{u}}{2 \xi}+3 \xi-\frac{3}{\xi^{2}} .
$$

For each $\xi$, a root of the function $Q(u, \xi)$, there are two corresponding stationary points of $S(u, \zeta), \zeta= \pm \sqrt{\xi}$.

The function $S_{\zeta}^{\prime}(u, \zeta)$ can be represented in the following form

$$
\begin{equation*}
S_{\zeta}^{\prime}(u, \zeta)=\frac{3}{\zeta^{4}}\left(\zeta^{2}-\zeta_{0}^{2}(u)\right)\left(\zeta^{2}-\zeta_{1}^{2}(u)\right)\left(\zeta^{2}-\zeta_{2}^{2}(u)\right) \tag{7.12}
\end{equation*}
$$

We will also use hereafter the following notations:

$$
\mathcal{U}=\left\{u=-6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right): \varphi \in[0,2 \pi)\right\}
$$

and

$$
\mathbb{U}=\left\{u=r e^{i \psi}: \psi=\operatorname{Arg}\left(-6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)\right), 0 \leqslant r \leqslant\left|6\left(2 e^{i \varphi}+e^{-2 i \varphi}\right)\right|, \varphi \in[0,2 \pi)\right\},
$$ the domain limited by the curve $\mathcal{U}$.

Lemma 7.1 (see Lemma 6.1).

1. If $u=-18 e^{\frac{2 \pi i k}{3}}, k=0,1,2$, then

$$
\begin{equation*}
\zeta_{0}(u)=\zeta_{1}(u)=\zeta_{2}(u)=e^{\frac{\pi i k}{3}} \tag{7.13}
\end{equation*}
$$

and $S(u, \zeta)$ has two degenerate stationary points, corresponding to a third-order root of the function $Q(u, \xi), \xi_{1}=e^{\frac{2 \pi i k}{3}}$.
2. If $u \in \mathcal{U}\left(\right.$ i.e. $\left.u=-6\left(2 e^{-i \varphi}+e^{2 i \varphi}\right)\right)$ and $u \neq-18 e^{\frac{2 \pi i k}{3}}, k=0,1,2$, then

$$
\begin{equation*}
\zeta_{0}(u)=\zeta_{1}(u)=e^{-i \varphi / 2}, \quad \zeta_{2}(u)=e^{i \varphi} \tag{7.14}
\end{equation*}
$$

Thus $S(u, \zeta)$ has two degenerate stationary points, corresponding to a second-order root of the function $Q(u, \xi), \xi_{1}=e^{-i \varphi}$, and two non-degenerate stationary points corresponding to a first-order root, $\xi_{2}=e^{2 i \varphi}$.
3. If $u \in \operatorname{int} \mathbb{U}=\mathbb{U} \backslash \partial \mathbb{U}$, then

$$
\begin{equation*}
\zeta_{i}(u)=e^{-i \varphi_{i}} \text { for some real } \varphi_{i}, \quad \text { and } \quad \zeta_{i}(u) \neq \zeta_{j}(u) \quad \text { for } \quad i \neq j \tag{7.15}
\end{equation*}
$$

In this case the stationary points of $S(u, \zeta)$ are non-degenerate and correspond to the roots of the function $Q(u, \xi)$ with absolute values equal to 1 .
4. If $u \in \mathbb{C} \backslash \mathbb{U}$, then

$$
\begin{equation*}
\zeta_{0}(u)=(1+\omega) e^{-i \varphi / 2}, \quad \zeta_{1}(u)=e^{i \varphi}, \quad \zeta_{2}(u)=(1+\omega)^{-1} e^{-i \varphi / 2} \tag{7.16}
\end{equation*}
$$

for certain real values $\varphi$ and $\omega>0$.
In this case the stationary points of the function $S(u, \zeta)$ are non-degenerate, and correspond to the roots of the function $Q(u, \xi)$ that can be expressed as $\xi_{0}=(1+\tau) e^{-i \varphi}$,
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$$
\xi_{1}=e^{2 i \varphi}, \xi_{2}=(1+\tau)^{-1} e^{-i \varphi},(1+\tau)=(1+\omega)^{2} .
$$

Formula (7.12) and Lemma 7.1 give a complete description of the stationary points of function $S(u, \zeta)$.

In order to estimate uniformly on $u, \lambda \in \mathbb{C}$ the large-time behavior of the integral

$$
\begin{equation*}
I(t, u, \lambda)=\iint_{\mathbb{C}} f(\zeta, \lambda) \exp (t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{7.17}
\end{equation*}
$$

where $f$ satisfies assumptions (7.6), in the following subsections we will use the following general scheme.

1. Consider $D_{\varepsilon}$, the union of disks with a radius of $\varepsilon$ and centers in singular points of function $f(\zeta, \lambda)$ and stationary points of $S(u, \zeta)$ with respect to $\zeta$.
2. Represent $I(t, u, \lambda)$ as the sum of integrals over $D_{\varepsilon}$ and $\mathbb{C} \backslash D_{\varepsilon}$ :

$$
\begin{align*}
& I(t, u, \lambda)=I_{\text {int }}+I_{\text {ext }}, \quad \text { where } \\
& I_{\text {int }}=\iint_{D_{\varepsilon}} f(\zeta, \lambda) \exp (t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta,  \tag{7.18}\\
& I_{\text {ext }}=\iint_{\mathbb{C} \backslash D_{\varepsilon}} f(\zeta, \lambda) \exp (t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{align*}
$$

3. Find an estimate of the form

$$
\left|I_{\text {int }}\right|=O\left(\varepsilon^{\alpha}\right), \quad \text { as } \quad \varepsilon \rightarrow 0 \quad(\text { for a certain } \alpha>0)
$$

uniformly on $u, \lambda, t$.
4. Integrate $I_{\text {ext }}$ by parts using Stokes formula

$$
\begin{align*}
& I_{e x t}=-\frac{1}{2 i t} \int_{\partial D_{\varepsilon}} \frac{f(\zeta, \lambda) \exp (t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)} d \bar{\zeta}- \\
&-\frac{1}{2 i t} \int_{T \backslash D_{\varepsilon}} \frac{\left(f_{+}(\zeta, \lambda)-f_{-}(\zeta, \lambda)\right) \exp (t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)} d \bar{\zeta}-\frac{1}{t} \iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{f_{\zeta}^{\prime}(\zeta, \lambda) \exp (t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
&+\frac{1}{t} \iint_{\mathbb{C} \backslash D_{\varepsilon}} \frac{f(\zeta, \lambda) \exp (t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=-\frac{1}{t}\left(I_{1}+I_{2}+I_{3}-I_{4}\right), \tag{7.19}
\end{align*}
$$

where $f_{ \pm}(\zeta, \lambda)=\lim _{\delta \rightarrow 0} f(\zeta(1 \mp \delta), \lambda), \zeta \in T$ and $T$ is defined by $T=\{\lambda \in \mathbb{C}:|\lambda|=1\}$.
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5. For each $I_{i}$ find an estimate of the form

$$
\left|I_{i}\right|=O\left(\frac{1}{\varepsilon^{\beta}}\right), \quad \text { as } \varepsilon \rightarrow 0 \quad(\text { for a certain } \beta>0)
$$

6. Set $\varepsilon=\frac{1}{(1+|t|)^{k}}$, where $k(\alpha+\beta)=1$, which yields the overall estimate

$$
|I(t, u, \lambda)|=O\left(\frac{1}{(1+|t|)^{\frac{\alpha}{\alpha+\beta}}}\right), \quad \text { as } \quad|t| \rightarrow \infty
$$

Using this scheme we obtain, in particular, the following result
Lemma 7.2. Let a function $f$ satisfy assumptions (7.6) and, additionally,

$$
\begin{equation*}
\left.f\right|_{T} \equiv 0, \quad T=\{\lambda \in \mathbb{C}:|\lambda|=1\} \tag{7.20}
\end{equation*}
$$

Then the integral $I(t, u)$ of (7.8) can be estimated

$$
\begin{equation*}
|I(t, u)| \leqslant \frac{\operatorname{const}(f) \ln (3+|t|)}{(1+|t|)^{3 / 4}} \quad \text { for } \quad t \in \mathbb{R} \tag{7.21}
\end{equation*}
$$

uniformly on $u \in \mathbb{C}$.

A detailed proof of Lemma 7.2 is given in subsection 7.4.

### 7.2 Estimate for the "inverse scattering solution"

In this subsection we prove estimate (7.3) for the solution $v(x, t)$ of the Cauchy problem for the Novikov-Veselov equation at negative energy with the initial data $v(x, 0)$ satisfying properties (7.2).

We proceed from formulas (1.40), (1.41) for potential $v(z, t)$ and the integral equation (1.39) for $\mu(z, \lambda, t)$.

We write (1.39) as

$$
\begin{equation*}
\mu(z, \lambda, t)=1+\left(A_{z, t} \mu\right)(z, \lambda, t) \tag{7.22}
\end{equation*}
$$

where

$$
\left(A_{z, t} f\right)(\lambda)=\partial_{\bar{\lambda}}^{-1}(r(\lambda) \exp (t S(u, \lambda)) \overline{f(\lambda)})=-\frac{1}{\pi} \iint_{\mathbb{C}} \frac{r(\zeta) \exp (t S(u, \zeta)) \overline{f(\zeta)}}{\zeta-\lambda} d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$
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and $S(u, \zeta)$ is defined by $(7.9), u=\frac{z}{t}$.
Equation (7.22) can be also written in the form

$$
\begin{equation*}
\mu(z, \lambda, t)=1+A_{z, t} \cdot 1+\left(A_{z, t}^{2} \mu\right)(z, \lambda, t) . \tag{7.23}
\end{equation*}
$$

According to the theory of generalized analytic functions (see [62]), equations (7.22), (7.23) have a unique bounded solution for all $z, t$. This solution can be written as

$$
\begin{equation*}
\mu(z, \lambda, t)=\left(I-A_{z, t}^{2}\right)^{-1}\left(1+A_{z, t} \cdot 1\right) \tag{7.24}
\end{equation*}
$$

Equation (7.24) implies the following formal representation

$$
\begin{equation*}
\mu(z, \lambda, t)=\left(I+A_{z, t}^{2}+A_{z, t}^{4}+\ldots\right)\left(1+A_{z, t} \cdot 1\right) . \tag{7.25}
\end{equation*}
$$

From results of Lemma 7.3 it follows that the series in (7.25) converges for large values of $t$.

We also introduce functions $\nu(z, \lambda, t)=\partial_{z} \mu(z, \lambda, t)$ and $\eta(z, \lambda, t)=\partial_{\bar{z}} \mu(z, \lambda, t)$. In terms of these functions potential $v(z, t)$ is obtained by the formula

$$
\begin{equation*}
v(z, t)=-2 \nu_{-1}(z, t), \tag{7.26}
\end{equation*}
$$

where $\nu_{-1}(z, t)$ is defined by expanding $\nu(z, \lambda, t)$ as $|\lambda| \rightarrow \infty$ :

$$
\nu(z, \lambda, t)=\frac{\nu_{-1}(z, t)}{\lambda}+o\left(\frac{1}{|\lambda|}\right), \quad|\lambda| \rightarrow \infty
$$

The pair of functions $\nu(z, \lambda, t), \eta(z, \lambda, t)$ satisfies the following system of differential equations:

$$
\left\{\begin{array}{l}
\frac{\partial \nu(z, \lambda, t)}{\partial \bar{\lambda}}=\partial_{z} r(z, \lambda, t) \overline{\mu(z, \lambda, t)}+r(z, \lambda, t) \overline{\eta(z, \lambda, t)}  \tag{7.27}\\
\frac{\partial \eta(z, \lambda, t)}{\partial \bar{\lambda}}=\partial_{z} r(z, \lambda, t) \overline{\mu(z, \lambda, t)}+r(z, \lambda, t) \overline{\nu(z, \lambda, t)}
\end{array}\right.
$$

Equations (7.27) can also be written in the integral form

$$
\left\{\begin{array}{l}
\nu(z, \lambda, t)=\left(B_{z, t} \mu\right)(z, \lambda, t)+\left(A_{z, t} \eta\right)(z, \lambda, t),  \tag{7.28}\\
\eta(z, \lambda, t)=\left(B_{z, t} \mu\right)(z, \lambda, t)+\left(A_{z, t} \nu\right)(z, \lambda, t),
\end{array}\right.
$$

where operator $B_{z, t}$ is defined

$$
\begin{equation*}
\left(B_{z, t} f\right)(\lambda)=\partial_{\bar{\lambda}}^{-1}\left(\partial_{z} r(z, \lambda, t) \overline{f(\lambda)}\right)=-\frac{1}{\pi} \iint_{\mathbb{C}} \frac{\partial_{z} r(z, \zeta, t) \overline{f(\zeta)}}{\zeta-\lambda} d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{7.29}
\end{equation*}
$$

Thus for function $\nu(z, \lambda, t)$ we obtain equation

$$
\nu=\left(B_{z, t}+A_{z, t} B_{z, t}\right) \mu+A_{z, t}^{2} \nu
$$

or the following formal representation

$$
\begin{equation*}
\nu=\left(I+A_{z, t}^{2}+A_{z, t}^{4}+\ldots\right)\left(\left(B_{z, t}+A_{z, t} B_{z, t}\right)\left(I+A_{z, t}^{2}+A_{z, t}^{4}+\ldots\right)\left(1+A_{z, t} \cdot 1\right)\right) \tag{7.30}
\end{equation*}
$$

We will write this formula in the form $\nu=B_{z, t} \cdot 1+A_{z, t} B_{z, t} \cdot 1+R_{z, t}(\lambda)$. From results of Lemma 7.3 it follows that the series in (7.30) converges for large values of $t$.

Lemma 7.3. Let $f(\lambda, z, t)$ be an arbitrary testing function such that

$$
|f| \leqslant \frac{c_{f}}{(1+|t|)^{\delta}}, \quad\left|\partial_{\lambda} f\right| \leqslant \frac{c_{f}}{(1+|t|)^{\delta}} \quad \forall \lambda \in \mathbb{C}, z \in \mathbb{C}, t \in \mathbb{R}
$$

with some positive constant $c_{f}$ independent of $\lambda, z, t$ and some $\delta \geqslant 0$. Then :

1. The following estimates hold for $B_{z, t} \cdot f$ :

$$
\left(B_{z, t} \cdot f\right)(\lambda)=\frac{\beta_{1}(z, t)}{\lambda}+o\left(\frac{1}{|\lambda|}\right) \text { for } \lambda \rightarrow \infty
$$

where

$$
\beta_{1}(z, t)=\frac{1}{\pi} \iint_{\mathbb{C}} \partial_{z} r(z, \zeta, t) \overline{f(\zeta, z, t)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

and

$$
\begin{equation*}
\left|\beta_{1}(z, t)\right| \leqslant \frac{\hat{\beta}_{1} c_{f} \ln (3+|t|)}{(1+|t|)^{3 / 4+\delta}} ; \tag{7.31}
\end{equation*}
$$

in addition,

$$
\begin{equation*}
\left|\left(B_{z, t} \cdot f\right)(\lambda)\right| \leqslant \frac{\hat{\beta}_{2} c_{f} \ln (3+|t|)}{(1+|t|)^{1 / 2+\delta}} \text { for } \lambda \in T \tag{7.32}
\end{equation*}
$$

where $T=\{\lambda \in \mathbb{C}:|\lambda|=1\}$, and

$$
\begin{equation*}
\left|\left(B_{z, t} \cdot f\right)(\lambda)\right| \leqslant \frac{\hat{\beta}_{3} c_{f}}{(1+|t|)^{1 / 4+\delta}} \quad \forall \lambda \in \mathbb{C} \tag{7.33}
\end{equation*}
$$

2. The following estimates hold for $A_{z, t} \cdot B_{z, t} \cdot f$ :

$$
\left(A_{z, t} \cdot B_{z, t} \cdot f\right)(\lambda)=\frac{\alpha_{1}(z, t)}{\lambda}+o\left(\frac{1}{|\lambda|}\right) \text { for } \lambda \rightarrow \infty
$$

where

$$
\begin{equation*}
\alpha_{1}(z, t)=-\frac{1}{\pi^{2}} \iint_{\mathbb{C}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta r(z, \zeta, t) \iint_{\mathbb{C}} \frac{\partial_{z} r(z, \eta, t)}{\eta-\zeta} \overline{f(\eta, z, t)} d \operatorname{Re} \eta d \operatorname{Im} \eta \tag{7.34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\alpha_{1}(z, t)\right| \leqslant \frac{\hat{\alpha}_{1} c_{f}}{(1+|t|)^{3 / 4+\delta}} \tag{7.35}
\end{equation*}
$$

in addition,

$$
\begin{equation*}
\left|\left(A_{z, t} \cdot B_{z, t} \cdot f\right)(\lambda)\right| \leqslant \frac{\hat{\alpha}_{2} c_{f}}{(1+|t|)^{1 / 2+\delta}} \quad \forall \lambda \in \mathbb{C} . \tag{7.36}
\end{equation*}
$$

3. The following estimates for $A_{z, t}^{n} \cdot f$ hold :

$$
\left(A_{z, t}^{n} \cdot f\right)(\lambda)=\frac{\gamma_{n}(z, t)}{\lambda}+o\left(\frac{1}{|\lambda|}\right) \text { for } \lambda \rightarrow \infty
$$

where

$$
\gamma_{n}(z, t)=\frac{1}{\pi} \iint_{\mathbb{C}} r(z, \zeta, t) \overline{\left(A_{z, t}^{n-1} \cdot f\right)(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

and

$$
\begin{equation*}
\left|\gamma_{n}(z, t)\right| \leqslant \frac{\left(\hat{\gamma}_{1}\right)^{n} c_{f}}{\left.(1+|t|)^{\delta+\frac{1}{5}} \frac{n-1}{2}\right\rceil+\frac{2}{5}}, \tag{7.37}
\end{equation*}
$$

where $\lceil s\rceil$ denotes the smallest integer following s. In addition,

$$
\begin{equation*}
\left|\left(A_{z, t}^{n} \cdot f\right)(\lambda)\right| \leqslant \frac{\left(\hat{\gamma}_{2}\right)^{n} c_{f}}{(1+|t|)^{\delta+\frac{1}{5}\left\lceil\frac{n}{2}\right\rceil}} \quad \forall \lambda \in \mathbb{C} \tag{7.38}
\end{equation*}
$$

4. The following estimate holds for $R_{z, t}$ :

$$
\begin{equation*}
R_{z, t}(\lambda)=\frac{q(z, t)}{\lambda}+o\left(\frac{1}{|\lambda|}\right) \text { for } \lambda \rightarrow \infty \tag{7.39}
\end{equation*}
$$

and

$$
\begin{equation*}
|q(z, t)| \leqslant \frac{\hat{q}\left(c_{f}\right)}{(1+|t|)^{9 / 10}} \tag{7.40}
\end{equation*}
$$

A detailed proof of Lemma 7.3 is given in subection 7.4.

From formulas (7.26), (7.30) and Lemma 7.3 follows immediately the following theorem.

Theorem 7.1. Let $v(x, t)$ be the "inverse scattering solution" of the Cauchy problem for the Novikov-Veselov equation (0.5) with $E=-1$ and the initial data $v(x, 0)=v_{0}(x)$ satisfying (7.2). Then

$$
|v(x, t)| \leqslant \frac{\operatorname{const}\left(v_{0}\right) \ln (3+|t|)}{(1+|t|)^{3 / 4}}, \quad x \in \mathbb{R}^{2}, t \in \mathbb{R}
$$

### 7.3 Optimality of estimates for the velocity of decay

In this subsection we show that estimates (7.3) and (7.21) are optimal in the following sense : there exists such a line $z=\hat{u} t$ that along this line $I(z, t)$ from (7.21) behaves asymptotically as $\frac{\text { const }}{(1+|t|)^{3 / 4}}$ with some nonzero constant ; there exist such initial data satisfying (7.2) that the corresponding solution $v(z, t)$ behaves asymptotically as $\frac{\text { const }}{(1+|t|)^{3 / 4}}$, when $|t| \rightarrow \infty$, along the line $z=\hat{u} t$, where the constant is nonzero.

### 7.3.1 Optimality of the estimate in the linearized case

Let us consider the integral

$$
\begin{equation*}
I(t, u)=\iint_{\mathbb{C}} f(\zeta) \exp (t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{7.41}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\zeta)=\frac{\pi|1-\zeta \bar{\zeta}|}{2|\zeta|^{2}} b(\zeta) \tag{7.42}
\end{equation*}
$$

with $b(\zeta)$ satisfying (7.6), and $S(u, \zeta)$ is defined by (7.9), for $u=\hat{u}=-18$. As shown in Lemma 7.1 for this value of parameter $u$ the phase $S(\hat{u}, \zeta)=S(\zeta)$ has two degenerate stationary points $\zeta= \pm 1$ of the third order.

To calculate the exact asymptotic behavior of $I(t, \hat{u})$ we will use the classic stationary method as described in [12]. First of all, we note that $f(\zeta)$ is continuous, but not continuously differentiable on $\mathbb{C}$. Thus we will consider separately the integrals

$$
I_{+}(t)=\iint_{D_{+}} f(\zeta) \exp (t S(\zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \quad I_{-}(t)=\iint_{D_{-}} f(\zeta) \exp (t S(\zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta
$$

where $D_{+}$and $D_{-}$are defined in (7.7).
Let us introduce a partition of unity $\chi_{+}(\zeta)+\chi_{0}(\zeta)+\chi_{-}(\zeta) \equiv 1$, such that $0 \leqslant \chi_{j} \leqslant 1$, $\chi_{j} \in C^{\infty}(\mathbb{C}), j \in\{0,+,-\}, \chi_{ \pm}(\zeta) \equiv 1$ in some neighborhood of $\zeta= \pm 1$, respectively, and
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$\chi_{ \pm}(\zeta) \equiv 0$ everywhere outside some neighborhood of $\zeta= \pm 1$, respectively.
Consider

$$
I_{+}^{j}(t)=\iint_{D_{+}} f(\zeta) \chi_{j}(\zeta) \exp (t S(\zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \quad j \in\{0,+,-\}
$$

Applying the Stokes formula we obtain

$$
\begin{align*}
I_{+}^{0}(t)=-\frac{1}{2 i t} \int_{T} \frac{f(\zeta) \chi_{0}(\zeta) \exp (t S(\zeta))}{S_{\zeta}^{\prime}(\zeta)} d \bar{\zeta} & -\frac{1}{t} \iint_{D_{+}} \frac{\left(f(\zeta) \chi_{0}(\zeta)\right)_{\zeta}^{\prime} \exp (t S(\zeta))}{S_{\zeta}^{\prime}(\zeta)} d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\frac{1}{t} \iint_{D_{+}} \frac{f(\zeta) \chi_{0}(\zeta) \exp (t S(\zeta)) S_{\zeta \zeta}^{\prime \prime}(\zeta)}{\left(S_{\zeta}^{\prime}(\zeta)\right)^{2}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{7.43}
\end{align*}
$$

where $T=\{\lambda \in \mathbb{C}:|\lambda|=1\}$.
From property (7.6) of function $b$ it follows that all integrands in (7.43) are well-defined and bounded in $\bar{D} \cap \operatorname{supp} \chi_{0}$. Thus

$$
I_{+}^{0}(t)=O\left(\frac{1}{|t|}\right), \text { as } t \rightarrow \infty
$$

and

$$
I_{+}(t)=I_{+}^{+}(t)+I_{+}^{-}(t)+O\left(\frac{1}{|t|}\right) \text { as }|t| \rightarrow \infty
$$

First we will estimate $I_{+}^{+}(t)$. We note that for the phase $S(\zeta)$ the following representation is valid

$$
S(\zeta)=P(\zeta)-P(\bar{\zeta})
$$

where $P(\zeta)$ is a holomorphic function defined by

$$
P(\zeta)=-9 \zeta-\frac{9}{\zeta}+\zeta^{3}+\frac{1}{\zeta^{3}}+16
$$

in addition, $P_{\zeta}(\zeta)=S_{\zeta}(\zeta)=\frac{3}{\zeta^{4}}(\zeta-1)^{3}(\zeta+1)^{3}$.
Note that $P(\zeta)$ can be written in the form $P(\zeta)=\rho(\zeta)(\zeta-1)^{4}$, where $\rho(\zeta)=\frac{\zeta^{2}+4 \zeta+1}{\zeta^{3}}$ and $\lim _{\zeta \rightarrow 1} \rho(\zeta) \neq 0$. For the function $\rho(\zeta)$ the expression $(\rho(\zeta))^{1 / 4}$ can be uniquely defined in some neighborhood of $\zeta=1$. Further, we define the transformation $\zeta \rightarrow \eta$ :

$$
\eta=(\rho(\zeta))^{1 / 4}(\zeta-1)
$$

Since we have that

$$
\begin{equation*}
\left.\frac{\partial \eta}{\partial \zeta}\right|_{\zeta=1}=\sqrt[4]{6} \neq 0 \tag{7.44}
\end{equation*}
$$

the inverse transformation $\zeta=\varphi(\eta)$ is defined in some small neighborhood of $\eta=0$. In terms of the new variable $\eta$ the phase can be represented

$$
S(\zeta)=\eta^{4}-\bar{\eta}^{4}
$$

Now if we denote $x=\operatorname{Re} \eta, y=\operatorname{Im} \eta$, the integral $I_{+}^{+}(t)$ becomes

$$
I_{+}^{+}(t)=\iint_{\Delta_{+}} \tilde{f}(x+i y) \tilde{\chi}_{+}(x+i y) \exp \left(3 i t x y\left(x^{2}-y^{2}\right)\right)\left|\partial_{\eta} \varphi(x+i y)\right|^{2} d x d y
$$

where $\tilde{f}=f \circ \varphi, \tilde{\chi}_{+}=\chi_{+} \circ \varphi$ and $\Delta_{+}=\left\{(x, y) \in \mathbb{R}^{2}: x<0\right\}$, i.e. $\Delta_{+}$is the half-plane containing the image of $D_{+} \cap B_{\varepsilon}(1)$ under the transformation $x+i y=\varphi^{-1}(\zeta)$.

The integral $I_{+}^{+}(t)$ can be written in the form

$$
I_{+}^{+}(t)=\int_{-\infty}^{+\infty} d c \exp (3 i t c) \int_{\gamma_{c} \cap \Delta_{+}} \tilde{f}(x+i y) \tilde{\chi}_{+}(x+i y)\left|\partial_{\eta} \varphi(x+i y)\right|^{2} d \omega_{S},
$$

where $d \omega_{S}$ is the Gelfand-Leray differential form, defined as

$$
\begin{equation*}
d S \wedge d \omega_{S}=d x \wedge d y \tag{7.45}
\end{equation*}
$$

and in the particular case under study equal to

$$
d \omega_{S}=\frac{-\left(x^{3}-3 x y^{2}\right) d x+\left(3 x^{2} y-y^{3}\right) d y}{\left(x^{2}+y^{2}\right)^{3}}
$$

$\gamma_{c}$ is an oriented contour consisting of points of the set $\{S(x, y)=c\}$ with the orientation chosen so that (7.45) holds.

As $\tilde{\chi}_{+}(x+i y)$ is equal to zero outside some $B_{R}(0)$, a disk of radius $R$ centered in the origin, then there exists such $c_{*}>0$ that the set $\{S(x, y)=c\}$ lies outside $B_{R}(0)$ for any $c<-c_{*}$, $c>c_{*}$. Thus the integral $I_{+}^{+}(t)$ can be written

$$
I_{+}^{+}(t)=\int_{-c_{*}}^{c_{*}} d c \exp (3 i t c) \int_{\gamma_{c} \cap \Delta_{+}} \tilde{f}(x+i y) \tilde{\chi}_{+}(x+i y)\left|\partial_{\eta} \varphi(x+i y)\right|^{2} d \omega_{S} .
$$
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Performing the change of variables

$$
\left\{\begin{array}{l}
x \mapsto c^{1 / 4} x, \quad y \mapsto c^{1 / 4} y \quad \text { for } c>0 \\
x \mapsto(-c)^{1 / 4} x, \quad y \mapsto(-c)^{1 / 4} y \quad \text { for } c<0
\end{array}\right.
$$

yields

$$
I_{+}^{+}(t)=\int_{0}^{c_{*}} \frac{d c \exp (3 i t c)}{c^{1 / 2}} F_{+}(c)+\int_{-c_{*}}^{0} \frac{d c \exp (3 i t c)}{(-c)^{1 / 2}} F_{-}(c)
$$

where

$$
\begin{equation*}
F_{+}(c)=\int_{\substack{ \\\gamma_{+} \cap\left\{c^{1 / 4}(x, y) \in \Delta_{+}\right\}}} \mathcal{F}(c, x, y) d \omega_{S}, \quad F_{-}(c)=\int_{\gamma-\cap\left\{(-c)^{1 / 4}(x, y) \in \Delta_{+}\right\}} \mathcal{F}(-c, x, y) d \omega_{S}, \tag{7.46}
\end{equation*}
$$

$\gamma_{+}, \gamma_{-}$are oriented contours consisting of points of the sets $\{S(x, y)=1\},\{S(x, y)=-1\}$ correspondingly with orientation chosen so that (7.45) holds and

$$
\mathcal{F}(c, x, y)=\tilde{f}\left(c^{1 / 4}(x+i y)\right) \tilde{\chi}_{+}\left(c^{1 / 4}(x+i y)\right)\left|\partial_{\eta} \varphi\left(c^{1 / 4}(x+i y)\right)\right|^{2} .
$$

For any fixed positive $c$ the integrals in (7.46) converge because the set $\{S(x, y)=1\}$ is separated from zero and, consequently, the denominator does not vanish, and because $\tilde{\chi}_{+}$is a function with a bounded support and thus the domains of integration in (7.46) are, in fact, bounded. Besides, since $\Delta_{+}$is a conic set, the functions $F_{+}(c)$ and $F_{-}(c)$ can be expressed as follows

$$
\begin{equation*}
F_{+}(c)=\int_{\gamma_{+} \cap \Delta_{+}} \mathcal{F}(c, x, y) d \omega_{S}, \quad F_{-}(c)=\int_{\gamma-\cap \Delta_{+}} \mathcal{F}(-c, x, y) d \omega_{S} \tag{7.47}
\end{equation*}
$$

In some neighborhood $\mathcal{U}_{0}$ of $c^{1 / 4}(x+i y)=0$ containing the support of $\tilde{\chi}_{+}$the function $\tilde{f}\left(c^{1 / 4}(x+i y)\right)$ can be represented as

$$
\tilde{f}\left(c^{1 / 4}(x+i y)\right)=f(1)+6^{-1 / 4}\left[\partial_{\zeta} f_{D_{+}}(1)(x+i y)+\partial_{\bar{\zeta}} f_{D_{+}}(1)(x-i y)\right] c^{1 / 4}+g\left(c^{1 / 4}(x+i y)\right),
$$

where $\partial_{\zeta} f_{D_{+}}(1)=\lim _{\substack{\zeta \in D_{+} \\ \zeta \rightarrow 1}} \partial_{\zeta} f, \partial_{\bar{\zeta}} f_{D_{+}}(1)=\lim _{\substack{\zeta \in D_{+} \\ \zeta \rightarrow 1}} \partial_{\bar{\zeta}} f$ and, in addition, $g$ is a function that can be estimated

$$
\begin{equation*}
\left|g\left(c^{1 / 4}(x+i y)\right)\right| \leqslant K\left|c^{1 / 4}(x+i y)\right|^{1+\alpha}, \quad c^{1 / 4}(x+i y) \in \mathcal{U}_{0} \tag{7.48}
\end{equation*}
$$

with some constants $\alpha>0, K>0$. Using (7.42), we note that $f(1)=0, \partial_{\zeta} f_{D_{+}}(1)=\partial_{\bar{\zeta}} f_{D_{+}}(1) \stackrel{\text { def }}{=}$
$f_{D_{+}}^{\prime}(1)$ and thus

$$
\tilde{f}\left(c^{1 / 4}(x+i y)\right)=6^{-1 / 4} f_{D_{+}}^{\prime}(1) x c^{1 / 4}+g\left(c^{1 / 4}(x+i y)\right), \quad c^{1 / 4}(x+i y) \in \mathcal{U}_{0} .
$$

Taking into account (7.44) we obtain

$$
\begin{equation*}
\mathcal{F}(c, x, y)=\gamma f_{D_{+}}^{\prime}(1) x c^{1 / 4}+\tilde{g}\left(c^{1 / 4}(x+i y)\right), \quad c^{1 / 4}(x+i y) \in \mathcal{U}_{0} \tag{7.49}
\end{equation*}
$$

where $\gamma=6^{-3 / 4}$ and $\tilde{g}$ is a function satisfying an estimate similar to (7.48).
It follows then that functions $F_{ \pm}(c)$ behave asymptotically as

$$
F_{ \pm}(c)=\gamma f_{D_{+}}^{\prime}(1) J_{\Delta_{+}}^{ \pm}( \pm c)^{1 / 4}+R(c), \text { when } c \rightarrow 0
$$

where

$$
J_{\Delta_{+}^{+}}^{+}=\int_{\gamma_{+} \cap \Delta_{+}} x d \omega_{S}, \quad J_{\Delta_{+}}^{-}=\int_{\gamma_{-} \cap \Delta_{+}} x d \omega_{S}
$$

and $R(c)$ denotes the remainder.
The integrals $J_{\Delta_{+}}^{ \pm}$converge because the set $\{S(x, y)= \pm 1\}$ represents a combination of curves which do not pass through zero and converge either to lines $|y|=|x|$ or to the coordinate axes with velocities $|y|=\frac{1}{|x|^{3}}$ and $|x|=\frac{1}{|y|^{3}}$ correspondingly.

The remainder $R(c)$ behaves asymptotically as $o\left(c^{1 / 4}\right)$ because we can estimate

$$
|R(c)| \leqslant \tilde{K} c^{1 / 4(1+\alpha)} \int_{\left(\gamma+\cup \gamma_{-}\right) \cap_{+}}|x+i y|^{1+\alpha}\left|d \omega_{S}\right|
$$

and the integral converges due to the properties of the set $\{S(x, y)= \pm 1\}$ explained above.
Thus $I_{+}^{+}(t)$ behaves asymptotically as (see [12, Chapter III, §1])

$$
I_{+}^{+}(t)=\frac{\gamma}{3^{3 / 4}} f_{D_{+}}^{\prime}(1) \Gamma\left(\frac{3}{4}\right)\left[J_{\Delta_{+}}^{+} \exp \left(\frac{i \pi 3}{8}\right)+J_{\Delta_{+}}^{-} \exp \left(-\frac{i \pi 3}{8}\right)\right] \frac{1}{t^{3 / 4}}+o\left(\frac{1}{t^{3 / 4}}\right)
$$

where $\Gamma$ is the Gamma function.
Let us perform the same procedure for $I_{+}^{-}(t)$. In this case we will define $P(\zeta)$ as $P(\zeta)=$ $-9 \zeta-\frac{9}{\zeta}+\zeta^{3}+\frac{1}{\zeta^{3}}-16$ and obtain

$$
P(\zeta)=\rho(\zeta)(\zeta+1)^{4}, \quad \rho(\zeta)=\frac{\zeta^{2}-4 \zeta+1}{\zeta^{3}}
$$
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Since $\rho(-1)=-6$, we will define the following transformation $\zeta \rightarrow \eta$ in the neighborhood of $\zeta=-1: \eta=(-\rho(\zeta))^{1 / 4}(\zeta+1)$ (note that $\left.\frac{\partial \eta}{\partial \zeta}\right|_{\zeta=-1}=\sqrt[4]{6}$ ). Then $S(\zeta)$ can be represented $S(\zeta)=-\eta^{4}+\bar{\eta}^{4}$ and integral $I_{+}^{-}(t)$ becomes

$$
I_{+}^{-}(t)=\iint_{\Delta_{-}} \tilde{f}(x+i y) \tilde{\chi}_{-}(x+i y) \exp \left(-3 i t x y\left(x^{2}-y^{2}\right)\right)\left|\partial_{\eta} \varphi(x+i y)\right|^{2} d x d y
$$

where $\Delta_{-}=\left\{(x, y) \in \mathbb{R}^{2}: x>0\right\}$ and functions $\tilde{f}, \tilde{\chi}_{-}, \varphi$ are defined similarly to the case of $I_{+}^{+}(t)$. The integral $I_{+}^{-}(t)$ can also be written

$$
I_{+}^{-}(t)=\int_{-\infty}^{+\infty} d c \exp (-3 i t c) \int_{\gamma_{C} \cap \Delta_{-}} \tilde{f}(x+i y) \tilde{\chi}_{-}(x+i y)\left|\partial_{\eta} \varphi(x+i y)\right|^{2} d \omega_{S}
$$

where $\gamma_{c}$ and $d \omega_{S}$ are the same as for the case of $I_{+}^{+}(t)$. Performing further the same procedure as for the case of $I_{+}^{+}(t)$ and taking into account that $J_{\Delta_{+}}^{+}=-J_{\Delta_{-}}^{+}, J_{\Delta_{+}}^{-}=-J_{\Delta_{-}}^{-}$, we obtain the following asymptotic expansion for $I_{+}^{-}(t)$ :

$$
I_{+}^{-}(t)=-\frac{\gamma}{3^{3 / 4}} f_{D_{+}}^{\prime}(-1) \Gamma\left(\frac{3}{4}\right)\left[J_{\Delta_{+}}^{+} \exp \left(-\frac{i \pi 3}{8}\right)+J_{\Delta_{+}}^{-} \exp \left(\frac{i \pi 3}{8}\right)\right] \frac{1}{t^{3 / 4}}+o\left(\frac{1}{t^{3 / 4}}\right)
$$

Considering the case of $I_{-}(t)$ we note that in order to get an asymptotic representation for $I_{-}^{+}(t)$ and $I_{-}^{-}(t)$ we need to replace $D_{+} \rightarrow D_{-}, \Delta_{+} \rightarrow \Delta_{-}, \Delta_{-} \rightarrow \Delta_{+}$in the formulas for $I_{+}^{+}(t)$ and $I_{+}^{-}(t)$ correspondingly. Taking into account that $f_{D_{+}}^{\prime}(1)=-f_{D_{-}}^{\prime}(1), f_{D_{+}}^{\prime}(-1)=-f_{D_{-}}^{\prime}(-1)$, we obtain

$$
I(t)=\frac{C}{t^{3 / 4}}+o\left(\frac{1}{t^{3 / 4}}\right)
$$

where

$$
\begin{align*}
& C=\frac{2 \gamma}{3^{3 / 4}} \Gamma\left(\frac{3}{4}\right)\left(f_{D_{+}}^{\prime}(1)\left(J_{\Delta_{+}}^{+} \exp \left(\frac{i \pi 3}{8}\right)+J_{\Delta_{+}}^{-} \exp \left(-\frac{i \pi 3}{8}\right)\right)-\right. \\
&\left.f_{D_{+}}^{\prime}(-1)\left(J_{\Delta_{+}}^{+} \exp \left(-\frac{i \pi 3}{8}\right)+J_{\Delta_{+}}^{-} \exp \left(\frac{i \pi 3}{8}\right)\right)\right) \tag{7.50}
\end{align*}
$$

Thus we have shown that the linear approximation of the solution $v(z, t)$ of $(0.5)$, when $z=-18 t$, behaves asymptotically as $\frac{C}{t^{3 / 4}}$ when $t \rightarrow \infty$.

Note that on the set $\gamma_{+} \cup \gamma_{-}$the differential form $d \omega_{S}$ is positive. Thus $J_{\Delta_{+}}^{ \pm}$are some negative constants, and expressions $J_{\Delta_{+}}^{+} \exp \left(\frac{i \pi 3}{8}\right)+J_{\Delta_{+}}^{-} \exp \left(-\frac{i \pi 3}{8}\right), J_{\Delta_{+}}^{+} \exp \left(-\frac{i \pi 3}{8}\right)+J_{\Delta_{+}}^{-} \exp \left(\frac{i \pi 3}{8}\right)$ do not vanish. On the other hand, from property 8 of Statement 1.2 and (7.42) it follows that
$f_{D_{+}}^{\prime}(1) / f_{D_{+}}^{\prime}(-1)=b(1) / \overline{b(1)}$. Thus, in the general case the constant $C$ from (7.50) is nonzero. We have proved the optimality of estimate (7.3) in the linear approximation.

### 7.3.2 Optimality of the estimate in the nonlinear case

Now we show that for certain initial values $v(z, 0)$ the corresponding solution $v(z, t)$ of (0.5) behaves asymptotically as $\frac{c}{t^{3 / 4}}$ along the line $z=-18 t$ for some $c \neq 0$. Let us show that the integral (7.34) with $f \equiv 1$ and $z=-18 t$ behaves as $\frac{\text { const }}{t^{3 / 4}}$.

We can represent $\alpha_{1}(-18 t, t)$ in the form (7.41) with $f(\zeta, t)=r(\zeta, t) \rho(\zeta, t)$, where

$$
\rho(\zeta, t)=-\frac{1}{\pi^{2}} \iint_{\mathbb{C}} \frac{\left.\partial_{z} r(\eta, z, t)\right|_{z=-18 t}}{\eta-\zeta} d \operatorname{Re} \eta d \operatorname{Re} \zeta
$$

In other terms,

$$
f(\zeta)=f(\zeta, t)=\frac{\operatorname{sgn}(1-\zeta \bar{\zeta})}{\bar{\zeta}} b(\zeta) \partial_{\bar{\zeta}}^{-1}\left[\frac{\pi|1-\zeta \bar{\zeta}|}{2|\zeta|^{2}} b(\zeta) \exp (t S(\zeta))\right]
$$

We proceed following the scheme of estimate for $I(t)$ until formula (7.48). Then we represent

$$
\tilde{\chi}_{+}\left(c^{1 / 4}(x+i y)\right)\left|\partial_{\eta} \varphi\left(c^{1 / 4}(x+i y)\right)\right|^{2}=\frac{1}{\sqrt{6}}+k c^{1 / 4}(x+i y)+h\left(c^{1 / 4}(x+i y)\right)
$$

where $k$ is some coefficient and $h\left(c^{1 / 4}(x+i y)\right)$ satisfies an estimate of type (7.48). Consequently, for $\mathcal{F}(c, x, y)$ we can write
$\mathcal{F}(c, x, y)=f(1)\left(6^{-1 / 2}+k c^{1 / 4}(x+i y)\right)+6^{-1 / 4}\left[\partial_{\zeta} f_{D_{+}}(1)(x+i y)+\partial_{\bar{\zeta}} f_{D_{+}}(1)(x-i y)\right] c^{1 / 4}+\tilde{g}\left(c^{1 / 4}(x+i y)\right)$, where $\tilde{g}\left(c^{1 / 4}(x+i y)\right)$ satisfies an estimate of type (7.48). This allows us to obtain in the end

$$
\begin{equation*}
\alpha_{1}(-18 t, t)=\frac{l_{1}(f( \pm 1))}{t^{1 / 2}}\left(1+\frac{\mathrm{const}}{t^{1 / 4}}\right)+\frac{l_{2}\left(f_{\zeta}( \pm 1), f_{\bar{\zeta}}( \pm 1)\right)}{t^{3 / 4}}+o\left(\frac{1}{t^{3 / 4}}\right), \quad t \rightarrow \infty \tag{7.51}
\end{equation*}
$$

where $l_{1}(f( \pm 1))$ is a linear combination of the limit values of $f$ as $\zeta$ tends to 1 and -1 from inside and outside of the unit circle, and $l_{2}\left(f_{\zeta}( \pm 1), f_{\bar{\zeta}}( \pm 1)\right)$ is a linear combination of the limit values of $f_{\zeta}$ and $f_{\bar{\zeta}}$ as $\zeta$ tends to 1 and -1 from inside and outside of the unit circle.

Now let us consider the potential $v_{\theta}$ corresponding to the scattering data $\theta b$, where $\theta \in \mathbb{R}$
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is some small parameter. In a way similar to which (7.51) was obtained it can be shown that

$$
|f( \pm 1, t)| \leqslant \frac{c_{1} \theta^{2}}{t^{1 / 2}}, \quad\left|f_{\zeta}( \pm 1, t)\right| \leqslant c_{2} \theta^{2}, \quad\left|f_{\bar{\zeta}}( \pm 1, t)\right| \leqslant c_{2} \theta^{2}
$$

for sufficiently large values of $t$, where $c_{1}, c_{2}, c_{3}$ are some constants independent of $t$ and $\theta$. When $\theta \rightarrow 0$ and $t \rightarrow \infty$, the linear approximation of $v_{\theta}$ behaves as $O\left(\frac{\theta}{t^{3 / 4}}\right)$, while the expression $\alpha_{1}(-18 t, t)$ behaves as $O\left(\frac{\theta^{2}}{t^{3 / 4}}\right)$ (it can be shown that the member $o\left(\frac{1}{t^{3 / 4}}\right)$ in (7.51) depends quadratically on $\theta$ ).

Finally, from (7.30) and Lemma 7.3 it follows that for $\theta$ small enough and for $z=-18 t$,

$$
v_{\theta}(z, t)=\frac{C_{\theta}}{t^{3 / 4}}+o\left(\frac{1}{t^{3 / 4}}\right), \quad t \rightarrow \infty
$$

where $C_{\theta}$ is some nonzero constant. Thus we have shown that the estimate (7.3) is optimal.

### 7.4 Estimates for intervening integrals (proofs of Lemmas 7.2, 7.3)

Proof of Lemma 7.2. The proof follows the scheme described in Section 7.1 and is carried out separately for four cases depending on the values of the parameter $u$. In all the reasonings that follow we denote by $D_{\varepsilon}$ the union of disks with the radius $\varepsilon$ centered in the stationary points of $S(u, \zeta)$ and we denote by $T$ the unit circle on the complex plane :

$$
\begin{equation*}
T=\{\lambda \in \mathbb{C}:|\lambda|=1\} ; \tag{7.52}
\end{equation*}
$$

in addition, const will denote an independent constant and const $(f)$ will denote a constant depending only on function $f$.

Case 1. $u \in \mathbb{U}$
In this case all the stationary points belong to $T$ and due to assumptions (7.6) and (7.20) of Lemma 7.2 we can estimate

$$
\begin{equation*}
|f(\zeta)| \leqslant \operatorname{const}(f) \varepsilon \text { for } \zeta \in D_{\varepsilon} \tag{7.53}
\end{equation*}
$$

Now we estimate the integral $I_{\text {int }}$ (as in (7.18)) as follows

$$
\left|I_{\text {int }}\right|=\left|\iint_{D_{\varepsilon}} f(\zeta) \exp (t S(u, \zeta)) d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right| \leqslant \operatorname{const}(f) \cdot \varepsilon \iint_{D_{\varepsilon}} d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \operatorname{const}(f) \varepsilon^{3}
$$

The estimate for $I_{\text {ext }}$ (as in (7.18)) is proved as follows.
We note that the function $S_{\zeta}^{\prime}(u, \zeta)$ can be estimated as

$$
\begin{align*}
& \left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \text { const } \frac{\varepsilon_{0}^{3}}{|\zeta|^{4}} \quad \text { for } \zeta \in \mathbb{C} \backslash D_{\varepsilon_{0}}, \quad \text { and }  \tag{7.54}\\
& \left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \text { const } \frac{\rho^{3}}{|\zeta|^{4}} \quad \text { for } \zeta \in \partial D_{\rho}, \quad \varepsilon \leqslant \rho \leqslant \varepsilon_{0}
\end{align*}
$$

Similarly, we can estimate

$$
\begin{align*}
& \left|\frac{S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \operatorname{const} \frac{|\zeta|^{4}}{\varepsilon_{0}^{4}} \quad \text { for } \zeta \in \mathbb{C} \backslash D_{\varepsilon_{0}}, \quad \text { and }  \tag{7.55}\\
& \left|\frac{S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \operatorname{const} \frac{|\zeta|^{4}}{\rho_{0}^{4}} \quad \text { for } \zeta \in \partial D_{\rho}, \quad \varepsilon \leqslant \rho \leqslant \varepsilon_{0} .
\end{align*}
$$

Thus we obtain the following estimate for $I_{1}$ from (7.19)

$$
\left|I_{1}\right| \leqslant \frac{1}{2} \int_{\partial D_{\varepsilon}} \frac{|f(\zeta)|}{\left|S_{\zeta}^{\prime}(u, \zeta)\right|}|d \bar{\zeta}| \leqslant \operatorname{const} \frac{\varepsilon}{\varepsilon^{3}} \int_{\partial D_{\varepsilon}}|\zeta|^{4}|d \bar{\zeta}| \leqslant \operatorname{const}(f) \frac{\varepsilon}{\varepsilon^{2}}(1+\varepsilon)^{4} \leqslant \frac{\operatorname{const}(f)}{\varepsilon} .
$$

Due to assumption (7.20) of Lemma 7.2 the integral $I_{2}$ from (7.19) is equivalent to zero.
When estimating $I_{3}$ and $I_{4}$ from (7.19) we fix some independent $\varepsilon_{0}>0$ and integrate separately over $D_{\varepsilon_{0}} \backslash D_{\varepsilon}$ and $\mathbb{C} \backslash D_{\varepsilon_{0}}$ :

$$
\begin{aligned}
& \left|I_{3}\right| \leqslant \iint_{D_{\varepsilon_{0}} \backslash D_{\varepsilon}}\left|\frac{f_{\zeta}^{\prime}(\zeta) \exp (t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\iint_{\mathbb{C} \backslash D_{\varepsilon_{0}}}\left|\frac{f_{\zeta}^{\prime}(\zeta) \exp (t S(u, \zeta))}{S_{\zeta}^{\prime}(u, \zeta)}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \\
& \leqslant \operatorname{const}(f) \int_{\varepsilon}^{\varepsilon_{0}} \frac{\rho}{\rho^{3}} d \rho+\operatorname{const} \iint_{\mathbb{C} \backslash D_{\varepsilon_{0}}}\left|f_{\zeta}^{\prime}(\zeta)\right|\left|\zeta^{4}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \frac{\operatorname{const}(f)}{\varepsilon}, \\
& \left|I_{4}\right| \leqslant \iint_{D_{\varepsilon_{0}} \backslash D_{\varepsilon}}\left|\frac{f(\zeta) \exp (t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\iint_{\mathbb{C} \backslash D_{\varepsilon_{0}}}\left|\frac{f(\zeta) \exp (t S(u, \zeta)) S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \\
& \leqslant \operatorname{const}(f) \int_{\varepsilon}^{\varepsilon_{0}} \frac{\rho^{2}}{\rho^{4}} d \rho+\operatorname{const} \iint_{\mathbb{C} \backslash D_{\varepsilon_{0}}}|f(\zeta)|\left|\zeta^{3}\right| d \operatorname{Re} \zeta d \operatorname{Im} \zeta \leqslant \frac{\operatorname{const}(f)}{\varepsilon} .
\end{aligned}
$$

Setting finally $\varepsilon=\frac{1}{(1+|t|)^{1 / 4}}$ yields

$$
I(t, u) \leqslant \frac{\operatorname{const}(f)}{(1+|t|)^{3 / 4}}
$$

uniformly on $u \in \mathbb{U}$.
Case 2. $u \in \mathbb{C} \backslash \mathbb{U}$ and $\omega$ from (7.16) satisfies $\omega_{0}<\frac{\omega}{1+\omega}<1-\omega_{1}$ for some fixed independent positive constants $\omega_{0}$ and $\omega_{1}$ (i.e. the roots $\zeta_{0}, \zeta_{2}$ from (7.16) are separated from $T$, defined by (7.52), and the root $\zeta_{2}$ is separated from the origin)

In this case the we can estimate

$$
\begin{aligned}
& \left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const } \rho}{|\zeta|^{4}} \text { for } \zeta \in \partial D_{\rho}, \\
& \left|\frac{S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \frac{\text { const }|\zeta|^{4}}{\rho^{2}} \text { for } \zeta \in \partial D_{\rho}
\end{aligned}
$$

Using these estimates and proceeding as in case 1, we obtain

$$
\left|I_{i n t}\right| \leqslant \operatorname{const}(f) \varepsilon^{2}, \quad\left|I_{1}\right| \leqslant \operatorname{const}(f), \quad I_{2} \equiv 0, \quad\left|I_{3}\right| \leqslant \operatorname{const}(f), \quad\left|I_{4}\right| \leqslant \operatorname{const}(f) \ln \frac{1}{\varepsilon}
$$

Setting $\varepsilon=\frac{1}{1+|t|}$, we obtain that

$$
I(t, u) \leqslant \operatorname{const}(f) \frac{\ln (3+|t|)}{1+|t|}
$$

uniformly for the considered values of the parameter $u$.
Case 3. $u \in \mathbb{C} \backslash \mathbb{U}$ and $\frac{\omega}{1+\omega}<\omega_{0}$ (i.e. the roots $\zeta_{0}$ and $\zeta_{2}$ from (7.16) lie in some neighborhood of $T$ from (7.52))

Lemma 7.4. For any $t \geqslant t_{0}$ with some fixed $t_{0}>0$ and any $\omega>0$ one of the following conditions holds
(a) $0<\omega<\frac{2}{(1+|t|)^{1 / 4}}$;
(b) $\omega>\frac{1}{(1+|t|)^{1 / 8}}$;
(c) $\exists n: \frac{1}{(1+|t|)^{\gamma_{n+1} /\left(2+2 \gamma_{n+1}\right)}}<\omega<\frac{2}{(1+|t|)^{\gamma_{n} /\left(2+2 \gamma_{n+1}\right)}}$, where $\gamma_{n+1}=\frac{2}{3} \gamma_{n}+\frac{1}{3}, \gamma_{1}=\frac{1}{3}$.

Proof. We note that

$$
\begin{aligned}
& \frac{\gamma_{n+1}}{2+2 \gamma_{n+1}} \rightarrow \frac{1}{4}, \quad n \rightarrow \infty ; \\
& \frac{\gamma_{n}}{2+2 \gamma_{n+1}}<\frac{\gamma_{n}}{2+2 \gamma_{n}} \\
& \frac{\gamma_{1}}{2+2 \gamma_{2}}<\frac{1}{8} .
\end{aligned}
$$

Thus the intervals from the cases (a), (b), (c) $\forall n \in \mathbb{N}$ cover the whole range $0<\omega<+\infty$.

We will prove the result separately for three different cases depending on the value of parameter $\omega$
(a) $0<\omega<2 \varepsilon=\frac{2}{(1+|t|)^{1 / 4}}$

In this case estimates $(7.53),(7.54),(7.55)$ hold and so the reasoning of the case 1 can be carried out to obtain that

$$
I(t, u) \leqslant \frac{\operatorname{const}(f)}{(1+|t|)^{3 / 4}}
$$

uniformly for the considered values of the parameter $u$ satisfying

$$
\begin{equation*}
0<\omega<\frac{2}{(1+|t|)^{1 / 4}} \tag{7.56}
\end{equation*}
$$

(b) $\omega>\varepsilon^{1 / 3}=\frac{1}{(1+\mid t)^{1 / 8}}$

In this case we estimate $\left|I_{i n t}\right| \leqslant \operatorname{const}(f) \varepsilon^{2}$.
Further, we note that the derivative of the phase is estimated as

$$
\begin{equation*}
\left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const } \varepsilon \omega^{2}}{|\zeta|^{4}} \text { for } \zeta \in \partial D_{\varepsilon} \tag{7.57}
\end{equation*}
$$

Thus for $I_{1}$ we obtain $\left|I_{1}\right| \leqslant \operatorname{const}(f) \frac{1}{\varepsilon^{2 / 3}}$.
In order to estimate the integral $I_{3}$ we use the following estimate of the derivative $S_{\zeta}^{\prime}$ for $\zeta \in \partial D_{\rho}$ when $\varepsilon \leqslant \rho \leqslant \varepsilon_{0}$ :

$$
\left\{\begin{array}{l}
\left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const } \rho \omega^{2}}{|1|^{4}}, \text { if } \rho<\omega  \tag{7.58}\\
\left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const } p^{3}}{\mid \zeta \zeta^{4}}, \text { if } \rho>\omega
\end{array}\right.
$$

It allows to derive $\left|I_{3}\right| \leqslant \operatorname{const}(f) \frac{1}{\varepsilon^{2 / 3}}$.

Finally, we proceed to the study of the integral $I_{4}$. We use the following estimates

$$
\left|\frac{S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \frac{\text { const }|\zeta|^{4}}{\rho^{2} \omega^{2}}
$$

and

$$
\left\{\begin{array}{l}
|f(\zeta)| \leqslant \operatorname{const}(f) \omega, \text { if } \rho<\omega  \tag{7.59}\\
|f(\zeta)| \leqslant \operatorname{const}(f) \rho, \text { if } \rho>\omega
\end{array}\right.
$$

After integration we obtain the estimate $\left|I_{4}\right| \leqslant \operatorname{const}(f) \frac{1}{\varepsilon^{2 / 3}}$.
Setting finally $\varepsilon=\frac{1}{(1+|t|)^{3 / 8}}$, we obtain

$$
I(t, u) \leqslant \frac{\operatorname{const}(f)}{(1+|t|)^{3 / 4}}
$$

uniformly for the considered values of the parameter $u$ satisfying

$$
\begin{equation*}
\omega>\frac{1}{(1+|t|)^{1 / 8}} \tag{7.60}
\end{equation*}
$$

(c) $\varepsilon^{\gamma_{n+1}}<\omega<2 \varepsilon^{\gamma_{n}}$, where $\varepsilon=\frac{1}{(1+|t|)^{1 /\left(2+2 \gamma_{n+1}\right)}}$ and $\gamma_{n+1}=\frac{2}{3} \gamma_{n}+\frac{1}{3}, \gamma_{1}=\frac{1}{3}$ (note that $\left.\gamma_{n} \rightarrow 1\right)$
We proceed similarly to the case (b). Evidently, $I_{i n t}$ can be estimated $\left|I_{i n t}\right| \leqslant \operatorname{const}(f) \varepsilon^{2+\gamma_{n}}$.
Employing the estimate (7.57) we obtain $\left|I_{1}\right| \leqslant \operatorname{const}(f) \frac{\varepsilon^{\gamma_{n}}}{\varepsilon^{2 \gamma_{n}+1}}$.
Using (7.58) in order to estimate $I_{3}$ we obtain $\left|I_{3}\right| \leqslant \operatorname{const}(f) \frac{1}{\varepsilon^{\gamma_{n+1}}}$.
Finally, to estimate $I_{4}$ we use (7.59) and

$$
\left|\frac{S_{\zeta \zeta}^{\prime \prime}}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant\left\{\begin{array}{cl}
\frac{\text { const }|\zeta|^{4}}{\rho^{2} \omega^{2}}, & \rho<\omega \\
\frac{\text { const }|\zeta|^{4}}{\rho^{3} \omega}, & \rho>\omega
\end{array}\right.
$$

to obtain $\left|I_{4}\right| \leqslant \operatorname{const}(f) \frac{\varepsilon^{\gamma n} \ln (1 / \varepsilon)}{\varepsilon^{2 \gamma_{n+1}}}$.
Setting $\varepsilon=\frac{1}{(1+|t|)^{1 /\left(2+2 \gamma_{n+1}\right)}}$ yields

$$
|I(t, u)| \leqslant \frac{\operatorname{const}(f) \ln (3+|t|))}{(1+|t|)^{3 / 4}}
$$

uniformly for the considered values of the parameter $u$ satisfying

$$
\begin{equation*}
\frac{1}{(1+|t|)^{\gamma_{n+1} /\left(2+2 \gamma_{n+1}\right)}}<\omega<\frac{2}{(1+|t|)^{\gamma_{n} /\left(2+2 \gamma_{n+1}\right)}} . \tag{7.61}
\end{equation*}
$$

Finally, from Lemma 7.4 it follows that we have proved the required estimate uniformly on the values of parameter $u \in \mathbb{C} \backslash \mathbb{U}$ such that $\frac{\omega}{1+\omega}<\omega_{0}$.

Case 4. $u \in \mathbb{C} \backslash \mathbb{U}$ and $\frac{\omega}{1+\omega}>1-\omega_{1}$ (i.e. the roots $\zeta_{2},-\zeta_{2}$ lie in the $\omega_{1}$-neighborhood of the origin)

This case is treated similarly to the previous one. We denote $\tilde{\omega}=\frac{1}{1+\omega}$. Then we use estimates

$$
\begin{aligned}
& |f(\zeta)| \leqslant c(f)|\tilde{\omega}+\rho| \\
& \left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const } \rho^{2}}{|\zeta|^{4}} \text { or }\left|S_{\zeta}^{\prime}(u, \zeta)\right| \geqslant \frac{\text { const } \rho \tilde{\omega}}{|\zeta|^{4}} \\
& \left|\frac{S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \frac{\text { const }|\zeta|^{4}}{\rho^{3}} \text { or }\left|\frac{S_{\zeta \zeta}^{\prime \prime}(u, \zeta)}{\left(S_{\zeta}^{\prime}(u, \zeta)\right)^{2}}\right| \leqslant \frac{\text { const }|\zeta|^{4}}{\rho^{2} \tilde{\omega}}
\end{aligned}
$$

which hold for $\zeta \in D_{\rho}$, to obtain the necessary estimates.

Proof of Lemma 7.3. 1. The proof of inequality (7.31) repeats the proof of Lemma 7.2. The proof of inequality (7.32) also follows the scheme of the proof of Lemma 7.2. In this case we take $D_{\varepsilon}$ to be the union of disks of the radius $\varepsilon$ with centers in the stationary points of $S(u, \zeta)$ and in the point $\lambda$.

For the case when $\lambda \notin T$, where $T$ is defined by (7.52), an estimate weaker than (7.32) can be obtained via a simplified reasoning. Indeed, $I_{i n t}$, as in (7.18), can be estimated $\left|I_{i n t}\right| \leqslant O\left(\frac{\varepsilon}{(1+|t|)^{\delta}}\right)$. Using estimates (7.54), (7.55) and

$$
\begin{equation*}
|\zeta-\lambda| \geqslant \rho \text { for } \zeta \in \partial D_{\rho} \tag{7.62}
\end{equation*}
$$

we obtain that $\left|I_{e x t}\right| \leqslant O\left(\frac{1}{(1+\mid t)^{1+\delta} \varepsilon^{3}}\right)$. Setting $\varepsilon=\frac{1}{(1+|t|)^{1 / 4}}$ we get the estimate (7.33).
2. In order to obtain estimates (7.35), (7.36) we proceed according to the scheme outlined in Section 7.1. In this case the integral $I_{2}$ does not annul. On the other hand, when the variable of integration belongs to $T$, the estimate (7.32) on the integrand of $I_{2}$ is stronger than the estimate (7.33) for the general case. Thus we obtain for $\alpha_{1}(z, t)$

$$
\begin{gathered}
\left|I_{\text {int }}\right| \leqslant O\left(\frac{\varepsilon^{2}}{(1+|t|)^{\delta+\frac{1}{4}}}\right), \quad\left|I_{1}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{4}} \varepsilon^{2}}\right), \quad\left|I_{2}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{4}} \varepsilon^{3}}\right), \\
\left|I_{3}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta} \varepsilon}\right), \quad\left|I_{4}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{4}} \varepsilon^{2}}\right)
\end{gathered}
$$

Setting $\varepsilon=\frac{1}{(1+|t|)^{1 / 4}}$ yields the required estimate. The estimate (7.36) is obtained similarly.
3. We will give the scheme of the proof for estimate (7.37). The estimate (7.38) is obtained similarly.
We will prove (7.37) by induction. Suppose that (7.37) holds for all $n=1,2, \ldots, N$. Then following the scheme of Section 7.1 and taking into account that $\partial_{\lambda} \overline{\left(A_{z, t}^{n} \cdot f\right)(\lambda)}=$ $\overline{\left(A_{z, t}^{n-1} \cdot f\right)(\lambda)}$, we obtain for $n=N+1$ :

$$
\begin{array}{cc}
\left|I_{i n t}\right| \leqslant O\left(\frac{\varepsilon}{(1+|t|)^{\delta+\frac{1}{5}\left\lceil\frac{n-1}{2}\right\rceil}}\right), & \left|I_{1}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{5}\left\lceil\frac{n-1}{2}\right\rceil} \varepsilon^{3}}\right) \\
\left|I_{2}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{5}\left\lceil\frac{n-1}{2}\right\rceil} \varepsilon^{4}}\right), & \left|I_{3}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{5}\left\lceil\frac{n-2}{2}\right\rceil} \varepsilon^{3}}\right) \\
\left|I_{4}\right| \leqslant O\left(\frac{1}{(1+|t|)^{\delta+\frac{1}{5}\left\lceil\frac{n-1}{2}\right\rceil} \varepsilon^{3}}\right) .
\end{array}
$$

Setting $\varepsilon=\frac{1}{(1+|t|)^{1 / 5}}$ we obtain the required estimate.
4. We represent $R_{z, t}(\lambda)$ as the sum of the following members

$$
\begin{aligned}
R_{z, t}(\lambda) & =B\left(A+A^{2}+A^{3}+\ldots\right) \cdot 1+A B\left(A+A^{2}+A^{3}+\ldots\right) \cdot 1+ \\
& +\left(A+A^{2}+A^{3}+\ldots\right) A B\left(I+A+A^{2}+\ldots\right) \cdot 1=R_{z, t}^{1}(\lambda)+R_{z, t}^{2}(\lambda)+R_{z, t}^{3}(\lambda)
\end{aligned}
$$

The convergence of the series at sufficiently large times follows from the estimate (7.38). Now let

$$
R_{z, t}^{i}(\lambda)=\frac{q_{i}(z, t)}{\lambda}+o\left(\frac{1}{|\lambda|}\right), \text { as } \lambda \rightarrow \infty
$$

From (7.32) and (7.38) it follows that $\left|q_{1}(z, t)\right| \leqslant \frac{\hat{q}_{1}\left(c_{f}\right) \ln (3+|t|)}{\left(1+\left.|t|\right|^{3 / 4+1 / 5}\right.}$. From (7.35) and (7.38) we obtain that $\left|q_{2}(z, t)\right| \leqslant \frac{\hat{q}_{2}\left(c_{f}\right)}{(1+|t|)^{3 / 4+1 / 5}}$. Finally, from (7.36), (7.37) and (7.38) it follows that $\left|q_{3}(z, t)\right| \leqslant \frac{\hat{q}_{3}\left(c_{f}\right)}{(1+|t|)^{1 / 2+2 / 5}}$. This yields the required estimate.

## Conclusion

In the present work we investigated the Novikov-Veselov equation, a nonlinear integrable evolution equation which is a $(2+1)$-dimensional analog of the celebrated Korteweg-de Vries equation. The Novikov-Veselov equation is integrable via the inverse scattering transform method for the 2-dimensional stationary Schrödinger equation and we used this method to study the large time asymptotics of its solutions and the question of existence or absence of solitons for this equation.

We showed that in the nonsingular case, i.e. when the scattering data for the associated 2-dimensional Schrödinger equation are everywhere well-defined, the solution of the Cauchy problem for the Novikov-Veselov equation at nonzero energy from the Schwartz class (and simultaneously a transparent solution in the case of positive energy) decreases uniformly with time and thus, in particular, does not have solitons in the large time asymptotics. Thus the above result at $E>0$ highlights a significant difference between the Novikov-Veselov equation and its (1+1)-dimensional analog : recall that KdV possesses well-known exponentially localized reflectionless solitons.

Results of the present work demonstrate that in the nonsingular case the Novikov-Veselov equation does not possess solitons. Thus solitons may arise only if the scattering data have some singularities. This is precisely what happens in the case of Grinevich-Zakharov potentials : the poles of the scattering function give rise to multisoliton solutions of the Novikov-Veselov equation at positive energy as was demonstrated in the present work.

The present work demonstrates that the space localization of Grinevich-Zakharov potentials (as $O\left(|x|^{-2}\right)$ when $|x| \rightarrow \infty$ ) is almost the optimal that can be obtained for the solitons of the Novikov-Veselov equation. We show that in the case of nonzero energy the space localization stronger than $O\left(|x|^{-3}\right)$ is already impossible. For the case of zero energy we have shown that
if we restrain ourselves to solutions that are obtained from solutions of the modified NovikovVeselov equation via Miura type transformation, then the existence of solitons localized stronger than $O\left(|x|^{-2}\right)$ is not possible.

The technique developed in the present work can be applied to other problems of the soliton theory in dimension $2+1$.

## Appendix

## A. 1 Behavior of $w(z)$ as $z \rightarrow \infty$

Statement A.1. Let $v \in C^{4}(\mathbb{C})$ and

$$
\begin{equation*}
\left|\partial_{z}^{j_{1}} \partial_{\bar{z}}^{j_{2}} v(z)\right|<\frac{q}{(1+|z|)^{j+3+\varepsilon}}, \quad j_{1}, j_{2} \in\{0 \cup \mathbb{N}\}, j=j_{1}+j_{2} \leqslant 4 \tag{A.1}
\end{equation*}
$$

for $\forall z \in \mathbb{C}$ and some $q>0, \varepsilon>0$. Let $w$ be defined by

$$
\begin{aligned}
& \partial_{\bar{z}} w=-3 \partial_{z} v, \\
& w(z) \rightarrow 0 \text { as } z \rightarrow \infty .
\end{aligned}
$$

Then

$$
\begin{align*}
& w(z)=\frac{3 \hat{v}(0)}{\pi z^{2}}+O\left(\frac{1}{|z|^{3}}\right), \text { as } z \rightarrow \infty  \tag{A.2}\\
& \partial_{z} w(z)=-\frac{6 \hat{v}(0)}{\pi z^{3}}+O\left(\frac{1}{|z|^{4}}\right), \text { as } z \rightarrow \infty \tag{A.3}
\end{align*}
$$

where $\hat{v}(0)=\iint_{\mathbb{C}} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta$.

Proof. Let $z=\frac{1}{\xi}$ and $W(\xi)=w\left(\frac{1}{\xi}\right)$. If $W \in C^{3}(U)$, where $U$ is some neighborhood of $\xi=0$, then
$W(\xi)=\partial_{\xi} W(0) \xi+\partial_{\bar{\xi}} W(0) \bar{\xi}+\frac{1}{2} \partial_{\xi}^{2} W(0) \xi^{2}+\partial_{\xi} \partial_{\bar{\xi}} W(0) \xi \bar{\xi}+\frac{1}{2} \partial_{\bar{\xi}}^{2} W(0) \bar{\xi}^{2}+O\left(|\xi|^{3}\right), \quad \xi \rightarrow 0$.

First, let us prove that the first order derivatives of $W$ vanish at $\xi=0$. Indeed,

$$
\partial_{\bar{\xi}} W(0)=-\lim _{\xi \rightarrow 0}\left(\partial_{\bar{z}} w\left(\frac{1}{\xi}\right) \frac{1}{\bar{\xi}^{2}}\right)=3 \lim _{z \rightarrow \infty} \bar{z}^{2} \partial_{z} v(z)=0
$$

due to property (A.1). Similarly,

$$
\partial_{\xi} W(0)=\lim _{z \rightarrow \infty} z^{2} \partial_{z} w(z)=\frac{3}{\pi} \lim _{z \rightarrow \infty} z^{2} \iint_{\mathbb{C}} \frac{\partial_{\zeta}^{2} v(\zeta)}{\zeta-z} d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
$$

Using representation $\frac{z^{2}}{\zeta-z}=-\zeta-z+\frac{\zeta^{2}}{\zeta-z}$ and noting that

$$
\begin{align*}
& \iint_{\mathbb{C}} \zeta \partial_{\zeta}^{2} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=0, \quad \iint_{\mathbb{C}} \partial_{\zeta}^{2} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=0  \tag{A.4}\\
& \lim _{z \rightarrow \infty} \iint_{\mathbb{C}} \frac{\zeta^{2} \partial_{\zeta}^{2} v(\zeta)}{\zeta-z} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=0 \tag{A.5}
\end{align*}
$$

we obtain that $\partial_{\xi} W(0)=0$.
Now we calculate the second order derivatives of $W$ :

$$
\begin{aligned}
& \partial_{\bar{\xi}}^{2} W(0)=\lim _{z \rightarrow \infty}\left(-3 \bar{z}^{4} \partial_{z} \partial_{\bar{z}} v-6 \bar{z}^{3} \partial_{z} v\right)=0, \\
& \partial_{\xi} \partial_{\bar{\xi}} W(0)=\lim _{z \rightarrow \infty}\left(-3|z|^{4} \partial_{z}^{2} v\right)=0
\end{aligned}
$$

due to assumption (A.1). In addition,

$$
\partial_{\xi}^{2} W(0)=\lim _{z \rightarrow \infty}\left(z^{4} \partial_{z}^{2} w+2 z^{3} \partial_{z} w\right)
$$

Using representations $\frac{z^{3}}{\zeta-z}=-z^{2}-\zeta z-\zeta^{2}+\frac{\zeta^{3}}{\zeta-z}, \frac{z^{4}}{\zeta-z}=-\zeta^{3}-\zeta^{2} z-\zeta z^{2}-z^{3}+\frac{\zeta^{4}}{\zeta-z}$ it is possible to show that

$$
\lim _{z \rightarrow \infty} \frac{6}{\pi} \iint_{\mathbb{C}} \frac{z^{3} \partial_{\zeta}^{2} v(\zeta)}{\zeta-z} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=-\frac{6}{\pi} \iint_{\mathbb{C}} \zeta^{2} \partial_{\zeta}^{2} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=-\frac{12}{\pi} \hat{v}(0)
$$

and

$$
\lim _{z \rightarrow \infty} \frac{3}{\pi} \iint_{\mathbb{C}} \frac{z^{4} \partial_{\zeta}^{3} v(\zeta)}{\zeta-z} d \operatorname{Re} \zeta d \operatorname{Im} \zeta=-\frac{3}{\pi} \iint_{\mathbb{C}} \zeta^{3} \partial_{\zeta}^{3} v(\zeta) d \operatorname{Re} \zeta d \operatorname{Im} \zeta=\frac{18}{\pi} \hat{v}(0)
$$

which yields

$$
\partial_{\xi}^{2} W(0)=\frac{6}{\pi} \hat{v}(0) .
$$

Finally, it is not difficult to verify that under assumption (A.1) the third order derivatives of $W$ are well-defined in some neighborhood of $\xi=0$ and thus the following representation holds :

$$
W(\xi)=\frac{3 \hat{v}(0)}{\pi} \xi^{2}+O\left(|\xi|^{3}\right), \quad \xi \rightarrow 0
$$

which proves (A.2).
In order to prove (A.3) we note that $\partial_{z} w(z)=-\xi^{2} \partial_{\xi} W$ and that under assumption (A.1) the following representation holds :

$$
\partial_{\xi} W(\xi)=\partial_{\xi}^{2} W(0) \xi+\partial_{\xi} \partial_{\bar{\xi}} W(0) \bar{\xi}+O\left(|\xi|^{2}\right), \quad \xi \rightarrow 0 .
$$

## A. 2 Derivation of formulas for $\partial_{t} \alpha, \partial_{t} \beta$

Here we present a detailed derivation of formulas (4.38), (4.40) proceeding from representations (4.37), (4.39), respectively.

Derivation of (4.38). Consider expression (4.37). For $\partial_{t} v$ and $\partial_{t} \varphi$, appearing in this expression, we will use representations (0.5) and (4.36), correspondingly. Note, however, that this produces the following integrals

$$
-2 E \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \quad-2 E \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}} \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta,
$$

which are not, strictly speaking, convergent. Thus we will understand (4.37) in the following sense :

$$
\begin{align*}
& \partial_{t} \alpha(\lambda, t)=\lim _{R \rightarrow \infty}\left(\iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{\zeta}+\zeta / \lambda)} \partial_{t} v(\zeta, t) \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\right. \\
&\left.+\iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}(\lambda \bar{\zeta}+\zeta / \lambda)} v(\zeta, t) \partial_{t} \varphi(\zeta, \lambda, t) d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right), \tag{A.6}
\end{align*}
$$

where $B_{R}$ is a disk on the complex plane with radius $R$.
Substituting (0.5) and (4.36) into (A.6) yields

$$
\begin{align*}
& \partial_{t} \alpha(\lambda, t)=\lim _{R \rightarrow \infty}\left(8 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta}^{3} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+8 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}}^{3} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\right. \\
& +2 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+2 \iint_{B_{R}} e^{-\frac{\sqrt[i]{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +2 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}} v \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+2 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \partial_{\bar{\zeta}} \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -2 E \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-2 E \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}} \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +8 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \partial_{\zeta}^{3} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+8 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \partial_{\bar{\zeta}}^{3} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +2 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v w \partial_{\zeta} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+2 \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \bar{w} \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& \quad+i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right) \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& \left.+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \psi d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right)=\lim _{R \rightarrow \infty} \sum_{i=1}^{14} I_{i} . \tag{A.7}
\end{align*}
$$

We start by integrating $I_{9}$ by parts. Note that due to assumptions (4.2) the integrals over the boundary of $B_{R}$ vanish as $R \rightarrow \infty$. Thus we obtain

$$
\begin{aligned}
\lim _{R \rightarrow \infty} I_{9}= & -\frac{i(\sqrt{E})^{3}}{\lambda^{3}} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\frac{6 E}{\lambda^{2}} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\frac{12 i \sqrt{E}}{\lambda} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-8 \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta}^{3} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{aligned}
$$

In this way it can be obtained that

$$
\begin{align*}
& \lim _{R \rightarrow \infty}\left(I_{1}+I_{2}+I_{9}+I_{10}+I_{13}\right)= \\
& \quad=\frac{6 E}{\lambda^{2}} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\frac{12 i \sqrt{E}}{\lambda} \iint_{\mathbb{C}} e^{-\frac{-i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +6 E \lambda^{2} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+12 i \sqrt{E} \lambda \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta . \tag{A.8}
\end{align*}
$$

Integrating $I_{11}$ by parts we obtain

$$
\begin{aligned}
& \lim _{R \rightarrow \infty}\left(I_{11}+I_{7}\right)=-2 \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +\lim _{R \rightarrow \infty}\left(\frac{i \sqrt{E}}{\lambda} \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-2 E \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right)- \\
& -2 \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{aligned}
$$

Consider

$$
\tilde{I}=\frac{i \sqrt{E}}{\lambda} \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
$$

Taking into account that $-4 \partial_{\zeta} \partial_{\bar{\zeta}} \varphi+v \varphi=E \varphi$ we obtain that $\tilde{I}=\frac{i(\sqrt{E})^{3}}{\lambda} \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\frac{4 i \sqrt{E}}{\lambda} \iint_{B_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w \partial_{\zeta} \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta=\tilde{I}_{(1)}+\tilde{I}_{(2)}$.

Applying the Stokes theorem to $\tilde{I}_{(2)}$ we get that

$$
\begin{equation*}
\tilde{I}_{(2)}=-\frac{2 \sqrt{E}}{\lambda} \int_{C_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w \partial_{\bar{\zeta}} \varphi d \bar{\zeta}-\frac{4 i \sqrt{E}}{\lambda} \iint_{B_{R}} \partial_{\zeta}\left(e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w\right) \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \tag{A.9}
\end{equation*}
$$

where $C_{R}$ is the boundary of $B_{R}$.
Note that

$$
\begin{equation*}
\partial_{\bar{z}} \varphi(z, \lambda)=\frac{i \sqrt{E}}{2} \lambda e^{\frac{i \sqrt{E}}{2}\left(\lambda \bar{z}+\frac{z}{\lambda}\right)}\left(\frac{i \sqrt{E}}{2}\left(\lambda \bar{z}-\frac{1}{\lambda} z\right)+1+o(1)\right), \text { as } z \rightarrow \infty . \tag{A.10}
\end{equation*}
$$

In addition, note that

$$
\begin{equation*}
\int_{C_{R}} \frac{\zeta d \bar{\zeta}}{\zeta^{2}}=0, \quad \int_{C_{R}} \frac{\bar{\zeta} d \bar{\zeta}}{\zeta^{2}}=0 \tag{A.11}
\end{equation*}
$$

Thus from Statement A.1, (A.10), (A.11) it follows that as $R \rightarrow \infty$ the first summand in the right-hand side of (A.9) vanishes. We apply the Stokes theorem to the second summand :

$$
\begin{align*}
& -\frac{4 i \sqrt{E}}{\lambda} \iint_{B_{R}} \partial_{\zeta}\left(e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w\right) \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta=\frac{i E}{\lambda^{2}} \int_{C_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w \varphi d \zeta- \\
& \quad-\frac{2 \sqrt{E}}{\lambda} \int_{C_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} w \varphi d \zeta+\frac{4 i \sqrt{E}}{\lambda} \iint_{B_{R}} \partial_{\zeta} \partial_{\bar{\zeta}}\left(e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w\right) \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta . \tag{A.12}
\end{align*}
$$

From Statement A. 1 and asymptotics of $\varphi(z, \lambda)$ as $z \rightarrow \infty$ it follows that the second summand in the right-hand side of (A.12) vanishes as $R \rightarrow \infty$. For the first summand we obtain

$$
\frac{i E}{\lambda^{2}} \int_{C_{R}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} w \varphi d \zeta \sim \frac{(\sqrt{E})^{3}}{2 \lambda^{3}} \frac{3 \hat{v}(0)}{\pi} \int_{C_{R}} \frac{d \zeta}{\zeta}=3 \frac{i(\sqrt{E})^{3}}{\lambda^{3}} \hat{v}(0) \text { as } R \rightarrow \infty
$$

Finally, for $I_{11}+I_{7}$ we obtain that

$$
\begin{array}{r}
\lim _{R \rightarrow \infty}\left(I_{11}+I_{7}\right)=-2 \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-\frac{6 E}{\lambda^{2}} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
-\frac{12 i \sqrt{E}}{\lambda} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-2 \iint_{\mathbb{C}} e^{-\frac{i \sqrt{\bar{E}}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} v \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
+3 \frac{i(\sqrt{E})^{3}}{\lambda^{3}} \hat{v}(0)
\end{array}
$$

Thus it can be obtained that

$$
\begin{align*}
& \lim _{R \rightarrow \infty}\left(I_{3}+I_{4}+I_{5}+I_{6}+I_{7}+I_{8}+I_{11}+I_{12}\right)= \\
& =-\frac{6 E}{\lambda^{2}} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-\frac{12 i \sqrt{E}}{\lambda} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -6 E \lambda^{2} \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-12 i \sqrt{E} \lambda \iint_{\mathbb{C}} e^{-\frac{i \sqrt{E}}{2}\left(\lambda \bar{\zeta}+\frac{\zeta}{\lambda}\right)} \partial_{\bar{\zeta}}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& \quad-3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \hat{v}(0) . \tag{A.13}
\end{align*}
$$

Finally,

$$
\begin{equation*}
\lim _{R \rightarrow \infty} I_{14}=3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) a(\lambda, t) \tag{A.14}
\end{equation*}
$$

and thus from (A.7)-(A.14) we obtain formula (4.38).

Derivation of (4.40). We proceed similarly to the derivation of formula (4.38). Substituting (0.5) and (4.36) into (4.39) yields

$$
\begin{aligned}
& \partial_{t} \beta(\lambda, t)=\lim _{R \rightarrow \infty}\left(8 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta}^{3} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+8 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\bar{\zeta}}^{3} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\right. \\
& \quad+2 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+2 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+
\end{aligned}
$$

$$
\begin{align*}
& +2 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\bar{\zeta}} v \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+2 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \partial_{\bar{\zeta}} \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -2 E \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-2 E \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\bar{\zeta}} \bar{w} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +8 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \partial_{\zeta}^{3} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+8 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \partial_{\bar{\zeta}}^{3} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +2 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v w \partial_{\zeta} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+2 \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E(\bar{\lambda} \zeta++\bar{\zeta})} v \bar{w} \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}\right) \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& \left.+3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \psi d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right)=\lim _{R \rightarrow \infty} \sum_{i=1}^{14} J_{i}, \tag{A.15}
\end{align*}
$$

where $B_{R}$ is a disk on the complex plane with radius $R$.
Integrating $J_{9}$ by parts yields

$$
\begin{aligned}
& \lim _{R \rightarrow \infty} J_{9}=\bar{\lambda}^{3} i(\sqrt{E})^{3}(\operatorname{sgn} E) \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
& +6 \bar{\lambda}^{2} E \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-12 \bar{\lambda} i \sqrt{E}(\operatorname{sgn} E) \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -8 \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta}^{3} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{aligned}
$$

In this way it can be obtained that

$$
\begin{align*}
& \lim _{R \rightarrow \infty}\left(J_{1}+J_{2}+J_{9}+J_{10}+J_{13}\right)=i(\sqrt{E})^{3}\left(\lambda^{3}+\frac{1}{\lambda^{3}}+(\operatorname{sgn} E)\left(\bar{\lambda}^{3}+\frac{1}{\bar{\lambda}^{3}}\right)\right) \beta(\lambda, t)+ \\
+ & 6 E \bar{\lambda}^{2} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-12 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+ \\
+ & \frac{6 E}{\bar{\lambda}^{2}} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E} \bar{S}^{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)}{}} \partial_{\bar{\zeta}} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-\frac{12 i \sqrt{E}}{\bar{\lambda}}(\operatorname{sgn} E) \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\bar{\zeta}}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta . \tag{A.16}
\end{align*}
$$

Integrating $J_{11}$ by parts we obtain

$$
\lim _{R \rightarrow \infty}\left(J_{11}+J_{7}\right)=-2 \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+
$$

$$
\begin{gathered}
+\lim _{R \rightarrow \infty}\left(-i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-\right. \\
\left.-2 E \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta\right)-2 \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\xi}}{\lambda}\right)} v \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{gathered}
$$

Consider

$$
\tilde{J}=-i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
$$

Taking into account that $-4 \partial_{\zeta} \partial_{\bar{\zeta}} \varphi+v \varphi=E \varphi$ we obtain that

$$
\begin{aligned}
\tilde{J}=-i(\sqrt{E})^{3}(\operatorname{sgn} E) \bar{\lambda} & \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -4 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{B_{R}} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w \partial_{\zeta} \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta=\tilde{J}_{(1)}+\tilde{J}_{(2)} .
\end{aligned}
$$

Applying the Stokes theorem to $\tilde{J}_{(2)}$ we get that

$$
\begin{aligned}
& \tilde{J}_{(2)}=2 \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \int_{C_{R}} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w \partial_{\bar{\zeta}} \varphi d \bar{\zeta}+ \\
&+4 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{B_{R}} \partial_{\zeta}\left(e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w\right) \partial_{\bar{\zeta}} \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta=\tilde{J}_{(21)}+\tilde{J}_{(22)},
\end{aligned}
$$

where $C_{R}$ is the boundary of $B_{R}$.
Transform $\tilde{J}_{(21)}$ into the following form

$$
\begin{aligned}
&\left.\tilde{J}_{(21)}=2 \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \int_{0}^{2 \pi} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} R e^{i \varphi}+\frac{R e^{-i \varphi}}{\lambda}\right.}\right)\left.w\left(R e^{i \varphi}\right) \partial_{\bar{\zeta}} \varphi(\zeta)\right|_{\zeta=R e^{i \varphi}}\left(-i R e^{-i \varphi}\right) d \varphi= \\
&=2 \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \int_{0}^{2 \pi} q(R, \varphi) d \varphi
\end{aligned}
$$

Note that from Statement A. 1 and asymptotics (A.10) it follows that

$$
q(R, \varphi) \rightarrow \frac{3 i \hat{v}(0) E}{4 \pi}\left(\lambda^{2} e^{-2 i \varphi}-1\right) \exp \left(\frac{i \sqrt{E}}{2} R\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)\left((\operatorname{sgn} E) \bar{\lambda} e^{i \varphi}+\lambda e^{-i \varphi}\right)\right)
$$

as $R \rightarrow \infty$ uniformly on $\varphi$. Thus

$$
\tilde{J}_{(21)} \rightarrow 2 \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \int_{0}^{2 \pi} \exp \left(\frac{i \sqrt{E}}{2} R\left(1+(\operatorname{sgn} E) \frac{1}{\lambda \bar{\lambda}}\right)\left((\operatorname{sgn} E) \bar{\lambda} e^{i \varphi}+\lambda e^{-i \varphi}\right)\right) f(\varphi) d \varphi, \text { as } R \rightarrow \infty,
$$

where $f(\varphi)$ is a smooth function of $\varphi$. Note that the resulting integral is an integral of stationary phase type and thus $\tilde{J}_{(21)} \rightarrow 0$ as $R \rightarrow \infty$.

Now let us apply the Stokes theorem to $\tilde{J}_{(22)}$ :

$$
\begin{align*}
& \tilde{J}_{(22)}=2 \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \int_{C_{R}} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} w \varphi d \zeta+ \\
& +i E \bar{\lambda}^{2} \int_{C_{R}} e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w \varphi d \zeta-4 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{B_{R}} \partial_{\zeta} \partial_{\bar{\zeta}}\left(e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w\right) \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta . \tag{A.17}
\end{align*}
$$

Treating the first two summands in the right-hand side of (A.17) in the similar way as we treated $\tilde{J}_{(21)}$, we obtain that

$$
\tilde{J}_{(2)} \sim \tilde{J}_{(22)} \sim-4 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{B_{R}} \partial_{\zeta} \partial_{\bar{\zeta}}\left(e^{\frac{i \sqrt{E}}{2}(\operatorname{sgn} E)\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} w\right) \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta, \text { as } R \rightarrow \infty
$$

Finally, for $J_{11}+J_{7}$ we obtain that

$$
\begin{aligned}
& \lim _{R \rightarrow \infty}\left(J_{11}+J_{7}\right)=-2 \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -6 E \bar{\lambda}^{2} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+12 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta- \\
& -2 \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} v \partial_{\zeta} w \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta .
\end{aligned}
$$

Thus it can be obtained that

$$
\begin{aligned}
& \lim _{R \rightarrow \infty}\left(J_{3}+J_{4}+J_{5}+J_{6}+J_{7}+J_{8}+J_{11}+J_{12}\right)= \\
= & -6 E \bar{\lambda}^{2} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+12 i \sqrt{E}(\operatorname{sgn} E) \bar{\lambda} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\zeta}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta-
\end{aligned}
$$

$$
\begin{equation*}
-\frac{6 E}{\bar{\lambda}^{2}} \iint_{\mathbb{C}} e^{\frac{i \sqrt{E}}{2} \operatorname{sgn} E\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\bar{\zeta}} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta+\frac{12 i \sqrt{E}}{\bar{\lambda}}(\operatorname{sgn} E) \iint_{\mathbb{C}} e^{\frac{\sqrt{-E}}{2}\left(\bar{\lambda} \zeta+\frac{\bar{\zeta}}{\lambda}\right)} \partial_{\bar{\zeta}}^{2} v \varphi d \operatorname{Re} \zeta d \operatorname{Im} \zeta \tag{A.18}
\end{equation*}
$$

Finally,

$$
\begin{equation*}
\lim _{R \rightarrow \infty} J_{14}=3 i(\sqrt{E})^{3}\left(\lambda^{3}-\frac{1}{\lambda^{3}}\right) b(\lambda, t) \tag{A.19}
\end{equation*}
$$

and thus from (A.15)-(A.19) we obtain formula (4.40).
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