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Abstract

Side-Channel Analysis (SCA) and Fault Attacks (FA) are techniques to recover sensi-
tive information concealed in cryptographic embedded syst ems by exploiting unin-
tentional physical leakage, such as the power consumption o r the radiated magnetic
�eld. As such attacks are low-cost and easily set–up in practi ce, they prove to be a
serious threat to most sensitive devices. Therefore, when a high level of security is re-
quired, speci�c countermeasures must be manually deployed by the designer, as such
functionality are generally not available in current CAD sof tware tools.

FPGA technology is often chosen for low and middle volume app lications even for
high-end embedded systems where high performances and �exib ility are mandatory
as well as state of the art security. However, it has been put t o light that such devices
show great intrinsic vulnerabilities against SCAs and shoul d therefore be protected
with adequate countermeasures, able to compensate for those weaknesses.

This thesis has two main goals. On one hand, a review of the state of the art of
FPGA-compatible countermeasure against SCA for both symmetrical and asymmetri-
cal ciphering, in order to compare them in terms of performan ces, area and security
level. In the event where none �t the required speci�cations , alternate countermea-
sures should be designed. On the other hand , the implementat ion of the selected
protections for standard or customized algorithms with the minimum area overhead,
either with automatised design �ows or as a hand-made Intelle ctual Properties (IPs).

Symmetrical algorithms, specially AES, are �rst studied and several vulnerabilities
of usual protections, namely Dual-rail with Precharge Logi c (DPL) and masking are
analysed, as well as the issue of performance and area overheads. In this context, three
new countermeasures are considered:

1. Balance placement and routing (PAR) strategies aiming at enhancing existing
DPLs robustness when implemented in modern FPGAs.

2. A new type of DPL called Balanced Cell-based Dual-rail Log ic (BCDL), based on
the use of a global precharge signal and synchronisation schemes to thwart most
of the known DPL weaknesses. BCDL also possess a built-in fault resilience
mechanism for simple stuck-at faults and provides implemen tation optimisa-
tions, achieving competitive performances and area overhead.

3. The Rotating S-Box Masking (RSM), a new masking technique for the AES. On
the one hand, the frequency output and robustness level of RSM against �rst-
order SCAs are equivalent to a state of the art masking scheme. On the other
hand, it brings a signi�cant reduction of the area overhead, as well as robustness
to other SCAs like the Variance Power Analysis (VPA), known to be ef�cient
against usual masking. Like most masking schemes, RSM is however not nat-
urally protected against fault attacks, implying that a clas sical fault detection
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technique, for instance a deciphering and comparison, should be additionally
implemented.

Regarding asymmetrical algorithms, current countermeasur es already offer a ro-
bustness level and implementation cost suitable for indust rial applications, against
both passive and fault attacks. Therefore, rather than devisi ng new mechanisms, a
simple Elliptic Curve Cryptography (ECC) core is implement ed on FPGA and SCAs
are performed to verify the theoretical security level of th e chosen protections.

Finally, as designing an ef�cient countermeasure generall y requires a �ne under-
standing of the attack process and as classical SCA may not besuf�cient to properly
evaluate the robustness of every countermeasure, several new SCAs are presented and
evaluated. Firstly the “Rank Corrector” (RC), rather than an actual SCA, is a SCA en-
hancement algorithm, designed to reduce the number of obser vations required to per-
form a successful attack. RC can be used to complement most existing SCAs like Dif-
ferential Power Analysis (DPA) and Correlation Power Analysis (CPA). Secondly, The
First Principal Components Analysis (FPCA), introduces a nov el SCA distinguisher
based on the Principal Component Analysis (PCA). FPCA proves t o be more ef�cient
than classical DPA or CPA on an unprotected DES implementati on and VPA on a
masked DES architecture. Then, combinations of either acquisition methods or SCA
distinguishers are discussed and show signi�cant decrease in the number of measure-
ments required to perform a successful attack.
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Chapter 1

Introduction

1.1 Context

As personal and sensitive information are increasingly stor ed in electronic devices,
the need for security grows the same way. Typically, cryptogr aphic devices are used
to protect and conceal such data through several algorithms, such as the Advanced En-
cryption Standard (AES), Rivest Shamir Adleman (RSA) and Ellip tic Curve Cryptog-
raphy (ECC), which are the main focus of this work. Since thei r introduction, most of
them have been thoroughly studied and proven secure from the cryptanalytic stand-
point (although research is still ongoing for the ECC). Howe ver, in the past few years,
a new class of attack have risen, which do not target the mathematical properties of
such algorithms but rather their physical implementation i tself. Such schemes, best
known as Side-Channel Attacks (SCA) pose a very serious threat to secure designs as
they are usually low-cost and easy to set–up. As can be expected, the development
of SCAs have been coupled with research on appropriate countermeasures. From the
sole academic standpoint, a perfect security is generally sought, considering the opti-
mization of area and performances as an important but second ary matter. By contrast,
this work operates in an industrial scope, where high level o f security and low re-
source usage are both mandatory. In that regard, the main goal of this thesis is not
to �nd the most secure countermeasure against all possible SCA (as a matter of fact
with the present thrive for development of new SCA no counter measure could be la-
beled that way), but rather to �nd the best possible trade-of fs between robustness and
overheads in terms of area and performances.

1.2 Organization

This document is structured as follows:

1



1. INTRODUCTION

In chapter 2 a state of the art of Side-Channel Attacks is drawn, for both sy mmet-
rical and asymmetrical algorithms. Passive SCAs, mostly exploiting power, electro-
magnetic radiations or timing variations as their side-chan nel leakage are discussed
as well as fault injection attacks.

Conversely Chapter 3 deals with the state of the art of SCA countermeasure and
their limitations. Schemes targeting symmetrical ciphers, especially the AES are de-
scribed separately from those aimed at asymmetrical ones, namely RSA and ECC.

The last three chapters present the main contributions of thi s work. Chapter 4 fo-
cus on new countermeasures for symmetrical algorithms and i s divided in four parts.
First, Section 4.1 gives a detailed study of the vulnerabilities of state of the art DPLs,
all the more when implemented on FPGA, illustrated by a success ful DPA on a WDDL
3DES. Second, speci�c constrained placement strategies are proposed in Section 4.2as
a possible way to enhance the security level of DPLs, taking t he example of WDDL.
Then a new DPL style so-called BCDL is developed in Section 4.3, in the goal of op-
timizing the trade-off between robustness and resource consumption. A thorough
experimental study of that scheme is undertaken putting to l ight its advantages and
weaknesses, then a comprehensive comparison of most known DPLs and their speci-
�city is given in Section 4.4. Eventually the drawbacks of classical masking techniques
are highlighted in Section 5.1 before the presentation of a new masking scheme for
AES so-called Rotating S-Box masking (RSM) in Section5.2. Experimental results as
well as a thorough theoretical proof (Section 5.3) are then given to validate its security
level against SCAs.

An ECC design is implemented in the fourth chapter 4 in order to properly assess
that using an FPGA do not induce unexpected vulnerability or resource consumption.
Therefore two classical countermeasure, namely the Double and Add Alwaysand ran-
dom Splitting of Scalarare implemented on an Altera StratixII. Simple Power Analysis
(SPA) as well asDoubling Attack(presented in Section2.2.1) are then performed on the
three implementations to experimentally verify their robu stness against such SCAs.

In the last chapter 7, three new SCA schemes are introduced. First, a novel attack
so-called First Principal Component analysis (FPCA) is described in Section 7.1, using
the Principal Component Analysis (PCA) as a side-channel dist inguisher. Then two
combined SCA are presented that exploit respectively a combination of measurements
and distinguishers (Section 7.2 and 7.3). Theoretical and experimental results are
given in that regard, showing a signi�cant decrease in the nu mber of side-channel ob-
servations or Measurement To Disclose (MTD) needed to perfor m successful attacks.
Finally, a generic algorithm to enhance existing SCAs based on key ranks analysis, so-
called Rank Corrector(RC) is proposed in Section 7.4. Although this scheme is not an
actual attack, it can be combined with most classical SCA and reduce their required
number of MTD.
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Chapter 2

Physical Cryptanalysis on FPGA,
State of the art

Cryptographic devices are typically used to protect and con ceal sensitive data. Al-
though classical algorithms, especially AES, RSA and ECC, are secure from the crypt-
analytic standpoint, their actual implementation in hardw are designs creates a vul-
nerability to physical attacks, namely Side-Channel Analys is (SCA) and Fault Attacks
(FA).

SCAs and FAs are based on exploiting sensitive information, un intentionally leaked
by the target device.There are numerous ways of accessing suchinformation such as
monitoring the power consumption or analysing erroneous out puts resulting from
fault injection. Globally, a SCA can be characterised by two properties:

� Passiveor Active: a passive attack will not disturb the device's behaviour in a ny
way, while active ones will shift the target from its regular behaviour and analyse
its response.

� Intrusive or Non-Intrusive: Intrusive techniques require physical tampering with
the device like depackaging, while non-intrusive schemes o nly exploit directly
available information, for instance the electro-magnetic emanations.

As of now, two categories of physical attacks are mainly studi ed: on one hand the
passive/non-intrusive SCAs which make use of execution time [97], power consump-
tion [ 98, 115] or electromagnetic radiations [ 59] as their side-channel and on the other
hand active ones, namely FA.

2.1 Generic SCAs

The root of the vulnerability to SCAs lies in the behaviour of CM OS cells of which
most recent electronic devices, specially FPGAs, mainly consist of. As a matter of

3
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fact, a clear difference in the power consumption of those el ements occurs between a
transition from 0 �! 1 or 1 �! 0, when the value changes and one from 0 �! 0 or 1 �! 1,

when it does not. This property gives rise to power-based SCAs, as an adversary may

be able to observe those transitions via the global activity of the target circuit and use it

to retrieve sensitive information. Moreover, one can also e xploit the electro-magnetic

(EM) �eld as the side-channel, as they are directly related t o the current variations.

Unlike power, EM radiations can be collected in a localized ma nner (depending on

the used probe), which may enable the adversary to isolated speci�c part of the design

and reduce the noise ratio. Nonetheless, as most schemes canbe conducted using both

power and EM measurements, both shall be treated together and referred to as power

attacks in the remainder of this manuscript.

In the last few years a wealth of such attacks has been proposed and successfully

conducted on several platforms, software and hardware, inc luding FPGAs. They can

be classi�ed in two categories: those which exploit a single side-channel measurement,

namely Simple Analyses and those which require numerous obse rvations, denoted in

the following by Statistical Analyses.

2.1.1 Simple Analyses

Simple Power Analysis (SPA), �rst introduced by Kocher and al.in [97, 98], relies on

the observation of a single side-channel measurement or trace. Depending on the type

of the target algorithm different information can be retrie ved by such schemes. In

hardware implementations, when analysing the execution of a block cipher, SPA is

generally used to derive some characteristics of the design, for instance the number

of rounds, which can in some cases reveal the nature of the algorithm. Figure 2.1

illustrates this behaviour with a SPA of a DES cryptoprocess or, where all the sixteen

rounds are clearly visible, within one loading and one outpu t additional cycles.

By contrast, SPA can be an extremal powerful tool to break designs of asymmet-

rical ciphers, namely RSA or ECC, where no countermeasure against SCAs is imple-

mented. As a matter of fact, those algorithms display a speci� c iterative behaviour,

with regards to the consecutive bits of the secret key. Their r espective core operations:

the modular exponentiation (Algorithm 1) and the scalar multiplication (Algorithm 2),

which are the targets of most SCA, take one key bit into account at each round and

perform different computations depending on its value.
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Figure 2.1: SPA on DES.

Algorithm 1 Exponentiation Algo-
rithm.

1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = M k

3: Q  M
4: for i = l � 2 downto 0 do
5: Q  M 2

6: if ki = 1 then
7: Q  Q:M
8: Return Q

Algorithm 2 Scalar Multiplication.

1: Input : P; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = [ k]:P
3: Q  P
4: for i = l � 2 downto 0 do
5: Q  2:Q
6: if ki = 1 then
7: Q  Q + P
8: Return Q

For instance, in Algorithm 1, both a modular multiplication and modular squaring
are performed when a key bit is equal to 1, while only the squar ing is computed in
the other case. Therefore, if an adversary is able to distinguish between the side-
channel leakages of those two operations, one measurement is theoretically suf�cient
to retrieve the entire secret key. An example of SPA on RSA is given in Figure 2.2 to
illustrate this behaviour.

Here the two different operations, denoted by M and Sare clearly visible, therefore
one can directly deduce the successive value of the processed secret key bits.

In summary, SPA is the most easily mounted SCA, has it only requi res one side-
channel measurement (note that in practice, an average of the same trace is performed
when possible in order to reduce the noise) and can be used as it stands, without
the need of complex analysis software. Therefore providing p rotection against such
scheme is mandatory for device aiming to achieve a high level of security. Fortunately
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Figure 2.2: SPA on RSA.

several countermeasures have been proposed to thwart this kind of SCA and will be
presented in Section3.

2.1.2 Timing Attack

The concept of timing attack was put to light by Kocher and al. in [ 97] on software
implementations of RSA and applied to hardware smart-card v ersion of this algorithm
by Dhem and al. in [ 52]. Other interesting attack methodology on RSA were present ed
by Schindler and al. in [ 150, 153]and by Toth and al. in [ 179].

The timing attack is a statistical SCA based on exploiting the execution time of a
system as the side-channel leakage. As a matter of fact, when the implementation is
careless especially in software designs, timing differences correlated to the value of
the secret key can appear depending on the value of the inputs . Such correlation can
then be exploited to recover a part or even the entire key.

In [ 153], the authors proven than block ciphers like AES can be broken by such
schemes through the exploitation of speci�c �aws in the archi tecture, in this case the
fact that the execution time of the MixColumns operation can be linked to partial val-
ues of the secret. On asymmetrical algorithms like RSA, the attack runs iteratively, re-
covering one secret key bit at a time. Supposing that the �rst key bits are known, a set
of inputs are generated taking into account both an hypothes is on the value of the next
bit and a certain knowledge of the design, such that timing me asurement recorded
during the corresponding executions will enable the advers ary to con�rm the validity
of this hypothesis. The timing variations can be for instance due to RAM cache hits or
branch instructions, in software architectures. In hardwa re designs those differences
are less obvious but can be exploited to mount a successful attack, as shown in [52].
In this paper, the authors used the fact that the Montgomery m ultiplication, that usu-
ally runs in �xed time, will perform a �nal modular reduction when the intermediate
result is too large, hence depending on the input. In the end, they show that given

6



2.1 Generic SCAs

the right conditions, a 512-bit RSA key can be recovered with 300000 timing measure-
ments and a few minutes of calculation, proving that timing attacksposes a real threat
to cryptographic devices.

However this kind of SCA requires knowledge of the architectu re, to be carried
out, as well as having a hand on the input messages. The authors of [52] emphasize
that a complete control of the input is not mandatory to mount such attacks. More-
over the adversary must be able to perform precise timing mea surements, for instance
in [ 52] the acceptable error margin was of a few clock cycles.

Timing attackare not applicable on algorithms running in �xed time, howev er this
property is dif�cult to ensure, specially for software desi gns using cache. An other
way of thwarting such attacks is to randomize either the key o r the input, as will be
discussed in Section3.3.

2.1.3 Statistical SCAs

In opposition to the SPA, statistical SCAs require the collect ion of a large number of
measurements, processed with mathematical tools, in order to retrieve the target's se-
cret key. To mount such a successful attack, a few hypothesesmust be validated. First,
the target algorithm must be known. Second the adversary mus t be able to at least ob-
serve, if not deliberately input, a variable data, which is g enerally the plaintext in the
case of an attack on the �rst round (e.g. on DES), or the ciphert ext when targeting the
last round (e.g. on AES). Finally she should seek to uncover a �x ed, unknown data,
in most cases a part of the secret key (i.e. a sub-key). Then, thegoal of such attack is
globally to compare and �nd dependencies between key-depen dant estimations of the
side-channel leakage and experimental measurements. This leakage is formalized by
a model on variable that is correlated to the secret. As illust rated in Figure 2.3, those
SCAs usually unfold according to the following scenario:

1. Side-channel traces or observations (Ov) are recorded during the execution of the
target algorithm. The known variable data (plaintext or ciph ertext) is denoted
by v.

2. Models (L k ) of the corresponding leakages are derived for each possible sub-key
hypothesis k, based onv.

3. Those models are confronted to (Ov) by a distinguisher � which sorts those hy-
potheses and singles out the most probable one.

Those three points denote the critical parts of most SCAs which are the acquisition
process, as well as the choice of leakage model and distinguisher.

The leakage model, denoted by L is the tool used by the adversary to create L k .
It targets a key-dependent variable. Most commonly used lea kage models are the

7
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Acquisition

...

Partitionning Hyp 0

Partitionning Hyp 1

Partitionning Hyp N

ObservationsOv

D
istinguisher�

Best Key
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Figure 2.3: Statistical SCA global framework.

Hamming Weight (HW):

HW (X ) =
nX

i =1

x i :

where the variable X is such as X = ( x1; : : : ; xn )2 and the Hamming Distance
(HD):

HD (Z ) = HW (X � Y ) =
nX

i =1

x i � yi :

where X and Y are two consecutive states of the variable Z . For instance the
two consecutive values of a register. In hardware, all the mo re in FPGAs, the latter
is favoured [ 33, 169] as it well matches the actual consumption, which mainly com es
from the bit switching.

The distinguisher � is a statistical tool used to compare the models with actual
traces. Several distinguishers have been proposed in the literature, giving rise to a
similar number of SCAs. The �rst was the Difference of Means (Do M), described by
Kocher in [ 98], the corresponding SCA so-called Differential Power Analys is (DPA),
was latter referred to as mono-bit DPA. The most classical attacks and their distinguish-
ers are listed in Table 2.1where the observations (Ov) and models (L k ) are respectively
denoted by O and L and considered as random variables of variance � .

Table 2.1: Classical SCAs and their distinguishers

Distinguisher Attack

Covariance � = cov(O; L ) [21] multi-bit DPA

Pearson Correlation � = � = cov(O;L )
� O :� L

[33] Correlation Power Analysis (CPA)

Mutual information [ 18, 112] Mutual Information Analysis (MIA)

Variance [78, 106, 111, 167] Variance-based Power Analysis (VPA)

Likelihood [ 38] Bayesian attacks

Least squares [154] Stochastic Attacks, Clavier's attack (DPA contest v1)

8
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Note that the CPA can also be performed with other correlatio n coef�cient like
those of Spearman [17] or Kendall [ 183].

The mutual information I (O; L ) between the observations and the leakageL can
be used as a distinguisher for the MIA, but also as a metric to ev aluate the information
leakage, measured in bits and referred to as “Mutual Informa tion as a Metric” (MIM),
as described by Veyrat-Charvillon and Standaert in [ 185]. MIM can be computed such
as:

I jO; L j = H (O) � H (OjL ):

Where H (O) is the entropy of O and H (OjL ) the conditional entropy of O knowing
L .

The main challenge when dealing with mutual information is th e estimation of
the entropy H . In [138] Prouff an Rivain compared several methods such as kernel,
histograms and density functions, most of which require sig ni�cant resources and
computation time. In Section 4.3 and 5.2, MIM will be used to estimate information
leakages of two new countermeasures. In order to perform thi s task in reasonable
time, we will use the Gaussian estimation and assume that the distribution of both O,
L and their joint distribution are Gaussian. With this approx imation the entropy H (O)
can be computed as:

H (O) = log(� o:
p

2�e ):

2.1.4 Pro�ling Attacks

By contrast to the previously presented SCAs, pro�ling attac ks are divided in two dis-
tinct phases: �rst the training or pro�ling step makes use of a clone device, in order to
precisely characterize the physical leakage model. Then in the matching or exploita-
tion phase, the adversary takes advantage of the previously gathered information to
ef�ciently recover the secret key of the actual target devic e.

Two different types of pro�ling SCAs have been described in th e literature. On one
hand the Template Attackwas �rst proposed by Chari and al. in [ 38] and later devel-
oped in several works [ 2, 11, 34, 76, 141]. On the other hand, the Stochastic Attackwas
presented by Schindler and al. in [ 152, 154]. The main difference between those two
schemes lies in the pro�ling phase, where the latter aim at ex ploiting the knowledge
of the physical device, to better characterize the leakage.

Confronting those two methods is a delicate matter due to a nu mber of issues like
the possibility to chose the inputs on the target device, the considered leakage model
and the level of control with the clone. Nevertheless a frame work for evaluating pro-
�ling SCAs is given in [ 170] and a comparison of those attacks is performed in [ 64],
which leads to the conclusion that Stochastic Attacksmay be more ef�cient when the
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available number of measurements during the pro�ling phase is small, while Template
Attacksshows better results on large pools of traces.

Although pro�ling attacks have been presented as the most powe rful SCAs, the
necessity of possessing and controlling a clone device can become a serious disadvan-
tage. Nonetheless, as discussed in [24, 95], those schemes can also be employed as a
powerful evaluation tools for SCA countermeasures.

2.2 Speci�c SCAs on Asymmetrical Algorithms

Asymmetrical ciphers, namely RSA and ECC, display a speci�c i terative behaviour,
with regards to the consecutive bits of the secret key. As a matter of fact, their re-
spective core algorithms: the modular exponentiation (Algo rithm 1) and the scalar
multiplication (Algorithm 2), which are the targets of most SCA, take one key bit into
account at each round and perform different operations depe nding on its value.

Due to their particular iterative behaviour, with regards to the secret key, asym-
metrical ciphers are a target of choice for ingenious SCAs. As different operations are
performed depending on the value of a single key bit, a direct correlation appears be-
tween the computations at a given iteration and the correspo nding bit, a property that
has been often exploited to mount powerful dedicated attack s.

2.2.1 Doubling attack

Presented in [57] by Fouque and Valette as new type of SCA targeting asymmetri cal
algorithms, namely the exponentiation and scalar multipli cation, the doubling attack
is situated between simple and differential analyses. Inde ed it is based on studying
the difference between two SPAs with chosen inputs. The adversary can compute
Q1 = mk and Q2 = ( m2)k for RSA and respectively Q1 = [ k]:P and Q2 = 2 :[k]:P for
ECC, where m and P are the inputs and k the secret key. The idea is that during those
execution, if the same intermediate values may appear depending on the key bits. For
instance, when considering the case of ECC, the doubling operation at iteration i in
the computation of Q1 is the same as the doubling operation at iteration (i � 1) for Q2,
if and only if ki � 1 = 0 . This behaviour is more clearly illustrated in Table 2.2, where
the colored intermediate results are equal for Q1 and Q2 at different iterations. This
Table describes the computation of Q1 = [ k]:P and Q2 = 2 :[k]:P with k = (1001110)2
using the aforementioned countermeasure, namely both poin t doubling and addition
are computed at each iteration.

As can be observed, by shifting the power curve of Q1 by one iteration and per-
forming the difference between the two curves (of Q1 and Q2), minimums should
appear for the two colored point doubling, revealing the val ue of the corresponding
key bits. Consequently, all the secret key bits (except the least signi�cant one) can the-
oretically be deduced from the analysis of only two power con sumption curves.

10
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This scheme has also been proven to be ef�cient even against known DPA counter-
measures, as will be discussed in Section3.3, hence posing a serious threat to secure
cryptographic designs.. Nevertheless, it can only be applie d to “right-to-left” algo-
rithms and some SPA countermeasures, for instance theMontgomery Ladderalgorithm,
are not vulnerable to such attack.

Table 2.2: Doubling Attackprinciple

Iteration i k i Q1 = [ k]:P Q2 = 2 :[k]:P

1 1 2 � 0 2� 0
0 + P 0 + 2P

2 0 2 � P 2 � 2P
2P + P 4P + 2P

3 0 2 � 2P 2 � 4P
4P + P 8P + 2P

4 1 2 � 4P 2 � 8P
8P + P 16P + 2P

5 1 2 � 9P 2 � 18P
18P + P 36P + 2P

6 1 2 � 19P 2 � 38P
38P + P 76P + 2P

7 0 2 � 39P 2 � 78P
78P + P 156P + 2P

return 78P return 156P

2.2.2 Comparative Power Analysis

This attack was proposed by Homma and al. in [ 77] targeting the modular exponen-
tiation, but can also be applied to the ECC. It can be viewed as a generalization of
the doubling attack. As a matter of fact, it can be performed on both left-to-right and
right-to-left algorithms and is ef�cient on most SPA counte rmeasures including the
Double-and-add alwaysor Montgomery Ladderalgorithms. Let's take the example of the
ECC with Double-and-add always, like in the previous Section. The idea is the follow-
ing: supposing that the �rst few bits of the secret key are kno wn, one must chose two
points P and P1, with P1 = n:P (n 2 N� ), such as[k]:P1 at iteration j 1 equals [k]:P
at iteration j where kj 1+1 is known and kj +1 is unknown. Then, by monitoring the
power consumption of [k]:P at iteration (j + 1) and comparing it with that of [k]:P1

at iteration j 1 + 1 , the next key bit ( kj +1 ) can be found. The whole key is then found
recursively.

11
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Table 2.3 illustrate this principle, with n = 9 , j = 4 and j 1 = 2 , supposing the �rst
four bits of the secret key k are known. In this example, the attack focus on �nding
the �fth bit of k. As [k]:P = 9 :P at iteration 4, P1 = 9 :P is chosen. Then by comparing
the power consumption of [k]:P at round 5 and [k]:P1 at round 3, the value of k5 can
be found.

Table 2.3: Comparative Power Analysisprinciple

Iteration i k i [k]:P [k]:P1 = [ k]:9P

1 1 2 � 0 2� 0
0 + P 0 + P1 = 9P

2 0 2 � P 2 � 9P
2P + P 18P + P

3 0 2 � 2P
4P + P

4 1 2 � 4P
8P + P = 9P

5 ? if ki = 0 :
2 � 9P

18P + P

This attack is more complex to mount than the doubling attack, but proves to be the-
oretically ef�cient on a wider range of architectures, incl uding left-to-right algorithms
and Montgomery Ladder.

2.2.3 Address-bit DPA

This is a speci�c variant of DPA that is based on targeting the r egisters addresses rather
than their actual values. It was �rst proposed by Messerges an d al. in [ 121] and can be
deployed on designs implementing a countermeasure like the double-and-add-always
algorithm, where the intermediate values do not depend on th e secret key bits, but
their addresses do. Indeed, the power consumption and elect ro-magnetic radiations
of a system are affected by the manipulated registers addresses. In [81], Itoh and
al. perform such a successful attack on an ECC architecture protected against both
SPA and DPA by the Montgomery ladderalgorithm and the random projective coordinates
(those two countermeasures are respectively described in Sections 3.3.1 and 3.3.3),
proving that care should be taken to provide countermeasure s against such scheme.

2.2.4 Carry-Leakage based Attack

The carry-leakage attack proposed by Fouque and al. in [56] is an ingenious scheme
to break asymmetrical algorithms implemented with a counte rmeasure called scalar
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randomization(fully described in Section 3.3.2) that involves adding a speci�c random
value to the secret key before each execution. The principle of this attack is not to
target the cryptographic algorithm but the countermeasure itself and especially the
initial addition with the random, in order to recover the sec ret key. As a matter of
fact, the authors use the property that when adding a random v alue to a �xed one
(i.e. the secret key), the probability of appearance of a carry �ag only depends one the
�xed value. Moreover, long additions of integers are usuall y performed on smaller
size elementary blocs, hence generating several carry �ags, correlated to the value of
the key. Considering that the raising of those �ags can be dete cted by side-channel
observation, if an adversary is able to produce a suf�cient n umber of measurements,
the entire key could be recovered.

In practice, the number of broken key-bits depends on one han d on the elemen-
tary adder size: the smaller the adder, the more information is retrieved and on the
other hand on the key length. Depending on those factors, the number of required
measurements and computational cost may vary. Indeed, as the entire key is usually
not directly recovered, additional analysis, for instance an exhaustive search of the
remaining bits, is mandatory.

The evaluation presented in [ 56] suggest that RSA keys can be fully recovered up
to a key length of 2024for 32-bit adders, while the attack on ECC should be possible
on keys of 160bits and less.

2.2.5 RPA and ZPA

The Re�ned Power Analysis (RPA) proposed by Goubin in [ 66] is a statistical chosen-
input SCA speci�c to the ECC. It is based on the fact that the ap parition of “special
points” during the scalar multiplication can be detected us ing side-channel measure-
ments. The property of such points is to have an af�ne or projec tive coordinate equal
to 0.

The attack proceeds as follows: supposing the �rst key bits ar e known, an hy-
pothesis on the next bit (ki ) is made and an input point is generated such as P =
[dk i

� 1(mod# E)]:P0, where P0 is a special point, # E the cardinal of the considered
curve E and dk i depends on both the known key bits and the hypothesis. Then a
number of measurements are recorded during several execution of [k]:P and the mean
curve is computed. If the hypothesis was correct, the result ing curve will show con-
sumption peaks, in other cases it won't. Eventually all secre t key bits can be recovered
iteratively.

This attack is very powerful as it is ef�cient on classical SPA countermeasures like
the double and add alwaysalgorithm as well as any DPA countermeasure that does not
affect the special points (this will be discussed in Section 3.3). However it requires the
possibility to chose the input and the existence of a special point on the curve, which
is not always the case.
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This attack was latter generalized by Akishita et al. in [ 5] where the concept of spe-
cial point is extended to points inducing intermediate calc ulation values to be equal
to 0. Therefore the Zero-value Point Attack (ZPA) is an extension or the RPA, that can
be applied to a wider range of elliptic curves.

2.3 Generic Fault Attacks

When a cryptographic device performs erroneous computatio ns, the faulty output
becomes a side-channel and may leak sensitive information. This gives rise to another
class of powerful SCA, namely fault or perturbation attacks ( FA). The main goal of
such scheme is to physically tamper with a target device in or der to switch its regular
behaviour to a faulty one and exploit the results to retrieve secret data.

Although the necessary means to deploy such attacks, all the more on FPGA are
clearly more complex and expansive than those for passive SCAs, FA have been shown
to be a very realistic threat to cryptographic designs. More over, most countermeasure
against DPA and other passive SCA do not induce robustness towards FA.

In the literature both fault injection techniques and fault attacks are actively dis-
cussed, although not necessarily together. Fault inductio n is performed by chang-
ing the environment of the target device. The most classical w ays to do so are power
spikes[16], clock glitches[29, 93], light [162], lasers[101] and eddy current[140].

Several criterion can be used to characterized those faults. First of all they are either
transientmeaning that they only occur for a given period of time, gener ally during a
computation due to shifts in voltage or clock frequency, or permanentif the hardware
is de�nitely modi�ed, for instance by cut wires. These attack s may also require a
certain precision in either time or space, inducing a wide ra nge of complexity for the
corresponding experimental setups. Finally fault injecti on can result in several type
of errors like bit �ips, when the value of a bit is switched or st uck-at faults where the
targeted bit is permanently set to a �xed value.

2.3.1 Differential Fault Attack

The most commonly used FA is the Differential Fault Attack (DFA) , �rst introduced
by Biham and Shamir in [ 27] which demonstrated its ef�ciency on DES. It consist in
encrypting the same input twice, once without inducing any f aults and once with a
fault injection. By analysing the faulty/non-faulty coupl e an adversary is able discard
some key hypotheses. These steps are then repeated until the full key is recovered.
For instance in [27], the authors showed that this recovery was possible with 50 to 200
input plaintexts.

The concept of DFA have been thoroughly studied and adapted to most cryp-
togra�c algorithms like AES [ 29]. In [ 132], Piret and Quisquater proposed a DFA on
AES which allows an adversary to retrieve the entire secret ke y with two well located
faults. Asymmetrical algorithms can also be the siege of such attacks. Boneh and al.
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presented such an application to RSA in [30] and Biehl and al. extended the concept
to the ECC in [26]. In this case, the idea is to switch the computation from the mathe-
matically strong elliptic curve to a weaker one by �ipping a si ngle register bit during
the scalar multiplication.

2.3.2 Safe Error Attack

The safe error attacksconcept was proposed by Joye and Yen in [90] and [190], targeting
the RSA exponentiation algorithm, but can also be applied on the scalar multiplication
and even on AES as shown by Blömer and Seifert in [29].Unlike classical fault attacks,
it is not based on the study of erroneous outputs, but rather o n the apparition, or not
of a faulty result. As a matter of fact the principle of this sch eme is to induce a fault in
such a way that depending on a given part of the key, this fault will either be cleared
or propagated till the output. There are two kinds of safe error(SE), on the one hand
the computational SEconsist in inducing a temporary fault on the computational p art
of a device, generally during dummy operations introduced b y countermeasures like
the double and add alwaysalgorithm. For instance if such a fault is generated during a
dummy multiplication of an exponentiation and the result is valid, the adversary can
immediately deduce that the corresponding key bit was 0. On the other hand, memory
SEtarget registers and memory blocs aiming for the same behavi our as before, namely
that the output will be faulty or not, depending on the key.

In practice, given that an adversary is able to induce such fau lts with the right
timing and precision, safe-errors require almost no analys is and can recover the key
relatively fast, hence posing a real threat to both software and hardware systems. Nev-
ertheless inducing precise localized faults on FPGA implem entations should prove to
be much more dif�cult than on smart-carts, given the archite cture of such devices.

2.4 Speci�c Fault Attacks on ECC

Due to the mathematical properties of the ECC, several speci�c fault attacks have been
proposed, usually targeting the curve parameters or input p oint in order to move the
scalar multiplication from a cryptographically strong cur ve to a weak one, where the
discreet logarithm problem (DLP) is easier to solve.

2.4.1 Invalid Point Attacks

Let the generic equation of an elliptic curve E de�ned over �eld K be such as:

EK : y2 + a1xy + a3y = x3 + a2x2 + a4x + a6 (2.1)

The �rst attack of this type was described by Biehl and al. in [ 25] by observing
that a curve parameter, namely a6 was not used in the scalar multiplication of a point
P with a key k such as Q = [ k]:P. Therefore an adversary can chose a weak curve
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E 0 de�ned over a �eld K0, where only a6 differs from E. Then a new input point P0

situated on E 0, is used to compute Q0 = [ k]:P0. By solving the corresponding DLP,
partial information on the secret key can be recovered and th is process is repeated in
order to retrieve the entire key. This attack shows that naive architectures, not taking
into account the possible treat of SCA, can usually be broken wi th simple attacks, not
requiring speci�c equipment or time consuming analyses.

The straightforward way to prevent such attack is to verify th at the input point
in actually on the right curve. In this case the attack is stil l possible, but will require
inducing a fault after the veri�cation, which requires a rel atively high precision in
both location and timing.

2.4.2 Invalid Curve Attacks

In [ 43], Ciet and Joye generalized the concept of Biehl [25], by demonstrating that
random unknown faults could be ef�ciently exploited. Two fau lt models are consid-
ered: transientfaults induced for instance on a bus, during the reading of a p arameter
and permanentones due to lasting modi�cations of non-volatile memory, wh ere those
parameters are stored. Then the authors showed that by altering either the curve pa-
rameters, the point or the �eld representation, partial and even total recovery of the
secret key was possible.

2.4.3 Twist Curve Attack

The twist-curve attackproposed by Fouque and al. in [ 55] can be applied on systems
that do not use the y-coordinate during the computation of the scalar multiplic ation,
for instance when using the classical Montgomery ladderalgorithm. The idea is to move
the computation from a strong curve E, to its quadratic twist denoted by ~E. As a
matter of fact, even though if the curve E is strong, its twist is usually not and the
DLP may be possible to solve. This attack is also based on the fact that a given x-
coordinate corresponds either to a curve or its twist with a 50% probability. Therefore,
by inducing a random fault on the abscissa of a point P of curve a, an adversary can
move the computation to its twist with a 50% chance.
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Chapter 3

FPGA Countermeasures, State of
the art

3.1 Generic Countermeasures

Several SCA countermeasures can be implemented independently of the considered
cryptographic algorithm and often without modifying its ne tlist.

� Obfuscationtechniques e.g. noise generators are a classical way to reduce the Sig-
nal to Noise Ratio (SNR) in order to increase the number of sid e-channel mea-
surements required to perform a successful SCA. However, giv en that recent
technologies may allow an adversary to record numerous trac es in reasonable
time, such devices should only be use in combination with oth er countermea-
sures, in order to slow down potential attacks.

� Desynchronizationschemes, for instance theRandom Delay Insertion[109] which
consists in adding dummy operations of random length through out the algo-
rithm are commonly used in software to prevent an adversary to properly syn-
chronize the side-channel observations. In hardware designs, such schemes are
more complex to implement and may induce signi�cant perform ance loss. In
the end the global effect is similar to that of a noise generat or and they should
not be implemented as the sole countermeasure against SCAs. Moreover, sev-
eral synchronisation techniques have been described to thwart such countermea-
sure [51, 74, 161].

� Key updating, �rst proposed in [ 98] consists in regularly altering the secret key in
order to restrict the potential number of side-channel measu rements that can be
recorded by an adversary. For instance, if a DPA is known to re quire 10000traces
to be successfully performed, one should update the key befo re this threshold.
However, with the constant evolution in the SCA domain, this number is bound
to decrease. Moreover, such countermeasure will not be robust against attacks
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that can be mounted with very few measurements (e.g. a DFA an AES can be
successful with only two traces), as the update cannot be performed on a too
frequent basis for performance reasons. Finally several cryptographic protocols
do not allow modi�cation on the key in which case such counterm easure in im-
practicable.

All those countermeasure are not by themselves suf�cient to e nsure robustness
against SCAs, but should rather be used in addition to others, in order to increase the
overall security of the target device. As a matter of fact with the increasing research in
the SCA �eld, no existing countermeasure can be labeled as perfectly secure against all
SCA and a robust design should include a superposition of seve ral schemes in order
to reach the desired trade-off between complexity, perform ance and security.

3.2 Countermeasures Against Passive Attacks on Symmetrical
Algorithms

Whichever the type, the main goal of these attacks is always to exploit a correlation
between a passive side-channel leakage (power, electromagnetic �elds, . . . ) and sen-
sitive data (usually a secret key). As of now, two major ideas o f countermeasure have
been described to remove those dependencies:

1. Hiding [ 115, Chap. 7] [15, Chap. 4]: �atten the global power consumption, mak-
ing it uniform and constant.

2. Masking [115, Chap. 9] [15, Chap. 4]: randomize the sensitive data.

3.2.1 Masking

The concept of masking, was independently introduced in 1999 by Chari and al. in [ 37]
as well as Goubin and Patarin in [ 68], although the term “masking” was not yet em-
ployed. The �rst consists in a theoretical study of this count ermeasure, while the
latter present a general method for protecting block cipher s, taking the example of
DES. Since then, masking has become one of the most widely used countermeasures
against SCAs. The Section hereafter will �rst deal with the glo bal principle of mask-
ing, followed by the presentation of speci�c schemes dedica ted to the AES and �nally,
the High-Order masking concept and implementation techniq ues will be discussed.

Masking Principle

Globally, the masking technique relies upon the concealmen t of a sensitive variable x
by one or several masks(m0; m1; : : : ) which take random values. The internal variable
x no longer exist as a net in the cryptosystem but can be reconstructed by a couple of
signals (m0; m1; : : : ) , xm = � (x; m0; m1; : : : ) where xm is the masked variable and � a
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speci�c operation which will de�ne the actual type of maskin g. Nowadays, the most
common operator is the exclusive-or xor which gives rise to boolean masking such as
xm = x � m0, at the �rst-order. Other schemes include arithmetic and mul tiplicative
masking [7], respectively corresponding to modular addition and mult iplication, as
well as af�ne masking [ 58] which is a combination of the multiplicative and boolean
methods, such asxm = m0:x � m1.

Let's take the example of the boolean masking. The implementat ion of this coun-
termeasure is straightforward for a function f that has the following linearity prop-
erty:

f (x � m) = f (x) � f (m)

As a matter of fact, the value of f (x) can be reconstructed from the application of f on
x � m and m, hence the computation of f (x) can be extracted at the very end of the
algorithm. This avoids direct leakage of information as x � m and m are decorrelated
with x. In hardware designs, the masking is thus implemented as two parallel paths,
one for the masked sensitive data and one for the mask itself. This way the actual
unmasked result can be obtained by combining the �nal values of both paths.

Unfortunately, symmetrical algorithms, like DES and AES, are composed of both
linear and non-linear operations, namely the S-Boxes denoted in the following by S. In
this case, the classical S-Box is used in the computation of the masked data, however
the structure becomes more complex when dealing with the mas k path, as S(x) cannot
be reconstructed mathematically from S(x � m) and S(m). As of now, two major ideas
have been proposed to deal with this issue:

� The Global Look-up Tablescheme as described by Proof and al. in [136] for soft-
ware purpose, consists in generating a new S-Box noted S0 addressed by both
the mask m and the mask data xm . For hardware architectures, this concept is
the most natural one and has already been used in actual FPGA implementation
like [ 111], such as:

S0(xm ; m) = m0;

and S(xm ) = S(x) � m0: (3.1)

Where m0 is a new mask reusable for the next round.

However, this method have two major drawbacks. First of all, the complex-
ity in terms of area brought by S0 may �t block ciphers with small S-Boxes like
PRESENT or even DES, but is unrealistic for algorithms with r elatively large
S-Boxes, like AES. Indeed an 8-input classical AES S-Box must be transformed
into a 16-input masked one which, considering they are store d in RAM or ROM,
would require 216 memory bits for all sixteen of them. Although recent FPGA
technology may allow the implementation of such a scheme, it is un�t for indus-
trial designs including complex architecture and numerous Intellectual Property
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(IPs). Second, the S-Boxes are addressed by the masked data and the mask,
thereby leaking at second-order in the same of zero-offset attacks [187, §4.1].

� The table Re-computation Methodproposed by Messerges in [119] is, as of now,
mostly deployed in software designs and consists in pre-com puting an already
masked S-Box, denoted byS00in the following, with new random values before
each ciphering, such as:

S00(x) = S(x � m0) � m1: (3.2)

Where m0 and m1 are two random masks.

This S-Box is then used in combination with other masks, dedic ated to the linear
part, in order to perfectly secure the whole algorithm again st �rst-order attacks.
For more detailed information the reader is referred to [ 119] and [136]. It is
noteworthy that this methods is most relevant on algorithms where all S-Boxes
are identical, like AES, as only one pre-computation is requi red before each ci-
phering.

Although this countermeasure proves to be quite ef�cient in s oftware implemen-
tations, especially when only one S-Box is implemented, its direct application is
un�t for hardware architectures where the pre-computation ans memory stor-
age of one masked S-Box would be more costly in terms of perfor mances than
an entire AES ciphering.

In the end, the hardware, all the more the FPGA implementatio n of a full masked
block cipher and especially AES is not a trivial matter when a h igh level of security as
well as competitive performances and area consumption are r equired.

AES-speci�c Schemes

As mentioned before, the most sensitive part of the masking pr ocess and in fact of
most SCA countermeasure, are the S-Boxes. In the case of AES, which is the main focus
of this thesis in terms of symmetrical algorithms, several sp eci�c schemes have been
proposed throughout the years to mask the S-Boxes, exploiting their mathematical
properties. As a matter of fact, there is only one type of AES S-Box, unlike DES for
instance and it is composed of two distinct operations: a lin ear af�ne transformation
and an inversion over GF (256). The main challenge thus lies within the masking of
this inversion.

The �rst AES-dedicated scheme was presented by Akkar and Giraud i n [7]. The
idea was to use boolean masking on the linear operations and switch to multiplicative
masking for the inversion, which is possible due to the GF (256) ring structure. How-
ever, this method does not protect the “ 0” value and was later proven to be vulnerable
to a �rst-order SCA so-called zero-value attack [ 65, 128], which exploit this �aw. A
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similar and simpli�ed version of this countermeasure was pr oposed by Trichina and
al. in [181], which possessed the same vulnerability.

In [ 65], Golic and Tymen described a possible way to remove the issue of the “ 0”
value, by randomly embedding GF (256) in another ring, where the speci�c masking
of this value can be performed. Blömer and al. proposed in [ 28] to use the polynomial
representation of the inversion over GF (256) and perform its computation with an
exponentiation. Other schemes were presented by Goubin and Courtois in [ 48], Piret
and Standaert in [133] and Prouff and Rivain in [ 136]. However all those methods are
mostly software-oriented and hardly usable for FPGA implem entation, as they would
generally induce unreasonable overheads in terms of area and/or performances.

Methods speci�cally focused on hardware implementations w ere described for in-
stance by Trichina and al. in [ 182], which dealt with an AES cryptoprocessor tailored
for low cost devices. In [ 129], Oswald and al. presented a secure design of the AES
S-Box, based on breaking down the computation of the inversi on in several opera-
tions over GF (4) and GF (16), where the masking is easily performed. Oswald and
Schramm also extended this countermeasure to software architectures in [130] and
Canright and Batina proposed a similar ASIC-oriented method in [ 35].

To our best knowledge, few papers have dealt with the actual i mplementation
of a fully-�edged masked AES design in FPGA. In [ 118], Mentens and al. proposed
such an implementation, combining Boolean and multiplicat ive masking. However,
as stated before, this type of countermeasure has been shownto be susceptible to so-
called zero-value attacks, that exploit the absence of masking on the 0x00 byte value.
Last year, Regazzoni and al. [142] developed a full Boolean masking scheme optimized
for recent FPGAs and based on the work of Oswald and Schramm [ 130].Their exper-
imental results on a Xilinx Virtex5, show an area consumptio n of roughly three times
the unprotected one and a performance penalty of 50%. Althoug h relatively expensive
compared to an unprotected implementation, this design is n evertheless suitable for
actual industrial applications and provably secure agains t �rst-order SCAs, proving
that masking can be a sound countermeasure for FPGA architectures.

However, as stated in Section 2.1, robust schemes against �rst-order SCAs like
DPA or CPA can still be the siege of high-order attacks. Theref ore, over the past few
years, several high-order masking techniques have been proposed to counteract such
threats.

High Order Masking

Over the past few years, high-order SCAs have become an increasingly realistic threat.
However, few papers have dealt with countermeasures to such attacks and espe-
cially for hardware implementations. The �rst high-order ma sking scheme so-called
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“Unique Masking Method” (UMM), was presented by Akkar and Goubin in [ 8] target-
ing a software implementation of DES. The idea is to compute ne w S-Boxes, depend-
ing on two random 32-bit values and use them to create several possible rounds that
can be used in different order. Later this �rst method was att acked one one hand by
Akkar and al. in [ 6] and on the other hand by Jiqiang Lv and Yongfei Han in [ 110], that
both proposed enhancements to remove the UMM vulnerabilitie s. Nevertheless these
schemes are based on the fact that the new S-Box computation does not provide any
side-channel leakage, which could be a wrong assumption, th us inducing a security
�aw.

In [ 80], Ishai and al. proposed an hardware oriented masking techn ique, theoret-
ically robust at any order. It it based securing the target al gorithm at the gate level,
by decomposing it in basic AND and XOR gates with at most two fan-ins and three
fan-outs. In this case security against t-orderattacks can be achieved inO(nt 2) where n
is the number of gates. Obviously such a scheme would be extremely costly for FPGA
implementations where the gate level decomposition is hard ly feasible and would re-
quire large waste of resources, considering that recent FPGAs are build with at least
4- to 6-inputs look up tables.

In [ 155], Schramm and Paar presented a method based on thetable re-computation[119]
discussed beforehand, where four masks are used instead of two, in order to extend
the security to high-order attacks. However, it was put to li ght in [ 47] that this counter-
measure was only effective against second-order SCAs. Nevertheless, the complexity
of the overall scheme is greatly increased, with regards to t he corresponding �rst-
order countermeasure, making it un�t for high performance F PGA implementations.

Other optimized software countermeasures were introduced by Rivain and al.
in [ 143] against second-order SCAs and by Rivain and Prouff in [ 144] against any
high-order attack. In the latter, the authors adapted the id ea of Ishai and al. [80] to
software implementations, in order to create a generic high -order masking scheme
with provable security.

�

To summarize, masking is maybe the most widely spread counte rmeasure against
SCAs, especially for software targets. As a matter of fact, several schemes can be im-
plemented in software to �t the requirements in terms of comp lexity, performances
and security, even against high-order attacks. However, as long as hardware designs
are concerned, all the more on FPGA, implementing a fully-�edge d masked crypto-
processor in not a trivial task. Moreover, industrial appli cation of cryptographic al-
gorithms are usually embedded in complex designs performin g numerous tasks, thus
low area consumption and relatively high performances are m andatory. Therefore, ex-
isting high-order masking schemes seem mostly not applicab le to such usage, as does
several �rst-order countermeasures discussed in the SCA li terature. As of now, the
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most �tted architecture for FPGA seems to be the one proposed in [ 142] which shows
an area increase of a factor3 and performance loss of 50%. Therefore, additional re-
search should be carried out in order to �nd optimal trade-of fs between security and
implementation costs.

3.2.2 DPLs

DPL (Dual-rail with Precharge Logic) tends to make the global power consumption
constant, independently of the inputs, hence removing any c orrelation with the sensi-
tive data. This method relies on 2 major principles:

1. The duplication of the datapath in 2 dual paths (“True” and “ False”). Each cell
C is replaced by a couple (Ct ,Cf ) performing functions ( f t ,f f ) such as: f f (x) �
f t (x). This way, when one gate switches states, its dual does not and vice-versa.

2. A 2-phases protocol to ensure there is one and only one transition for each dual
couple, at each cycle:

(a) Precharge: every signal is set to the same value, generally '0'.

(b) Evaluation: effective computation.

This protocol is illustrated in Figure 3.1 with the theoretical timings for a 2-input
AND/OR couple. In this example, a(at , af ) and b(bt , bf ) are the inputs, while o(ot , of )
is the output. As can be seen in this example, one and only one transition occurs on
each signal, at each clock cycle. Therefore the global consumption should be constant
throughout the computation and this type of countermeasure should be sound against
SCAs.

Précharge Evaluation Précharge Evaluation

OR

at

bt

st

bf

sf

af

P RE=EV AL

AND

Figure 3.1: Precharge and evaluation of DPLs.

However, several vulnerabilities (that will be thoroughly discussed in Section4.1)
have been found in the past few years, especially when dealin g with FPGA imple-
mentations, where both hardware and synthesis tool cannot b e perfectly controlled
(unlike ASICs). Thus many different �avors of DPLs have been pro posed, usually
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aiming at removing previously found weaknesses, or optimis ing area consumption
and/or performances.

In the following, we present a list, as exhaustive as possibl e, of existing DPLs sus-
ceptible to be implemented on FPGA and their characteristic s in terms of surface, per-
formances and theoretical robustness against Side-Channel Attacks when available.

WDDL

WDDL (Wave Dynamic Differential Logic), was introduced by Kr is Tiri in 2004 [176,
178]. The speci�city of this scheme lies within the way of achievi ng the precharge
state. As a matter of fact, the combinatorial part of WDDL is co mposed solely of logical
AND and OR gates, thus the '0' value can simply be introduced once, in the registers
and will automatically be propagated through all the logical gates like a “wave”.

The transformations between single- and dual-rail for WDDL ar e depicted in Fig-
ure. 3.2. Each logical gate is replaced by a couple including itself a nd its dual, registers
are duplicated twice, to allow the 2-phase computation on bo th “True” and “False”
parts and inverters simply become a crossing of dual nets.

)
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\True"

\False"
\True"

M

M
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\False"

M

N

N

N

N

\True"

\False"

S-Box

S-Box

S-Box
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Figure 3.2: Single-Rail to Dual-Rail for WDDL.

In WDDL, logical functions must be positive in order to avoid glitches. It is there-
fore almost impossible to use functions with more than 4 inpu ts, as the computation
of N-inputs functions with N > 4 is too complex on a mathematical point of view.
Furthermore WDDL theoretically needs a perfectly balanced placement & routing be-
tween dual nets. While this can be achieved when carefully de signing an ASIC, it is,
as of now, not feasible on FPGAs.

Table 3.1 discloses, the theoretical ratios in terms of surface and performances for
WDDL, with regards to an unprotected implementation. Area est imation is done sep-
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arately for the registers, S-Boxes and the linear combinatorial part, as those usually
differs for most DPLs.

Table 3.1: Area and performance ratios for WDDL.

Registers S-Box Combi. Speed
4 4-x2n � 2 < 0.5

WDDL with Divided Back-end Duplication (DBD)

This method, introduced in [ 14] by Baddam and Zwolinski, aims at completely sepa-
rating the “True” and “False” halves of WDDL, in such a way tha t the placement and
routing could be made for one part and copied/pasted for the o ther, hence achieving
an strong balance level between the two parts. However, as it was shown in Sec-
tion 3.2.2, inverters in the WDDL logic must be replaced by wire crossin gs, hence
forbidding a separation of the two halves.

To cope from this issue, inverters in this logic are replaced by XOR gates, that
acts as: buffer during the precharge phase and inverters dur ing the evaluation phase,
when their second input is connected to a negated precharge signal. This is a global
signal, called prch, which is equal to 0 during the precharge and 1 during the evalu-
ation. This way the design can properly operate while being to tally separated. The
transformation between WDDL and this logic is illustrated i n Figure 3.3.

i t

at
zt

)
bt

prch

at

bt

zt

i t

Figure 3.3: From WDDL to WDDL with Divided Back-end Duplication.

However the clean separation in two distinct path may leave th e design open to
located EM attacks, especially with the recently described cartography techniques. As
a matter of fact if a foe can isolate the EM radiation of one par t, an attack should be
possible.

In [ 14] authors foresee an overhead in area consumption of 25% with regards to
basic WDDL and a speed decrease of about 20%. As it is a derivation of WDDL,
functions must be positive.
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IWDDL

Isolated WDDL (IWDDL), introduced by McEnvoy and al. in [ 117] is another scheme
aiming at separating the “True” and “False” parts of WDDL, al lowing a symmetrical
placement and routing. This method consists in keeping the in verters in order to en-
able the separation and “superpipelining”, i.e. inserting r egisters after each one, to
avoid glitches and to allow the precharge.

From the robustness standpoint this architecture is appeal ing, however its over-
head in terms of area is signi�cant and the pipelining results in a decrease of the per-
formances by a ratio of 1=(2 _n), n being the number of inverters in the critical path.
Moreover it could also be subject to isolated EM attacks.

SDDL

Simple Dynamic Differential Logic (SDDL) presented by Tiri and Verbauvhede in [ 176]
is also a separable DPL, in which all functions are usable, even negative ones (unlike
WDDL). However, in order to allow the precharge to propagate d through the entire
design, such functions are coupled with dedicated logic as i llustrated in Figure 3.4 in
the case of a 2-input XOR gate. In this example, the prch signal is set to 1 during the
precharge phase, in order to force both output to 0.

zf

at

bt

af

bf

prch

zt

Figure 3.4: SDDL XOR Gate.

As it is separable, “True” and “False” parts could be copied an d pasted, allow-
ing a symmetrical placement and routing. However the issue o f located EM attacks
remains, as in most separable DPL. Moreover the use of negative logic introduces pos-
sible glitches, as in unlike WDDL, a gate could switch more th an once per clock cycle.

In [ 184], Velegalati and Kaps recently proposed an improved impleme ntation of
SDDL AES on a Xilinx FPGA, by adding speci�c placement constrai nts, resulting in
a security improvement, in terms of Measurements To Disclos e (MTD), of a factor 27
with regards to the unprotected architecture and 2:3 w.r.t. the basic SDDL design.
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Partial DDL

The idea of Partial Dynamic Differential Logic, presented in [92] by Kaps and al., is to
protect only a fraction of the datapath, in order to decrease the area overhead of DPLs.
As of now, DPLs generally protects only the datapath, where se nsitive information are
manipulated, while the control part is still single-railed . Moreover, SCA are always
based on a leakage model and some part of the datapath are harder to model than
other, hence less susceptible to be the target of such attacks. Therefore, Partial DDL
only dualize the easily modeled portions, thus reducing the area consumption to less
than 2 times the unprotected one.

As the chosen DPL in [92] is SDDL, drawbacks of this countermeasure, namely
glitches and possible located EM attack remain an issue.

DWDDL

Double WDDL (DWDDL) was proposed by Yu and Schaumont in [ 192], to counteract
any imbalance between the “True” and “False” networks, indu ced by the FPGA im-
plementation of WDDL. As a matter of fact, DWDDL consists in du plicating a WDDL
design, preserving the placement and routing by a copy/past e mechanism similar to
SDDL, while inverting all signals, hence creating two opposi te WDDL instances, with
the exact same routing, but inverted “True” and “False” path s.

Although the security gain is signi�cant with regards to a sim ple WDDL archi-
tecture, the overhead in terms of area, two times that of WDDL , makes it un�t for
complex cryptographic FPGA designs.

MDPL

Masked Dual-rail Precharge Logic (MDPL), presented by Popp and Mangard in [ 135],
is a dual-rail with precharge logic mixed with a masking sche me.

All logic operators are build from the MDPL AND , based on two majority gates,
as shown in Figure 3.5(a). Figure 3.5(b) displays an MDPL register. Majority gates
are used to ensure that all outputs switch values simultaneo usly. Every logic gate
also has an additional input: a one-bit mask whose role is to r andomly switch paths
for true and false nets. Considering that the mask is plugged to a RNG, these two
signals will randomly take one of the two possible routes. The refore the security of this
scheme does not rely on tedious placement or routing constra ints, as all imbalances
are randomized and should thus not be exploitable.

However, Schaumont an Tiri showed in [ 148] that the combination of DPL and
masking in such a way could be inef�cient. As a matter of fact, a nalysis of the power
measurements probability density functions ( pdf) can allow an adversary to distin-
guish between the different mask values. The effect of the mask can then be removed
in order to perform a so-called folding attack.
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Figure 3.5: (a) MDPL AND. (b) MDPL DFF.

In [ 123] De Mulder and al. performed actual attacks on a prototype ch ip, illus-
trating on one hand the concept of the folding attackand proposing, on the other hand
another scheme to break masked DPLs, so-calledsubset attack. By studying histograms
of the mean power consumption for speci�c time samples, the a uthors are able to sort
the measurements is several groups depending on the mask. Classical DPA is then
successful when performed on a given group.

Moreover, Saeki and Suzuki presented another attack in [145] exploiting imbal-
ances of the mask signal itself as an alternate SCA vulnerability.

As no FPGA implementation has been proposed yet, the overhead in terms of se-
curity and performances is ambiguous on such devices. The ASIC implementation
results given in [ 135] show an increase of 4:5 times in terms of area and a decrease of
50% inn terms of speed.

iMDPL

Improved MDPL (iMDPL) was proposed by Popp and al. in [ 134]. This enhanced ver-
sion of MDPL consists in adding synchronization logic befor e the basic MDPL gates,
in order to avoid a particular DPL vulnerability so-called early propagation effect(EPE)
(note that this topic will be properly discussed in Section 4.1). The result is a greatly
improved robustness against classical �rst-order SCA like DPA, however the folding
attackof [148] and subset attackof [123] may still be a threat to such countermeasure.

In terms of area consumption, the authors of [ 134] estimate an increase of roughly
three times, with regards to the regular MDPL implementatio n.
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DRSL

Dual-rail Random Switching Logic (DRSL) described in [ 39] by Chen and Zhou, also
mix masking techniques and dual-rail logic. It is derived fr om MDPL and RSL (Ran-
dom Switching Logic), which is a single-rail logic using an “ enable” signal to syn-
chronize the inputs before the evaluation. Figure 3.6 shows an example of a DRSL
gate. The NAND and OR gates are used to perform the synchronization and the 2
RSL NAND gates are randomly selected depending on the mask m(t;f ) .

Nevertheless the attacks of [148], [123] and [145] are still applicable to DRSL.
Moreover a possible glitch can occur due to lack of synchroni zation before the precharge
as will be described in Section 4.1.4.

q = pr + a:b+ a:c+ b:c

NAND
RSL

NAND
RSL

a
b
c
pr

at
bt
mt

af
bf
mf
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b
c

pr

q

q

qt

qf

Figure 3.6: DRSL gate example.

STTL

Secure Triple Track Logic (STTL), presented by Soreas and al. in[164] is a triple-rail
logic, which uses a speci�c synchronisation signal on every gate. This mechanism
is illustrated in Figure 3.7(a). The (“X_v”) signals must be slower than any other, as
they represent the validity of the gate outputs. As a matter of fact, all inputs must be
valid for a gate to actually evaluate or precharge. Therefore this technique provides
a high level of security, as it shows quasi data-independent consumption and propa-
gation delays and is completely glitch-free. Figure 3.7(b) shows and example of the
implementation of an STTL AND gate.

Regarding this countermeasure, the authors foresee an areaoverhead of 11 times
the surface of an unprotected implementation and a performan ce downgrade of a fac-
tor 5.

�
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As of now, several types of DPLs have been proposed, introduci ng ingenious
schemes to make up for known DPL vulnerabilities and thwart S ide-Channel Attacks.
However, all of them still present either a signi�cant overh ead in terms of area and/or
performances, a lingering sensitivity to SCAs, or even both. Therefore additional re-
search is mandatory in order to produce a DPL properly �tted f or industrial applica-
tions. This could either be done by �nding ways to enhance exist ing DPLs security
and/or implementation cost, or by designing new DPL schemes aiming for both high
robustness and low area and performance overhead.

3.3 Countermeasures Against Passive Attacks on Asymmetri-
cal Algorithms

As described in Section 2 Side-Channel Attacks on asymmetrical ciphers target the
core algorithms, respectively the Exponentiation1 for RSA or the Scalar Multiplication2
for ECC. Therefore, most SCA countermeasures focus on protecting these algorithms,
generally by altering them or the operations within.

As before, the concept of adding randomness is widely exploit ed and comes in
many �avors, potentially targeting several parts of these al gorithms. However, the
“hiding” idea, namely DPLs has never been evoked to protect as ymmetrical ciphers.

In the following, countermeasures against passive attacks are discussed, most of
them common to RSA and ECC, in which case both algorithms are gi ven side by side.

3.3.1 Against Simple Analyses

As shown in Section 2.1.1, when no protection is present, the simplest attack can prov e
to be the most powerful. As a matter of fact, a Simple Power Analys is (SPA), namely
one power trace, is theoretically suf�cient to recover the w hole secret key during an
Exponentiationor Scalar Multiplication. Therefore, many countermeasures have been
proposed to resist such attacks. They can be sorted in two main categories:
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1. Those which tend to perform the same operations independen tly of the key bits
value.

2. Those which aim at making the different computation indist inguishable.

Double-and-Add Always

The �rst idea is to remove the key-dependent conditional bran ch and compute both
basic operations, squaring and multiplication, or point ad dition and doubling, for
each key bit. This can be done by adding “dummy” operations as p roposed by Coron [ 46],
which gives the “Double-and-add always” (Algorithm 4) respectively “Square and
Multiply Always” (Algorithm 3). This way both operations are computed at each step
of the algorithm and a single SCA measurement will always dis play a steady succes-
sion of those operations.

Algorithm 3 Square and Multiply Al-
ways.

1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = M k

3: Q0  P
4: for i = l � 2 downto 0 do
5: Q0  Q2

0
6: Q1  Q0:M
7: Q0  Qk i

8: Return Q0

Algorithm 4 Double-and-add always.

1: Input : P; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = [ k]:P
3: Q0  P
4: for i = l � 2 downto 0 do
5: Q0  2:Q0

6: Q1  Q0 + P
7: Q0  Qk i

8: Return Q0

As one dummy operation (multiplication/addition) is added r oughly 50% of the
time, the expected downgrade in terms of performances is about 33%. Moreover a
register must be added to store the dummy results, which is no negligible in the case
of large input RSA or ECC.

It is noteworthy that this scheme itself is not suf�cient to t hwart all types of sim-
ple analyses. As a matter of fact, it is still sensitive to the so-called doubling attack,
Comparative Power Analysis, “Safe-error Attack” and “Address-bit DPA” discussed in
Section2.1.1.

Montgomery Ladder

The Montgomery Ladder [ 122] algorithm offers another way of performing both oper-
ation at each iteration, independently on the key value, for either RSA (Algorithm 5)
or ECC (Algorithm 6). The interesting characteristic is that no dummy operation is
required, hence it it less sensitive to computational safe-error attackshow ever it can still
be the siege ofmemory safe-error attacks, as shown by Kim and al. in [ 96].
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Algorithm 5 Montgomery Ladder on
RSA.

1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = M k

3: Q0  M
4: Q1  M 2

5: for i = l � 2 downto 0 do
6: Q1� k i  Q0:Q1

7: Qk i  Q2
k i

8: Return Q0

Algorithm 6 Montgomery Ladder on
ECC.

1: Input : P; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = [ k]:P
3: Q0  P
4: Q1  2:P
5: for i = l � 2 downto 0 do
6: Q1� k i  Q0 + Q1

7: Qk i  2:Qk i

8: Return Q0

However, by itself, it is still vulnerable to Comparative Power Analysisand “Address-

bit DPA” discussed in Section 2.1.1.

As for the Double-and-Add Always, the expected overhead in term s of perfor-

mance is of 33%and an additional register is required.

Using Only One Type of Operation

The security of the previously described algorithms is based on the fact that the same

succession of basic operation, namely square and multiply, or double and add, take

place at each iteration, independently of the key. This concept can be generalised by

using only one type of operation for the entire calculation.

The “Universal Exponentiation Algorithm”was presented by Clavier and al. in [ 44].

The idea is to use a representation based on addition chains, hence reducing the secu-

rity proof only to verifying that the basic operation is secu re.

Before the actual algorithm, an addition chain C(k) of length l is computed for the

key k. At step i , k is represented by the register sequence:

�( k) = ( 
 (i ) : � (i ); � (i ))1� i � l (3.3)

Meaning that the contents of register R[� (i )] must be added/multiplied by R[� (i )]

and the result stored in R[
 (i )]. the “Universal Exponentiation Algorithm” (Algo-

rithm 7 for RSA and Algorithm 8 for ECC ) takes advantage of this representation to

ef�ciently compute any exponentiation.
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Algorithm 7 “Universal Exponentia-
tion Algorithm” on RSA.

1: Input : M; �( k) =
(
 (i ) : � (i ); � (i ))1� i � l

2: Output : Q = M k

3: R[� (i )]  M
4: R[� (i )]  M
5: for i = 1 to l do
6: R[
 (i )]  R[� (i )]:R[� (i )]
7: Return R[
 (l )]

Algorithm 8 “Universal Exponentia-
tion Algorithm” on ECC.

1: Input : P; �( k) =
(
 (i ) : � (i ); � (i ))1� i � l

2: Output : Q = [ k]:P
3: R[� (i )]  P
4: R[� (i )]  P
5: for i = 1 to l do
6: R[
 (i )]  R[� (i )] + R[� (i )]
7: Return R[
 (l )]

This method present the advantage of being provably secure against SPA (if the
elementary operation R[
 (i )]  R[� (i )]:= + R[� (i )] is leakage-free). Its performances
are also interesting, as, given a well calculated addition c hain, it can require about
1:25n additions/multiplications ( n being the length of the key) which is far better than
the Double an Add Alwayswhich requires 1n of each basic operations.

However, as the addition chain must be recomputed for each ne w key, this method
is hardly applicable to systems that often change their secret keys. Moreover, the com-
putation of the addition chain must be performed in a secure e nvironment, as its sole
knowledge would allow an adversary to recover the key.

The atomicityconcept, proposed by Chevalier-Mames and al. in [ 40] is another way
of using only one type of operation. It is based on performing the computation with
“atomic blocs” that are indistinguishable from the side-ch annel point of view. A sim-
ple example is given in Algorithm 9 in the case of RSA, considering that multiplication
and a squaring are performed with the same hardware.

Algorithm 9 Atomic Square and Multiply.
1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = M k

3: Q0  1
4: Q1  M
5: i  l � 2
6: b  0
7: while i � 0 do
8: Q0  Q0:Qb

9: b  b� ki ; i  i + ki � 1
10: Return Q0

In [ 40], author further develop this concept to smaller atomic blo cs containing ba-
sic modular operations. This way such methodology can be appl ied to a wide range
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of algorithms, including the ECC. In terms of performances a nd complexity, this coun-
termeasure is almost equivalent to an unprotected design. H owever, the assumption
that the basic operations are indistinguishable is hard to s atisfy, specially for the ECC,
as shown in the next Section3.3.1and care has to be taken to ensure that the computa-
tion of b  b� ki and i  i + ki � 1 does not leak any sensitive information (the authors
propose to mask such operations). Moreover, this scheme should still be vulnerable to
chosen-input simple analyses, namely doubling attackand Comparative Power Analysis.

Making Addition and Doubling Indistinguishable

The vulnerability to most simple analyses comes from the diff erences in the computa-
tion of the core operations. In the domain of Elliptic Curve C ryptography, several
schemes have been proposed to remove possible distinction between formulas for
point addition and doubling. They rely either on mathematical modi�cation of those
formulas (by using additional modular calculations), or on intrinsic properties of spe-
ci�c curves.

Uni�ed addition and doubling formulaswere �rst described by Brier and al. in [ 32].
They allow to use the same calculations for both addition and d oubling, however they
unintentionally create a loop hole, by returning an error in the particular case where
the two input points have opposite y-coordinate.

Izu an al. exploited this behaviour to propose an attack so-c alled “Exceptional Pro-
cedure Attack” in [ 83]. Walter also presented an attack in [188], based on the fact that
modular multiplication algorithms (like Montgomery's for i nstance) often compute a
conditional subtraction just before the result depending o n the input. Then, supposing
a foe can detect such an operation, it can lead to distinguishing between the operations
with one type of input, namely squaring and doubling and the o thers.

Finally Amiel and al. proposed another attack, effective onl y on the “Double and
Add” algorithm, based on the fact that when performing a doubl ing, some modu-
lar multiplication will become modular squaring and that su ch a different can be ex-
ploited by an adversary.

In order to avoid such vulnerability, Dechene and al. descri bed a generalisation of
Brier's formulas in [ 79], removing the speci�c behaviour that lead to Izu's attack.

However, Stebila and al. showed in [ 172] that Walter's attack [ 188] was still appli-
cable. Moreover, Amiel's attack is also effective on those formulas, when the “Double
and Add” algorithm is employed.

Speci�c curvespossess the intrinsic property of having uni�ed addition an d dou-
bling formulas, this is the case for Jacobian [107], Hessian [88] and Edward's [ 54]
curves. However, these are not standard curves, which impli es that their security
against cryptanalytic attacks has not been proven.
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3.3.2 Against Statistical Attacks

Protection against simple analyses and statistical attacks are two different topics, in-
deed none of the previously presented SPA countermeasure is ef�cient against DPA
and other similar attacks, however both type of countermeasu re are mandatory to
develop a secure design.

As of now, the main concept for protecting asymmetrical algori thms against such
attacks is the randomisation. It comes in many �avors, but in t he end the idea is
either to randomise the secret key, the input data or, in the c ase of ECC, the curve
itself. In most cases, the exponentiation (respectively scalar multiplication) algorithm
is modi�ed in order to combine SPA countermeasures as well as randomisation and
sometimes even fault detection mechanisms.

Blinding the Input

The �rst countermeasure was proposed by Kocher in [ 97, 98] to protect RSA exponen-
tiation against timing attacks and extended to the ECC by Cor on in [ 46]. The general
idea is close to the masking for symmetrical algorithms.

Before the computation, a pair of scalars (r i ,r f ) such asr � 1
f = r k

i mod n, respec-
tively points ( Ri = ( x i ; yi ),Rf = ( x f ; yf )) such asRf = [ � k]:Ri mod p (where n is the
public modulus and the p the ECC prime number) are chosen randomly. Then, before
launching the algorithm, the input is “blinded” by this rand om entity by respectively
multiplying the input message by r i mod n or adding Ri mod p to the input point.
Finally, after the computation, the actual result can be ext racted by multiplying the
output with vf mod n, respectively adding Rf mod p.

The evaluation of overheads in terms of area and performances for this counter-
measure, depends on the way to update the random number.

As a matter of fact, the basic idea is to draw a new random entity at each iteration
of the core algorithm. In this case, the additional steps tha t must be undertaken, with
regards to an unprotected algorithm can be described as foll ows:

1. Generate the random r f respectively Ri . While r i is a simple random number
such asr i < k , k being the secret,Ri is a point of the considered elliptic curve.
Generating such a point can be done mainly in two different ma nners: by choos-
ing a random x-coordinate and computing the corresponding y- coordinate using
the equation of the curve (note that this method does not syst ematically lead to
the generation of a valid point, as there is no way of ensuring that the random
number actually corresponds to a valid x-coordinate). Or by performing a scalar
multiplication between a random number and the curve generat or, which al-
lows the systematic creation of a valid point, at the cost of a n additional scalar
multiplication, hence a doubling of the computation time, a s the chosen random
number should be of approximately the same length as the secret k.
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2. Computing r i = ( r � 1
f )e mod n, where e is the public exponent, via a modular

inversion (which is known to be extremely costly in terms of p erformances) and
an exponentiation. And respectively Rf = [ � k]:Ri mod p with another scalar
multiplication (obviously care should be taken to protect t his operation against
SPA).

3. After performing the blinded exponentiation: Q = ( m:r i )k mod n or scalar mul-
tiplication: Q = [ k]:(P + Ri , the actual results are obtained by a multiplication
with r f (mod n), respectively a point subtraction with Rf .

As the input is randomized, this method can resist any chosen- input attack like
the Comparative Power Analysis, as well as statistical SCAs like DPA and timing attacks.
Moreover it also thwarts the RPA and ZPA in the case of ECC, as control of the input
point is also mandatory for those to be successful.

Eventually, the generation of a new random at each iteration proves to add a signif-
icant computational cost, of roughly one exponentiation pl us one modular inversion
for RSA and two scalar multiplications for ECC, which leads t o a performance down-
grade of at least a factor2, respectively 3 (not taking into account other operations that
can be considered as negligible).

Therefore, Kocher [97], respectively Coron [ 46], proposed a way to refresh the ran-
dom pairs ( r i ,r f ) and (Ri ,Rf ), without drawing a new one at each iteration. Indeed,
on one hand (r i ,r f ) can be updated by computing r 0

i = r 2
i and r 0

f = r 2
f and the other

hand a new (R0
i ,R

0
f ) can be computed such asR0

i = [( � 1b):2]:Ri and R0
f = [( � 1b):2]:Rf ,

where b is a random bit.

However, it has been proven that these methods induce a vulne rability to doubling
attackand Comparative Power Analysis. As a matter of fact, if an adversary can chose the
input, he could successively compute Q1 = ( m:r i )x and Q2 = ( m2:r 2

i )x = (( m:r i )x )2 =
Q2

1 and perform a successful “Doubling Attack” on RSA. This is also t rue for ECC with
Q1 = [ k]:(P + Ri ) and Q2 = [ k]:(2:P +2 :Ri ) = [ k]:2:(P + Ri ) = 2 :Q1 with a 50% chance
due to the random b.

In the end, the blinding technique can be considered as a robust countermeasure
against chosen-input attacks and statistical SCAs when the refreshing of the blinding
entity (scalar or point) is performed in a random manner at ea ch iteration. In this case
the overhead in terms of performance is signi�cant, indeed t he designer can expect
a downgrade by at least a factor 2 and 3 for respectively RSA and ECC. Another re-
freshing method exists to greatly reduce the performance lo ss, however it brings out
a vulnerability to chosen-input SCAs.
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BRIP Algorithm

Several papers have dealt with the combination of blinding t echniques and SPA resis-
tant algorithms. The interesting properties of such methods are on one hand to ensure
robustness to both SPA and statistical attacks and on the other hand to reduce the
impact of blinding on the design performances, by merging it with the algorithm. In-
deed the additional exponentiation/scalar multiplicatio n required to compute r f and
Rf as described in the second step of Section3.3.2can be directly performed within
the algorithm, hence almost removing its effect on the globa l performances.

Such a scheme so-called BRIP was proposed by Mamiya and al. in [114]. This
countermeasure was initially designed for ECC on smart-car ds, but can perfectly be
adapted to FPGA implementations and RSA. Algorithm 10and Algorithm 11give the
de�nition of BRIP on both RSA and ECC. It is a subtle combinati on of “Double-and-
Add Always” from MSB to LSB and blinding or Random-Initial-Poi nt (RIP).

Algorithm 10 BRIP on RSA.

1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = M k

3: r = random scalar
4: Compute r � 1

5: Q  r , Q0  r � 1, Q1  M:r � 1

6: for i = l � 1 downto 0 do
7: Q  Q2

8: Q  Q:Qk i

9: Q  Q:Q0

10: Return Q

Algorithm 11 BRIP on ECC.

1: Input : P; k = (1 ; kl � 2; : : : ; k0)2

2: Output : Q = [ k]:P
3: R = random point
4: Compute � R
5: Q  R, Q0  � R, Q1  P � R
6: for i = l � 1 downto 0 do
7: Q  2:Q
8: Q  Q + Qk i

9: Q  Q + Q0

10: Return Q

An additional register is required, with regards to the basic “Double-and-Add Al-
ways” algorithm, in order to store the input random entity, w hich induce a non neg-
ligible area increase. Moreover, the generation of this random input and computation
of its inverse are still mandatory, which corresponds to eit her a modular inversion or
scalar multiplication for respectively RSA and ECC, as disc ussed in Section3.3.2.

BRIP is theoretically robust against all types of simple att acks, even with chosen-
input, as well a statistical SCAs including RPA and ZPA on ECC. However, some
fault attacks should still be ef�cient, especially “Safe Er rors”. As a matter of fact,
if an adversary could induce a fault in either register Q0 or Q1 before step 8 of the
algorithm, the value of the corresponding key bit could dire ctly be deduced from the
faulty/non-faulty result.
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Blinded Fault Resistant Algorithm

In [ 31], Bosher and al. proposed a new, right-to-left algorithm, i nitially designed for
RSA but applicable to ECC, which includes a fault detection m echanism, in addition
to SPA protection and input blinding.

This scheme, described by Algorithm 12 and Algorithm 13 is as robust to simple
and statistical SCAs as the BRIP presented in Section3.3.2, but can also thwart several
fault attacks, including “Safe Errors”, thanks to the addit ional test performed in steps
that veri�es the validity of the three registers used during the computation before
outputting a result.

Algorithm 12 Blinded Fault Resistant
Algorithm on RSA.

1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : M k

3: r = random scalar
4: Compute r � 1

5: Q0  r , Q1  r � 1, Q2  M
6: for i = 0 to l � 1 do
7: Q1� k i  Q1� k i :Q2

8: Q2  Q2
2

9: if (Q0:Q1:M = Q2) then
10: Return (r � 1:Q0)
11: else
12: Return (Error )

Algorithm 13 Blinded Fault Resistant
Algorithm on ECC.

1: Input : P; k = (1 ; kl � 2; : : : ; k0)2

2: Output : [k]:P
3: R = random point
4: Compute � R
5: Q  R, Q0  � R, Q1  P
6: for i = 0 to l � 1 do
7: Q1� k i  Q1� k i + Q2

8: Q2  2:Q2

9: if (Q0 + Q1 + P = Q2) then
10: Return (Q0 � R)
11: else
12: Return (Error )

In terms of area and performances, this algorithm should be s imilar to the BRIP
(considering that the test is negligible), as one additiona l register is required with
regards to the “Double-and-Add Always”, as well as the generat ion of the random
input.

Randomization of the Secret

First introduced by Kocher in [ 97] as a possible countermeasure against timing attacks
on RSA then precised and extended to ECC by Coron in [46], this countermeasure
consists in randomizing either the secret exponent or scalar before each computation.
In the case of RSA, this is done by adding a multiple of the order of the elements � (n)
to the secret exponentk, such aski = k + � i :� (n). Then, the protected exponentiation
Q0 = M k i mod n is performed and the result is such as Q0 = M k mod n, asM � i :� (n)

mod n = 1 . In the same way, the protected scalar multiplication can be computed as
Q0 = [ kj ]:P = [ k + � j :# E ] mod p = [ k]:P mod p, where # E is the cardinal of curve
E and P a point of E .
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The implementation cost of this countermeasure is low, as only an extra addition
and multiplication are required and the existing ECC operat ors could likely be used
to perform these computations. Nevertheless the performan ce downgrade is signi�-
cant, for two reasons. First of all, the drawing of a large ran dom number, however this
is the case for almost all statistical SCA countermeasures on asymmetrical algorithm,
as they are usually based on some kind of randomization. Second, the new key ki is
larger than the original k, indeed the length of ki is the sum of those of k and � i . There-
fore either � i is chosen short and the security level brought by this scheme is low, or it
is long and the performance overhead will be signi�cant.

In terms of security, the randomisation of the secret implie s robustness against sta-
tistical attacks like DPA, as well as RPA and ZPA with regards t o ECC. However, this
countermeasure has been proven vulnerable to doubling attackin [ 9] assuming that no
randomisation is added on the input. Moreover, Ciet [ 41] put to light that some high
weight bits of the secret key may not be affected by this rando mization, depending on
the curve and more precisely on the characteristics of # E .Finally, as discussed in Sec-
tion 2.2.4using a carry-leakage based attack [56], Fouque and al. recently showed that
the entire secret can be recovered by targeting the initial addition with the random
rather than the actual computation of the core algorithm.

Random Splitting of the Secret

This countermeasure was �rst proposed by Ciet and Joye in [ 42] concerning the ECC,
but is perfectly applicable to RSA. The idea is to protect the secret exponent or scalar,
by randomly splitting it in two before each execution, compu ting the core algorithm
on the two parts in parallel and then merging those to retriev e the actual result. As
a matter of fact, the exponentiation Q = M k mod n can be computed asQ = Q1:Q2

mod n = M r :M k� r where k1 is a random number. In the same way a scalar multipli-
cation Q = [ k]:P mod p is splitted as Q = Q1 + Q2 mod p = [ r ]:P + [ k � r ]:P mod p.

It directly follows that the performances are roughly the sa me as an unprotected
implementation, while the required area is multiplied by a f actor two, indeed the ini-
tial and �nal computations, namely a subtraction and respect ively a modular multi-
plication and point addition for RSA and ECC are negligible w ith regards to the core
algorithms. Note that alternate way of performing the splitt ing have been discussed
in [ 180] and [87]. In the latter, Joy propose to compute the scalar multiplic ation as
Q = Q1 + Q2 mod p = [ k mod r ]:P + [ k=r]:([r ]:P) mod p, which induce a much
more complex architecture, but can be used to reduce the sizeof r .

This countermeasure is secure against all existing statistical SCAs, including RPA
and ZPA, as well as the chosen-input simple analyses, as the secret key is random-
ized at each computations.Moreover, it helps thwarting seve ral fault attacks, as a fault
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induced on one of the paths, even a safe error will not directl y allow to draw a con-
clusion on the value of an actual secret key bit, but rather on a bit of a random key,
only valid during one call to the core algorithm. The carry-le akage based attack of
[56] does not apply in this case, as long as the random number r is not chosen such as
r = �:� (n) or r = �: # E , for respectively RSA and ECC.As of now, the only potential
attack scheme against this countermeasure has been proposed by Muller and Valette
in [ 124], where they put to light a weakness to second-order safe-er ror attacks and
address-bit DPA. Therefore in order to ensure a total security , the random splitting
could be combined with other countermeasures against such attacks.

Against Address-bit DPA

As stated in Section 2.2.3 the address-bit DPA is a statistical attack that rather than
targeting the value of the registers, focus on their addresses. Therefore, protection
against such scheme can be achieved by randomizing the order in which those regis-
ters are used. Based on this idea, Itoh and al. proposed a modi�ed scalar multipica-
tion algorithm in [ 82]. However this scheme was later attacked by Masami Izumi and
al. [84], who presented an enhance version of the previous counterm easure, depicted
in Algorithm 14.

Algorithm 14 Montgomery ladder with randomized addresses.
1: Input : M; k = (1 ; kl � 2; : : : ; k0)2

2: Output : M k

3: r = random scalar
4: Compute r � 1

5: Q0  r , Q1  r � 1, Q2  M
6: for i = 0 to l � 1 do
7: Q1� k i  Q1� k i :Q2

8: Q2  Q2
2

9: if (Q0:Q1:M = Q2) then
10: Return (r � 1:Q0)
11: else
12: Return (Error )

This scheme makes use of an additional register in order to per form the address
shuf�ing and requires the generation of a random number, the s ize of the secret key,
for each new computation.

3.3.3 ECC Speci�c Countermeasures

Some countermeasures were specially developed, to take advantage of the mathemat-
ical properties of the ECC. The general goal is to add randomness to certain aspects
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of the ECC representation in order to thwart statistical SCAs. As of now three major
ideas have proposed and consist of randomizing either the pr ojective coordinates, the
curve itself or the �eld on which it is de�ned.

Random Projective Coordinates

Proposed by Coron in [ 46], this countermeasure can be deployed when the compu-
tation Q = k:P is performed in projective coordinates [ 45], which is often the case
for performance reasons. The input base-point P = ( x; y) is then represented by
P0 = ( �x; �y; � ) in the case of homogeneous projective coordinates orP0 = ( � 2x; � 3y; � )
for Jacobian projective coordinates, with � is such as: � 2 K � � , where K is the �nite
�eld over which the curve is de�ned. For more clarity, let's no te P0 = ( X; Y; Z ).

For the sake of simplifying the computations and increasing the performances, Z
is usually chosen equal to 1. However, the idea behind this countermeasure, is to
draw a random Z for each new input, compute Q0 = ( X 0; Y 0; Z 0) = k:P 0 and then
compute Q = ( X 0=Z0; Y 0=Z0) or Q = ( X 0=Z02; Y 0=Z03) for respectively homogeneous
and Jacobian projective coordinates.

The main advantage of this countermeasure is the little impac t on the system per-
formances. Indeed, other than generating a random scalar and using the computation
formulas without the simpli�cations brought by the choice o f Z = 1 , no modi�cation
is required.

As the input is randomized, this countermeasure is robust aga inst classical statis-
tical SCAs like DPA, however is can still be attacked by the ECC t argeting RPA and
ZPA [ 67] described in Section 2.2.5. As a matter of fact, the speci�c 0 value exploited
by those schemes cannot be randomized by this technique, as�: 0 = 0; 8� .

Random Field Isomorphisms

This countermeasure was proposed by Joye an Tymen in [89] and applies to an el-
liptic curve E de�ned over a �eld K = GF (2m ) = GF (2)[X ]=�( X ), where � is an
irreducible polynomial of degree m over GF (2). The idea is that there are many such
irreducible polynomials, so that K can be randomly replaced by an isomorphic �eld
K0. The computation of Q = k:P is then performed as follows:

1. Choose a random irreducible polynomial � 0 of degree m over GF (2) and let
K0 = GF (2)[X ]=� 0(X ).

2. Let � be the �eld isomorphism between K and K0and P0 = � (P).

3. Compute Q0 = k:P 0 2 K02, in E=K0.

4. Compute Q = � � 1(Q0) 2 K2.

However, this countermeasure is once again attackable by RPA and ZPA as the
randomization does not affect all speci�c 0 values [67].
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Random Elliptic Curve Isomorphisms

In [ 89], Joye an Tymen also presented this method, which consists in computing the
scalar multiplication on a random isomorphic curve and then coming back to the orig-
inal one. This method can be applied to any elliptic curve E(K) such asE=K : y2 =
x3 + ax + b, de�ned over �eld K of characteristic 6= 2 ; 3. Algorithm 15 precisely de-
scribes the different step of the countermeasure.

Algorithm 15 Scalar multiplication with Random Elliptic Curve Isomorph ism.

1: Input : P(x; y); k = (1 ; kl � 2; : : : ; k0)2.
2: Output : Q = [ k]:P .
3: r = random elementof K � .
4: Form point P0(r � 2:x; r � 3:y).
5: Compute a0 = r � 4:a.
6: Compute Q0(x0

Q ; y0
Q) = [ k]:P0 in E 0(K) such asE 0

=K : y2 = x3 + a0x + b0y.
7: if (Q0 = inf inity (O)) then
8: Return O.
9: else

10: Return Q(r 2:x0
Q ; r 3:x0

Q).
y note that b0 is not required to perform the scalar multiplication.

An interesting property of this scheme is to be compatible wit h all types of projec-
tive coordinates. As a matter of fact, P0 in step 4 of this algorithm can be de�ned as
P0(r � 2:x; r � 3:y; 1), corresponding to a projective representation with Z = 1 .

However, this scheme is still vulnerable to RPA and ZPA, as the speci�c 0 val-
ues are not randomized [67]. For instance, a coordinate equal to 0 for an input point
PRP A (x; 0), will not be affected by the randomization of step 4.

�

Numerous countermeasures have been developed in the past few years to thwart
classical SCAs like timing attacks, SPA or DPA, inducing a wide range of possible
overheads for both area and performances. However, as can be expected, several
ingenious attack schemes were successful in breaking most of them, especially the
relatively low-cost techniques like the second variant of p oint blinding presented in
Section 3.3.2which proves to be vulnerable to doubling attackand Comparative Power
Analysis, or the random projective coordinates of Section 3.3.3that can be broken us-
ing RPA or ZPA. As of now, only the basic blinding (where a random scalar or point
is chosen at each execution of the core algorithm) and the random key splitting are se-
cure against both chosen-input simple attacks and statisti cal analyses, including RPA
and ZPA in the case of ECC, however they must also be combined wi th a classical SPA
resistant scheme, as they alone are not perfectly secure against such attacks.
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In other words, there is no perfect countermeasure that can r esist all existing SCAs
on asymmetrical algorithm and show very little overheads in terms of performance
and area, but depending on the required level of security and acceptable implementa-
tion cost, one can combine two or more countermeasures to meet those expectations.
Moreover, the protection choice should be customized, taki ng into account the speci-
�city of each given design. For instance, if a device does not give the possibility of
selecting the inputs in any way, then chosen-input SPAs are no t a threat and the low-
cost blinding can be deployed as a countermeasure against statistical attacks.

Nevertheless, a thorough security against SCA must also include fault detection
mechanisms, as the robustness against passive SCAs does generally not induce resis-
tance to perturbation attacks.

3.4 Countermeasures Against Fault Attacks

3.4.1 Generic Countermeasures

Redundancy

One of the most commonly used fault detection mechanism is th e redundancy, which
can be in time or space. The global idea is to compute several instances (usually two)
of the considered algorithm and comparing the results. When those instances are both
implemented and computed in parallel we speak of space redun dancy, which induces
an overhead in area consumption of a factor 2. An other possibility is to systematically
perform encryption as well as decryption and verify that the results are coherent. In
this case the performances are divided by 2.

Such a scheme was proposed for AES by Karri and al. so-calledConcurrent Error
Detection(CED) in [94]. The CED can be implemented at the algorithm, round or even
operation level and detect both permanent and transient fau lts.

Another redundancy-based countermeasure was described by M aisitri and Leveu-
gle in [ 113], called Double-Data-Rate. It consists in duplicating the registers while shar-
ing the combinatorial parts, in order to compute the algorit hm on both clock edges.
The results are an area overhead of36%and a throughput of 15� 55%.

Parity an Cyclic Redundancy Check (CRC)

Adding parity bits or CRC are common techniques to detect and c orrect faults in sev-
eral �elds like the communication. Such methods can be used a s SCA countermea-
sures as showed for instance by Bertoni and al. in [19, 20], which proposed a low-cost
countermeasure for AES using a single parity bit. This scheme detects single fault with
a coverage of 96:3% for an area overhead of 18%. In [189] Yen and al. presented an-
other countermeasure using (n + 1 ; n) CRC on AES with n 2 4; 8; 16 for respectively a
8-, 32- and 128-bit architectures, that showed better performance in detecting multiple
faults.
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3.4.2 Speci�c Schemes for Asymmetrical Algorithms

Coherency Check

The coherency checkcan be used to verify the validity of intermediate results du ring
the computation of an exponentiation of scalar multiplicat ion. For instance when
implementing the Montgomery ladderon ECC depicted in Algorithm 6, checking that
Q1 � Q0 = P is always true is a possible way to detect faults as described in [ 131].
Moreover the coherency checkcan be directly integrated in the algorithm, as stated in
Section3.3.2at the cost of an additional register .

This countermeasure can ef�ciently detect differential fault, sign-changeand safe-
errorattacks.

Curve Integrity Check (ECC)

Curve parameters can be the siege of fault attacks, therefore, they should be veri�ed
before the execution of the scalar multiplication, for insta nce using CRC (Cycling re-
dundancy Check).

Point Veri�cation (ECC)

This method veri�es if a point actually lies on the right curve or not. Let E : y2 + xy =
x3 + ax2 + b be an elliptic curve de�ned over GF (p), the validity of a point P(xp; yp)
can be checked by simply verifying the equation: y2

p + xp:yp = x3
p+ a:x2

p+ b. This simple
veri�cation does not induce a signi�cant area or performanc e overhead, as only a few
modular operations are required depending on the curve's equ ation. Moreover it is
able to prevent several fault attacks, including differential, invalid point and twist curve
attacks. In order to be ef�cient, it should be deployed at lea st at the beginning and the
end of the scalar multiplication and, depending on the perfo rmance needs, within the
algorithm.

�

With the increasing number of ingenious physical attack sch emes against crypto-
graphic algorithms, it is hardly possible to ensure the secu rity of a device with only
one type of countermeasure. In order to be secure against simple and statistical SCAs
as well as FA and even speci�c dedicated attacks, designers should carefully choose
a combination of protections, depending on the target algor ithm and acceptable com-
plexity.

Regarding perturbation attacks, most faults can be detected by time or space re-
dundancy and parity bits as well as customized veri�cation s chemes implemented at
different stages of the considered algorithms.

SCAs are usually regarded as a bigger threat, as they are relatively low-cost and
undetectable by the target devices. The major types of countermeasures against such
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attacks areobfuscation, desynchronization, key updating, DPLsand masking. The �rst two
can be used independently of the algorithm, but only induce a n increase of the re-
quired number of side-channel measurements. Key updatingconsists in limiting the
available number of traces and can therefore be sound when confronted to known ad-
versaries. However it is not compatible with several protoc ols and could be defeated
by future SCAs potentially requiring less measurements to be successfully performed.
A wealth of DPLshave be presented to protect symmetrical algorithms. Never theless,
in most cases, their implementation on FPGA induces either a speci�c vulnerability
against SCAs, signi�cant overheads in terms of performance a nd complexity, or both.
Maskingis maybe the most commonly used countermeasure and almost the sole con-
cept for thwarting statistical SCAs on asymmetrical algorit hms. However it proves
to be vulnerable to several SCAs (e.g. VPA) and also shows signi� cant increase in
resource consumption, with regards to unprotected archite ctures, when implemented
on FPGA.
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Chapter 4

New DPL Countermeasures for
Symmetrical Algorithms

Although many countermeasures have been developed to protec t symmetrical algo-
rithms (specially DES and AES), most of them are still un�t for actual industrial usage.
This can be due to unrealistic overheads in either area consumption or performances,
as well as lingering vulnerabilities to speci�c attacks or s ecurity �aws induced by the
implementation on FPGA. It is therefore mandatory to improve existing countermea-
sures or design new ones, aiming for the best trade-off between security, performances
and area.

4.1 DPL Vulnerabilities

As depicted in Section 3.2.2, DPLs aim at making the power consumption constant
therefore independent of any sensitive data. However, DPL l ogic can still leak infor-
mation when “true” and “false” parts of the same instance eval uate at different times,
which leads to possible attacks. Moreover, implementation on FPGA tends to exacer-
bate existing imbalance due to a lack of control on net routin g and gate consumption.
The following sections will describe the two major phenomeno ns causing those im-
balances, called “early propagation” and “technological b ias”.

4.1.1 Early Propagation Effect

When a DPL gate switches between phases, input signals acquire their respective val-
ues. Switching input signals are likely to acquire respecti ve logic value at different
times due to differences in logical path, even if the gates are balanced. As a matter
of fact, if the transition probability of the gate is unity, t he gate will evaluate without
waiting for all signals to acquire the right value, which cau ses the operation to start
at different times in subsequent acquisition. This phenomen a was �rst introduced by
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Suzuki in 2006 [103, 173] as “early evaluation”. Considering that such desynchroni za-
tion may occur during either precharge or evaluation, we tal k of respectively “early
precharge” and “early evaluation”. The global phenomena sha ll be referred to as early
propagation effect(EPE) in the remainder of this manuscript.

Figure. 4.2 illustrates the principle of early evaluation for a 2-input ANDgate and
its dual 2-input ORgate, as represented on the Figure4.1.

bf

`True' half

OR `False' half

AND st

sf

at

bt

af

Figure 4.1: WDDL Gate
Example.

Precharge Evaluation

sf

at

� t1 � t2

bt

st

af

bf

Figure 4.2: Early Evaluation.

Precharge Evaluation

af

bf

sf

� t1 � t2

st

bt

at

Figure 4.3: Early Evaluation Combined With Imbal-
ance of Dual Nets.

In this example, it is clear that, depending on the inputs value, the switching times
differs between ANDand ORgates. On one hand, theORgate evaluates as soon as one
of its inputs is set to '1', on the other hand, the ANDmust wait until each of its entries
are set to '1'. Of course, the opposite behavior would take plac e if the �rst available
input had been '0' (the ANDgate would have evaluated immediately and the ORgate
would have waited for every inputs to be set).

Moreover, in dual-rail logic and specially when implemente d on FPGA, the delay
between switching times is strengthened by two main factors :

1. The difference of logical paths between several inputs of a given logical gate,
due to the fact that they didn't pass through the same number of logical layers
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as shown in Figure 4.4.

2. The imbalance between “true” and “false” inputs, due to pla cement and rout-
ing differences, also produces a timing delay between corresponding nets of a
dual-rail signal. This phenomenon is exacerbated by the FPGA implementation,
where routing is usually performed by CAD tools that do not pro vide straight-
forward ways to perfectly balance the routing of dual nets. Th en, as shown on
Figure 4.3, if the “true” input bt is slower than its dual bf , the delay � t2 could
increase even more.

T; F

st ; sf
at ; af

bt ; bf

T; F

T; F

Figure 4.4: Unbalance in logical paths.

To summarize, if for a given signal, the delay � t de�ned as � t := � t1 � � t2, can
be detected within power measurements, the activity of the n ode will be monitored,
which will lead to sensitive information leakage and possib le attacks.

4.1.2 Technological Bias

The other major vulnerability in DPL circuits is the technolo gical bias. It comes from
three factors. Firstly, the power consumption of a gate and it s complement are not
necessarily the same when implemented on FPGA. Secondly, technological variations
can occur resulting form slight shifts during the manufactu ring process. Finally, non-
identical routing of true and false paths induce a bias in the consumption of corre-
sponding gates, due to different output capacitive load [ 177]. As stated in the previ-
ous Section4.1.1this phenomena also affect the switching times of dual nets, which
increases the EPE.

In order to estimate the effect of this network imbalance, th e 8 DES S-Boxes were
implemented on a EP1S25 Stratix FPGA. We used compact S-Boxes,designed specif-
ically for FPGA as described in [ 70]. This �rst study is a proof of concept, therefore
performed only on the S-Boxes, which are the most sensitive part of most symmetrical
algorithms in terms of SCA protection. Moreover, we seek to o bserve the impact of
placement and routing imbalance alone, without mixing it wi th EPE, therefore statis-
tics were performed on the absolute difference jdelay(true ) � delay(false )j at the input
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of each DPL gate, considering only the interconnect latency. This metric, referred to in
the sequel by � T B t, is more suitable than a ratio, considering that a differenc e of say
one nanosecond is always critical, independently of the pat hs length.

Timing information is extracted from the Standard Delay For mat (.SDF) �le, gener-
ated by the QuartusII software and intended to be used for back annotated simulation.
The code snippet of Table 4.1gives an example of the SDF syntax. The main informa-
tion extracted from the SDF �le are the interconnection dela y and the propagation
delay of each cell as placed and routed in the FPGA. IOPATH Input_1 Output_1
(x:x:x) (x:x:x) speci�es the propagation time from Input_1 to Output_1. PORT
Input_1 (x:x:x) (x:x:x) speci�es the interconnect delay modeled at input port
Input_1. Those timings are expressed as two triples representing the minimum, typi-
cal and maximum delay for respectively rising and falling tr ansitions (i.e. 0 ! 1 and
1 ! 0).

Table 4.1: Example of SDF timing information for a given instance_name gate.

(CELL
(CELLTYPE "cell_type")
(INSTANCE instance_name)

(DELAY
(ABSOLUTE

(PORT Input_1 (min:typ:max) (min:typ:max))
// ... etc ...
(IOPATH Input_1 Output_1 (x:x:x) (x:x:x))
// ... etc ...

)
)

)

To avoid side-effects, the input delays are set to zero by setting the virtual pin assign-
ment, usually used for incremental compilation, on all ports. St ill, these assignments
generate dummy cells playing the role of sources for the inpu ts and of sinks for the
outputs. It is thus necessary to manually remove them and to z ero the corresponding
propagation delays.

Additionally, the connectivity information is lost in SDF. I n particular, the pins
association at the input of the basic cell (stratix_cell ) can be shuf�ed. Therefore,
in order to compare dual signals, the netlist �le must be parse d in parallel with the
SDF. For instance, the analysis tools must be aware that one signal may arrive on
dataa whereas the dual is actually connected to datab (data{a,b,c,d} are the
four input names of stratix_cell ).
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