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Abstract

Long-term stream low-flow forecasting is one of the emerging issues in hydrology due to the escalating demand of water in dry periods. Reliable long-lead (a few weeks to months in advance) streamflow forecasts can improve the management of water resources and thereby the economy of the society and the conditions for aquatic life. The limited studies on low flows in the literature guided us to address some of the existing issues in low-flow hydrology, mainly on low-flow simulation and forecasting. Our ultimate aim to develop an ensemble approach for long-term low-flow forecasting includes several prior steps such as characterisation of low flows, evaluation of some of the existing model’s simulation efficiency measures, development of a better model version for low-flow simulation, and finally the integration of an ensemble forecasting approach.

A set of catchments distributed over France with various hydrometeorological conditions are used for model evaluation. This data set was first analysed and low flows were characterized using various indices. Our objective to better evaluate the models’ low-flow simulation models resulted in the proposition of a criterion based on the Nash-Sutcliffe criterion, but calculated on inverse flows to put more weight on the errors on extreme low flows. The results show that this criterion is better suited to evaluate low-flow simulations than other commonly used criteria.

Then a structural sensitivity analysis was carried out to develop an improved model structure to simulate stream low flows. Some widely used models were selected here as base models to initiate the sensitivity analysis. The developed model, GR6J, reaches better performance in both low- as well as high-flow conditions compared to the other tested existing models.

Due to the complexity of rainfall-runoff processes and the uncertainty linked to future meteorological conditions, we developed an ensemble modelling approach to issue forecasts and quantify their associated uncertainty. Thus the ensemble approach provides a range of future flow values over the forecasting window. Here observed (climatological) rainfall and temperature were used as meteorological scenarios fed the model to issue the forecasts. To reduce the level of uncertainty linked to the hydrological model, various combinations of simple updating procedures and output corrections were tested. A straightforward approach, similar to what can be done for flood forecasting, was selected as it proved the most efficient.
Last, attempts were made to improve the forecast quality on catchments influenced by dams, by accounting for the storage variations in upstream dams. Tested on the Seine and Loire basins, the approach showed mixed results, indicating the need for further investigations.
La prévision d’étiage à long terme est l’une des questions émergentes en hydrologie en raison de la demande croissante en eau en période sèche. Des prévisions fiables de débits à longue échéance (quelques semaines à quelques mois à l’avance) peuvent améliorer la gestion des ressources en eau et de ce fait l’économie de la société et les conditions de vie aquatique. Les études limitées sur les étiages dans la littérature nous a conduit à traiter certaines des questions existantes sur l’hydrologie des étiages, principalement sur la simulation et la prévision des étiages. Notre objectif final de développer une approche d’ensemble pour la prévision à long terme des étiages se décline en plusieurs étapes préalables, telles que la caractérisation des étiages, l’évaluation de mesures existantes d’efficacité des simulations des modèles, le développement d’une version améliorée d’un modèle de simulation des étiages, et enfin l’intégration d’une approche de prévision d’ensemble.

Un ensemble de bassins distribués partout en France avec une variété de conditions hydro-météorologiques a été utilisé pour l’évaluation des modèles. Cet échantillon de données a d’abord été analysé et les étiages ont été caractérisés en utilisant divers indices. Notre objectif de mieux évaluer les simulations des étiages par les modèles a conduit à proposer un critère basé sur le critère de Nash-Sutcliffe, calculé sur l’inverse des débits pour mettre davantage de poids sur les erreurs sur les très faibles débits. Les résultats montrent que ce critère est mieux adapté à l’évaluation des simulations des étiages que d’autres critères couramment utilisés.

Une analyse de sensibilité structurelle a ensuite été menée pour développer une structure de modèle améliorée pour simuler les étiages. Des modèles couramment utilisés ont été choisis ici comme modèles de base pour commencer l’analyse de sensibilité. Le modèle développé, GR6J, atteint de meilleures performances à la fois sur les faibles et les hauts débits par rapport aux autres modèles existants testés.

En raison de la complexité du processus pluie-débit et de l’incertitude liée aux conditions météorologiques futures, nous avons développé une approche d’ensemble pour émettre des prévisions et quantifier les incertitudes associées. Ainsi l’approche d’ensemble fournit une gamme de valeurs futures de débits sur la plage de prévision. Ici, la climatologie a été utilisée pour fournir les scénarios météorologiques en entrée du modèle pour réaliser les prévisions. Pour réduire le niveau d’incertitude lié au modèle hydrologique, des combinaisons variées de procédures de mise à jour et de corrections de sortie ont été testées. Une approche directe,
similaire à ce qui peut être fait pour la prévision des crues, a été sélectionnée comme la plus efficace.

Enfin, des essais ont été réalisés pour améliorer la qualité des prévisions sur les bassins influencés par les barrages, en tenant compte des variations de stockage dans les barrages amont. Testée sur les bassins de la Seine et de la Loire, l’approche a donné des résultats mitigés, indiquant le besoin d’analyses complémentaires.
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General introduction
Introduction

River low-flow is a seasonal phenomenon and an integral component of the flow regime of any river (Smakhtin, 2001). As a primary water supply system, river flows in most countries need more attention, especially during low-flow periods. Low-flow hydrology is a wide area raising many issues regarding spatial and temporal components of the system. Stream low-flows are influenced by several factors such as the distribution and infiltration characteristics of soils, the hydraulic characteristics and the extent of aquifers, the rate, frequency and amount of recharge, the evapotranspiration rates from the basin, the type of vegetation (land cover), topography, climate conditions and anthropogenic activities such as river abstraction and changes in land use patterns. The occurrence of low flows influences agricultural activities, power generation, navigation and other domestic purposes (see Gazelle, 1979; Mignot and Lefèvre, 1996). Low flows may also result in increased sedimentation that changes the morphology of the stream channel. Another impact may be on the chemical or thermal quality of stream water (e.g. Moatar et al., 2009). This might influence the ecosystem species distribution, their abundance, and more generally the ecological status of the river.

The advanced prediction of stream low flows can result in the development of better water management programs and it can mitigate some of the problems which we stated here. But the existing literature on low-flow hydrology highlights the necessity to carry out studies to develop appropriate methodologies for low-flow simulation as well as forecasting. Hopefully these methodologies should be applicable to a diversity of catchments and conditions.

Low flows are different from drought events. Droughts include low-flow periods, but a continuous seasonal low-flow event does not necessarily constitute a drought event (Smakhtin, 2001). Drought is beyond the scope of this study and for more on this issue, please refer to Duband et al. (2004), Wipfler et al. (2009), Duband (2010), Garnier (2010) or Mishra and Singh (2010). For more on drought and drought modelling, especially in France (where we conducted our study), please refer to Prudhomme and Sauquet (2006), Jacob-Rousseau (2010). However, water scarcity will probably become a growing concern in the next years due to the impacts of climate change. This impact will be severely affecting the river basins in France (Boé et al., 2009). This situation also demands the hydrologists to concentrate more on low-flow hydrology.
Therefore, in our study, we will focus on low-flow simulation as well as forecast. Our research focused on a number of issues that deserve more attention, as described below.

**Evaluation of model's low-flow simulation efficiency**

Rainfall-runoff (R-R) models are standard tools used today for the investigations in quantitative hydrology. To date, a vast number of R-R model structures (a combination of linear and non-linear functions) has been developed in order to mimic catchment hydrologic behaviour. But these models differ in their performances based on the selected criteria and the catchment characteristics. One idea pushed forward in this study is to try to identify a better performing “one-size-fits-all” model that could be a good compromise between accuracy, robustness and complexity. This question will be addressed in the next section.

A corollary issue to this search for an improved model is to find out appropriate ways to evaluate the selected model structure. The literature shows there are various efficiency criteria available to evaluate model structures, especially in peak-flow conditions. But criteria suitable to evaluate model’s performance in peak-flow condition may not be suitable to evaluate the same model in low-flow conditions. The availability of several efficiency criteria in the literature can lead the end-users to draw wrong interpretations if they are not aware of the properties of these criteria. In this context, the present study analyses some of the existing criteria and their inter-dependencies to identify a criterion better suitable for the evaluation of low-flow simulated by hydrological models. Thus this study can give better guidance to the modeller who is interested in the evaluation of model's low-flow simulation efficiency.

**Why a general model structure for the French river basins?**

The emerging demands of long-term plans for the proper management of water resources and the possible impacts of climate change on river flows incite hydrologists to discuss more on the issues of low-flow simulation and advanced predictions. There are various hydrometeorological processes occurring in a catchment, from the formation of rainfall to the streamflow that finally leaves the catchment through a river, and their modelling is quite complex. This complexity changes from one catchment to another depending on the catchment and climatic conditions. Therefore, a model structure appropriate for a given catchment characteristics and data set may not be the best for another catchment.
However, using a specific model structure for each study catchment raises practical issues (operational use on many catchments, regionalization, etc.). Besides, it remains difficult to identify dominant processes on a catchment, and underground processes that play a key role in low-flow generation are still difficult to observe. This highlights the need to develop more generally applicable model structures that could adapt (through calibration) to various types of catchments and climatic conditions. By keeping this in mind, in this study, we tried to propose a general model structure for low-flow simulation and prediction, by implementing extensive tests of various structures on a large set of catchments distributed over France. At the same time, we kept in mind that the proposed continuous model should remain coherent over the whole hydrological cycle, i.e. not losing its efficiency in high-flow simulation. The main principle behind this study was a structural sensitivity analysis of some widely used models.

**Long-term forecasting of low flows and possible improvements**

As in simulation, a general approach will be convenient to issue forecast over a large set of catchments. The long-term forecasting of low flows can assist water managers to make appropriate decisions in advance. The main uncertainty associated with long-term forecasting comes from the characteristics of future meteorological conditions. Instead of the deterministic approach, an ensemble approach can provide probabilistic information on the likelihood of future low-flow events. In our study, we will address the suitability of an ensemble approach in low-flow forecasting and evaluate its efficiency with increasing lead-time. We will also focus on some of the possible options to improve the forecast quality by using observed flow information.

**Exploratory tests to make low-flow forecasts on catchments influenced by dams**

Man-made reservoirs have a major role in changing the streamflow hydrology in the downstream reaches. The integration of information on reservoirs into the R-R model is relevant for proper management of downstream water resources, especially in cases of low-flow augmentation. This indicates the necessity for accounting for reservoirs in hydrological models while modelling streamflow in catchments influenced by dams. Based on the existing
literature, here we will try to improve the model forecasts with the integration of storage information on influenced catchments.

**Organisation of thesis**

The thesis is organised into three main parts and a general conclusion.

**Part I** presents the general background and framework of this work. It is subdivided into two chapters. Chapter 1 is an introductory chapter to stream low flows. The main factors influencing the occurrence of stream low flows are detailed with reference to the available literature. Chapter 2 briefly describes the data set used for the entire analysis and the classical low-flow indices used to characterize the flow regime of the data set. Here we present the spatial variation of low flows in the study data set. This chapter also discusses the links between catchment descriptors such as aridity index and catchment geology with low-flow indices, which may be useful to characterize flows in ungauged catchments.

**Part II** focuses on low flow simulation and includes chapter 3 and chapter 4. Chapter 3 questions the existing criteria used to evaluate low-flow simulation efficiency and proposes another criterion better adapted to low flows. Chapter 4 presents the development of a hydrological model version showing improved low-flow simulation capacity. This is based on an extensive test of alternative model structures starting from existing models.

**Part III** analyzes the performance of models for forecasting purposes. Chapter 5 investigates how a model structure developed for simulation can be adapted for low-flow forecasting purposes, within an ensemble framework, and links to works on flood forecasting are analyzed. Chapter 6 presents the exploratory tests of the forecasting methodology on catchments influenced by artificial reservoirs.

The conclusion chapter summarizes the major outcomes of the thesis and the perspectives for future research.
Part I: Stream low flows and their characterization
This part is divided into two main chapters. Chapter 1 gives the basics of stream low flows in the French context. The second chapter gives more on the characteristics of stream low flows with respect to the study catchments distributed over France.
Chapter 1. Low flows and low-flow generating factors in the French context
1.1. Introduction

River flow derives from three main components: overland flow, throughflow from soils and groundwater discharge (see Figure 1.1). The overland flow and through flow respond quickly to rainfall or melting snow, whereas groundwater discharge responds slowly with a time lag of several days, months or years. Catchments dominated by overland flow and through flow are called flashy catchments, and catchments fed primarily by groundwater discharge are slowly responding catchments with a high base-flow. Figure 1.1 illustrates the hydrological processes and catchment storages which maintain flows in streams throughout the year. Here the river catchment is considered as a series of interconnected reservoirs with three main components: recharge, storage and discharge. Recharge to the whole system is largely dependent on precipitation, whereas storage and discharge are complex functions of catchment physical characteristics. Therefore, these two factors highly influence the flow conditions of a stream.

Figure 1.1: Natural hydrological processes and catchment storages (WMO, 2008)
Based on the catchment storage and discharge properties, three flow conditions can be schematically distinguished in streams: low, medium and high-flow conditions. Here our interest is on stream low flows. There are several definitions of low flows available in the literature. In general, stream low-flows indicate the flow of water in a stream during prolonged dry weather and it is a seasonal phenomenon (Smakhtin, 2001).

**Figure 1.2** shows an example of the occurrence of low flows in a French catchment in Brittany. The three-year streamflow hydrograph shows that the low-flow occurs in the same season in each year. This information can assist the water managers to develop appropriate plans during this period in advance. In France, many water uses (e.g. agriculture, industry, navigation) partly or significantly rely on rivers, with consequences on their ecological state. Hence the low-flow information is very much needed in the French river basins.

Several factors (such as land cover or climate) can influence the occurrence of stream low flows. Two main situations generate low-flow events:

- an extended dry period leading to a climatic water deficit when potential evaporation exceeds precipitation (known as summer low flows);
- an extended period of low temperature during which precipitation is stored as snow (known as winter low flows).

**Figure 1.3** illustrates summer and winter stream low flows in the Garonne River downstream Toulouse (August 1998) and Columbia River, Golden, Canada (February 2007), respectively.
Low flows are generally fed by groundwater discharge or surface discharge or melting glaciers. In this work, we will concentrate on summer low-flows on which are the main pressure for various uses in France. For a sustainable low-flow, the aquifers must recharge seasonally with adequate amount of moisture and the water table should be shallow enough to be intersected by the stream to sustain the streamflow throughout the year, a slowly responding catchment with a high contribution of base-flow sustains streamflow throughout the year. The magnitude and variability of low flows depends on several natural factors as well as anthropogenic influences (construction of artificial reservoirs, river abstractions for agricultural and industrial operations, aquifer abstractions that consequently modify the surface water – groundwater relationship, water transfers between catchments, urbanization). The natural factors that can have an influence on low flows are the catchment characteristics (infiltration characteristics of soil, aquifer characteristics, topography of the catchment, land use, evapotranspiration) and climate conditions. This chapter summarizes the influence of some of the major factors on the spatial variability of low flows between catchments based on the French context.

1.2. Natural influences on low flows: catchment characteristics

The river basin or catchment is a geographical integrative unit of the hydrological cycle (see Figure 1.1). Catchment descriptors that can influence river low flows include catchment area, slope, percentage of lakes, land cover, soil and geologic characteristics, and mean catchment
elevation. The following section gives a brief description of catchment geology, one of the catchment descriptors which has a major role on stream low flows.

### 1.2.1. Catchment geology and river low flows

Catchment geology is one of the dominant factors controlling the flow regime of a river. Here geology is understood as the first geological layer(s) having a direct impact on surface water. It influences the storage and discharge properties of a catchment. For example, precipitation on an impervious basin of barren rock results in sudden runoff and frequent flood events. But on a basin under similar climatic conditions but underlain by thick permeable material, the infiltration contributes to the groundwater reservoir. Literature analysis shows a direct relationship between catchment geology and discharge rate during low-flow periods, i.e., the low-flow statistics are highly dependent on hydrogeology (Gustard et al., 1992). Ackroyd et al. (1967) clearly explained the influence of catchment characteristics on the groundwater contribution to streamflows. Streams with geology of gravel deposits permit a sustainable flow during dry periods, but streams with glacial deposits show significant flow variations (Schneifer, 1957). Streams with geology of different types of unconsolidated rocks have low yields during low-flow period and streams with geology of metamorphic sedimentary rocks and igneous rocks show high-flow values relative to their catchment size (Smakhtin, 2001).

**Figure 1.4** shows the geology of France. The geological information on the data set which we used throughout the thesis was provided by BRGM, the Geological Survey of France. The analysis of individual catchment geology is complex since there are numerous geological compositions within each catchment’s geology. An overview of the geological map shows that the major geology of French basins includes crystalline igneous rocks, marls, massive limestone, detrital crystalline rocks, metamorphic rocks, chalk, quaternary volcanic rocks, non-carbonates and flysch sediments. Some of the major geology (e.g. detrital crystalline, marnes, massive limestone, clays and sands) can favour low-flow conditions in the corresponding catchments. Thus the information on geology is highly useful to the flow characterisation in ungauged catchments (Clausen and Rasmussen, 1993; Tague and Grant, 2004) (see next chapter).
Figure 1.4 Geological map of France (Source: Geological Survey of France)
1.3. Anthropogenic impacts on catchment characteristics and low flows

Anthropogenic activities can cause severe changes in the river hydrology and morphology. There are direct as well as indirect influences of human activities on catchment characteristics and hence on the river low flows.

1.3.1. Direct influences

The direct impacts of human activities on low flows include river water abstraction for industrial as well as agricultural purposes, waste load allocation into rivers, and sand mining operations, construction of reservoirs at the upstream of the river etc. Among these influences, the construction of reservoirs bears a major role on stream low flows which we further discuss in chapter 6. Water abstraction for agricultural purposes (mainly for irrigation) decreases streamflow discharge, especially during dry periods (Eheart and Tornil, 1999; Ngigi et al., 2008). Waste load allocation leads to the pollution of river ecosystem and also increases the river deposits (Despriée et al., 2011; Lemarchand et al., 2011).

Figure 1.5 gives statistics on water use by different sectors in France. Most abstractions originate from rivers. According to the Commissariat général au développement durable (2012), 33.4 billion m$^3$ of water were withdrawn in France to meet the needs of drinking water, industry, irrigation and electricity production in 2009 (note that the actual water consumption may differ significantly from water withdrawal). These abstractions are likely to increase in the future due to the population growth, climate change and other human activities. Hence to sustain water sources for these mentioned uses especially during dry periods, we need the information of stream low flows in advance. This is also one of the arguments supporting the present study.
1.3.2. Indirect influences

The indirect influences include groundwater abstraction (tube wells), changes in land-use pattern (cropping pattern), afforestation and deforestation of catchments, etc. Figure 1.5 shows the total groundwater abstractions in France in 2009. These abstractions contribute to the aquifer depletion during the dry periods, which consequently may limit the amount of water available to feed stream low flows.

Afforestation can have a major role on streamflow variability. The forest area in France is 16.1 million ha (Institut National de l’information Géographique et Forestière, IGN), with an increasing trend over the past decades. The forest cover may result in an increase in evapotranspiration, a decrease in groundwater recharge due to the water uptake by the trees during the dry periods. Hence the forestry may reduce the river flows and causes more frequent occurrence of low flows (see Johnson, 1998; Robinson and Cosandey, 2002; Hundecha and Bardossy, 2004; Lane et al., 2005).
However, it is difficult to identify clear links between land cover and flow characteristics (Andréassian et al., 2003). One reason is that the impact of forest cover differs between catchments with specific climatic and pedological contexts (Andréassian, 2004). Similar to afforestation, agricultural land-use changes or urbanization can also have a significant role on stream low flows (see Sharda et al., 1998; Sikka et al., 2003; Oudin et al., 2008; Wang et al., 2008).

### 1.4. Potential impacts of climate change on future river flows

Climate change may have severe impact on frequency, magnitude, location and duration of hydrological extremes (Hoog, 1995; Cunderlik and Simonovic, 2005; Diaz-Nieto and Wilby, 2005). The decrease in precipitation, increase in temperature and evapotranspiration may cause a decrease in the average discharge during low-flow periods (de Wit et al., 2007; Johnson et al., 2009; Woo et al., 2009). This impact could be severe in Europe (Hisdal et al., 2001; Drogue et al., 2004; Blenkinsop and Fowler, 2007; Calanca, 2007; Feyen and Dankers, 2009), e.g. with more frequent occurrence of low-flow events in the French River basins (Boé et al., 2009) in this century. See Renard et al. (2006), Moatar et al. (2010) for more on the impact of climate change on hydrological extremes in France. In a study Bourgin (2009) also assessed the impact of climate change on water sources in the Loire basin, France.

![Figure 1.6: Changes in the annual discharges (using SIM model) between the 2046-2065 and 1971-2000 periods averaged over France using the inputs from 14 climate models (Source: Boé et al., 2009)](image-url)
**Figure 1.6** shows the relative annual changes in river discharges averaged over France for different climate models between the periods 2046-2065 and 1971-2000. The changes vary from -5% to -33% between models. This result shows that water scarcity will probably become a growing concern in the next years and it strengthens the necessity to develop a suitable methodology for low-flow prediction to better anticipate these periods.

### 1.5. Impact of low flows on society

Stream low flows have considerable impact on society due to their significant role in various water management operations (Stromberg et al., 2007). Frequent occurrences of low flows mainly influence domestic purposes such as drinking, agriculture, power generation (see Manoha et al., 2008) and navigation. Stream low flows can also exacerbate the effects of water pollution. Long-term river low flows are synonymous of drought event and they may have more severe consequences than flood events. For example, the cost of damages in the years 1988-1989 in the US due to drought event was approximately US$40 billion and US$18-20 billion during 1993 due to flood event (Demuth, 2005). The extended low flows may also cause changes in the stream ecosystem which influence the abundance and distribution of fish, algae etc., with possible socio-economic impacts (Hamlet et al., 2002).

### 1.6. Conclusions

In France, the domestic, industrial and agricultural activities are mainly fulfilled using river waters and hence a proper management of these water sources is very important, especially during low-flow periods. This chapter highlighted some of the major factors that influence the occurrence of stream low flows. The different water uses such as domestic water supply, agricultural and industrial uses etc., and the potential decrease in the annual water availability in France due to the negative impact of future climate change on river water sources in the near future are urging us to provide more information in advance on the occurrence and other flow characteristics of rivers during low-flow periods in the French river basins.

The next chapter presents low-flow characteristics in more details and discusses their significance in water management.
Chapter 2. Data set and low-flow characterisation
2.1. Introduction

Smakhtin (2001) indicates that various flow statistics are available to characterise low-flow conditions depending on the purpose and data availability. Low flows can be characterised by their magnitude, frequency, duration, timing and geographic extent. These derived characteristics can be called low-flow indices. A low-flow index refers to the specific values derived from an analysis of low flows WMO (2008). Estimating these indices of river low flows is necessary for the management of surface waters (Dakova et al., 2000; Mijuskovic-Svetinovic and Maricic, 2008). For example, \( Q_{95} \) (the flow exceeded 95% of the time) is used in the UK for licensing of surface water extraction (Higgs and Petts, 1988).

There are several studies conducted on characterising stream low flows (for more details please refer to Smakhtin and Toulouse, 1998; Rifai et al., 2000; Reilly and Kroll, 2003; Laaha and Blöschl, 2007; Chopart and Sauquet, 2008; Whitfield, 2008). Each low-flow statistic has its own significance in low-flow hydrology and it depends on the purpose. Because of the diverse applications of these flow statistics, the present study mainly focuses on the spatial variability of low flows in the data set of French catchments we will use. Some of the low-flow indices we discuss in the coming sections are used as threshold to define low flows in our study catchments and to better analyse results.

The following section presents the data set and the different flow statistics chosen to characterise the stream low flows.

2.2. Description of the catchment set

2.2.1. Catchment selection

It is important here to remember the words of Linsley (1982): "Because almost any model with sufficient free parameters can yield good results when applied to a short sample from a single catchment, effective testing requires that models be tried on many catchments of widely differing characteristics, and that each trial cover a period of many years". This suggests that the test of a model on a large set of catchments is a necessary condition to derive appropriate conclusions (see Andréassian et al., 2006a). By keeping these points in mind, a set of 1000 catchments spread over France (Figure 2.1) was used for the present study. This
database was built by Le Moine (2008). These catchments represent a wide range of hydro-meteorological conditions, including:

- temperate (characterised by moderate weather events),
- oceanic humid (characterised by plentiful precipitation year around),
- Mediterranean (characterised by a succession of drought and high intensity rainfall periods and by the high spatio-temporal variability of precipitation within and between years)
- and continental (characterised by annual variations in temperature due to the lack of precipitation or water bodies) climate conditions.

Figure 2.1: Location of 1000 catchments of the data set (the highlighted background indicates the presence of mountains)

Catchments are mostly small to medium-size catchments (median size of 162 km², and 5th and 95th percentiles equal to 28 and 2077 km² respectively). The lack of larger catchments mainly comes from the fact that the catchments selection had been limited to the [10; 10000] km²
range and to catchments without strong artificial influences (here it means without major
dams, the level of abstractions could not be checked given the available data).

### 2.2.1. Data sets

Due to the hydro-meteorological variability and other sources of variability that occur over
short time scales, low-flow characteristics estimated from a few years of streamflow data
deviate from the long-term average. Because of this, it is usually recommended to use
streamflow records of 20 years or more for low-flow estimation (Tallaksen and van Lanen,
2003). Hence, our test catchments are selected in a way that there is at least 20 years of daily
data available for the analysis.

Continuous series of precipitation (P), potential evapotranspiration (PE) and streamflow (Q)
were available for the 1970–2006 time period, providing good variability of meteorological
conditions, with quite severe drought periods (e.g. the years 1976, 1989–1991, 2003 and
2005). Meteorological data come from the SAFRAN reanalysis of Météo-France (Quintana-
Segui et al., 2008; Vidal et al., 2010). Daily potential evapotranspiration was estimated using
the formulation proposed by Oudin et al. (2005a) based on temperature and extra-terrestrial
radiation. Streamflow (Q) data were extracted from the national HYDRO database. Given the
size of our data set, we did not perform visual inspection of the quality of flow data retrieved
from the HYDRO database. We acknowledge that the quality of flow data for some of these
basins may be questioned, but given the size of our catchment set and past experience at
Irstea, this is likely to have a limited impact on our overall results.

Table 2.1 summarises the variability of rainfall, streamflow, potential evapotranspiration, and
catchment size in the data set.

### Table 2.1 Variability in size and the main hydroclimatic conditions over the catchment set

<table>
<thead>
<tr>
<th>Catchment characteristics</th>
<th>5th quantile</th>
<th>25th quantile</th>
<th>50th quantile</th>
<th>75th quantile</th>
<th>95th quantile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall (mm/year)</td>
<td>714</td>
<td>833</td>
<td>967</td>
<td>1155</td>
<td>1636</td>
</tr>
<tr>
<td>Streamflow (mm/year)</td>
<td>141</td>
<td>246</td>
<td>366</td>
<td>564</td>
<td>1193</td>
</tr>
<tr>
<td>Potential evapotranspiration (mm/year)</td>
<td>532</td>
<td>615</td>
<td>646</td>
<td>688</td>
<td>755</td>
</tr>
<tr>
<td>Area (Km²)</td>
<td>28</td>
<td>77</td>
<td>162</td>
<td>391</td>
<td>2077</td>
</tr>
</tbody>
</table>
The variability of mean streamflow values can be expressed as a function of mean P and mean PE. Figure 2.2 plots the runoff coefficient (Q/P) as a function of the aridity index (P/PE) (see Le Moine et al., 2007). It illustrates the variability of hydro-climatic conditions in the test catchments. As explained in details by Le Moine et al. (2007), there are many catchments in this data set for which water losses are greater than PE (points lying below the line y=1−1/x), which may be an indication of leaky catchments. There are also a few catchments for which mean flow is greater than mean rainfall (points above the line y=1), which mainly correspond to catchments with karstic influences, i.e. those fed by inter-catchment groundwater flows from surrounding areas. Even though these catchments may prove more difficult to model, they were not discarded from the data set, as advocated by Andréassian et al. (2010).

![Figure 2.2: Mean Q/P vs P/PE values for the catchments in the data set](image)

### 2.2.2. Sample catchments

It will not be possible to display the detailed results for all catchments. Hence we selected four sample catchments (listed in Table 2.2) representing various conditions. The selection is based on the analysis of some of its flow characteristics such as base-flow index, $Q_{90}$ (flow equalled or exceeded 90% of the time) and climatic characteristics such as the aridity index.
Table 2.2 gives characteristics of the sample catchments. The selected catchments differ in hydro-climatic as well as geologic conditions. Figure 2.3 shows the location and the flow hydrographs of these catchments for a period of three years (2003-2005), in which 2003 and 2005 correspond to two strong drought events in France. To improve the readability of low flows, discharge is plotted on a logarithmic scale.

<table>
<thead>
<tr>
<th>Code in the study</th>
<th>A</th>
<th>B</th>
<th>J</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYDRO Code</td>
<td>A7010610</td>
<td>B2220010</td>
<td>J3205710</td>
<td>K6402510</td>
</tr>
<tr>
<td>River</td>
<td>Moselle River</td>
<td>Meuse River</td>
<td>Aber Wrac’h River</td>
<td>La Sauldre</td>
</tr>
<tr>
<td>Gauging station</td>
<td>Custines</td>
<td>Saint Michel</td>
<td>Drennec</td>
<td>Salbris</td>
</tr>
<tr>
<td>Area (Km²)</td>
<td>6830</td>
<td>2540</td>
<td>24</td>
<td>1200</td>
</tr>
<tr>
<td>Mean flow (mm/y)</td>
<td>530</td>
<td>378</td>
<td>593</td>
<td>232</td>
</tr>
<tr>
<td>Mean rainfall (mm/y)</td>
<td>1109</td>
<td>954</td>
<td>1087</td>
<td>825</td>
</tr>
<tr>
<td>Mean potential evapotranspiration (mm/y)</td>
<td>614</td>
<td>619</td>
<td>643</td>
<td>684</td>
</tr>
<tr>
<td>Major geology</td>
<td>Marnes</td>
<td>Massive limestone</td>
<td>Crystalline igneous rocks</td>
<td>Chalks</td>
</tr>
</tbody>
</table>
2.3. Low-flow measures

The next sections briefly describe some of the low-flow measures used in this study to characterise low flows in the data set. The values taken by these indices on our catchment set will be discussed in section 2.4.
2.3.1. **Low-flow period (low-flow spells)**

Low-flow period indicates the period for which stream flows are below a certain threshold. The threshold value depends on the purpose. In France, periods of low flows are critical for managing water resources as the society depends on the availability of water through regulated and unregulated river systems. In regulated river systems, reservoirs make a balance between high and low flows. Hence the knowledge of low-flow period is required by engineers and water managers for their design and also for allocations.

2.3.2. **Flow duration curve (FDC)**

Flow duration curve is an informative way to display the complete range of discharge, from low flows to flood events. It shows the percentage of time a given flow value is exceeded (Iacobellis, 2008). For more information about FDC, please refer to Vogel and Fennessey (1994). The FDC of sample catchments will be discussed in the later section.

2.3.3. **Mean annual minimum flow for different durations**

The mean annual minima of flow values can be derived from a daily flow series by selecting the lowest flow every year and calculating the mean. Minima of different durations can be determined, for flows commonly averaged over 1, 3, 7, 10, 30 and 90 days. These low-flow indicators are quite widely used in the water resources evaluation, as discussed in section 2.3.1. Among these, mean annual minimum for a consecutive seven-day period (MAM$_7$) is one of the most commonly used low-flow indices in many countries. It can eliminate the day-to-day variations in the river flow. Smakhtin and Toulouse (1998) also supported the applicability of MAM$_7$ in the UK as abstraction licensing index. QMNA$_5$ is another commonly used low-flow index in France as a policy threshold. It is the minimum annual monthly flow with a return period of five years. In the present study, we consider MAM$_7$ and QMNA$_5$ to characterise low flows on the study catchments. These minimum values are used to regulate reservoir operations, irrigation or industrial abstractions, and waste load allocation into streams.

2.3.4. **Base-flow index (BFI)**

Streamflow hydrograph represents the discharge of the stream as a function of time and it is the combination of different water sources which contributes to the streamflow. The main components which contribute to streamflow are quick flow and base flow. Quick flow is the
direct response to a rainfall event including overland flow (runoff), lateral movement in the soil profile (interflow) and direct rainfall on the stream surface (direct precipitation). Base flow is the delayed discharge from natural storages (groundwater) and it depends on the aquifer characteristics. The groundwater contribution to streams is a critical issue while considering different water management operations. One widely used index to specify the contribution of groundwater to streams is the base flow index (BFI). It is the proportion of base flow in the total runoff. BFI can be used as a descriptor for hydrological modelling, as a tool for selecting analogue catchments, and for estimating annual and long-term groundwater recharge. The literature analysis shows that different methodologies are available to derive the BFI from the streamflow hydrograph (e.g. Nathan and McMahon, 1990; Szilagyi and Parlange, 1998; Furey and Gupta, 2000; Schwartz, 2007; Longobardi and Villani, 2008; Santhi et al., 2008). The present study used the smoothed minima technique (Nathan and McMahon, 1990) to derive the BFI values, because it is easy to implement.

2.4. Computations of low-flow indices on the study catchment set

This section presents a brief description of the computation of the selected low-flow characteristics for the data set.

We used the mean monthly minimum streamflow values to characterise the period of occurrence of low flows (Figure 2.4). In most of the catchments, low flows occur during August and September. For a few catchments, low flows occur during November, indicating late flow recessions. In some catchments, low flows occur in February which is typically due to the snow accumulation during winter season.
The flow duration curve of the sample catchments are presented in Figure 2.5. The flow values (Q) are plotted in a logarithmic scale. The shape of the FDC is quite different between the sample catchments.
The slope of the FDC gives information about the base-flow contribution: curves with flat slope represent more or less constant contribution of base-flow and curves with steep slope represent a little contribution of groundwater into the stream and hence the low flows are highly variable. In Figure 2.5, the low slope of the low-flow part of the FDC shows more or less constant low streamflow in catchments A and J. But in catchment B and K, the FDC shows periods of very low flows, as the river flow is lower than 0.1 mm/day for 15% and 5% of days respectively. This indicates the occurrence of severe low flows in catchments B and K during the dry periods. Hence FDC is useful to identify the flow conditions of a catchment.

Other significant information can be extracted from the FDC using the $Q_{90}$ and $Q_{50}$ quantiles (Smakhtin, 2001), which are two important flow measures. $Q_{50}$ represents the median flow, which is the flow equalled or exceeded 50% of the time. River flows which are below $Q_{50}$...
represent low-flow conditions and flows which are above $Q_{50}$ represent high-flow conditions. $Q_{90}$ is an indicator of severe low-flow conditions (Smakhtin, 2001). The dynamics of groundwater contribution to streamflow can be characterized by the index, $Q_{90}/Q_{50}$, and is one of the generally used indices for low-flow characterisation.

**Figure 2.6** indicates the spatial distribution of MAM$_7$, QMNA$_5$, $Q_{90}/Q_{50}$ and BFI values. A colour change from white to black represents a gradual increment in the values of corresponding variable in the map. As discussed in section 2.3.3, QMNA$_5$ and MAM$_7$ show the severity of low-flow conditions of a catchment. A white colour in the maps of QMNA$_5$ and MAM$_7$ shows severe low-flow condition for that catchment. Compared to these indices, BFI and $Q_{90}/Q_{50}$ show the strength of base flow contribution during the river low-flow period. The colour change from light to dark colour in the BFI map indicates an increase in the base-flow contribution in the North eastern part of France compared to the other regions. This variation may be linked to the hydro-climatic characteristics and hydrogeology. A similar behaviour is visible in the map of $Q_{90}/Q_{50}$. Similar to the behaviour of these two indices, the spatial distribution (the colour in the map) is similar for both QMNA$_5$ and MAM$_7$. The analyses of the spatial distribution of these variables show that the MAM$_7$ and QMNA$_5$ on the one hand and BFI and $Q_{90}/Q_{50}$ on the other hand can be grouped together due to their similar behaviour. This will be discussed in the next section.

The variation of flow conditions from one catchment to another is clearly visible in **Figure 2.6**. Catchment geology influences the spatial variation in stream low flows. The BFI map can be related to catchment characteristics, particularly geology (Gustard et al., 1992). The details on this issue are presented in the later section.
2.5. Link between low-flow indices

This section further investigates the possible links between these indices which can avoid the duplication in the use of indices that bring similar information (for a more complete discussion see, Giuntoli and Renard, 2009). In Figure 2.7, MAM7 and $Q_{90}$ are interrelated with an $R^2$ value of 0.97 which shows that these two indices bring similar information about low-flow conditions.
Similar to Figure 2.7, Figure 2.8 also shows that MAM$_7$ and QMNA$_5$ are highly correlated with an $R^2$ value of 0.96. These results suggest that any of the $Q_{90}$, MAM$_7$ and QMNA$_5$ descriptors can be used to similarly characterize low-flow severity. In our entire analysis, we consider the $Q_{90}$ as the threshold to define the low-flow severity in the data set, since this statistics is quite widely used in the literature.

The relation between $Q_{90}/Q_{50}$ and BFI is not very strong and hence it is not presented here. Also the high scattering of the plot made between MAM$_7$ and BFI (not presented here) shows that these two indices represent different characteristics of the low-flow conditions.
2.6. **Low-flow indices and catchment descriptors**

This section investigates the link between climate and catchment descriptors (such as aridity index and catchment geology) with low-flow indices.

2.6.1. **Aridity index (AI)**

Aridity index is the degree of dryness of a climate at a given location and is given as:

\[
\text{AI} = \frac{PE_m}{P_m}
\]

where \( PE_m \) and \( P_m \) are the mean annual potential evapotranspiration (mm) and mean annual precipitation (mm), respectively.

![Figure 2.9: Aridity index vs. low-flow indices](image)

We analysed the correlation between aridity index and low-flow indices such as \( Q_{90} \) and BFI. In **Figure 2.9**, \( Q_{90} \) shows some links with the climatic index, AI. A lower value of \( Q_{90} \) tends to correspond to a higher value of AI, i.e. the aridity index of a region is inversely related to this low-flow index with an \( R^2 \) value of 0.15. Therefore, low AI values mean more sustainable flow condition. But the link between BFI and the aridity index is much weaker.
2.6.2. Catchment geology

As discussed in the previous chapter, catchment geology can have a major role on the flow regime of a river, especially for a sustained flow condition. We used the $Q_{90}$ and BFI values to make a link with catchment geology. The geological composition of catchments in the French river basins is really complicated and hence we considered only the majority of geology for individual catchments. The fluctuation in the range of values of box plots of the quaternary volcanic in Figure 2.10 shows that they have highly varying flow conditions.

![Boxplots of distribution of $Q_{90}$ values of catchments based on their geology](image)

**Figure 2.10:** Boxplots of distribution of $Q_{90}$ values of catchments based on their geology (boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.10 and 0.90 percentiles)

In our data set, catchments with geology of detrital crystalline and clays & sand have comparatively low $Q_{90}$ values which indicate more extreme low flows in those geological conditions.
Figure 2.11: Distribution of BFI values based on geology (boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.10 and 0.90 percentiles)

Figure 2.11 also indicates that catchments with geology of non-carbonates and chalks (see the box plots highlighted with red colour) have comparatively high base-flow contribution which enables a sustainable flow during the low-flow periods (see the box plots highlighted in red colour in Figure 2.10).

2.7. Conclusions

Low-flow indices can provide valuable information on the flow conditions experienced during the dry season. The analysed low-flow measures are FDC ($Q_{90}$, $Q_{50}$), MAM$_7$, QMNA$_5$ and BFI. The detailed analysis of the selected variables shows that $Q_{90}$, MAM$_7$ and QMNA$_5$ represent severe low-flow conditions of a catchment. In the following chapters, we use $Q_{90}$ as the low-flow index to characterise low-flow conditions. $Q_{50}$ is the median flow and the analysis of $Q_{90}$ with respect to $Q_{50}$ gives information about the base-flow contribution to total streamflow. BFI gives an idea about the base-flow response in a catchment similar to $Q_{90}/Q_{50}$ and it can also yield the influence from catchment geology on river low flows.
The analysis of aridity index shows that regions with a high value of AI represent extreme low-flow conditions. Low-flow indices are inversely related to the aridity index of a region. The analyses of catchment geology with low-flow indices ($Q_{90}$ and BFI) showed that catchments with geology of chalks and non-carbonates maintained their flows during the low-flow conditions. Due to the subsurface drainage property of massive limestone, they have high fluctuations in the flow conditions throughout the year.
Part II: Stream low-flow simulation
In the previous part we discussed the characteristics of stream low flows based on the analysis of a set of catchments distributed over France. These low-flow characteristics are used in the coming chapters to differentiate the flow regimes (here our interest is on low flows).

In the present part, we focus on stream low-flow simulation. Part II is divided into two chapters:

- Chapter 3 discusses the selection of criteria to evaluate the low-flow simulation models. Here we proposed a criterion which can better evaluate streamflow simulation in low-flow conditions.

- Chapter 4 presents the stepwise development procedures of a better version of low-flow simulation model by the structural sensitivity analysis.
Chapter 3. Analysis of efficiency criteria suitable for low-flow simulation
Chapter 3. Analysis of efficiency criteria suitable for low-flow simulation

3.1. Introduction

Hydrological modelling aims at understanding and interpreting catchment hydrological behaviour. It is also used to address a number of practical issues, ranging from flood estimation to water resources management and low-flow forecasting. Whatever model is applied, the model user needs appropriate and meaningful indicators informing on the actual capacity of the model.

However, the evaluation of goodness-of-fit is not as straightforward as it may seem at first glance. Of course, model performance can first be evaluated by the visual comparison of the observed and simulated flow hydrographs, but this remains extremely dependent on the evaluator’s experience (Chiew and McMahon, 1993; Houghton-carr, 1999). A more objective way to evaluate model performance is to use numerical criteria, but then the user may get lost in a jungle of potential criteria. Why is the choice so difficult? Several reasons can be put forward:

- Flows vary by several orders of magnitude that may not be equally useful for the modeller;
- Hydrological models often produce heteroscedastic errors, i.e. their variance is not independent of the flow value;
- The range of target flows may vary significantly between evaluation periods;
- The model may be used for different applications, which may require specific criteria.

For these reasons, a large variety of criteria have been proposed and used over the years in hydrological modelling, as shown for example by the lists of criteria given by the ASCE (1993), Dawson et al. (2007), Moriasi et al. (2007) and Reusser et al. (2009). Among these criteria, some are absolute criteria such as the widely used root mean square error, while others are relative criteria (i.e. normalized) such as the Nash and Sutcliffe (1970) efficiency criterion (NSE). In the latter, model errors are compared to the errors of a reference or benchmark model (Seibert, 2001; Perrin et al., 2006). This provides a useful quantification of
model performance in that it indicates to which extent the model is better (or worse) than the benchmark. It also facilitates the comparison of performance between catchments. For more on the significance of ranges of values of the $NSE$, please refer to Hall (2001).

However, the choice of a benchmark is difficult: different benchmarks are more or less demanding (and thus the comparison more or less informative) depending on the type of hydrological regime or the type of model application. This sometimes makes it difficult to interpret the relative criteria and a bit puzzling for an inexperienced end–user, who may simply want to know whether the model can be considered as "good", "acceptable" or "bad". Actually, there is no single criterion that can evaluate model performance in all cases (Jain and Sudheer, 2008). Many authors use several criteria simultaneously (see e.g. Efstratiadis and Koutsoyiannis (2010) for a review in the context of multi–objective calibration), but a discussion of these approaches is not within the scope of this study.

The merits and drawbacks of several efficiency criteria have already been discussed and debated in the literature, as well as the links between them. The Nash–Sutcliffe efficiency criterion has probably received the most attention (Garrick et al., 1978; Houghton-carr, 1999; McCuen et al., 2006; Schaeffli and Gupta, 2007; Clarke, 2008; Gupta et al., 2009; Moussa, 2010; Gupta and Kling, 2011). Like many other criteria based on the mean model square error, this criterion is known to put greater emphasis on high flows when calculated on a continuous simulation. Although it was shown to have several limitations (such as its sensitivity to the hydrological regime, sample size or outliers), it remains a valuable and popular means to evaluate models for high–flow simulation.

Comparatively little work has been carried out on the meaning and interpretation of the criteria used to evaluate models in low–flow conditions. The following section summarizes the existing studies.

### 3.2. Criteria used for the evaluation of low–flow simulation

Table 3.1 lists some of the studies discussing performance criteria able to judge low–flow simulations. Note that the various criteria formulations listed here depend on at least three factors:
Table 3.1: Studies that used criteria to evaluate low-flow simulation quality

<table>
<thead>
<tr>
<th>Reference</th>
<th>Low flow statistics</th>
<th>Residual errors</th>
<th>Standard deviation</th>
<th>Bias</th>
<th>Coef. of determination</th>
<th>Nash–Sutcliffe coefficient (all transforms)</th>
<th>Coeff. of variation</th>
<th>Log MSE</th>
<th>Relative efficiency</th>
<th>Index of agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiew et al. (1993)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ye et al. (1998)</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Houghton–Carr (1999)</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Krause et al. (2005)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oudin et al. (2006)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jain and Sudheer (2008)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>de Vos et al. (2010)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

- **Calculation period:**

Instead of calculating criteria only over the low–flow periods (which generally requires the subjective choice of a low–flow threshold), most of the existing criteria calculate model errors over the entire test period. Thus, they give some weight to the errors in low–flow as well as to the errors in high–flow conditions.

- **Target variable:**

The second major aspect in calculating criteria is the choice of a target variable. Some authors (e.g. Houghton-Carr, 1999) appeal to statistical measures classically used to characterize low flows, such as the base–flow index, a percentile of the flow duration curve (FDC) or some minimum accumulated flows over a continuous period (e.g. 7 days). By calculating the ratio between the simulated and observed values, a relative efficiency criterion is obtained. These criteria are very useful when studies focus on specific aspects of low flows. However, one may also continue calculating the sum of errors over the entire test period, provided that the
appropriate transformation on flows is used (Box and Cox, 1964; Chiew et al., 1993). This transformation helps put more weight on low flows. The root square or the logarithms are among the most widely used transformations on low–flow values. For example, Houghton–Carr (1999), Oudin et al. (2006), Jain and Sudheer (2008) and de Vos et al. (2010) used the sum of squared residuals calculated on the logarithms of flow values in order to reduce the biasing towards peak flows. Chiew et al. (1993) used the root squared transform to evaluate the model’s performance in low–flow conditions. Krause et al. (2005) proposed using a relative variable as the ratio between simulation and observation, and calculated the distance of this variable from 1. Le Moine (2008) discussed a generalization of these transformations as a power law transformation with positive or negative exponents and proposed a family of squared criteria based on the power transformation of flows, defined by:

\[ RMSE(\lambda) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Q_i^\lambda - \hat{Q}_i^\lambda)^2} \]

Eq. 3.1

where \( \lambda \) is the power of the flow transformation, \( n \) is the number of time steps and \( Q_i \) and \( \hat{Q}_i \) are the observed and simulated flows, respectively, at time step \( i \). \( \lambda \) is not necessarily an integer and can take positive and negative values. When \( \lambda \) tends towards zero, the transformation tends towards the logarithm transformation. As noted by Le Moine (2008), low and high values of \( \lambda \) will tend to emphasize the model errors on the minimum and maximum flow values, respectively. For example, Chiew et al. (1993) had used a value of \( \lambda \) equal to 0.2 to give more emphasis on low flows.

- **Error normalization:**

Another aspect that differs between criteria is the type of error used and the way model error is normalized. Most of the criteria are based on the squared residuals, but absolute errors can also be considered. A power of these absolute errors may also be used (see e.g. Krause et al., 2005). In terms of model error normalization, most of the efficiency indexes use the form of the NSE. Willmott (1984) proposed the index of agreement as another way to normalize model square error, by dividing it by the potential error.
3.2.1. Are existing criteria appropriate to evaluate low-flow simulations?

Only a few authors have discussed the suitability of the variety of existing criteria to evaluate low-flow simulations. Oudin et al. (2006) compared several objective functions and concluded that the square root transformation provides an all-purpose efficiency measure, not specifically focusing on low flows. Analysing several efficiency indices, Krause et al. (2005) showed that some criteria are closely related while others show very different patterns. They advised using the relative efficiency index for the evaluation of low-flow simulations, noting that the logarithm transformation on flows provides a higher sensitivity to low flows, although they indicate that this criterion remains sensitive to high flows.

Actually, the impact of flow transformations significantly changes the way the hydrograph and model errors are considered in criteria, as shown by Le Moine (2008). This is illustrated in Figure 3.1 in the case of natural, root square and logarithmic transformed flows.

Figure 3.1 shows the series of flow values and model errors as well as the cumulated quadratic error (to facilitate the comparison between graphs, all series were normalized by the maximum value in the series, thus providing values ranging between 0 and 1). Figure 3.1 illustrates the significant differences between transformations and the resulting error values: indeed, the part of the hydrograph that produces most of the errors strongly depends on the transformation chosen. Hence, a detailed analysis of power law transformations is needed and will be discussed in section 3.5.6.
3.3. Scope of the study

The present work intends to complement previous studies by objectively identifying which criteria are best suited for the evaluation of low–flow simulations using actually observed data. The two main objectives are listed below:
• First, we wish to discuss the links between the criteria used or proposed to evaluate low–flow simulations.

• Second, we wish to better understand which part of the hydrograph most influences the various criteria used for the evaluation of low–flow simulations.

To meet these objectives, we will evaluate various criteria, mainly pertaining to the family of criteria proposed by Le Moine (2008) in the form of the Nash–Sutcliffe efficiency index. They will be compared to other criteria proposed in the literature for low–flow evaluation on a large set of catchments showing various low–flow characteristics. We will restrict this analysis to (i) the case of non-dimensional criteria (i.e. relative criteria in which the model error is normalized), and (ii) deterministic low–flow simulations. Although several authors recently questioned the relevance of deterministic predictions in an information theory perspective (Weijs et al., 2010), the criteria for the evaluation of probabilistic low–flow predictions are not within the scope of this study (see e.g. Laio and Tamea (2007), Bartholmes et al. (2009), Boucher et al. (2009), Ramos et al. (2010) or Randrianasolo et al. (2010) for discussions on this issue). Last, we will not discuss the issue of model calibration (i.e. the choice of objective function), but concentrate on the evaluation of simulations only.

The next section presents the methodology used in this study. Then the results are detailed and discussed before the concluding remarks.

### 3.4. Models and evaluation methodology

#### 3.4.1. Hydrological models

The tests were carried out using two continuous lumped rainfall–runoff models: the four–parameter GR4J model (Perrin et al., 2003) and a six–parameter version of the MORDOR model (Garçon, 1999; Mathevet, 2005) called MORD hereafter to avoid confusion with the original model. These models are quite widely used in France for operational purposes. Schematic diagrams of model structures are shown in Figure 3.2. For detailed descriptions of the models, please refer to Andréassian et al. (2006b). Here, models were used in the same conditions, i.e. they were fed exactly with the same rainfall and potential evapotranspiration inputs.
Catchment size is indeed quite variable on our catchment set (5.3 to 9423 km²). The two models used in this study are lumped. Our experience with lumped models is that catchment size is not a strong limitation to apply this type of models. Actually, we noticed on large data sets that the probability of model failure on large catchments is much lower than on small catchments. This pattern is illustrated in Figure 3.3 for the GR4J model tested on the catchment set used in our study. We drew box plots of efficiencies for the $NSE_Q$ criterion as a function of catchment size. Each of the ten box plots is built on one tenth of the catchments. We can see that there is an increasing trend in the median values as catchment size increases. We can also see that there is also an increasing trend in the lower percentiles, indicating a lower probability of the model to get bad efficiencies; a similar behaviour is observed with the MORD model. This can be related to the results presented by Merz et al. (2009) who applied a hydrological model (with semi–distributed inputs but lumped parameters) to 269 Austrian catchments ranging in size from 10 to 130,000 km². They concluded that model efficiency tends to increase over the scale range of 10 to 10,000 km².
Note that the two models simulate the low flows in a quite different manner: in the GR4J model, low flows are generated by the percolation from the soil moisture store (S), outflow from the routing store (R) and the groundwater exchange function (F) (which simulates possible interactions with deep aquifers or surrounding catchments). However, in MORD, low flows are produced by two routing stores (L and N) (Figure 3.2).

The models' parameters were calibrated using a two–step search procedure (a prior gross inspection of the parameter space to identify the most likely zone of convergence, followed by a local search algorithm). This approach proved efficient for these parsimonious models compared to more complex search algorithms (Edijatno et al., 1999; Mathevet, 2005). As an objective function for calibration, we used the root mean squared error calculated on root square flows, which was found by Oudin et al. (2006) to be a good compromise for an all–purpose model (not giving too much emphasis to low or high flows). The performances of the GR4J model for different objective functions are presented in Appendix A and are in agreement with the previous studies.


3.4.2. Testing scheme

This section describes the method used to evaluate criteria. The split sample testing scheme proposed by Klemes (1986) was used to evaluate model performance. For each catchment, the period where rainfall, PE and flow data were available (at most 1970–2006) was split into two halves (P1 and P2) of similar length, alternatively used for model calibration and validation. It means that for each catchment and each tested model, two calibrations and two validations were systematically performed. The first year of each test period was used for model warm-up. To avoid initialization problems for catchments with long-term memories, five years of warm-up were considered in addition to the 1–year warm-up period: they were either the five years of observed data preceding the test period when available, or a mean year repeated five times otherwise. In this study, only performance in validation was considered to evaluate models.

3.4.3. Criteria analysed

The analysis was carried out on the criteria detailed in Table 3.2:

- The first five criteria represent different Nash–Sutcliffie efficiencies calculated on flows ($NSE_Q$), root squared flows ($NSE_{sqrt(Q)}$), logarithmic transformed flows ($NSE_{ln(Q)}$), inverse flows ($NSE_iQ$) and relative flows ($NSE_rQ$). $NSE_{iQ}$ is not commonly used in the literature and was suggested by Le Moine (2008). The comparison of these criteria will provide information on the effect of prior flow transformation.

- $NSE_{uT}$ is the $NSE$ calculated under a threshold taken equal to the 0.9 percentile of the observed flow duration curve of the test period (other thresholds could obviously be considered). Compared to the previous criteria, $NSE_{uT}$ is calculated only on one-tenth of the time steps corresponding to the lowest observed flows and will provide information on the use of a threshold.

- $IA_{rel}$ is the relative index of agreement proposed by Krause et al. (2005). Here, the normalization of the error is different from the one made in the $NSE$.

- $B_{uT}$ is the bias under the same threshold as for $NSE_{uT}$ (0.9 flow percentile). Contrary to the previous criteria that are all based on the squared error, $B_{uT}$ is based on the cumulative error and will indicate the error of water balance in low-flow conditions.
• Last, \( RLFD_{uT} \) is the flow deficit under the low–flow threshold (0.9 flow percentile).

The formulation of \( RLFD_{uT} \) is similar to that of \( B_{uT} \) and indicates the error of the water deficit in low–flow conditions based on the threshold.

As these criteria have no lower bounds, they may take strongly negative values in case of model failure. These individual values can severely impact the calculation of statistical moments of the set of criteria (e.g. the mean value). To avoid this bias, we used the mathematical transformation proposed by Mathevet et al. (2006), in which the range of variation of the transformed criterion is \([-1;1]\) instead of \([-\infty;1]\). The transformation is given by:

\[
C^* = \frac{C}{2 - C}
\]

where \( C^* \) is the transformed criterion and \( C \) is the initial one. In addition to solving the problem of extreme negative values, the 0 and 1 values remain the same: \( C^* = 0 \) for \( C = 0 \) and \( C^* = 1 \) for \( C = 1 \), hence keeping the same interpretation relative to the benchmark. Note that for \( C > 0 \), \( C^* \) will be lower than \( C \) and the reverse for \( C < 0 \).

In the next sections, we will use the notations \( NSE^*_Q \), \( NSE^*_\sqrt{Q} \), \( NSE^*_\ln Q \), ..., \( RLFD^*_uT \) for the bounded versions of the criteria listed in Table 3.2.

Note that for some criteria (e.g. \( NSE^*_\ln Q \) and \( NSE^*_iQ \)), it is not mathematically possible to compute the transformed flow values when simulated or observed flows equal zero. However, these time steps should not be ignored during model evaluation, or else it could result in an overly optimistic assessment of model performance. To avoid this, one can add a small quantity to the flow value before computing its transformation. It can be, for example, a small fraction of the mean observed flow over the test period. In the following, \( \varepsilon \) will be set at one hundredth of the mean flow, but the choice of this value will be further discussed in section 3.5.5. Note that the same comment applies to all criteria derived from Eq. 3.1 with negative \( \lambda \) values.
Table 3.2: Selection of evaluation criteria and their corresponding formulation and specific values ($Q_i$ and $\hat{Q}_i$ are the observed and simulated flows, respectively, $n$ the total number of time steps, $T$ a low-flow threshold (here $T = Q_{\text{ao}}$), $\overline{Q}$ the mean of $Q$, and $\varepsilon$ a small constant)

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Usual name</th>
<th>Reference</th>
<th>Mathematical formulation</th>
<th>Range of values</th>
<th>Value of perfect agreement</th>
<th>Target variable</th>
<th>Benchmark model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NSE_Q$</td>
<td>NSE calculated on flows</td>
<td>Nash and Sutcliffe (1970)</td>
<td>$1 - \frac{\sum_{i=1}^{n} (Q_i - \hat{Q}<em>i)^2}{\sum</em>{i=1}^{n} (Q_i - \overline{Q})^2}$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$Q$</td>
<td>$\overline{Q}$</td>
</tr>
<tr>
<td>$NSE_{\text{wq}}$</td>
<td>NSE calculated on root squared transformed flows</td>
<td>Oudin et al. (2006)</td>
<td>$1 - \frac{\sum_{i=1}^{n} (\sqrt{Q_i} - \sqrt{\hat{Q}<em>i})^2}{\sum</em>{i=1}^{n} (\sqrt{Q_i} - \sqrt{Q})^2}$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$\sqrt{Q}$</td>
<td>$\sqrt{Q}$</td>
</tr>
<tr>
<td>$NSE_{\text{logq}}$</td>
<td>NSE calculated on log transformed flows</td>
<td>Oudin et al. (2006)</td>
<td>$1 - \frac{\sum_{i=1}^{n} \frac{1}{n} \left( \ln(Q_i + \varepsilon) - \ln(\hat{Q}<em>i + \varepsilon) \right)^2}{\sum</em>{i=1}^{n} \frac{1}{n} \left( \ln(Q_i + \varepsilon) - \ln(Q + \varepsilon) \right)^2}$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$\ln(Q + \varepsilon)$</td>
<td>$\ln(Q + \varepsilon)$</td>
</tr>
<tr>
<td>$NSE_{\text{invq}}$</td>
<td>NSE calculated on inverse transformed flows</td>
<td>Le Moine (2008)</td>
<td>$1 - \frac{\sum_{i=1}^{n} \frac{1}{n} \left( \frac{1}{Q_i + \varepsilon} - \frac{1}{\hat{Q}<em>i + \varepsilon} \right)^2}{\sum</em>{i=1}^{n} \frac{1}{n} \left( \frac{1}{Q + \varepsilon} - \frac{1}{Q_i + \varepsilon} \right)^2}$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$\frac{1}{Q_i + \varepsilon}$</td>
<td>$\frac{1}{(Q_i + \varepsilon)}$</td>
</tr>
<tr>
<td>$NSE_{\text{relq}}$</td>
<td>NSE calculated on relative flows</td>
<td>Krause et al. (2005)</td>
<td>$1 - \frac{\sum_{i=1}^{n} \left( Q_i - \hat{Q}<em>i \right) / (Q_i + \varepsilon) \right)^2}{\sum</em>{i=1}^{n} \left( Q_i - \overline{Q} \right) / (Q_i + \varepsilon) \right)^2$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$\frac{Q_i}{\overline{Q}}$</td>
<td>1</td>
</tr>
<tr>
<td>$NSE_{\text{ut}}$</td>
<td>NSE calculated under low-flow threshold</td>
<td></td>
<td>$1 - \frac{\sum_{i\in{Q_i &lt; Q_{\text{ao}}}} \left( Q_i - \hat{Q}<em>i \right)^2}{\sum</em>{i\in{Q_i &lt; Q_{\text{ao}}}} (Q_i - \overline{Q})^2}$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$Q &lt; Q_{\text{ao}}$</td>
<td>$\overline{Q}$</td>
</tr>
<tr>
<td>$IA_{\text{ao}}$</td>
<td>Relative index of agreement</td>
<td>Krause et al. (2005)</td>
<td>$1 - \frac{\sum_{i=1}^{n} \left( Q_i - \hat{Q}<em>i \right) / (\overline{Q} - \hat{Q}) \right)^2}{\sum</em>{i=1}^{n} \left( Q_i - \overline{Q} \right) / (\overline{Q} - \hat{Q}) \right)^2}$</td>
<td>$[-\infty, 1]$</td>
<td>1</td>
<td>$\frac{Q_i}{\overline{Q}}$</td>
<td>$\overline{Q}$</td>
</tr>
<tr>
<td>$B_{\text{ut}}$</td>
<td>Bias under low-flow threshold</td>
<td></td>
<td>$1 - \frac{\sum_{i\in{Q_i &lt; Q_{\text{ao}}}} \hat{Q}<em>i \left( \frac{1}{n} \sum</em>{i\in{Q_i &lt; Q_{\text{ao}}}} \hat{Q}<em>i \right)}{\sum</em>{i\in{Q_i &lt; Q_{\text{ao}}}} Q_i \left( \frac{1}{n} \sum_{i\in{Q_i &lt; Q_{\text{ao}}}} Q_i \right)}$</td>
<td>$[-\infty, 1]$</td>
<td>0</td>
<td>$Q_i &lt; Q_{\text{ao}}$</td>
<td>--</td>
</tr>
<tr>
<td>$RLFD_{\text{ut}}$</td>
<td>Ratio of Low-flow deficit</td>
<td></td>
<td>$1 - \frac{\sum_{i\in{Q_i &lt; Q_{\text{ao}}}} \text{Max}(0, T - \hat{Q}<em>i)}{\sum</em>{i\in{Q_i &lt; Q_{\text{ao}}}} (T - Q_i)}$</td>
<td>$[-\infty, 1]$</td>
<td>0</td>
<td>$T - Q_i$</td>
<td>--</td>
</tr>
</tbody>
</table>
3.4.4. Approach for criterion analysis

The main objective of this study was to determine which criteria were actually the best adapted to the evaluation of low flows, by an objective analysis on a large set of catchments presented in Chapter 2. To this aim, we identified the part of the hydrograph bearing most of the total model error. The procedure adopted is as follows:

Rank daily flow values over the study period by decreasing order. For each of them, the corresponding model squared error term $SE$ can be computed.

Compute the empirical cumulative frequency, $k/N$, with $k$ the rank of the flow value and $N$ is the total number of time steps.

Compute the weighted empirical cumulative frequency by using the values of errors $SE$ as weights $w$. The weighted cumulative frequency for the $k^{th}$ flow is therefore given by the ratio between the accumulated error for the $k$ smallest flows and the total error ($SSE$) over the $N$ time steps:

$$F_k = \frac{\sum_{i=1}^{k} w_i}{\sum_{i=1}^{N} w_i} = \frac{\sum_{i=1}^{k} SE_i}{\sum_{i=1}^{N} SE_i}$$  \hspace{1cm} \text{Eq. 3.3}

Summarize the weighted cumulative distribution as a box plot showing the flow percentiles of exceedance: 0.05, 0.25, 0.50, 0.75 and 0.95.

Transform back these flow percentiles into percentiles of the flow duration curve. The range between the 0.05 and 0.95 percentiles gives a 90% confidence interval of the range of observed flows contributing the most to the total model error.

An example of weighted and non-weighted distributions and the results of steps 4 and 5 above are illustrated in Figure 3.4. Figure 3.4 clearly explains the derivation of box plot from the distribution of weighted flows for squared errors to the flow duration curve (non-weighted flows) for the Moselle River at Custines for a period of 1980 to 1981. For the same example, Figure 3.5 illustrates flow values in the hydrograph that contributes most of the model error. In Figure 3.5, the darker the observation, the larger the contribution of this time steps to the total model error.
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Boxplot of weighted flows

Resulting boxplot within initial FDC

Figure 3.4: Example of derivation of box plots from the distribution of weighted flows (here weights are the squared errors) to the flow duration curve (distribution of non-weighted flows). The same example as in Figure 3.1 is used here (Period: 01/01/1980 – 31/12/1981)

This was done for each criterion and for each catchment. The resulting box plots can be compared between catchments. We did not analyse the results for each catchment individually, but for the whole catchment set to obtain more general conclusions. To this aim, we will draw a "master" box plot, in which each percentile shown will correspond to the median value of the same percentiles of all the box plots computed over the catchment set. An illustration of the derivation of the master box plot is presented in Figure 3.6.
Figure 3.5: Illustration of flow values that contribute the most of the total model error. The error considered here is the square error calculated on flows. The darker the dots, the larger the contribution to the total error. Horizontal dashed lines correspond to the percentiles of the box plot shown in Figure 3.4.

Figure 3.6: Schematic representation of the derivation of master box plot which summarizes the behaviour of a given criterion over the entire catchment set (M stands for the total number of catchments)
3.5. Results and discussion

This section first presents the distributions of the efficiency criteria over the data set and then analyses their interdependency and their behaviour in terms of dependence to low–flow values. This leads to a selection of criteria for the evaluation of low–flow simulation.

3.5.1. Overall efficiency distribution

Figure 3.7 shows the box plots of the distributions of efficiency values for the entire catchment set and for the nine criteria. The two models show quite similar behaviours.

![Box plots of efficiency criteria for GR4J and MORD models](image)

The $NSE_{uT}^*$ ($NSE$ calculated under 0.9 exceedance flow percentile) exhibits very different behaviour from the other criteria. Its values mostly lie between −1 and 0. This indicates that on most catchments, the two models used are not better than the benchmark that provides the mean observed value under the threshold as the simulation. Although this result is a bit disappointing, it should be remembered that the variability of flow values in these conditions
is limited, so that the benchmark is already a model that is difficult to equal (even if a constant flow is not perfect in terms of dynamics, it is already quite good). Besides, the benchmark is by construction perfect in terms of water balance, which means that no model can be better (see e.g. Perrin et al., 2006). Therefore, although they are clear in terms of the level of performance provided by the models, these mostly negative values make the criteria difficult to interpret: the benchmark is probably too demanding in this case. The distributions of the other efficiency criteria show a much larger share of positive values (Figure 3.7).

This variety of efficiency ratings obtained with the different criteria comes clearly from the differences in criteria formulations that put more or less emphasis on different parts of the hydrograph. This indicates that the tendency of modellers to declare that a model is "bad" or "good" based on the interpretation of relative efficiency criteria is often dangerous: it would be more rigorous to always refer to the benchmark used to say to what extent the model is "worse" or "better" than this benchmark.

### 3.5.2. Criteria interdependency

To analyse the possible interdependency between criteria, we drew scatter plots of pairs of criteria over the catchment set. The scatter diagrams for the possible combinations of criteria are presented in Table 3.3 and Table 3.5 for the GR4J and MORD models, respectively (note that patterns in scatter diagrams were similar for the two models tested, which indicates that they are not model–specific). In order to clarify the scatter plots, the corresponding Spearman correlation coefficients of the plots for both the models are presented in Table 3.4 and Table 3.6. The scatter plots of $NSE_Q^*$ vs $NSE_{\sqrt{Q}}^*$, $NSE_{\sqrt{Q}}^*$ vs $NSE_{\ln Q}^*$, and $NSE_{rQ}^*$ vs $IA_{rel}^*$ illustrate that there is a significant relation between these pairs of criteria. It means that they provide similar information on model efficiency. The relation between $NSE_{rQ}^*$ and $IA_{rel}^*$ could be expected since these criteria are based on the same model error and differ only in their normalization. The larger scatter between $NSE_{\ln Q}^*$ and $NSE_Q^*$ shows that the log transformation substantially changes the information contained in the $NSE_Q$ criterion. This is even more obvious when looking at the absence of relationships between $NSE_Q^*$, and $NSE_{\ln Q}^*$ and $NSE_{rQ}^*$ on the peak values. For the remaining pairs of criteria, the relationships are generally weak, indicating that they probably provide complementary information.
Table 3.3: Scatter plots of pairs of criteria on the 940-catchment set for the GR4J in validation

<table>
<thead>
<tr>
<th>$\text{NSE}_{\sqrt{Q}}^*$</th>
<th>$\text{NSE}_{\ln Q}^*$</th>
<th>$\text{NSE}_{iQ}^*$</th>
<th>$\text{NSE}_{uT}^*$</th>
<th>$\text{IA}_{rel}^*$</th>
<th>$B_{uT}^*$</th>
<th>$\text{RLFD}_{uT}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{NSE}_{Q}^*$</td>
<td><img src="image1.png" alt="Plot" /></td>
<td><img src="image2.png" alt="Plot" /></td>
<td><img src="image3.png" alt="Plot" /></td>
<td><img src="image4.png" alt="Plot" /></td>
<td><img src="image5.png" alt="Plot" /></td>
<td><img src="image6.png" alt="Plot" /></td>
</tr>
<tr>
<td>$\text{NSE}_{\sqrt{Q}}^*$</td>
<td><img src="image7.png" alt="Plot" /></td>
<td><img src="image8.png" alt="Plot" /></td>
<td><img src="image9.png" alt="Plot" /></td>
<td><img src="image10.png" alt="Plot" /></td>
<td><img src="image11.png" alt="Plot" /></td>
<td><img src="image12.png" alt="Plot" /></td>
</tr>
<tr>
<td>$\text{NSE}_{\ln Q}^*$</td>
<td><img src="image13.png" alt="Plot" /></td>
<td><img src="image14.png" alt="Plot" /></td>
<td><img src="image15.png" alt="Plot" /></td>
<td><img src="image16.png" alt="Plot" /></td>
<td><img src="image17.png" alt="Plot" /></td>
<td><img src="image18.png" alt="Plot" /></td>
</tr>
<tr>
<td>$\text{NSE}_{iQ}^*$</td>
<td><img src="image19.png" alt="Plot" /></td>
<td><img src="image20.png" alt="Plot" /></td>
<td><img src="image21.png" alt="Plot" /></td>
<td><img src="image22.png" alt="Plot" /></td>
<td><img src="image23.png" alt="Plot" /></td>
<td><img src="image24.png" alt="Plot" /></td>
</tr>
<tr>
<td>$\text{NSE}_{uT}^*$</td>
<td><img src="image25.png" alt="Plot" /></td>
<td><img src="image26.png" alt="Plot" /></td>
<td><img src="image27.png" alt="Plot" /></td>
<td><img src="image28.png" alt="Plot" /></td>
<td><img src="image29.png" alt="Plot" /></td>
<td><img src="image30.png" alt="Plot" /></td>
</tr>
<tr>
<td>$\text{IA}_{rel}^*$</td>
<td><img src="image31.png" alt="Plot" /></td>
<td><img src="image32.png" alt="Plot" /></td>
<td><img src="image33.png" alt="Plot" /></td>
<td><img src="image34.png" alt="Plot" /></td>
<td><img src="image35.png" alt="Plot" /></td>
<td><img src="image36.png" alt="Plot" /></td>
</tr>
<tr>
<td>$B_{uT}^*$</td>
<td><img src="image37.png" alt="Plot" /></td>
<td><img src="image38.png" alt="Plot" /></td>
<td><img src="image39.png" alt="Plot" /></td>
<td><img src="image40.png" alt="Plot" /></td>
<td><img src="image41.png" alt="Plot" /></td>
<td><img src="image42.png" alt="Plot" /></td>
</tr>
</tbody>
</table>

Table 3.4: The Spearman correlation coefficient for the criteria corresponding to the plots in Table 3.3

<table>
<thead>
<tr>
<th>$\text{NSE}_{\sqrt{Q}}^*$</th>
<th>$\text{NSE}_{\ln Q}^*$</th>
<th>$\text{NSE}_{iQ}^*$</th>
<th>$\text{NSE}_{uT}^*$</th>
<th>$\text{IA}_{rel}^*$</th>
<th>$\text{RLFD}_{uT}^*$</th>
<th>$B_{uT}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{NSE}_{Q}^*$</td>
<td>0.95</td>
<td>0.79</td>
<td>0.26</td>
<td>0.48</td>
<td>0.43</td>
<td>0.44</td>
</tr>
<tr>
<td>$\text{NSE}_{\sqrt{Q}}^*$</td>
<td>0.90</td>
<td>0.33</td>
<td>0.51</td>
<td>0.40</td>
<td>0.46</td>
<td>0.23</td>
</tr>
<tr>
<td>$\text{NSE}_{\ln Q}^*$</td>
<td>0.65</td>
<td>0.50</td>
<td>0.44</td>
<td>0.48</td>
<td>0.24</td>
<td>0.37</td>
</tr>
<tr>
<td>$\text{NSE}_{iQ}^*$</td>
<td>0.19</td>
<td>0.42</td>
<td>0.21</td>
<td>0.10</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>$\text{NSE}_{uT}^*$</td>
<td>0.51</td>
<td>0.95</td>
<td>0.80</td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\text{IA}_{rel}^*$</td>
<td>0.43</td>
<td>0.60</td>
<td>0.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B_{uT}^*$</td>
<td>0.73</td>
<td>0.11</td>
<td>0.29</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.5: Scatter plots of pairs of criteria on the 940–catchment set for the MORD in validation

<table>
<thead>
<tr>
<th>Criteria</th>
<th>NSE\textsubscript{\text{sqrtQ}}</th>
<th>NSE\textsubscript{\text{lnQ}}</th>
<th>NSE\textsubscript{iQ}</th>
<th>NSE\textsubscript{rQ}</th>
<th>NSE\textsubscript{uT}</th>
<th>IA\textsubscript{rel}</th>
<th>B\textsubscript{uT}</th>
<th>RLFD\textsubscript{uT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{NSE}_Q)</td>
<td><img src="image1" alt="Plot" /></td>
<td><img src="image2" alt="Plot" /></td>
<td><img src="image3" alt="Plot" /></td>
<td><img src="image4" alt="Plot" /></td>
<td><img src="image5" alt="Plot" /></td>
<td><img src="image6" alt="Plot" /></td>
<td><img src="image7" alt="Plot" /></td>
<td><img src="image8" alt="Plot" /></td>
</tr>
<tr>
<td>(\text{NSE}_{\text{sqrtQ}})</td>
<td><img src="image9" alt="Plot" /></td>
<td><img src="image10" alt="Plot" /></td>
<td><img src="image11" alt="Plot" /></td>
<td><img src="image12" alt="Plot" /></td>
<td><img src="image13" alt="Plot" /></td>
<td><img src="image14" alt="Plot" /></td>
<td><img src="image15" alt="Plot" /></td>
<td><img src="image16" alt="Plot" /></td>
</tr>
<tr>
<td>(\text{NSE}_{\text{lnQ}})</td>
<td><img src="image17" alt="Plot" /></td>
<td><img src="image18" alt="Plot" /></td>
<td><img src="image19" alt="Plot" /></td>
<td><img src="image20" alt="Plot" /></td>
<td><img src="image21" alt="Plot" /></td>
<td><img src="image22" alt="Plot" /></td>
<td><img src="image23" alt="Plot" /></td>
<td><img src="image24" alt="Plot" /></td>
</tr>
<tr>
<td>(\text{NSE}_{iQ})</td>
<td><img src="image25" alt="Plot" /></td>
<td><img src="image26" alt="Plot" /></td>
<td><img src="image27" alt="Plot" /></td>
<td><img src="image28" alt="Plot" /></td>
<td><img src="image29" alt="Plot" /></td>
<td><img src="image30" alt="Plot" /></td>
<td><img src="image31" alt="Plot" /></td>
<td><img src="image32" alt="Plot" /></td>
</tr>
<tr>
<td>(\text{NSE}_{rQ})</td>
<td><img src="image33" alt="Plot" /></td>
<td><img src="image34" alt="Plot" /></td>
<td><img src="image35" alt="Plot" /></td>
<td><img src="image36" alt="Plot" /></td>
<td><img src="image37" alt="Plot" /></td>
<td><img src="image38" alt="Plot" /></td>
<td><img src="image39" alt="Plot" /></td>
<td><img src="image40" alt="Plot" /></td>
</tr>
<tr>
<td>(\text{NSE}_{uT})</td>
<td><img src="image41" alt="Plot" /></td>
<td><img src="image42" alt="Plot" /></td>
<td><img src="image43" alt="Plot" /></td>
<td><img src="image44" alt="Plot" /></td>
<td><img src="image45" alt="Plot" /></td>
<td><img src="image46" alt="Plot" /></td>
<td><img src="image47" alt="Plot" /></td>
<td><img src="image48" alt="Plot" /></td>
</tr>
<tr>
<td>IA\textsubscript{rel}</td>
<td><img src="image49" alt="Plot" /></td>
<td><img src="image50" alt="Plot" /></td>
<td><img src="image51" alt="Plot" /></td>
<td><img src="image52" alt="Plot" /></td>
<td><img src="image53" alt="Plot" /></td>
<td><img src="image54" alt="Plot" /></td>
<td><img src="image55" alt="Plot" /></td>
<td><img src="image56" alt="Plot" /></td>
</tr>
<tr>
<td>B\textsubscript{uT}</td>
<td><img src="image57" alt="Plot" /></td>
<td><img src="image58" alt="Plot" /></td>
<td><img src="image59" alt="Plot" /></td>
<td><img src="image60" alt="Plot" /></td>
<td><img src="image61" alt="Plot" /></td>
<td><img src="image62" alt="Plot" /></td>
<td><img src="image63" alt="Plot" /></td>
<td><img src="image64" alt="Plot" /></td>
</tr>
</tbody>
</table>

Table 3.6: The Spearman correlation coefficient for the criteria corresponding to the plots in Table 3.5

<table>
<thead>
<tr>
<th>Criteria</th>
<th>NSE\textsubscript{\text{sqrtQ}}</th>
<th>NSE\textsubscript{\text{lnQ}}</th>
<th>NSE\textsubscript{iQ}</th>
<th>NSE\textsubscript{rQ}</th>
<th>NSE\textsubscript{uT}</th>
<th>IA\textsubscript{rel}</th>
<th>RLFD\textsubscript{uT}</th>
<th>B\textsubscript{uT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSE\textsubscript{\text{sqrtQ}}</td>
<td>0.95</td>
<td>0.83</td>
<td>0.41</td>
<td>0.46</td>
<td>0.38</td>
<td>0.41</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td>NSE\textsubscript{\text{lnQ}}</td>
<td>0.93</td>
<td>0.45</td>
<td>0.47</td>
<td>0.33</td>
<td>0.42</td>
<td>0.21</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>NSE\textsubscript{iQ}</td>
<td>0.69</td>
<td>0.57</td>
<td>0.40</td>
<td>0.52</td>
<td>0.30</td>
<td>0.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSE\textsubscript{rQ}</td>
<td>0.48</td>
<td>0.50</td>
<td>0.45</td>
<td>0.45</td>
<td>0.38</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSE\textsubscript{uT}</td>
<td>0.53</td>
<td>0.96</td>
<td>0.83</td>
<td>0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IA\textsubscript{rel}</td>
<td>0.45</td>
<td>0.63</td>
<td>0.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RLFD\textsubscript{uT}</td>
<td>0.76</td>
<td>0.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B\textsubscript{uT}</td>
<td>0.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.5.3. Analysis of model error terms

As explained in section 3.4.4, we built master box plots over the entire set of catchments for the nine efficiency criteria to try to identify from which part of the flow duration curve most of the model error comes on average. Here again, the results show similar patterns for the two simulation models, indicating that they are not highly model-dependent. The results are shown in Figure 3.8. A brief content in Figure 3.8 is discussed below.

![Figure 3.8: Master box plot obtained over the entire catchment set for the GR4J and MORD models (each flow percentile of exceedance corresponds to the median of this percentile over all the box plots obtained on each catchment of the entire set)](image)

As could be expected for $NSE_Q^*$ given the past analyses on this criterion, 90% of the model error accumulates below the 20$^{th}$ percentile of the FDC. This confirms the bias of $NSE_Q^*$ towards high flows and strongly supports the suitability of $NSE_Q^*$ for the evaluation of model performance on flood events.

The box plots for the $NSE_{\sqrt{Q}}^*$, $NSE_{lnQ}^*$, and $NSE_Q^*$ criteria show that the transformations with decreasing power (root square, logarithm, inverse) progressively put more emphasis on
low flows. The inverse transformation seems the most appropriate if one wishes to concentrate on the very low flows, i.e. roughly the 20% lowest flows in the hydrograph. The box plots for $\text{NSE}_{rQ}$ and $\text{IA}_{rel}$ are similar. Ironically, $\text{NSE}_{\text{in}Q}$ did not show clear links with $\text{NSE}_{rQ}$ and $\text{IA}_{rel}$, but these criteria seem to concentrate on similar parts of the hydrograph, with a stronger emphasis on low flows. $\text{NSE}_{uT}$, $B^*_u$ and $RLFD^*_u$ stress the 10% lowest flows by construction.

### 3.5.4. Which criterion should be used for low–flow evaluation?

Our results tend to confirm previous comments made in the literature:

- $\text{NSE}_{Q}$ should only be regarded as a criterion to evaluate the high–flow simulation efficiency and is of no use for the evaluation of low–flow simulations.

- $\text{NSE}_{\sqrt{Q}}$ provides more balanced information as the errors are more equally distributed on high– and low–flow parts, in agreement with the study by Oudin et al. (2006).

- $\text{NSE}_{\text{in}Q}$ is also intermediate like $\text{NSE}_{rQ}$ and $\text{IA}_{rel}$ but with greater emphasis on low flows. However, the sensitivity of $\text{NSE}_{\text{in}Q}$ to high flows noted by Krause et al. (2005) is confirmed here.

The $\text{NSE}$ criterion on inverse flows ($\text{NSE}_{rQ}$) appears to be the most useful criterion to evaluate the very low flows among the criteria calculated over the total period, because it shows no sensitivity to high flows, contrary to $\text{NSE}_{\text{in}Q}$. This transformation is more relevant than the logarithmic transformation if one wishes to evaluate models in severe low–flow conditions. In comparison with $\text{NSE}_{uT}$, $B^*_u$ and $RLFD^*_u$, it avoids the often arbitrary definition of a low–flow threshold: the most widely used low flows range from $Q_{70}$ to $Q_{90}$ (Smakhtin, 2001), but may depend on local conditions and regime type. In addition, it avoids obtaining the often negative values found with $\text{NSE}_{uT}$, which are due to an overly demanding benchmark model and are difficult to interpret.

Therefore, we would suggest that $\text{NSE}_{rQ}$ is a good candidate (the most adequate of the criteria analysed here) to evaluate the low–flow simulation efficiency of a hydrological model. We
wish to emphasize that even if at present $NSE^*_{inQ}$ is the most commonly preferred criterion to evaluate low flows, its value is influenced by a wider range of flows.

### 3.5.5. What should be done with zero flows when calculating $NSE^*_{iQ}$?

As mentioned in section 3.4.3, the calculation of the NSE on inverse flows raises a problem when the catchment is non–perennial or ephemeral, i.e. with some days with zero flows. To deal with zero–flow values, it was necessary to add a small constant, $\varepsilon$, to the flow values before calculating their transforms. However, the choice of $\varepsilon$ may have an impact on the relative level of performance attributed to the model.

![Figure 3.9: Change in the mean value of $NSE^*_{iQ}$ and $NSE^*_{inQ}$ obtained by the GR4J model in validation over the catchment set with different values of $\varepsilon$ (fractions of Qm from Qm/10 to Qm/100)](image)

As shown in Figure 3.9 where values of $\varepsilon$ ranging from one–tenth to one–hundredth of the mean flow were considered, the mean model efficiency on the catchment set varies significantly. $\varepsilon$ should not be too large, or else it would tend to artificially enhance the relative level of model efficiency. Therefore the value of one–hundredth of the mean flow could be advised for $\varepsilon$, as it seems that this value corresponds to a plateau in the efficiency values, i.e. with low sensitivity of model efficiencies.
3.5.6. Power transformation and criteria

The results in section 3.5.3 clearly indicate that transformations on flows with power ($\lambda$) values lower than 0 give greater emphasis to low flows. A value of $\lambda$ equal to −1 (i.e., the inverse transformation which we ultimately recommend) was shown to stress the approximately 20% of lowest flows on average on the catchment set, as shown in Figure 3.8. However, the box plots in this figure indicate that this $\lambda$ value does not emphasize the quality of model fit on exactly the same parts of the hydrographs for all catchments. Indeed, it may depend on regime characteristics, flow variability or model performance on low flows. We tried to quantify the potential variability of $\lambda$ values from catchment to catchment because we wished to emphasize model errors on the same parts of the hydrograph. For each catchment, we selected the $\lambda$ value for which 80% of the largest errors were concentrated on the 20% lowest flows at most. Figure 3.10 compares the $\lambda$ values obtained on the two test periods for the two models. The range of $\lambda$ values obtained for the two models is similar but also quite wide, which confirms that a single $\lambda$ value will not emphasize the same flow range on different catchments. The scatter on the graphs also shows a quite strong dependency of $\lambda$ values on the test period. A detailed analysis of the catchments where the $\lambda$ value is very unstable shows that the criterion is very sensitive to a few time steps among the lowest flows in one period where the model makes large errors. Figure 3.11 compares the $\lambda$ values obtained by the two models. Interestingly, there is quite good agreement between them, though the scatter is quite wide for decreasing $\lambda$ values. This is probably the indication that models behave similarly in low-flow conditions, but that their behaviour on extreme low flows is different. These results indicate a dependency on the characteristics of the test period and the model used.
Figure 3.10: Comparison of \( \lambda \) values obtained by GR4J (left) and MORD (right) models for the two test periods (P1 and P2)

Figure 3.11: Comparison of \( \lambda \) values obtained by the GR4J and MORD models
Figure 3.12: Scatter plot of $Q_{90}/Q_{50}$ vs. lambda values ($\lambda$) for the two test periods for the GR4J model.

The dependency of $\lambda$ on flow characteristics is illustrated for the GR4J model in Figure 3.12. It shows the relationship between $\lambda$ and the $Q_{90}/Q_{50}$ descriptors that quantify the variability of flows. Although the scatter is large, the value of $\lambda$ seems to depend on this descriptor: the smoother the catchment response (i.e. the larger $Q_{90}/Q_{50}$), the lower the $\lambda$ value.

All these results indicate that the interpretation of the Nash–Sutcliffe criterion based on inverse transformation does require experience and that one must be cautious when comparing values obtained on different periods and/or catchments; however, this was already the case with the original Nash–Sutcliffe criterion (see the comments by Perrin et al. (2006)).

### 3.6. Conclusions

This study aimed at identifying adequate criteria for evaluating the simulation of low flows using hydrological models. The behaviour of nine criteria was analysed on a set of 940 catchments. We used a master box plot representation to locate which part of the hydrograph contributes most of the error in these criteria, on average on the total catchment set. The
detailed analysis of error distributions shows that the $NSE$ calculated on inverse flows is better suited for the evaluation in very low–flow conditions than the classically used $NSE$ on logarithm flows, as it does not show sensitivity to high–flow values. It tends to focus on the 20% lowest flows on average, like the $NSE$ on natural flows tends to focus on the 20% largest flows. Therefore, we recommend using this criterion calculated on inverse flow values for low–flow studies. However, it should be noted that the part of the flow duration curve that will cause most of the errors when using this transformation may differ from period to period and catchment to catchment, depending on model suitability and flow regime characteristics. This encourages to be cautious on the interpretation of this criterion when changing test conditions.
Chapter 4. Development of an improved lumped model for low-flow simulation
Chapter 4. Development of an improved lumped model for low-flow simulation

4.1. Introduction

There are various rainfall-runoff (R-R) models available to simulate streamflows, but limited studies are carried out in stream low flows as compared to the peak-flow events. Therefore, the selection of models will probably become a difficult task when end-users need to make simulations over the whole flow range. When working on many catchments at the same time, as it is often the case in operational conditions, using individual models in each catchment is not a practical solution. For example, in our study, we used a set of 1000 catchments and it is not practically possible to use 1000 models based on catchment characteristics and flow conditions. Therefore, the present study tried to develop a more general model structure for low-flow simulation which we can also be used to simulate other flow regimes with better efficiencies on a large set of data irrespective of the catchment and climatic conditions. We started from existing models and tested modified version to try to improve their efficiency. Here our test catchments are gauged stations and for low-flow modelling in ungauged basins, please refer to the recent study by Lang et al. (2010).

The following section briefly explains the selection of base models in order to start the structural modifications.

4.2. Selection of basic model structures

Lumped models are generally simple, have limited input requirements and acceptable performance compared to more complex models, which constitute good enough reasons to use them (Chiew, 2010). They represent the catchment as a single unit and hence their parameters and variables represent average effective values over the entire catchment. In our study, a set of nine lumped hydrological models (see Table 4.1) were used to simulate river low flows. Some previous studies showed that these selected models are quite reliable to simulate the
rainfall-runoff transformation. As an example, Mathevet et al. (2004) used some of the listed models to develop a modified hourly version of the GR4J rainfall-runoff model structure.

Some of the listed models in Table 4.1 are not originally lumped, but we used here lumped versions. Therefore all tested models use the same inputs. The GR4J and MORD models were already presented in Chapter 3. The details on models GR5J and TOPM are available in the coming sections of this chapter. The structural layout and the mathematical formulations of the models used in this thesis are presented in Appendix C.

Table 4.1: Selected model structures and their number of parameters

<table>
<thead>
<tr>
<th>Model acronym</th>
<th>Reference describing the original version</th>
<th>Number of free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBV0</td>
<td>(Bergström and Forsman, 1973)</td>
<td>9</td>
</tr>
<tr>
<td>IHAC</td>
<td>(Jakeman et al., 1990)</td>
<td>6</td>
</tr>
<tr>
<td>MOHY</td>
<td>(Fortin and Turcotte, 2007)</td>
<td>7</td>
</tr>
<tr>
<td>MORD</td>
<td>(Garçon, 1999)</td>
<td>6</td>
</tr>
<tr>
<td>TOPM</td>
<td>(Beven and Kirby, 1979)</td>
<td>8</td>
</tr>
<tr>
<td>GR4J</td>
<td>(Perrin, 2000)</td>
<td>4</td>
</tr>
<tr>
<td>GR5J</td>
<td>(Le Moine, 2008)</td>
<td>5</td>
</tr>
<tr>
<td>GAR1</td>
<td>(Thiéry, 2009)</td>
<td>6</td>
</tr>
<tr>
<td>GAR2</td>
<td>(Thiéry, 2009)</td>
<td>8</td>
</tr>
</tbody>
</table>

As a first step to develop an improved version, we analysed the performance level of these nine models on our catchment set distributed over France (see chapter 2). The objective was to evaluate their strengths and weaknesses and the differences between models. Best performing model structures in these tests could serve as a basis for further model improvements.

4.3. Model testing

The model testing scheme we adopted consists in a split-sample test approach, as already described in Chapter 3. The parameters were calibrated using the $\text{NSE}_{\sqrt[3]{Q}}$ criterion presented in Chapter 3 which is a good compromise between high and low flows for model calibration. Here, as we focus on low flows, we could have chosen an objective function putting more
weight on low flows. However, it would have been to the detriment of the simulation of high flows. So we preferred to keep this objective function to obtain a general model. This did not prevent us from assessing the model (in validation) over a wider range of criteria.

As discussed in the previous chapter, here we used the $NSE^*_Q$, $NSE^*_\ln Q$ and $NSE_{iQ}$ to evaluate model performances in high and low-flow conditions. Performances were evaluated in validation.

### 4.4. Evaluation of the selected model structures

Results of model testing are presented in Table 4.2.

Table 4.2: Average efficiency values in validation for the lumped models for various criteria (criteria on Q and iQ put more emphasis on high flows and low flows, respectively, and criterion on lnQ is intermediate).

<table>
<thead>
<tr>
<th>Model acronym</th>
<th>$NSE^*_Q$</th>
<th>$NSE^*_\ln Q$</th>
<th>$NSE_{iQ}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBV0</td>
<td>0.546</td>
<td>0.559</td>
<td>0.156</td>
</tr>
<tr>
<td>IHAC</td>
<td>0.528</td>
<td>0.556</td>
<td>0.196</td>
</tr>
<tr>
<td>MOHY</td>
<td>0.493</td>
<td>0.554</td>
<td>0.229</td>
</tr>
<tr>
<td>MORD</td>
<td>0.603</td>
<td>0.616</td>
<td>0.302</td>
</tr>
<tr>
<td>TOPM</td>
<td>0.574</td>
<td>0.584</td>
<td>0.216</td>
</tr>
<tr>
<td>GR4J</td>
<td>0.621</td>
<td>0.617</td>
<td>0.230</td>
</tr>
<tr>
<td>GR5J</td>
<td>0.629</td>
<td>0.648</td>
<td>0.346</td>
</tr>
<tr>
<td>GR5J</td>
<td>0.629</td>
<td>0.648</td>
<td>0.346</td>
</tr>
<tr>
<td>GAR1</td>
<td>0.378</td>
<td>0.376</td>
<td>0.164</td>
</tr>
<tr>
<td>GAR2</td>
<td>0.538</td>
<td>0.489</td>
<td>0.194</td>
</tr>
</tbody>
</table>

Out of the nine models, GR5J, GR4J, TOPM and MORD models show better efficiency values irrespective of their structural complexities and number of parameters. Some interesting features of these models can be noticed:

- GR4J and GR5J include a rough representation of groundwater exchanges.
- TOPM has an exponential store which can better represent the base flows.
- in MORD model, the low flows are mostly produced by a single routing store since the intermediate routing store is often empty.

The type of routing stores and the way they are organized as well as the presence of a non-conservative groundwater exchange function seem to be key aspects of the low flow simulation.

In the next step, we selected these four models as the base model structures to start the structural modifications.

4.5. Development of an improved model structure from the base models

A number of modifications were made on the base structures to try to improve their efficiency. The structural modifications include integration of additional routing stores, integration or modification in groundwater exchange functions, among others. The details of model development stages are presented in the following sections. Here we presented the structures of the remaining base models (GR5J and TOPM) in Figure 4.1. We are not going into the details of the model structures and their parameters, and for more on these model structures, please refer to the corresponding references provided in Table 4.1.

![Figure 4.1: Structural layout of the base models](image-url)
The analysis of the model structures shows that TOPM and MORD (MORD has a rainfall adjustment factor which can be considered as volume adjustment factor) do not have groundwater exchange function in the production or routing module. As groundwater is the major source contributing to river flows during the dry period, the first set of modification corresponds the addition of water exchange function in the production or routing module of TOPM and MORD models. The GR series has the simplest structure compared to other models and hence more trials are possible with their present versions. Along with the groundwater exchange functions, additional stores in the routing module can also enhance model performance, especially in the case of delayed flows (Wagener et al., 2004; Mathevet, 2005). If the exchanges are limited, the model may perfectly simulate base-flow without exchange functions by considering the routing module. Hence, the modifications in GR4J and GR5J include the addition of new routing stores along with the modifications in their existing groundwater exchange functions.

4.5.1. Integration of groundwater exchange function ($F$)

Groundwater (GW) is the main source for river flows during prolonged dry periods. Hence the recharge and release of groundwater is one of the important processes to consider for simulating low flows. Literature shows that there are studies conducted on how to account the groundwater exchange into an R-R model (e.g. Fenicia et al., 2006). Some authors considered only the flow towards the stream using a specific groundwater reservoir (Pointet, 2004; Davison and van der Kamp, 2008), but in the present analysis, we considered an exchange function that can account for both recharge and discharge from the groundwater reservoir, as proposed by Le Moine (2008). During the course of this research, we evaluated the sensitivity of low–flow simulation to various formulations of the existing GW exchange functions.

4.5.1.1. Modification of groundwater exchange function ($F$) in the GR4J and GR5J models

The production function that controls water balance in the GR4J model structure consists of a soil moisture accounting reservoir and a conceptual water exchange function ($F$), expressed as:

$$ F = X 2 \left( \frac{R}{X^3} \right)^{3.5} \quad \text{Eq. 4.1} $$
in which $X_2$ (mm) is the “groundwater” exchange coefficient and $R$ and $X_3$ (mm) are the water level and the capacity of the routing store, respectively. $X_2$ can be positive or negative, meaning that the water exchange function can simulate imports or exports of water with the underground (i.e. connections with deep aquifers or surrounding catchments). Note that $X_3$ is also used to parameterize the outflow from the routing store, which limits the interactions that would unavoidably exist between $X_2$ and $X_3$ if Eq. 4.1 was used alone. The routing part of the structure consists in two flow components routed by two unit hydrographs and a non–linear store. The latter is mainly responsible for low–flow simulations, along with leakage (percolation) from the SMA store. The groundwater exchange term $F$ is added to the two flow components of the routing module.

Mathevet (2005) tested several modified versions of this model, especially by increasing the complexity of the routing part of the model and adding stores in parallel to the existing one. His tests, made at the hourly time step, showed limited sensitivity of model results, but the criteria he used focused more on high flows.

Following this work, Le Moine (2008) investigated the interactions between surface and groundwater and evaluated several modifications of the GR4J model to better account for these exchanges. These included different water exchange functions and the addition of a new store representing long–term memory. He proposed a five-parameter version of the model (GR5J) in which the groundwater exchange function has been modified to:

$$F = X_2 \left( \frac{R}{X_3} - X_5 \right)$$

where $X_5$ is a dimensionless threshold parameter. It allows a change in the direction of the groundwater exchange within the year depending on the water level $R$ in the routing store compared to this threshold. This model has shown significant performance improvement over the GR4J model, especially in low–flow conditions. It can be noted that the time–varying term $F$ is only a very crude way to simulate groundwater–surface water connections. $X_5$ can be seen as the external, quasi–stationary potential of the groundwater system and $F$ is a “restoring flux” acting like a spring device with constant $X_2$. Usually, $X_2$ is negative: the more $R/X_3$ departs from $X_5$, the more intense the flux is, which tends to restore its value to $X_5$.

During the course of our research, we evaluated the sensitivity of low-flow simulation to various formulations of the existing $F$ in the GR4J and GR5J models (Eq. 4.1 and Eq. 4.2).
We developed several model versions that differ only by their groundwater exchange formulation were tested. Due to the higher performance of GR5J, this chapter mainly discusses the modified versions of the GR5J model (the best among the seven models) and the other model versions are discussed in the Appendix D. Table 4.3 lists the versions of the GR5J model with respect to the modifications in the groundwater exchange functions.

**Table 4.3: Modified versions of the GR5J model in terms of groundwater exchange function**

<table>
<thead>
<tr>
<th>Model version</th>
<th>Characteristics of the groundwater exchange function</th>
<th>Number of routing stores</th>
<th>Number of free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eq. 4.2 Others</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>Exchange dependent on SMA store</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>M2</td>
<td>Splitting coefficient applied to F</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>M3</td>
<td>Formulation of Nascimento (1995)</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

### 4.5.1.2. Integration of F into the TOPM

The structure of TOPM shows that it has no function representing groundwater exchange. Hence, we added a new parameter into the TOPM that represents groundwater exchange function. In this version, the introduced groundwater exchange function is the same way as in Eq. 4.1. The new version has the same structure as TOPM, the only change is the incorporation of a groundwater exchange parameter, and therefore the new version has 9 parameters.

### 4.5.1.3. Modification in the MORD model

Mathevet (2005) derived some versions of the original MORDOR model. Out of the several versions, MORD (with six parameters) shows better simulation efficiency. Our first evaluation results also suggest the applicability of this model in simulating stream low flows. The structural analysis reveals that one simple option to improve the model performance is to
consider the groundwater exchange function. Therefore the introduction of \( F \) into MORD transformed the original structure to a new one with seven parameters.

We did not integrate several modifications in TOPM and MORD in terms of the routing module as they already have complex model structures with several parameters. The larger number of parameters increases the model complexity (Perrin et al., 2003), hence we tried to keep simple model structures with avoid overparameterization.

### 4.5.2. Addition of new stores

Because of complex processes during the transformation of rainfall into runoff at the outlet of a catchment, additional stores may improve model performance (Wagener et al., 2004; Mathevet, 2005). The additional stores can improve the simulation efficiency especially during low flows, as they may help simulating delayed runoff. In the present analyses, additional stores were introduced to the GR4J and GR5J models, the most simple and best performing models among the selected structures.

New versions of the GR4J and GR5J models were derived by the addition of non-linear routing stores (quadratic as well as exponential stores). In both models, 90\% (Figure 4.1) of the total effective rainfall is diverting to the routing store. Hence, one of the factors to be considered during the addition of new stores in parallel to the initial store is the splitting coefficient of effective rainfall (\( SC \)) into the existing store. Mathevet (2005) conducted some trials to divide the effective rainfall among the existing and new stores of the GR4J model. In the present study, the \( SC \) value was selected after successive trials and the same value was used in all catchments. But the suitability of \( SC \) changes from one catchment to another and hence the single \( SC \) value may not be suitable for all the catchments. Therefore, the \( SC \) was also optimized in one of the versions of GR5J model for individual catchments. Some of the versions of the GR5J model are listed in Table 4.4. GR4J versions are listed in Appendix D. Figure 4.2 shows the layout of the structures of two versions of the GR5J model with the addition of power-5 routing store (version M4) and exponential store (M8) respectively.
Table 4.4: Modified versions of the GR5J model and their main characteristics

<table>
<thead>
<tr>
<th>Model version</th>
<th>Characteristics of the groundwater exchange function</th>
<th>Characteristics of the additional routing stores</th>
<th>Number of routing stores</th>
<th>Number of free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eq. 4.2</td>
<td>Others</td>
<td>Power-2 store</td>
<td>Power-5 store</td>
</tr>
<tr>
<td>M4</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M5</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M6</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M7</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M8</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M9</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M10</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M11</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>M12</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Figure 4.2: Layout of two versions of the GR5J model with different additional stores
4.6. Results and discussion

Several model versions were discussed in the previous section. An overview on the performance of these models shows that the GR5J model versions are better than the others. Hence, here we present the results of the GR5J model versions because of their better performance. Then the best version was selected. The other model versions derived from other model structures (GR4J, TOPM and MORD versions) are presented in Appendix D. As the number of modifications is almost infinite, here we chose to present only a few of them to answer a number of simple questions that may arise when discussing the model’s structure. Although these questions are sometimes interrelated, they are presented in sequence for the sake of clarity. The following section is adopted from the published article which is presented in Appendix E).

4.6.1. Can the existing groundwater exchange term in GR5J be improved?

Figure 4.3 shows the distribution of performances of the selected versions. It indicates significant sensitivity of model results to this function, which corroborates the findings of Le Moine et al. (2007). The existing exchange function in the base model appears to be the best performing one. This confirms the robustness of the solution proposed by Le Moine (2008). In the following versions, we will stick to this formulation.

![Figure 4.3: Box plots of NSE*iQ values obtained in validation over the catchment set by GR5J and three model versions with modified groundwater exchange functions](image)

Figure 4.3: Box plots of NSE*iQ values obtained in validation over the catchment set by GR5J and three model versions with modified groundwater exchange functions (boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.10 and 0.90 percentiles respectively)
4.6.2. Should the volumetric splitting between flow components be adapted to each catchment?

Here we tested two model versions with two stores in parallel, one in which we first optimised \( SC \) (version M4 in Table 4.5) on each catchment and the other in which we fixed \( SC \) to 0.4 (version M5).

Table 4.5: Mean model performance for versions M4 and M5

<table>
<thead>
<tr>
<th></th>
<th>( NSE'_{Q} )</th>
<th>( NSE'_{\ln Q} )</th>
<th>( NSE'_{\omega} )</th>
<th>Number of free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>M4</td>
<td>0.637</td>
<td>0.661</td>
<td>0.369</td>
<td>7</td>
</tr>
<tr>
<td>M5</td>
<td>0.634</td>
<td>0.659</td>
<td>0.365</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 4.4: Comparison of the splitting coefficient (SC) values obtained on the two calibration periods (P1 and P2) in the M4 model version

The parameter analysis in M4 shows that \( SC \) values are very sensitive to calibration conditions. This is illustrated in Figure 4.4 that clearly shows the spread of \( SC \) values obtained on the two test periods (P1 and P2). This shows that this parameter is poorly defined and it will be difficult to relate it to catchment characteristics. The limited difference in model efficiency between M4 and M5 versions (see Table 4.5) shows that \( SC \) can be fixed without
significant efficiency loss. In the coming sections, we will test versions considering only fixed splitting coefficients.

4.6.3. Should a new store be added in series or in parallel?

Existing models propose a variety of conceptualizations for flow routing, using stores either in series and/or in parallel. Jakeman et al. (1990) discussed this issue in the case of the IHACRES model, in which the routing module is made of linear stores. This model structure can be adapted to have several stores in series or in parallel. Despite this flexibility, the authors indicate that in most cases, having two stores in parallel is the most efficient configuration.

Here we analysed the sensitivity of model performance to the arrangement of routing stores, be they added in parallel or in series to the existing store. Two versions were tested, in which a new store similar to the existing one was added in parallel (version M5) or in series (version M6). Table 4.6 shows the mean performance of these two versions. The M5 version gets higher efficiency values than M6. We also tried to add one more routing store in parallel, to have a third routed flow component (versions M9 to M11 in Table 4.4). Results in Table 4.7 indicate that improvements for low-flow simulation are not significant, which means that this extra complexity is not warranted by data.

Table 4.6: Mean efficiency values for versions M5 and M6

<table>
<thead>
<tr>
<th></th>
<th>$NSE_Q$</th>
<th>$NSE_{Qg}$</th>
<th>$NSE_{iQ}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>M5</td>
<td>0.634</td>
<td>0.659</td>
<td>0.365</td>
</tr>
<tr>
<td>M6</td>
<td>0.625</td>
<td>0.641</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Table 4.7: Mean model performance for versions M8–M11 (multiple routing stores) and mean relative performance $RE^*$ with reference to M8 over the catchment set

<table>
<thead>
<tr>
<th></th>
<th>M8</th>
<th>M9</th>
<th>M10</th>
<th>M11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NSE_{Qg}$</td>
<td>0.384</td>
<td>0.384</td>
<td>0.385</td>
<td>0.384</td>
</tr>
<tr>
<td>$RE^*$ (%)</td>
<td>-</td>
<td>0.0</td>
<td>0.1</td>
<td>0.0</td>
</tr>
</tbody>
</table>
This confirms that the best compromise on average is to have two stores in parallel. The series arrangement did not prove to be an efficient option. Therefore, following Jakeman et al. (1990), we suggest that an increased complexity of the routing part of the model should be made by considering two independent flow components. This is a solution to have more varied flow dynamics.

4.6.4. Does the formulation of routing stores matter?

Here we tried to identify the best formulation of routing stores for which the model shows higher efficiency values. There is a variety of possible formulations of routing stores, ranging from linear to non-linear stores, e.g. power law or exponential stores (see Michel et al. (2003) for a correct formulation of this store). In previous work (Edijatno and Michel, 1989; Edijatno et al., 1999), a power-5 non-linear routing store was found as the most efficient. When adding a new store in parallel, another formulation may be interesting to introduce a variety of behaviours in the flow components. Various formulations were tested, among which we give the examples of versions M5, M7 and M8 in Table 4.4. Figure 4.5 shows the corresponding box plots of efficiency values over the catchment set. The box plot of the model version M8 (with an additional exponential store) indicates a higher efficiency. The exponential store is known to be an efficient tool to simulate long recession spells (see Michel et al., (2003)).

As suggested by Le Moine (2008), we also analysed the performance of M8 by removing the direct flow component (version M12). Indeed, the introduction of a new flow component may make this direct flow component not necessary. But results are slightly lower than M8 (Table 4.8), so we chose to keep this direct flow in the model. Note that this direct flow does not require free parameters.

Other versions were tested and several gave similar although slightly lower results. Thus, in all our tests, the M8 version revealed to be the most satisfactory one and we chose to select it as a good candidate for providing improved low-flow simulation. We will call it GR6J hereafter (version of GR5J with six parameters).
Figure 4.5: Box plots of NSE*iQ values obtained in validation by model versions having different formulations of the additional routing store (boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.10 and 0.90)

Table 4.8: Mean efficiency values of M8 vs M12

<table>
<thead>
<tr>
<th></th>
<th>NSE*Q</th>
<th>NSE*lnQ</th>
<th>NSE*iQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>M8</td>
<td>0.634</td>
<td>0.662</td>
<td>0.383</td>
</tr>
<tr>
<td>M12</td>
<td>0.631</td>
<td>0.657</td>
<td>0.378</td>
</tr>
</tbody>
</table>

4.6.5. Comparing the results of GR5J and GR6J

This section quantifies the differences in the model’s behaviour and performance between the GR5J and GR6J versions in greater detail.

The percentage improvement in the $NSE^*_{iQ}$ values of GR6J are calculated in terms of relative efficiency values ($RE^*$). The $RE^*$ values of the GR6J model are calculated with reference to the GR5J model. Table 4.9 shows the average relative performance for the three $NSE^*$ criteria. It indicates a significant improvement in the simulation of low flows without losing
efficiency on high flows. When looking at the criterion on inverse flows, $RE^*$ is positive on a majority of catchments, which means that the additional store improves this set of catchments.

Table 4.9: Mean performance of GR5J and GR6J and relative performance of GR6J with reference to GR5J over the catchment set for various criteria (criteria on Q and iQ put more emphasis on floods and low flows, respectively). The results were obtained in validation

<table>
<thead>
<tr>
<th>Model</th>
<th>GR5J</th>
<th>GR6J</th>
<th>$RE^*$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NSE^*_Q$</td>
<td>0.629</td>
<td>0.634</td>
<td>0.83</td>
</tr>
<tr>
<td>$NSE^*_\ln Q$</td>
<td>0.648</td>
<td>0.662</td>
<td>2.45</td>
</tr>
<tr>
<td>$NSE^*_i Q$</td>
<td>0.346</td>
<td>0.383</td>
<td>4.26</td>
</tr>
</tbody>
</table>

4.6.6. Illustration of model's results

It is always difficult to select representative examples when working on a large catchment set. However, we wished to illustrate the model's results on a few case studies, by providing simulated hydrographs. We considered streamflow values for a period of 1 year for the four sample catchments. We chose the year 2003, which was one of the driest years over the past decade in France. Figure 4.6 shows the observed flow series and the flow series simulated by the two models, GR5J and GR6J, for the three catchments. Note that the graphs use logarithmic scales to emphasize differences in low flows.

In catchment A, the performance of the GR6J model is significantly better than GR5J’s performance on the very low-flow. We can also see a better performance of the GR6J model in catchments B and K. The GR5J model tends to underestimate these flows, especially in the case of catchment B. In catchment J, the two models give similar results and also similar dynamics in low-flow conditions, which indicates that the introduction of the new store is neutral on this catchment.
Figure 4.6: Illustration of the hydrographs simulated by the GR5J and GR6J models, with corresponding NSE*IQ efficiency values

4.6.7. Parameter stability and identifiability

Figure 4.7 compares the stability of parameters of the GR5J and GR6J models obtained on the two calibration periods (P1 and P2). In general, there is a quite good agreement between periods, with the parameters showing good stability, which is a desirable property. However, the threshold values for groundwater exchange (X5) change significantly for a number of
catchments in the two models. The scatter seems a bit lower with the GR6J model. Interestingly, the reverse is observed for the capacity of the SMA store ($X_1$), for which the spread seems greater in the case of GR6J. This means that the introduction of the new routing store impacted the rest of the model’s structure to some extent. For the sixth parameter in GR6J which corresponds to the exponential store, there is quite good agreement between periods, showing that this parameter is clearly identifiable.
Figure 4.7: Comparison of the parameter values obtained on the two calibration periods P1 and P2 for the GR5J and GR6J models (1:1 line on each graph)
4.1. Conclusions

Improving the low-flow simulation ability without impacting the high-flow simulation ability was one of our objectives in this study. We chose to proceed by trial and error, as recommended by Nash and Sutcliffe (1970) and Michel et al. (2006). Working on a large set of catchments proved to be a good way to prevent undue complexity in the proposed modified versions of the model. Here we started from the simple GR4J model and some of the most widely used models, and tested a number of modified versions, some having higher performance values compared to the initial model structures. The model’s performance was not equally sensitive to all the tested modifications. Among the modifications that proved the most robust, the addition of an exponential routing store, in parallel to the existing routing store in the GR5J model, showed improvement in low flows on average, still remaining efficient in high-flow conditions. The complexity added by this modification (an additional free parameter) seems to be warranted by the model’s results, as well as by the comparison to other existing models. In spite of this improvement, it is not possible to say that we improved the physical realism of this model, since the initial intention was not to explicitly represent the physical mechanisms. Instead this study focused more on identifying the main features of the rainfall-runoff transformation at the catchment scale and improving the model’s predictive power. However, we are convinced that the significant improvement gained on our large data set could not occur by chance, and that using this improved model version provides a better representation of the catchment’s hydrological behaviour.

Last, let us note that the level of performance in low-flow conditions seems to remain quite low. This may be for several reasons, including structural model errors, data quality or artificial influences. Nonetheless, it shows that specific research should be continued to improve the efficiency of hydrological models for low-flow simulation, a domain that was probably overlooked in the past.
Part III: Stream low-flow forecasting
In part II, we proposed an improved model version to simulate stream low flows. We can expect that this improvement gained in simulation mode can also bring improvement in forecasting mode. Hence as a continuation, this part focuses on issuing long-term low-flow forecasts. Part III is divided into two chapters:

- Chapter 5 discusses the tested forecasting methodology, the evaluation of the methodology in terms of different criteria (deterministic as well as probabilistic) and the options to improve the forecast quality in terms of bias corrections and updating techniques. It also provides an assessment of the maximum possible lead-time for the tested catchments based on the usefulness of the forecasts.

- Chapter 6 discusses the possible improvements in the forecast quality with the integration of the influence of artificial reservoirs into the R-R model. Here we tested the methodology proposed by Payan et al. (2008) to account for the influence of reservoirs.
Chapter 5. Low-flow forecasting: implementation and diagnosis of a long-term ensemble forecasting approach
5.1. Introduction

Low-flow forecasting is one of the emerging issues in hydrology due to the escalating demand of water in dry periods. The absolute flow variability in a river during dry period is much smaller than during flood events, due to lower water fluxes and slower dynamics of processes involved. Therefore, the lead-time for performing low-flow forecasting can be generally much longer than for flood forecasting, varying from a few days or weeks to a few months. Reliable long-lead (up to a few months in advance) flow forecasts can improve the management of water resources and thereby the economy of the society (Hamlet et al., 2002; Chiew et al., 2003; Letcher et al., 2004; Karamouz and Araghinejad, 2008) along with the protection of natural ecosystems.

There is limited literature available in low-flow forecasting compared to high-flow forecasting. Most of the existing methodologies are for short lead-times and based on recession analysis (e.g. Larras, 1972; Campolo et al., 1999; Garçon et al., 1999; Stravs and Brilly, 2007; Lang et al., 2008). At the same time, Adler and Ungureanu (2006) used multi-model technique to issue mean monthly forecasts for the Oltet Basin, Romania.

Streamflow forecasts issued by relying on teleconnections may provide forecasts with longer lead-times. Teleconnections are highly relevant for streamflow forecasting in countries influenced by El Nino and Southern oscillation and is highly associated with extreme streamflow events such as flood and drought. The literature shows that several studies were already conducted on teleconnections and streamflow forecasting. But there is limited teleconnection signal in Europe (Chiew and McMahon, 2002). Also teleconnections are more interesting for seasonal forecasts (e.g. Rutten et al., 2008), which is not the focus of this study.

The limited literature on low-flow forecasting shows that additional efforts should be made on long-term low-flow forecasts since the consequences will be severe in the near future with the frequent occurrence of low flows. As discussed in the previous chapter, a general methodology should be sought to issue forecasts for various types of catchments. By keeping these points in mind, this chapter mainly discusses how the efficiency of a low-flow forecasting approach can be improved for lead times ranging from a few days to a few weeks. We tested a number of simple approaches in which we tried to incorporate information of model results at the day of issuing the forecast. The forecasting efficiency is evaluated on our data set in the French basins. As a first step, we analysed the feasibility of long-term forecasts
in the study catchments with respect to the available literature. The following section briefly describes some of the related studies in the French basins.

5.2. Literature on long-term forecasting in the French River basins

Literature shows that there are several studies conducted in France to characterize and manage the river low flows (see Moulin and Thépot, 1999; Cavitte and Moor, 2004; Coeur, 2004; Gaume, 2004; Moreau, 2004; Larue and Giret, 2006; Villocel et al., 2010) due to the demand of water sources in dry periods and due to the impact of climate variability. Therefore, low-flow forecasting is not a new issue since the first attempts to produce low-flow forecasts dates back more than 30 years ago (see e.g. Avalos Lingan, 1976; Guilbot et al., 1976; Girard, 1977, Thiéry, 1978). But there are limited studies conducted to issue long-term low-flow forecasts compared to the short-term and seasonal forecasts. Here we analyse some of the recent advances in forecasting over France.

Fifteen years ago, EDF (Garçon, 1996; Garçon et al., 1999) started to produce low-flow forecasts routinely on the basins using rainfall-runoff models. Then Perrin et al. (2001) proposed a probabilistic approach to issue long-term low-flow forecasts in two catchments in France. The approach was based on the joint use of a stochastic rainfall model and a continuous rainfall-runoff model, GR4J. They concluded that it is necessary to test the developed approach on more catchments to find its applicability. Staub (2008) presented a probabilistic approach to analyse the possibility to issue long-term forecasts (up to several weeks in advance) in France using the GR4J model with the incorporation of past rainfall scenarios. The results indicate the possibility to issue long-term forecasts in the studied catchments. Sauquet et al. (2008) also conducted a study to analyse the possibility of seasonal forecasting in the French basins using the GR4J model with the incorporation of the HBV snow module. They included the uncertainty of future rainfall scenarios with the integration of a stochastic rainfall generator. The results indicated that mid-term (up to 30 days) forecasting is possible in the studied catchments. Lang (2007) also proposed a low-flow modelling approach that was included in the PRESAGES platform aiming at forecasting flow recessions in the French part of the Rhin-Meuse basins (Lang et al., 2006).

Mathevet et al. (2007) and Mathevet et al. (2010) discuss the possibility of long-lead forecasting of streamflow especially in the Loire basin which is affected by several influences such as dams. Céron et al. (2010) recently analysed the feasibility of seasonal forecasts using
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a hydro-meteorological model, SIM (SAFRAN-ISBA-MODCOU) over the French river basins. They concluded that there is a high possibility for the predictability of hydrological system in France because of the slow evolution of both soil moisture and snowpack. Soubeyroux et al. (2010) developed an approach by coupling the SIM with the forecasting seasonal system- ‘Arpege Climat’ of Météo-France to issue seasonal forecasts of low-flow event and their approach was solely depends on the climate information. Using the same model SIM, Singla et al. (2011) also studied the seasonal spring predictability of the hydrological system over France over the 1960-2005 period. Their results show that the predictability of hydrological variables in plains primarily depends on temperature and total precipitation, but in mountains, it mainly depends on snow cover.

5.3. Scope of the study

One of the major constraints in issuing long-term forecast is the proper integration of future changes in meteorology, especially in terms of rainfall (and to a lesser extent temperature and evapotranspiration), since future streamflows are mainly dependent on future rainfall conditions (apart from initial catchment states for past conditions). In this case, an ensemble-based approach is appropriate to issue long-term forecasts: it provides an estimate of the uncertainty associated with the future rainfall events. The present study will focus on an ensemble based approach to issue long-term low-flow forecasts over a large set of catchments using a more general model structure (GR6J). The evaluation of forecast quality will be discussed in the later section followed by the discussion of some of the simple methodologies that may improve the forecast quality. At the end of this chapter, we present the possible link between forecast lead-time and the catchment geology. The following section discusses the methodology used in this study.

5.4. Methodology

The data set, model testing and evaluation in simulation mode are already discussed in chapter 2 and in chapter 4. Hence here we only discuss the approach adopted to issue stream low-flow forecasts.
5.4.1. An ensemble approach towards low-flow forecasting

Over the last decade, the operational and research streamflow forecasting systems have been moving towards using ensemble prediction system (EPS) rather than single deterministic forecasts. HEPEX (Hydrologic Ensemble Prediction Experiment) is one of the initiatives set up to investigate the hydrologic ensemble forecasts. This was launched to develop and test procedures to produce reliable hydrologic ensemble forecasts, and to demonstrate their utility in decision making related to the water, environmental and emergency management sectors (for more on EPS, refer to Schaake et al., 2006; Seo et al., 2006; Schaake et al., 2007; Thielen et al., 2008; Żelazinski and Mierkiewics, 2009; Pagano et al., 2012).

The ensemble streamflow forecasts are produced using ensemble members of precipitation created from an analysis of historical observations or from ensemble weather forecasts. This ESP is most widely used in flood forecasting systems and an example of output of such an ESP forecast is illustrated in Figure 5.1 (Cloke and Pappenberger, 2009). It shows an ensemble “spaghetti” hydrograph for a hindcasted flood event. The plot shows the discharge predicted for each ensemble forecast (solid lines), the observed discharge (dashed black line) and four flood discharge warning levels (horizontal dashed lines).

![Figure 5.1: An ensemble flood forecast with different levels of warnings (Source: Cloke and Pappenberger, 2009)](image-url)
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The ensemble approach in flood forecasting is also much relevant in low-flow forecasting since it provides a mean to account for the uncertainty in future precipitation, which is crucial for long lead times. The low variability in absolute flow values during low-flow period also helps the ensemble system to issue forecasts with much longer lead compared to the flood events. Hence, based on this concept, we tested our methodology with an ensemble system. As mentioned in the previous literature discussion, the application of ensemble approaches for low-flow forecasting is not new, but the work done on this is much more limited than for short-term flood forecasting. Therefore, it seems necessary to better investigate the specificity of low-flow ensemble forecasting to propose possible improvements.

5.4.2. Description of the forecasting approach

A brief description of the adopted methodology is presented below.

The first step is to produce $n$ rainfall scenarios. Rainfall ensembles can be created from archives of past observations, stochastic rainfall generators, and ensemble forecasts issued by meteorological models. If we have ample data at hand, the climatology can act as a good referee to make future decisions. In this study, we have a period of 36 years of meteorological data and we used these data series to create rainfall ensembles. Obviously, other ensemble sources could be adopted, that may provide better results (e.g. outputs of meteorological models) but this was not further investigated here.

Figure 5.2: Layout of the probabilistic approach of low-flow forecasting (observed and simulated flow hydrographs of catchment J for the year 2003 is illustrated here)
Then these rainfall scenarios are used as inputs to the hydrological model on the day of forecast (see **Figure 5.2**). The hydrological model (here we used the GR6J model) simulates $n$ streamflow values corresponding to the $n$ rainfall scenarios for the target period (period for which we issue the forecasts).

The accuracy of streamflow predictions derived from combining rainfall predictions with hydrologic models should improve in the future, as there will be more developments in meteorological predictions (see Werner et al., 2005; Thirel et al., 2008; Bravo et al., 2009; Desaint et al., 2009; Cuo et al., 2011).

### 5.5. How to improve the quality of a model forecast?

The quality of forecasts is influenced by the errors of the hydrological model, which can be seen as error in timing and amplitude (bias). Although it is very important to limit errors both in timing and amplitude in high-flow conditions, the focus is much more on the errors in amplitude (overestimation or underestimation of flow values by the model) in low-flow conditions, due to the much slower dynamics of low-flow periods. Some of the possible reasons for these biases are:

- errors in model input data (typically rainfall, potential evapotranspiration),
- imperfections of the model structure,
- model calibration and identifiability issues,
- errors in the determination of the discharge hydrographs at the gauging station, which may hamper parameter estimation,
- errors associated with future rainfall scenarios in case of forecasting context.

In our case, the objective is to issue long-term forecasts with as good quality as possible by minimising these model errors and biases. The errors due to the uncertainty in future rainfall event increase with forecast lead-time and these errors from the forecast model will propagate to each member in the ensemble, which degrades the quality of resulting forecasts. Therefore these biases need to be minimized to improve forecasts.

Several options are available in the literature to minimise these errors such as bias correction, model error correction, and model updating techniques. These techniques can correct the model inputs, outputs, model states or model parameters and thereby improve the model
forecast quality. The following section briefly explains some of the selected methods to improve the model forecast quality. This work is exploratory in the sense that we tested simple approaches to evaluate to which extent model updating is relevant in the context of low-flow forecasting. Other more advanced techniques (like filters) than those selected here could be used.

Before going into the discussion, Table 5.1 presents the notations used in the coming sections.

Table 5.1: Notations and their definitions (\(Q\) - observed streamflow; \(\hat{Q}\) - simulated flow; \(\hat{Q}_f\) - forecast value; \(\hat{Q}_f\) - corrected forecast value)

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(j)</td>
<td>Julian day (here day of issue of forecasts)</td>
</tr>
<tr>
<td>(i)</td>
<td>Ensemble member used to make the model forecast</td>
</tr>
<tr>
<td>(L)</td>
<td>Forecast lead-time</td>
</tr>
<tr>
<td>(T)</td>
<td>Threshold value (in our case, (Q_{75}) and (Q_{90}))</td>
</tr>
<tr>
<td>(Q_j)</td>
<td>Observed streamflow for day (j)</td>
</tr>
<tr>
<td>(\hat{Q}_j)</td>
<td>Simulated streamflow for day (j)</td>
</tr>
<tr>
<td>(\hat{Q}<em>f^i</em>{j+L</td>
<td>j})</td>
</tr>
<tr>
<td>(\hat{Q}<em>f^i</em>{j+L</td>
<td>j})</td>
</tr>
<tr>
<td>(\bar{Q}_j)</td>
<td>Mean of all observed flows at day (j) on historical records</td>
</tr>
<tr>
<td>(\bar{Q}_f)</td>
<td>Mean of forecasts at day (j)</td>
</tr>
<tr>
<td>(\bar{Q}_{j+L})</td>
<td>Mean of all observed flows at day (j+L) on historical records</td>
</tr>
<tr>
<td>(\bar{\hat{Q}}_{j+L})</td>
<td>Mean of all simulated flows at day (j+L) on historical records</td>
</tr>
<tr>
<td>(\bar{\hat{Q}}<em>f</em>{j+L})</td>
<td>Mean of all forecasted flows (mean of ensemble member values) at day (j+L)</td>
</tr>
</tbody>
</table>
5.5.1. Output bias corrections

Model biases resulting from the input data, the estimated model parameters, or simplifying assumptions used in the model limit the quality of ensemble forecasts. Biases from the forecast model will propagate to each member of the ensemble and this degrades the overall quality of the resulting forecast. One of the options to account for biases is to use a bias correction transformation to adjust all model simulated ensemble members. These corrected members are then used to issue the forecasts. For more on bias corrections, please refer to Smith et al. (1992), Hashino et al. (2007), Brown et al. (2010).

The absolute flow variability in rivers during low-flow period is limited compared to the flood events. Therefore, simple output bias corrections may significantly improve the forecast quality. In our study, we tested two simple bias corrections in order to improve the quality of low-flow forecasts. The mathematical formulations of these corrections are shown in Table 5.2. Other more elaborated approaches could obviously be tested (see e.g. the research work by Bourgin at Irstea, ongoing PhD).

**Table 5.2: Formulations of bias corrections and model updating techniques used in this study**

<table>
<thead>
<tr>
<th>Bias correction formulation</th>
<th>Corrected forecast</th>
<th>Correction No</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC1 = ( \frac{Q_{o,i}^j}{Q_{s,i}^{j,L}} )</td>
<td>( \hat{Q}<em>{f,i}^{j,L,j} = \hat{Q}</em>{f,i}^{j,L,j} \times BC1 )</td>
<td>Eq. 5.1</td>
</tr>
<tr>
<td>BC2 = ( \frac{Q_{o,i}^j}{Q_{s,i}^{j,L}} )</td>
<td>( \hat{Q}<em>{f,i}^{j,L,j} = \hat{Q}</em>{f,i}^{j,L,j} \times BC2 )</td>
<td>Eq. 5.2</td>
</tr>
</tbody>
</table>

BC1 and BC2 are the abbreviations used to represent the multiplicative bias corrections. BC1 is derived from the ratio of the mean observed and mean simulated flow of all available flows at day “j+L” on historical record. The formulation of BC2 is similar to BC1, but BC2 uses mean forecasts at day “j+L” as the denominator instead of considering the past simulations. These corrections can give the information on the influence of biases in simulation as well as forecasts.
5.5.2. Model updating to improve the forecast quality

Updating procedures are based on the idea that the forecast is improved when the model is in better agreement with recent observations up to the time of issuing the forecast. Different types of updating procedures are available such as updating of inputs, updating of model state variables, updating of model parameters, and updating of output variables (error prediction). For a brief description of these classifications, refer to Refsgaard (1997), Babovic et al. (2001) or Anctil et al. (2003).

In our study, we selected model output updating with error corrections and model state updating due to their simplicity. Such procedures are also used in the flood forecasting GRP model developed at Irstea (Tangara, 2005; Berthet, 2010).

5.5.2.1. Updating of model output (error correction)

In an R-R model, the output error occurs due the over or under simulation of the streamflow. Therefore, in output error correction, we consider the actual streamflow as the sum of the model output and of an error term. There are simple to sophisticated procedures available in the literature to update the model output especially in flood forecasting systems with shorter lead-times (e.g. Babovic et al., 2001; Xiong and O’connor, 2002; Anctil et al., 2003; Tucci et al., 2003; Valença and Ludermir, 2004; Goswami et al., 2005).

Compared to the peak events, the fluctuations in the flow values will be lower in case of low flows. Hence simple error correction procedures may produce as satisfactory results as the sophisticated methodologies available in the literature. In our study, we present a simple procedure to update the model output to improve the low-flow forecasts. In this procedure, the error term is the error of observed and simulated flow values on the day of issue of forecasts. The formulations are presented in Table 5.3.

In Eq. 5.3, we use the last model error to update the model output through a multiplicative correction factor. We update the model output with the model error calculated on the day \((j)\) of issue of forecasts. The \(\beta\) (beta) coefficient in Eq. 5.3 is a parameter which depends on the forecast lead-time and also the catchment characteristics. The value of \(\beta\) varies from 0 (indicating no correction) to 1 or higher values (indicating maximum possible correction).
Table 5.3: Formulations of model output updating techniques

<table>
<thead>
<tr>
<th>Error correction formulation</th>
<th>Corrected forecast</th>
<th>Correction No</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EC1 = \left( \frac{\hat{Q}_j}{\hat{Q}_j} \right)^\beta$</td>
<td>$\hat{\bar{Q}}_{j+4</td>
<td>j} = \hat{\bar{Q}}_{j+4</td>
</tr>
<tr>
<td>$EC2 = (\hat{Q}_j - \hat{\hat{Q}}_j)$</td>
<td>$\hat{\bar{Q}}_{j+4</td>
<td>j} = \hat{\bar{Q}}_{j+4</td>
</tr>
</tbody>
</table>

Tangara (2005) used a similar formulation to calculate the past forecast errors to correct the flood forecasts with short lead times. Berthet et al. (2009) and Randrianasolo et al. (2010) also used a similar correction methodology in their studies on flood forecasting. In contrast to these studies, here we used this formulation to update the model output to improve the low-flow forecasts. Instead of selecting a single $\beta$ value, we tested the forecasts with different $\beta$ values in order to find out the optimum $\beta$ for each lead-time by linking it with the forecast lead-time. The concept behind the formulation of Eq. 5.4 is similar to that in Eq. 5.3, but here we use the additive error with a $\beta$ value of 1 instead of the multiplicative one with optimum $\beta$ in Eq. 5.3.

5.5.2.2. Updating of model state variable

The term ‘state’ is used to describe a variable of a model which changes between inputs to the model and the model output (Szollosi-Nagy, 1976). Model state updating is quite popular in hydrology (Aubert et al., 2003; Moore et al., 2005; Moore, 2007; Thirel et al., 2010a; Thirel et al., 2010b). The idea behind the state updating is that day-to-day watershed’s state deviate from the average conditions simulated by the model.

In our study, we used a simple updating procedure already tested in flood forecasting (e.g. Berthet et al., 2009; Randrianasolo et al., 2010). In this updating procedure, we use the last observed discharge information to update the state of the model stores. The GR6J model has two routing stores and one production store in its structure (see chapter 4). The routing part of this model consists of two stores and is mainly responsible to generate stream low-flows. Similar to the routing part, the soil moisture store also has a significant role in streamflow in terms of percolation (it contributes to direct runoff). Therefore, the updating of these stores can improve the model's low-flow forecast quality. Hence we tested the model’s forecasts...
with the updating of the production store as well as the two stores at the routing part of the model. There is no direct formulation to calculate the store levels (production as well as routing stores) at each time step. But we have a formulation which connects the model output (flow value) and the store levels (see Appendix C). Therefore, with the latest flow value, we calculate back the corresponding store levels. These updated levels are then used to issue the model forecasts.

5.6. Assessment of the forecasting system

Forecast verification is the process of assessing the quality of a forecast. In verification, the forecast is compared with a reference estimate of the true outcome (usually the observation). The verification of forecast with respect to the observed value can help to improve the existing forecasting system. In general, forecast verification includes the calculation of different verification scores over a forecast-observation data set and then the performance of each forecast system is evaluated based on the computed verification scores. There are deterministic as well as probabilistic criteria to evaluate the corresponding forecasts. Deterministic scores are also used to evaluate the ensemble forecasts. Here the ensemble forecasts are converted to deterministic one before the evaluation using the corresponding deterministic criterion. But, finding an efficient way to evaluate hydrological forecasts is a challenging task for hydrologists. In our study, we used some criteria (deterministic as well as probabilistic) to evaluate the stream low-flow forecasts.

5.6.1. Measure based on error in magnitude

Here we propose the Nash-Sutcliffe efficiency calculated on the inverse transforms of flows ($NSE_{iQ}$) which we already discussed in Chapter 3 to evaluate the low-flow forecasts. Here also the bounded version of the criterion ($NSE_{iQ}^*$) is used. The formulation of this deterministic criterion in the present context is as follows:

$$NSE_{iQ} = 1 - \frac{\sum_{j=1}^{N} \left( \frac{1}{Q_j} - \frac{1}{\hat{Q}_j} \right)^2 \quad \text{Eq. 5.5}}{\sum_{j=1}^{N} \left( \frac{1}{Q_j} - \frac{1}{\hat{Q}_j} \right)^2}$$

$$NSE_{iQ}^* = \frac{NSE_{iQ}}{2 - NSE_{iQ}} \quad \text{Eq. 5.6}$$
The notations used are defined in Table 5.1.

5.6.2. Measures based on contingency table

Contingency table indicates, for a given observed or not observed event, the number of times this event was predicted or not (Atger, 2001). In the present analysis, we consider the probability of occurrence of an event at two thresholds (T) such as the observation and forecast at $Q_{75}$ and $Q_{90}$ (the low-flow indices). The structure of a contingency table is shown in Table 5.4.

Table 5.4: Contingency table

<table>
<thead>
<tr>
<th>Forecasted ($\hat{Q}$)</th>
<th>Observed ($Q$)</th>
<th>Yes ($\hat{Q} &lt; T$)</th>
<th>False alarms ($\hat{Q} &gt; T$)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes ($\hat{Q} &lt; T$)</td>
<td>Hits ($a$)</td>
<td>False alarms ($b$)</td>
<td>Forecast yes ($a+b$)</td>
<td></td>
</tr>
<tr>
<td>No ($\hat{Q} &gt; T$)</td>
<td>Misses ($c$)</td>
<td>Correct negatives ($d$)</td>
<td>Forecast no ($c+d$)</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>Observed yes ($a+c$)</td>
<td>Observed no ($b+d$)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where,  
Hit ($a$) - Both forecast and observation occurred

Misses ($c$) - Only the observation occurred

False alarm ($b$) - Only the forecast occurred

Correct negative ($d$) - Both the forecast and observation did not occur

A perfect forecast system would always produce hits and correct negatives. There are a large number of evaluation measures based on the contingency table. Table 5.5 presents two of the most widely used verification scores based on the contingency table which we used to evaluate the present low-flow forecasting system.

Table 5.5: Scores based on the contingency table

<table>
<thead>
<tr>
<th>Verification measure</th>
<th>Equation</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias (B)</td>
<td>$(a+b)/(a+c)$</td>
<td>$[0,\infty[$; perfect score: 1</td>
</tr>
<tr>
<td>Probability of detection (POD)</td>
<td>$a/(a+c)$</td>
<td>$[0,1]$; perfect score: 1</td>
</tr>
</tbody>
</table>
Bias measures the ratio of the frequency of forecast events to the frequency of observed events. It indicates whether the forecast system has a tendency to underforecast (B < 1) or overforecast (B > 1) the events. POD is the probability of detection (hits). The selected two criteria consider hits, misses and false alarms which are more sensitive in a forecasting system than the correct negatives (it is not so dangerous as the observation and forecasts are not occurred).

5.6.3. Measure based on probability

The Brier score (BS) is one of the most widely used criterion to evaluate the accuracy of probabilistic forecasts (Brier, 1950). BS is the mean squared error of the probability forecasts over the verification sample and is expressed as:

$$BS = \frac{1}{N} \sum_{j=1}^{N} (\hat{P}_j - P_j)^2$$  

Eq.5.7

where $\hat{P}_j$ is the probability of the forecast event and $P_j$ is the actual outcome of the event (equal to 1 if the event is observed, equal to 0 if it is not observed). $N$ is the number of forecasts (here it corresponds to the number of ensemble members for day j). BS values range between 0 and 1. For a perfect forecast, BS becomes zero and hence the smaller the value of BS, the higher the quality of forecast. The BS is generally used to evaluate the occurrence of an event greater than or equal to a pre-defined threshold, T. In the present analysis, we consider the calculation of BS at two thresholds ($BS_{75}$ and $BS_{90}$), $Q_{75}$ and $Q_{90}$ which we already used to formulate the contingency table.

Using a relative measure that represents the forecast quality compared to a reference is a better way to assess the forecast quality (Bradley et al., 2004). That is the evaluation of the performance of the model forecast with respect to a reference forecast (here it is the "climatological" forecasts: the streamflow values in the historical data for a particular date at the same thresholds). The formulation of the calculation of daily Brier skill score (BSS) for a single catchment is given by:

$$BSS_{75} = 1 - \frac{BS_{75}}{BS_{<75}}$$  

Eq. 5.8
where $BS_{75}$ and $BS_{c,75}$ are the mean score of the model forecast and the reference forecast respectively. The $BS_{c,75}$ is the Brier score of climatological forecast (for each day) which is calculated similar to $BS_{75}$, but here in climatology, we consider past observations rather than past simulations. From these values we calculated the BSS$_{75}$ for each catchment for each lead-time. In order to make a general conclusion, we illustrate the average BSS$_{75}$ calculated over the entire catchment set for each lead-time. Similarly we calculated the BSS$_{90}$ at $Q_{90}$.

A score of positive values indicates good performance of the model compared to the reference forecasts and a reverse case with negative values. The BSS calculated at $Q_{75}$ and $Q_{90}$ are represented as BSS$_{75}$ and BSS$_{90}$ respectively. Based on these values (BSS$_{75}$ and BSS$_{90}$), we will fix the maximum possible lead-time (MPLT) for each catchment in our data set. The MPLT is the forecast lead-time beyond which the forecasts do not bring better information to the end-user than a statistical analysis of historical data. In the present study, we fixed the lower limit of the BSS as 0.2 to fix the MPLT. This says that, for our test catchments, we consider the lead-time for which the BSS falls to 0.2 as the MPLT. This indicates that the lead-time for which the BSS comes below 0.2 is no more useful. The lower limit of BSS to fix the MPLT depends on the purpose of the model output.
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Figure 5.3: Illustration of the identification of maximum possible forecast lead-time with respect to the BSS

Figure 5.3 illustrates how we selected the maximum possible lead-time for each catchment. We consider that forecast corresponding to the lead-time for which the BSS is below 0.2 is no more useful. In this example, the maximum possible lead-time is "4" with a BSS value higher than 0.2. For the fifth day, the BSS reaches a value less than 0.2 and hence we cannot consider this as our MPLT.

Here the lower limit of BSS is kept in such a manner that the values very near to 0 (here less than 0.2) are not so significant. The BSS value greater or equal to 0.2 is considered significant here.

5.7. Results and discussion

This section mainly discusses the results in terms of:

- the skill score of the ensemble forecasts issued by the model GR6J;
- the impact of biases during simulation on model forecasts;
- the improvement of model forecast skill with bias corrections and updating techniques;
- and finally the identification of MPLT for the individual catchments based on the BSS.
5.7.1. How long are model forecasts useful (without any corrections)?

We used the Brier skill score (BSS) to evaluate the quality of GR6J model forecasts. The “climatology” (past flow observations) was used as the reference forecast in the BSS to evaluate the gain or loss in performance of the GR6J model forecasts. The BSS was calculated at two thresholds: $Q_{75}$ and $Q_{90}$. The BSS at $Q_{75}$ (BSS$_{75}$) and the BSS at $Q_{90}$ (BSS$_{90}$) for different lead times are presented in Figure 5.4. It shows that the skill score is degrading with the lead-time. The values above zero indicate a better performance of the model forecasts than the reference forecast and a reverse case with negative values. In the very first lead-time itself, for the majority of catchments, the BSS values are below zero in case of BSS$_{90}$ (i.e. the Brier score calculated at a threshold of $Q_{90}$). This is less pronounced in the case of BSS$_{75}$. This may be due to the difficulty of the model to simulate the most extreme low-flow conditions. The poor model performance in simulation mode at the extreme low-flow condition (at $Q_{90}$) compared to the model performance at $Q_{75}$ is illustrated in Figure 5.5. The inverse transform is used to evaluate the model performance. This clearly indicates that the BSS or the forecast skill score is somehow related with the simulation efficiency of the model.

The poor BSS values indicate the limited usefulness of the model, which is even truer at the longer lead times. This indicates that the model used in pure simulation mode is not very useful on average for low-flow forecasting. This suggests the necessity to improve the model forecasts and we will discuss this in section 5.6.3.

![Figure 5.4: Distribution of Brier skill scores (at $Q_{75}$ and $Q_{90}$) over the full catchment set at different lead times (boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.10 and 0.90 percentiles) (in simulation, i.e. without correction)](image-url)
5.7.2. Influence of simulation error on model forecasts

Improving simulation efficiency can improve forecast quality. In this section, we analysed the scores which we calculated in the simulation mode and also in the forecast mode. The simulation bias (ratio of the mean observation and mean simulation at the two thresholds $Q_{75}$ and $Q_{90}$) and the bias calculated from the contingency table at $Q_{75}$ and $Q_{90}$ are analysed to see the influence of simulation errors on model’s forecasts.
Figure 5.6: The influence of error in simulation mode (a) on model’s forecasts (b and c). Boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.10 and 0.90 percentiles.

In Figure 5.6, a value above 1 indicates overestimation and a value below 1 indicates underestimation. The box plots in figure (a) show that the model overestimates flows at the two selected thresholds and this overestimation leads to make more misses during forecasts. This makes under-forecasts. Figure 5.6 (b and c) show the distribution of bias criteria calculated from the contingency table (see Table 5.5). This clearly shows that the forecasts are underestimated. This suggests that the biases in model simulation have an impact on the model’s forecast quality. Some of the options to avoid the influence of biases will be discussed in the coming section.

5.7.3. How to improve model’s forecast quality?

This section briefly explains the results of some of the methods used in our study to improve the forecast quality.
5.7.3.1. Model output bias correction

The results of the bias corrections used in this study (BC1, BC2) are compared with the non-corrected model (GR6J) forecasts. As the Brier skill score is the comparison of the performance of the model forecast with climatology, the analysis of all the tested bias or error corrections are carried out just by considering the Brier skill score.

Figure 5.7 shows that the improvement in the skill score for both thresholds is not significant using BC1 and BC2 compared to the non-corrected forecasts for the entire catchments. This might be due to the error associated with mean simulation with respect to the observation in the formulation of BC1. This simulation error will propagate into the members and hence this affects the quality of the forecast. In BC2, the forecast itself is used in association with observation to correct the members. Similar to the previous case, here also from the forecast used in the formulation, the error can transfer into the members and hence on quality of the forecast.
Figure 5.7: Comparison of model forecasts with and without bias corrections, BC1 & BC2 (the first column represents the results at threshold $Q_{75}$ and the second column represents the results at $Q_{90}$).
5.7.3.2. Model output updating with error corrections

Figure 5.8 shows that model updating with the error of the day of forecast can improve the model performance considerably. The EC1 correction yields more robust results than the EC2 correction. These two methods are superior to the previously mentioned bias corrections (BC1 and BC2). Compared to EC2, there is a possibility for huge improvement in the forecast skill with EC1 while changing the beta ($\beta$) value from 1.

![Figure 5.8: Forecast skill score with model output error corrections: EC1 and EC2](image-url)
Figure 5.9: The performance of model forecasts with different beta values and different lead times
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Therefore, the formulation of EC1 is further investigated. The tested $\beta$ value ranges from 0.1 to 1. The corresponding model performance is presented in Figure 5.9. But the optimum $\beta$ value (the beta value for which the forecasts has better BSS values) changes from one catchment to another with respect to the lead-time.

Hence, we identified $\beta$ optimum ($Opt\beta$) for each catchment for each lead-time. As an example, for the first lead-time, the optimum betas ($\beta_1$, $\beta_2$, $\beta_3$, ..., $\beta_N$) which correspond to the highest skill score for each catchment were identified. Then, we calculated the average ($Opt\beta_{\text{lead}}$) of all $\beta$ values on the catchment set based on Eq. 5.9. This average is the optimum $\beta$ for the first lead-time. This procedure is repeated for all lead-times (here it is 70 days).

![Figure 5.10: Dependency of beta value with forecast lead-time](image)

**Figure 5.10** shows the plot of dependency of optimum $\beta$ values with forecast lead-time. The pink dots and line represent the estimated $\beta$ values using the derived relation between the optimum $\beta$ values (blue dots and line) and the lead-time. The derived exponential relation of the optimum $\beta$ with lead-time, $L$ with an $R^2$ value of 0.98 is represented in Eq. 5.10 and the resulting formulation of EC1 (the new formulation of EC1 is represented as EC1’) is presented in Eq. 5.11.
\[ O_{\text{opt}} \beta_{\text{1lead}} = \frac{1}{N} (\beta_1 + \beta_2 + \beta_3 + \ldots + \beta_N) \]  

\[ \beta = \frac{1}{\exp(0.02L)} \]  

\[ EC_1' = \left\{ \frac{Q}{\bar{Q}} \right\}^{\exp(0.02L)} \]

---

**Figure 5.11: Forecast skill score with lead-time using model updating, EC1'**

**Figure 5.11** shows that there is a significant improvement in the skill score with the EC1'. There is a positive skill score till the 30\textsuperscript{th} day in case of BSS\textsubscript{75}, at the same time, 20 days in case of BSS\textsubscript{90} while considering the full data set.

As discussed at the beginning of this Chapter, the absolute flow variability during the low-flow period is not so significant compared to the flood events. Therefore, the simple error
correction techniques can improve the forecast skill compared to the peak events. Our results are in agreement with this concept. The simple bias correction (EC1: correcting each day's forecast with the bias of the day of forecast) is superior to the other bias corrections and error corrections tested here.

5.7.3.3. Results of model state updating

This section briefly discusses the results of the updating of the model’s state variables. Here we updated the levels of the routing stores as well as the production store (the soil moisture store) with the last model output information (last discharge value) at each time step. So that the new level of the stores for the next time step can make an improvement in the forecast quality. The updating of the routing stores shows better results compared to the updating of the production store. The results are illustrated in Figure 5.12. The improvement in the model forecast skill score with the updating of the levels of the two routing stores shows that the routing part of the model is more sensitive to the contribution of the low flows into the streams compared to the production module. The structure of the model itself says that the routing part of the model is mainly responsible to generate stream low flows. The present results also confirm that the changes in the routing part are highly responsible to make changes in the stream low flows.
5.7.1. Maximum possible lead-time (MPLT)

The analysis of the results of bias corrections and updating techniques show that the error updating, EC1', is superior to other tested methods (see Table 5.6). Here we analysed the performance of this correction factor in terms of the other scores (POD and $NSE_{iQ}$) which we already presented in section 5.6. Here we presented the POD obtained with the EC1' method and the POD without correction (see Figure 5.13). A significant improvement in POD is visible with the integration of this correction factor. A similar trend is visible in Figure 5.14.
with the $NSE^*_{IQ}$ values. Thus the improvement in the POD (the score based on the contingency table), $NSE^*_{IQ}$ (the deterministic score) and the BSS (the probabilistic score) with the integration of the EC1’ highlights the applicability of this correction factor in improving the low-flow forecast skill with longer lead-times in our test catchments. Therefore, we selected this correction factor to improve the forecast skill in our tested catchments.

Table 5.6 Median values of the BSS for the different correction procedures

<table>
<thead>
<tr>
<th>Lead-time</th>
<th>BC1</th>
<th>BC2</th>
<th>EC1'</th>
<th>EC2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.19</td>
<td>0.12</td>
<td>0.78</td>
<td>0.75</td>
</tr>
<tr>
<td>5</td>
<td>0.18</td>
<td>0.12</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>10</td>
<td>0.15</td>
<td>0.12</td>
<td>0.33</td>
<td>0.18</td>
</tr>
<tr>
<td>15</td>
<td>0.13</td>
<td>0.11</td>
<td>0.26</td>
<td>0.08</td>
</tr>
<tr>
<td>20</td>
<td>0.12</td>
<td>0.09</td>
<td>0.21</td>
<td>0.00</td>
</tr>
<tr>
<td>25</td>
<td>0.11</td>
<td>0.08</td>
<td>0.18</td>
<td>-0.06</td>
</tr>
<tr>
<td>30</td>
<td>0.11</td>
<td>0.08</td>
<td>0.15</td>
<td>-0.11</td>
</tr>
<tr>
<td>35</td>
<td>0.10</td>
<td>0.07</td>
<td>0.13</td>
<td>-0.15</td>
</tr>
<tr>
<td>40</td>
<td>0.09</td>
<td>0.06</td>
<td>0.11</td>
<td>-0.19</td>
</tr>
<tr>
<td>45</td>
<td>0.08</td>
<td>0.04</td>
<td>0.09</td>
<td>-0.24</td>
</tr>
<tr>
<td>50</td>
<td>0.07</td>
<td>0.03</td>
<td>0.08</td>
<td>-0.27</td>
</tr>
<tr>
<td>55</td>
<td>0.06</td>
<td>0.02</td>
<td>0.06</td>
<td>-0.31</td>
</tr>
<tr>
<td>60</td>
<td>0.05</td>
<td>0.00</td>
<td>0.05</td>
<td>-0.34</td>
</tr>
<tr>
<td>65</td>
<td>0.04</td>
<td>-0.01</td>
<td>0.04</td>
<td>-0.38</td>
</tr>
<tr>
<td>70</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.03</td>
<td>-0.42</td>
</tr>
</tbody>
</table>
Figure 5.13: POD of forecasts with bias correction (EC1') and POD of forecasts without correction
Figure 5.14: $NSE_{iQ}^*$ of forecasts with bias corrected (EC1') and $NSE_{iQ}^*$ of forecasts without correction.
As in section 5.6.3, the maximum possible lead-time for the individual catchments is identified with respect to the BSS. In our tested catchments, we considered that a value of BSS greater than 0.2 indicates the significant gain in the model forecast compared to the reference forecast, i.e. “climatology”. Therefore, the BSS of 0.2 was the lower limit for each catchment to select the maximum possible lead-time.

Figure 5.15: Spatial distribution of the maximum possible lead-time based on BSS$_{75}$ for the data set
Figure 5.16: Spatial distribution of the maximum possible lead-time (in days) based on BSS\(_{90}\) for the data set

The spatial distributions of the maximum possible lead time (MPLT) for the full data set at the two thresholds (BSS\(_{75}\) and BSS\(_{90}\)) are illustrated in Figure 5.15 and Figure 5.16. Most of the catchments in the North-Western part of France have longer forecast lead times. The MPLT for most of the catchments in the data set is less than 10 days. The spatial variability in the MPLT shows that this variability may depend on catchment characteristics such as catchment geology.

Figure 5.17: Distribution of the maximum possible lead time for the catchments on the data set
Figure 5.17 shows that 29% of our test catchments, forecasting with a lead-time of 10 to 20 days is highly possible. In 28% of data set, the MPLT reaches up to 40 days. 10% of catchments can attain a MPLT of 60 days. The possibility of long-term forecasting is identified for a limited number of catchments (>60 days), i.e., for 14% only. But, in 19% of our data set, we can issue only short-term forecasts (<10 days).

A brief overview of catchment geology and the corresponding lead-time for the catchments are presented in Figure 5.18. Figure 5.18 illustrates the possible link of forecast lead-time with the catchment geology at a threshold of $Q_{75}$. Here we considered the major geology for each catchment as they are composed of several fractions of geology. From the illustration, it is not possible to derive a clear conclusion, even though we can interpret that catchments with geology of quaternary volcanics and detrital crystalline show longer lead-times. Test results also indicate that long-term forecasting is not possible in catchments with a geology of non-carbonates and flysch sediments. A more in-depth analysis would be needed to establish clearer links (e.g. only focusing on catchments where the model performs well to avoid introducing modelling noise in the analysis).
5.8. Conclusions

In this Chapter, we implemented an ensemble forecasting approach to issue long-term low-flow forecasts in the French river basins. The forecasts are issued using the rainfall scenarios from an historical archive as input to the GR6J model. As a first step, the model forecasts showed poor skills for both the low-flow thresholds ($Q_{75}$ and $Q_{90}$) in terms of the Brier skill score. We tried to improve the skill score with the integration of bias corrections, model output updating and model state updating techniques. Among all the tested correction methods, the output error updating (EC1) showed significant improvement in the skill score with longer lead-time. Based on this tested methodology, we identified the maximum possible lead-time for the individual catchments in the data set for both the low-flow thresholds. The attempt to link forecast lead-time with catchment geology could provide only a general overview of our results. Further investigations are needed in this issue.
Chapter 6. Accounting for the influence of artificial reservoirs in low-flow forecasting
6.1. Introduction

Artificial reservoirs are intended to modify the natural hydrological processes and thereby they may affect the watershed behaviour by locally changing the watershed’s response to precipitation in several ways. The construction of such reservoirs is one of the direct human influences on streamflow. Reservoirs lead to changes in streamflow downstream the reservoir and these changes on flow regime will depend on the storage capacity of the reservoir in comparison with stream runoff, its regulation purposes (e.g. irrigation diversions, hydro-electricity, flood control, low-flow augmentation, etc.), and its operating rules (Miquel and Roche, 1983; Williams and Wolman, 1984). The changes can be in the form of frequent occurrence of low flows downstream (Ye et al., 2003; Lajoie et al., 2007; Isik et al., 2008; Lopez-Moreno et al., 2009) which affects the downstream ecosystem (Hill et al., 1998), or reduced variability in the downstream flows, i.e., higher low flows and lower floods (see Lefèvre, 1974; Peters and Prowse, 2001; Batalla et al., 2004; Magilligan and Nislow, 2005; Maurel et al., 2008; Vernoux and Villion, 2008). Therefore, accounting for the influence of artificial reservoirs is highly important for the proper water management plans downstream the dam.

To account for the influence of reservoirs into the rainfall-runoff model, additional modules are required as the models are originally designed to simulate the natural rainfall-runoff transformation at the watershed scale. There are some studies carried out to integrate the reservoir information into the hydrological model to see the flow variations at the downstream by hydrological models with and without the reservoir information. Most of them are based on a distributed approach (Pociask-Karteczka et al., 2003; Hanasaki et al., 2006; Wu et al., 2007; Zhang et al., 2012). The distributed approach to account for artificial reservoirs will become difficult in case of a large number of reservoirs for which no detailed data are available. In chapter 4, we already discussed the simplicity in using lumped approach in hydrological modelling. Here also we continue with our lumped approach in modelling.

Moulin et al. (2005) conducted a study on the Seine River basin (France) to account for the influence of reservoirs into the lumped GR4J rainfall-runoff model. In their study, they integrated the influence into the lumped GR4J model. Their results show an improvement in the model performance in simulation in all the tested catchments. Following this work, Payan et al. (2008) also conducted a similar study on a set of catchments distributed worldwide, including some in the Seine and Loire basins. The introduction of the reservoir influence was
made by an additional store corresponding to the artificial reservoir, which was linked with
the production as well as the routing modules of the model GR4J without any other change in
its structure. Their results also indicate an improvement in the model simulation efficiency.
Therefore, this chapter focuses on accounting for the influence of reservoirs into a lumped R-
R model in order to evaluate the possibility to improve the model’s forecast quality.

6.2. Scope of the study

Based on the previous literature, the integration of the information on reservoirs into the
model improves the model’s simulation efficiency. This improvement in simulation efficiency
can improve the model forecast quality which was clearly discussed in chapter 5. Therefore,
in this study, our objective is to evaluate to which extent the forecasting efficiency can be
improved using this approach. In order to fulfil our objectives, we used a set of catchments in
the Seine and Loire basins, which are directly influenced by large dams.

6.3. Test catchments

The data set presented in chapter 2 had been selected in such a way that catchments are lowly
influenced by human activities. Here we selected a set of catchments in the Seine and Loire
basins which are significantly influenced by reservoirs. The inhabitants demand, agricultural
activities, navigation as well as the industrial demand highly motivated this basins’ selection.

The Loire River basin, the longest river in France, has more than 11.5 million inhabitants.
This basin is also extremely important for farming. Around 350,000 ha farm land in the basin
are irrigated. This river is also used for navigation, recreation, generation of hydro and nuclear
power from 38 dams and four power stations. One of the recent studies by Mathevet et al.
(2007) in the Loire basins gives more information on the possibility of long-lead forecasting
of streamflow in the Loire basin which is affected by several influences such as dams.

The Seine is the second longest river in France. Paris, the capital city of France is located at
the centre of the drainage network of the Seine River basin with more than 10 million people
including the neighbourhood (Billen et al., 2007). The Seine and its tributaries are used for
fluvial transportation of agricultural production, timber, construction material etc. This river
basin is an intensive agricultural area. There are also several industries in the downstream part
of the basin. For more on the socio-economic issues and low flows in the Seine basin, please
refer to Bousquet et al. (2003).
Figure 6.1: Location of test catchments and dams in the Seine river basin

Figure 6.2: Location of catchments and dams in the Loire River basin
Because of these multipurpose activities, these two river basins can offer a clarifying case study with several catchments which are highly influenced by reservoirs.

**Figure 6.1** and **Figure 6.2** show the location of the study catchments and dams in the Seine and Loire basins. In our test, we have a set of nine catchments and four dams in the Seine basin and eleven catchments and three dams in the Loire basin respectively. Their flow characteristics and the information on dams are presented in **Table 6.1** and **Table 6.2** for the Seine and Loire basins respectively.

The four dams considered here on the Seine basin are managed by Seine Grands Lacs, a Public Basin Authority (EPTB, [www.grandslacsdeseine.fr](http://www.grandslacsdeseine.fr)). For more on the listed dams and their functions in the appropriate rivers in the Seine basin, please refer to Villion (1997). The dams on the Loire basin are managed by the Etablissement Public Loire ([www.eptb-loire.fr](http://www.eptb-loire.fr)) and/or by EDF.

### 6.1. Methodology

The methodology adopted to account for the influence of reservoirs into the lumped hydrological model is presented in the following subsection.

#### 6.1.1. To account for the reservoirs into an R-R model

The methodology proposed by Payan et al. (2008) is used in this study. The reservoirs are grouped in a lumped mode in accordance with the lumped structure of the hydrological model. Below we give a brief description of the adopted methodology adapted from Payan et al. (2008).

Similar to the representation of the behaviour of watershed’s hydrological processes in a lumped rainfall-runoff model, the artificial reservoirs over a watershed can be represented as a single store, whose content corresponds to the total stored volume actually observed in the reservoirs. The water depth (mm) in the store corresponds to the total stored volume divided by the catchment area at the downstream station. Thus the content of the store is represented in the same unit as the other internal variables of the model.
Table 6.1: Summary of data set in the Seine basin

<table>
<thead>
<tr>
<th>Station #</th>
<th>HYDRO code</th>
<th>River</th>
<th>Gauging station</th>
<th>Catchment area (km²)</th>
<th>Concerned Reservoir</th>
<th>Capacity of reservoir (10⁶ m³)</th>
<th>P (mm/yr)</th>
<th>PE (mm/yr)</th>
<th>Q (mm/yr)</th>
<th>MAM7 (mm/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>H0800010</td>
<td>Seine</td>
<td>Troyes</td>
<td>3410</td>
<td>Seine</td>
<td>205</td>
<td>853</td>
<td>662</td>
<td>294</td>
<td>68</td>
</tr>
<tr>
<td>H2</td>
<td>H1501010</td>
<td>Aube</td>
<td>Arcis</td>
<td>3590</td>
<td>Aube</td>
<td>170</td>
<td>829</td>
<td>660</td>
<td>296</td>
<td>65</td>
</tr>
<tr>
<td>H3</td>
<td>H1700010</td>
<td>Seine</td>
<td>Pont</td>
<td>9760</td>
<td>Seine, Aube</td>
<td>375</td>
<td>928</td>
<td>678</td>
<td>336</td>
<td>92</td>
</tr>
<tr>
<td>H4</td>
<td>H2221010</td>
<td>Yonne</td>
<td>Gourgy</td>
<td>3820</td>
<td>Pannecière</td>
<td>80</td>
<td>846</td>
<td>676</td>
<td>270</td>
<td>77</td>
</tr>
<tr>
<td>H5</td>
<td>H2721010</td>
<td>Yonne</td>
<td>Courlon</td>
<td>10700</td>
<td>Pannecière</td>
<td>80</td>
<td>777</td>
<td>665</td>
<td>223</td>
<td>75</td>
</tr>
<tr>
<td>H6</td>
<td>H4340010</td>
<td>Seine</td>
<td>Villeneuve St-Georges</td>
<td>30800</td>
<td>Seine, Aube, Pannecière</td>
<td>455</td>
<td>829</td>
<td>677</td>
<td>277</td>
<td>99</td>
</tr>
<tr>
<td>H7</td>
<td>H5201010</td>
<td>Marne</td>
<td>Charlons sur Marne</td>
<td>6280</td>
<td>Marne</td>
<td>350</td>
<td>960</td>
<td>668</td>
<td>361</td>
<td>74</td>
</tr>
<tr>
<td>H8</td>
<td>H5841010</td>
<td>Marne</td>
<td>Noisiel</td>
<td>12500</td>
<td>Marne</td>
<td>350</td>
<td>849</td>
<td>640</td>
<td>278</td>
<td>89</td>
</tr>
<tr>
<td>H9</td>
<td>H5920010</td>
<td>Seine</td>
<td>Paris</td>
<td>43800</td>
<td>Seine, Aube, Pannecière, Marne</td>
<td>805</td>
<td>814</td>
<td>676</td>
<td>224</td>
<td>67</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of data set in the Loire basin

<table>
<thead>
<tr>
<th>Station #</th>
<th>HYDRO code</th>
<th>River</th>
<th>Gauging station</th>
<th>Catchment area (km²)</th>
<th>Concerned Reservoir</th>
<th>Capacity of reservoir (10⁶ m³)</th>
<th>P (mm/yr)</th>
<th>PE (mm/yr)</th>
<th>Q (mm/yr)</th>
<th>MAM7 (mm/yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>K1180010</td>
<td>Loire</td>
<td>Digoin</td>
<td>9315</td>
<td>Villerest</td>
<td>106.2</td>
<td>892</td>
<td>633</td>
<td>310</td>
<td>39</td>
</tr>
<tr>
<td>K2</td>
<td>K1440010</td>
<td>Loire</td>
<td>Gilly-sur-Loire</td>
<td>13007</td>
<td>Villerest</td>
<td>106.2</td>
<td>907</td>
<td>634</td>
<td>371</td>
<td>41</td>
</tr>
<tr>
<td>K3</td>
<td>K1930010</td>
<td>Loire</td>
<td>Nevers</td>
<td>17570</td>
<td>Villerest</td>
<td>106.2</td>
<td>899</td>
<td>660</td>
<td>329</td>
<td>45</td>
</tr>
<tr>
<td>K4</td>
<td>K2330810</td>
<td>Allier</td>
<td>Vieille-Brioude</td>
<td>2269</td>
<td>Naussac</td>
<td>190</td>
<td>895</td>
<td>575</td>
<td>407</td>
<td>62</td>
</tr>
<tr>
<td>K5</td>
<td>K3030810</td>
<td>Allier</td>
<td>Saint-Yorre</td>
<td>8940</td>
<td>Naussac</td>
<td>190</td>
<td>923</td>
<td>619</td>
<td>354</td>
<td>62</td>
</tr>
<tr>
<td>K6</td>
<td>K3292020</td>
<td>Sioule</td>
<td>Saint-Priest-des-Champs</td>
<td>1300</td>
<td>Fades</td>
<td>69</td>
<td>1003</td>
<td>614</td>
<td>433</td>
<td>60</td>
</tr>
<tr>
<td>K7</td>
<td>K3650810</td>
<td>Allier</td>
<td>Cuffy</td>
<td>14310</td>
<td>Fades, Naussac</td>
<td>259</td>
<td>887</td>
<td>625</td>
<td>353</td>
<td>60</td>
</tr>
<tr>
<td>K8</td>
<td>K4000010</td>
<td>Loire</td>
<td>Cours-les-Barres</td>
<td>36610</td>
<td>Fades, Naussac, Villerest</td>
<td>365.2</td>
<td>898</td>
<td>660</td>
<td>296</td>
<td>61</td>
</tr>
<tr>
<td>K9</td>
<td>K4180010</td>
<td>Loire</td>
<td>Gien</td>
<td>35500</td>
<td>Fades, Naussac, Villerest</td>
<td>365.2</td>
<td>856</td>
<td>668</td>
<td>269</td>
<td>57</td>
</tr>
<tr>
<td>K10</td>
<td>K4350010</td>
<td>Loire</td>
<td>Orléans</td>
<td>36970</td>
<td>Fades, Naussac, Villerest</td>
<td>365.2</td>
<td>882</td>
<td>647</td>
<td>309</td>
<td>47</td>
</tr>
<tr>
<td>K11</td>
<td>K4470010</td>
<td>Loire</td>
<td>Blois</td>
<td>38320</td>
<td>Fades, Naussac, Villerest</td>
<td>365.2</td>
<td>857</td>
<td>645</td>
<td>310</td>
<td>65</td>
</tr>
</tbody>
</table>
The temporal evolution of the water volume stored in the reservoir is not natural and it depends on management decisions. Therefore the store that represents artificial reservoir will simply reflect the observations of the water storages. Therefore, the behaviour of this store is completely defined by observations and there is no parameterisation needed.

Let us consider the level of the store is $V_i$ at time step $i$ and $V_{i+1}$ at time step $i+1$. If $V_{i+1} > V_i$, the stored volume has increased, a positive quantity of water $\Delta V = V_{i+1} - V_i$ has globally been taken in by the artificial reservoir from the natural system. Conversely, if $V_{i+1} < V_i$, the stored volume has decreased, a quantity of water has globally left the artificial reservoirs to feed the natural system. If $V_{i+1} = V_i$, there is no water exchange. Therefore, one can consider that the algebraic quantity $\Delta V$ represents the water exchanges between the lumped representation of the watershed and the lumped representation of the artificial reservoirs. $\Delta V$ is only defined by the observed values of the stored volumes, and therefore constitutes a new input to the model. Figure 6.3 illustrates how artificial reservoirs are integrated into the GR6J model.

Figure 6.3: Illustration of how to account for the artificial reservoir volume variations ($\Delta V$) in the GR6J model

Figure 6.3 shows that, if $\Delta V$ is positive, this quantity should be subtracted from the production store and if $\Delta V$ is negative, this quantity must be added to the routing module.
Chapter 6. Accounting for the influence of artificial reservoirs in low-flow forecasting

Here $\Delta V$ is added only to the non-linear power store. The trial on splitting $\Delta V$ into the routing stores did not make any significant change in the overall model performance.

The test was also conducted with the GR4J (which was already tested by Payan et al. (2008)) and GR5J models to make a comparative analysis in their performances with the influence of artificial reservoirs.

### 6.1.2. Model testing and evaluation

The model testing scheme was already discussed in chapter 3 and here we are not going into the details. The objective function for calibration was the square root transform ($NSE_{\sqrt{Q}}^*$) and the criteria used to evaluate the model performance in low-flow simulation mode are the $NSE_{\ln Q}^*$ and $NSE_{iQ}^*$ respectively. The model forecast quality was assessed based on the Brier Skill Score (BSS) at the two thresholds $Q_{75}$ and $Q_{90}$ which we discussed in chapter 5.

### 6.2. Results and discussion

This section illustrates some of the main results obtained in simulation as well as forecast modes. The results were grouped for the two basins and we conclude our results based on comparing the model performances on these two basins.

#### 6.2.1. Can we really improve the simulation performance of models by accounting the reservoirs?

The model simulation performances on the Seine and Loire basins are discussed and are illustrated in Figure 6.4 and Figure 6.5 respectively. The overall performance values for the three models indicate the better performance of the GR6J model which supports our conclusion in Chapter 4. The models efficiencies are better in the Loire basin compared to the Seine, and the gain in efficiency by accounting for the dams is much lower in the case of the Loire basin. But in both cases, there is a strong improvement in $NSE_{iQ}^*$ (which is our target criterion for low flows) compared to the $NSE_{\ln Q}^*$. 
As GR6J has better overall efficiency values compared to GR4J and GR5J models, in the following sections we concentrate on the performances of GR6J in simulation as well as in forecast modes.

The analysis of the efficiency criteria for the individual catchments in the two basins using the GR6J model are shown in Figure 6.6. The points above the diagonal line indicates the improved performance by accounting for the dams. Most of the catchments show an improved performance, although model efficiency is lower on a few of them, especially on the $NSE^*$, $iQ$...
criterion on the Loire basin. It means that the proposed model version to account for the influence is not optimal in all the cases. This corroborates the results by Payan et al. (2008) who showed that the introduction of dams with a “one-size-fits-all” solution was not optimal in all cases, since some factors (e.g. distance between dam and downstream gauging station) are not accounted for.

Figure 6.6: Comparison of model performances with and without the influence of reservoirs using the $\text{NSE}^{\text{LnQ}}$ and $\text{NSE}^{\text{iQ}}$ criterion
6.2.1.1. Hydrograph of GR6J simulations

Figure 6.7 illustrates the simulated and observed hydrographs of catchments H1 for a period of four years (2000-2003) which includes one of the driest periods (2003) in the last decade in France. The blue line represents the model simulation with the integration of artificial influences and the red line represents the simulation without influences. As we discussed in the previous section, the integration of influences caused an improvement in the sample catchment. The calculated $NSE_{iQ}^*$ for the same time-period also is presented in Figure 6.7.

The next section discusses on the influence of simulation efficiency on model forecast quality.

![Hydrograph of GR6J simulations](image)

Figure 6.7: Illustration of the observed and simulated hydrographs (with and without R) of one of the test catchments for a period of four years (2000-2003) and its efficiency values

6.2.2. Can we improve the forecast quality?

In chapter 5, we discussed the link between simulation efficiency and the corresponding forecast quality of the model (see section 5.7.1). Here again we tried to link the same with the additional information on the influence of reservoirs into the model. We tested the quality of forecasts issued using the GR6J model with and without the integration of the influence of
reservoirs. The quality of forecasts was assessed with the BSS$_{75}$ and BSS$_{90}$ (Brier Skill Score at $Q_{75}$ and $Q_{90}$).

![Seine basin graph](image)

**Figure 6.8: Illustration of forecast skill score of the model GR6J in the Seine basin**

![Loire basin graph](image)

**Figure 6.9: Illustration of forecast skill score of the model GR6J in the Loire basin**

The mean values for the data set in the basins for each lead-time was used here to make the plots. **Figure 6.8** shows a slight upward shift in the curves of BSS$_{75}$ and BSS$_{90}$ when reservoirs are considered on the Seine basin, which indicates an improvement in forecast quality. Also, the positive skill values of BSS$_{90}$ in both conditions (with and without R) indicates the better model simulations in the very low-flow conditions for the tested
catchments. This is an indication of better low-flow simulation with the additional information on reservoirs. But, Figure 6.9 is an illustration of the negative impact of the reservoirs into the model’s forecast quality. This shows that the proposed methodology is not suitable for this basin and further analysis is needed to improve the quality on these catchments.

6.3. Conclusion

The objective to account for the influence of reservoirs into the GR6J model provided satisfactory results in simulation mode. The proposed methodology is suitable in the Seine basin and it needs further modifications to cope with the Loire basin. Also, the small change in forecast quality compared to the change in simulation efficiency in the Seine basin itself indicates further steps are needed for accounting reservoirs so that we can have a significant improvement in the forecast quality. This study also suggests conducting further studies on this issue.
General conclusion
Synthesis

The thesis aimed at developing an ensemble approach for long-term low-flow forecasts on a large set of catchments distributed over France. In the first part, we discussed stream low flows and the low-flow generating factors. Since the evaluation of model simulations is still a matter of debate in operational hydrology, while the literature is very limited in the specific case of low-flow simulations, we focused chapter 3 on the analysis of different efficiency criteria, and on their ability to evaluate the efficiency of hydrological models to simulate low-flows. This analysis resulted in the proposition of a squared-error criterion, based on inverse transformed flows, which better evaluates the model simulations in low-flow conditions than the existing criteria.

In chapter 4, we investigated the suitability of existing rainfall-runoff (R-R) models for low-flow simulation. This led to the development of an improved model structure, better representing the low-flow conditions on average on our set of catchments. Chapter 4 briefly describes the step-by-step model development. It was mainly achieved by the structural sensitivity analysis of the tested models. Although the overall improvement in model efficiency is modest, it should contribute to better low-flow forecasts.

As a continuation, in chapter 5, we focused on the integration of this improved model version (GR6J) into an ensemble approach to issue long-term low-flow forecasts. The ensembles are made of the historic time series, which are injected into the model to produce ensemble forecasts. We evaluated how forecast uncertainty depended on forecast lead time. To reduce the uncertainty and to improve the forecast skill in long-term basis, we tested several straightforward updating techniques in the forecasting approach. The results suggest that simple bias correction factors depending on the forecast lead time can significantly improve the skill score. Evaluations were made using the Brier skill score, one of the most widely used probabilistic score. Based on this skill score, we identified the maximum possible lead times for the individual catchments.

In chapter 6, we described the application of low-flow forecasting on catchments influenced by large dams. In such cases, we needed to integrate the information on reservoirs into the forecast model, so that we could improve the quality of forecasts. In this chapter we clearly discussed the possibility of improvement in the quality with the consideration of reservoirs.
General conclusion

The results suggest that the adopted methodology to account for the reservoirs is not optimal in all the tested catchments. Further investigations are needed.

Perspectives

We noticed that low-flow studies are still too limited and that we will need more attention in this domain due to the possibly more frequent occurrence of stream low flows in the future and their high impact on the society. This study addressed some of the relevant issues in low-flow hydrology, in terms of improved simulation and long-lead forecasting. This study highlighted the necessity to continue the effort on low-flow hydrology and forecast, in particular in the following directions:

- The level of performance of the model GR6J in low-flow conditions has improved but remains quite modest. This may be due to the structural model errors, data quality or human influences. Further studies are needed to find ways to improve low flow simulation. Better accounting for human influences, especially abstractions, may bring significant improvements. Building comprehensive databases using the information from Water Agencies, ONEMA, etc., would be very useful in this perspective. More efficient methodologies may also be sought to better account for dams, and for links between surface and groundwater.

- Further investigations are also needed to better understand the specificities of low-flow forecasts. The basic updating or correction methods we evaluated in our exploratory tests significantly improved forecasting efficiency. More complex methods to update or correct models may provide better results and should be tested. The use of upstream-downstream relationship or regional coherence may also help improving forecasts. In terms of meteorological scenarios, investigating the usefulness of information provided by meteorological models would be useful. This may result in more reliable forecast at longer lead-times.

- Last, the GR6J simulation and forecasting model proposed here should be further tested and evaluated against other models aimed at making low-flow predictions. ONEMA and the Water & Biodiversity Direction from the Ministry of Ecology launched in 2010 a project to benchmark existing low-flow forecasting models. Several models developed by BRGM, Cegum (Univ. Lorraine), EDF-DTG, Météo-
France and Irstea are currently evaluated on French catchments. This may provide useful information for end-users to start implementing advanced operational tools to anticipate and better manage low-flow conditions.
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A Selection of objective function for calibration
A. Selection of objective function for calibration

A.1 Test of a set of criteria

Here we analyzed the sensitivity of model performances in validation after using various objective functions for model calibration. The bounded formulation of Nash-Sutcliffe efficiency on natural flows, square root transformed flows, log-transformed flows and the inverse transformed flows were analysed to fix a general objective function (a criterion which would be general enough to give equal emphasis on high- as well as low-flow simulations) for calibration in our study.

The split sample testing scheme proposed by Klemes (1986) was used to evaluate model performance on a set of catchments which was already presented in Chapter 2. For each catchment, the period where rainfall, PE and flow data were available (at most 1970–2006) was split into two halves (P1 and P2) of similar length, alternatively used for model calibration and validation. It means that for each catchment and each tested model, two calibrations and two validations were systematically performed. The first year of each test period was used for model warm–up. To avoid initialization problems for catchments with long–term memories, five years of warm–up were considered in addition to the 1–year warm–up period: they were either the five years of observed data preceding the test period when available, or a mean year repeated five times otherwise. In this study, only performance in validation was considered to evaluate models.

Table A.1 shows the average performance of individual criterion with respect to the calibration test on the full catchment set. As expected, the analysis of results shows that the behaviour of criteria in validation depends on the objective function. Not surprisingly, the highest performance for each criterion in validation is obtained when the same criterion is used as objective function in calibration. But interestingly, the use of $\text{NSE}^*_{\text{sqrtQ}}$ as objective function provided moderate performance for all the selected criteria during validation. This shows that the use of this criterion can give equal preference to the high- as well as low-flow conditions (For more on criteria analysis, refer to Pushpalatha et al. (2012)). This is useful when both the low- and high-flow simulations are of interest. This conclusion is in agreement with the previous study by Oudin et al. (2006). Hence in our all tests, we kept this criterion as the objective function for calibration.
Table A.1 Validation results with respect to the objective functions

<table>
<thead>
<tr>
<th>Criteria in calibration</th>
<th>NSE_(Q)</th>
<th>NSE_(\sqrt{Q})</th>
<th>NSE_(lnQ)</th>
<th>NSE_(iQ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSE_(Q)</td>
<td>0.632</td>
<td>0.646</td>
<td>0.537</td>
<td>0.123</td>
</tr>
<tr>
<td>NSE_(\sqrt{Q})</td>
<td>0.621</td>
<td>0.675</td>
<td>0.617</td>
<td>0.230</td>
</tr>
<tr>
<td>NSE_(lnQ)</td>
<td>0.558</td>
<td>0.649</td>
<td>0.644</td>
<td>0.343</td>
</tr>
<tr>
<td>NSE_(iQ)</td>
<td>0.329</td>
<td>0.444</td>
<td>0.518</td>
<td>0.397</td>
</tr>
</tbody>
</table>
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SUMMARY

Low flows are seasonal phenomena and an integral component of the flow regime of any river. Because of increased competition between water uses, the demand for forecasts of low-flow periods is rising. How low-flow predictions should be evaluated? This article focuses on the criteria able to evaluate the efficiency of hydrological models in simulating low flows. Indeed, a variety of criteria have been proposed, but their suitability for the evaluation of low-flow simulations has not been systematically assessed.

Here a range of efficiency criteria advised for low flows is analysed. The analysis mainly concentrates on criteria computed on continuous simulations that include all model errors. The criteria were evaluated using two rainfall–runoff models and a set of 940 catchments located throughout France. In order to evaluate the capacity of each criterion to discriminate low-flow errors specifically, we looked for the part of the hydrograph that carries most of the weight in the criterion computation.

Contrary to what was expected, our analysis revealed that, in most of the existing criteria advised for low flows, high flows still make a significant contribution to the criterion’s value. We therefore recommend using the Nash–Sutcliffe efficiency criterion calculated on inverse flow values, a valuable alternative to the classically used criteria, in that on average it allows focusing on the lowest 20% of flows over the study period.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

1.1. In the jungle of efficiency criteria

Hydrological modelling aims at understanding and interpreting catchment hydrological behaviour. It is also used to address a number of practical issues, ranging from flood estimation to water resources management and low-flow forecasting. Whatever model is applied, the model user needs appropriate and meaningful indicators informing on the actual capacity of the model.

However, the evaluation of goodness-of-fit is not as straightforward as it may seem at first glance. Of course, model performance can first be evaluated by the visual comparison of the observed and simulated flow hydrographs, but this remains extremely dependent on the evaluator’s experience (Chiew and McMahon, 1993; Houghton-Carr, 1999). A more objective way to evaluate model performance is to use numerical criteria, but then the user may get lost in a jungle of potential criteria. Why is the choice so difficult? Several reasons can be put forward:

1. flows vary by several orders of magnitude that may not be equally useful for the modeller;

2. hydrological models often produce heteroscedastic errors, i.e. their variance is not independent of the flow value;

3. the range of target flows may vary significantly between evaluation periods;

4. the model may be used for different applications, which may require specific criteria.

For these reasons, a large variety of criteria have been proposed and used over the years in hydrological modelling, as shown for example by the lists of criteria given by the ASCE (1993), Dawson et al. (2007), Moriasi et al. (2007) and Reusser et al. (2009). Among these criteria, some are absolute criteria such as the widely used root mean square error, while others are relative criteria (i.e. normalized) such as the Nash and Sutcliffe (1970) efficiency criterion (NSE). In the latter, model errors are compared to the errors of a reference or benchmark model (Seibert, 2001; Perrin et al., 2006).

This provides a useful quantification of model performance in that it indicates to which extent the model is better (or worse) than the benchmark. It also facilitates the comparison of performance between catchments.

However, the choice of a benchmark is difficult: different benchmarks are more or less demanding (and thus the comparison more or less informative) depending on the type of hydrological regime or the type of model application. This sometimes makes it difficult to interpret the relative criteria and a bit puzzling for an inexperi-
enced end-user, who may simply want to know whether the model can be considered as “good”, “acceptable” or “bad”. Actually, there is no single criterion that can evaluate model performance in all cases (Jain and Sudheer, 2008). Many authors use several criteria simultaneously (see e.g. Efstratiadis and Koutsoyiannis (2010) for a review in the context of multi-objective calibration), but a discussion of these approaches is not within the scope of this article.

The merits and drawbacks of several efficiency criteria have already been discussed and debated in the literature, as well as the links between them. The Nash–Sutcliffe efficiency criterion has probably received the most attention (Garrick et al., 1978; Houghton-Carr, 1999; McCuen et al., 2006; Schaefl and Gupta, 2007; Clarke, 2008; Gupta et al., 2009; Moussa, 2010; Gupta and Kling, 2011). Like many other criteria based on the mean model square error, this criterion is known to put greater emphasis on high flows when calculated on a continuous simulation. Although it was shown to have several limitations (such as its sensitivity to the hydrological regime, sample size or outliers), it remains a valuable and popular means to evaluate models for high-flow simulation.

Comparatively little work has been carried out on the meaning and interpretation of the criteria used to evaluate models in low-flow conditions. The following section summarizes the existing studies.

1.2. Criteria used for the evaluation of low-flow simulation

Table 1 lists some of the studies discussing performance criteria able to judge low-flow simulations. Note that the various criteria formulations listed here depend on at least three factors:

1.2.1. Calculation period

Instead of calculating criteria only over the low-flow periods (which generally requires the subjective choice of a low-flow threshold), most of the existing criteria calculate model errors over the entire test period. Thus, they give some weight to the errors in low-flow as well as to the errors in high-flow conditions.

1.2.2. Target variable

The second major aspect in calculating criteria is the choice of a target variable. Some authors (e.g. Houghton-Carr, 1999) appeal to statistical measures classically used to characterize low flows, such as the base-flow index, a percentile of the flow duration curve (FDC) or some minimum accumulated flows over a continuous period (e.g. 7 days). By calculating the ratio between the simulated and observed values, a relative efficiency criterion is obtained. These criteria are very useful when studies focus on specific aspects of low flows. However, one may also continue calculating the sum of errors over the entire test period, provided that the appropriate transformation on flows is used (Box and Cox, 1964; Chiew et al., 1993). This transformation helps put more weight on low flows. The root square or the logarithms are among the most widely used transformations on low-flow values. For example, Smakhtin et al. (1998), Houghton-Carr (1999), Oudin et al. (2006), Jain and Sudheer (2008), and de Vos et al. (2010) used the sum of squared residuals calculated on the logarithms of flow values in order to reduce the biasing towards peak flows. Chiew et al. (1993) used the root squared transform to evaluate the model’s performance in low-flow conditions. Krause et al. (2005) proposed using a relative variable as the ratio between simulation and observation, and calculated the distance of this variable from 1. Le Moine (2008) discussed a generalization of these transformations as a power law transformation with positive or negative exponents and proposed a family of squared criteria based on the power transformation of flows (of Box-Cox type), defined by:

$$\text{RMSE}(\lambda) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Q_i - \bar{Q}_i)^2}$$

where $\lambda$ is the power of the flow transformation, $n$ is the number of time steps and $Q_i$ and $\bar{Q}_i$ are the observed and simulated flows, respectively, at time step $i$. $\lambda$ is not necessarily an integer and can take positive and negative values. When $\lambda$ tends towards zero, the transformation tends towards the logarithm transformation. As noted by Le Moine (2008), low and high values of $\lambda$ will tend to emphasize the model errors on the minimum and maximum flow values, respectively. For example, Chiew et al. (1993) used a value of $\lambda$ equal to 0.2 to give more emphasis on low flows.

1.2.3. Error normalization

Another aspect that differs between criteria is the type of error used and the way model error is normalized. Most of the criteria are based on the squared residuals, but absolute errors can also be considered. A power of these absolute errors may also be used (see e.g. Krause et al., 2005). In terms of model error normalization, most of the efficiency indexes use the form of the NSE. Willmott (1984) proposed the index of agreement as another way to normalize model square error, by dividing it by the potential error.

1.3. Are existing criteria appropriate to evaluate low-flow simulations?

Only a few authors have discussed the suitability of the variety of existing criteria to evaluate low-flow simulations. Oudin et al. (2006) compared several objective functions and concluded that the square root transformation provides an all-purpose efficiency measure, not specifically focusing on low flows. Analysing several efficiency indices, Krause et al. (2005) showed that some criteria are closely related while others show very different patterns. They advised using the relative efficiency index for the evaluation of low-flow simulations, noting that the logarithm transformation on flows provides a higher sensitivity to low flows, although they indicate that this criterion remains sensitive to high flows.

Actually, the impact of flow transformations significantly changes the way the hydrograph and model errors are considered in criteria, as shown by Le Moine (2008). This is illustrated in Fig. 1 in the case of natural, root square and logarithmic transformed flows. Fig. 1 shows the series of flow values and model errors as well as the cumulated quadratic error (to facilitate the comparison
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between graphs, all series were normalized by the maximum value in the series, thus providing values ranging between 0 and 1). Fig. 1 illustrates the significant differences between transformations and the resulting error values: indeed, the part of the hydrograph that produces most of the errors strongly depends on the transformation chosen. Hence, a detailed analysis of power law transformations is needed and will be discussed in Section 3.6.

1.4. Scope of the article

The present work intends to complement previous studies by objectively identifying which criteria are best suited for the evaluation of low-flow simulations using actually observed data. This paper has two main objectives:

– First, we wish to discuss the links between the criteria used or proposed to evaluate low-flow simulations.
– Second, we wish to better understand which part of the hydrograph most influences the various criteria used for the evaluation of low-flow simulations.

To meet these objectives, we will evaluate various criteria, mainly pertaining to the family of criteria proposed by Le Moine (2008) in the form of the Nash–Sutcliffe efficiency index. They will be compared to other criteria proposed in the literature for low-flow evaluation on a large set of catchments showing various low-flow characteristics. We will restrict this analysis to (i) the case of nondimensional criteria (i.e. relative criteria in which the model error is normalized), and (ii) deterministic low-flow simulations. Although several authors recently questioned the relevance of deterministic predictions in an information theory perspective (Weijs et al., 2010), the criteria for the evaluation of probabilistic low-flow predictions are not within the scope of this study (see e.g. Laio and Tamea (2007), Bartholmes et al. (2009), Boucher et al. (2009), Ramos et al. (2010) or Randrianasolo et al. (2010) for discussions on this issue). Last, we will not discuss the issue of model calibration (i.e. the choice of objective function), but concentrate on the evaluation of simulations only.

The next section presents the data set and methodology used in this study. Then the results are detailed and discussed before the concluding remarks.

2. Data set, models and evaluation methodology

2.1. Data set

To carry out the evaluation, a set of 940 catchments throughout France was used to test the models in various hydro-meteorological conditions, including oceanic, Mediterranean and continental

![Fig. 1. Illustration of changes in the series of flows, model errors and cumulated squared errors using root square and logarithm transformations for the Moselle River at Custines (Hydro code A7010610; catchment area 6830 km²; period: 01/01/1980–31/12/1981). All series are normalized between 0 and 1 by dividing by the maximum value over the period.](image-url)
influences. This should provide more robust conclusions than testing the models on a single catchment (Andréassian et al., 2006a). Detailed information on this data set can be found in Le Moine et al. (2007) and Le Moine (2008). A few characteristics are given in Table 2. The catchments studied are all unregulated, although some of them may be influenced in the summer periods by human withdrawals.

Daily time series were used, as this time step is well adapted to the study of low flows. Continuous series of precipitation, potential evapotranspiration and streamflow were available for the 1970–2006 time period, providing good variability of meteorological conditions, with quite severe drought periods (e.g. the years 1976, 1989–1991, 2003 and 2005). Meteorological data come from the SAFRAN reanalysis of Météo–France (Quintana-Segui et al., 2008; Vidal et al., 2010). Daily potential evapotranspiration was estimated using the formulation proposed by Oudin et al. (2005) based on temperature and extra-terrestrial radiation.

To characterize the variability in low-flow characteristics in the catchment set, we calculated the ratio between $Q_{90}$ (the flow exceeded 90% of the time) and $Q_{50}$ (the median flow) for each catchment, to obtain a nondimensional indicator of the severity of low flows (Smakhtin, 2001). The less variable the flow regime, the higher the ratio value. As shown in Table 2 and Fig. 2, the catchments in this data set experience a large variety of low-flow conditions. Some catchments seem to have a very smoothed response with substantial low flows, while others seem much more responsive with high flow variability. A few catchments have an index value of zero, corresponding to a $Q_{90}$ value of zero, which means that they are nonperennial catchments.

2.2. Hydrological models

The tests were carried out using two continuous lumped rainfall–runoff models: the four-parameter GR4J model (Perrin et al., 2003) and a six-parameter version of the MORDOR model (Garçon, 1999; Mathevet, 2005) called MORD hereafter to avoid confusion with the original model. These models are quite widely used in France for operational purposes. Schematic diagrams of model structures are shown in Fig. 3. For detailed descriptions of the models, please refer to Andréassian et al. (2006b). Here, models were used in the same conditions, i.e. they were fed exactly with the same rainfall and potential evapotranspiration inputs.

The lumped modelling approach adopted here is often thought unsuitable for quite large catchments like some of those used here (catchment area goes up to almost 10,000 km$^2$ in our catchment set). However, contrary to this preconceived idea, we noticed that the median Nash–Sutcliffe efficiency tends to increase with catchment size for the tested models on our catchment set (not shown here). This can be related to the results presented by Merz et al. (2009) who applied a hydrological model (with semi-distributed inputs but lumped parameters) to 269 Austrian catchments ranging in size from 10 to 130,000 km$^2$. They concluded that model efficiency tends to increase over the scale range of 10–10,000 km$^2$.

Note that the two models simulate the low flows in a quite different manner: in the GR4J model, low flows are generated by the percolation from the soil moisture store (S), outflow from the routing store (R) and the groundwater exchange function (F) (which simulates possible interactions with deep aquifers or surrounding catchments). However, in MORD, low flows are produced by two routing stores (L and N) (Fig. 3).

The models' parameters were calibrated using a two-step search procedure (a prior gross inspection of the parameter space to identify the most likely zone of convergence, followed by a local search algorithm). This approach proved efficient for these parsimonious models compared to more complex search algorithms (see Edijatno et al., 1999; Mathevet, 2005).

As an objective function for calibration, we used the root mean squared error calculated on root square flows, which was found by Oudin et al. (2006) to be a good compromise for an all-purpose model (not giving too much emphasis to low or high flows). Discussing the impact of the choice of the objective function on the quality of low-flow simulations is not within the scope of this article, and we will only examine the relevance of different criteria for model evaluation in validation mode.

2.3. Testing scheme

This section describes the method used to evaluate criteria. The models were run following the split sample testing scheme proposed by Klemes (1986), i.e. splitting the whole available record into two independent periods (P1 and P2) of equal length, calibrating the model on P1 and validating it on P2 and then exchanging the roles of P1 and P2. Hence the models could be evaluated in validation over the whole data record. The first year of each test period was used for model warm-up. In the following, the results shown correspond only to validation tests. To summarize the

Table 2

Characteristics of the 940 test catchments.

<table>
<thead>
<tr>
<th>Exceedance percentiles</th>
<th>1.00</th>
<th>0.95</th>
<th>0.75</th>
<th>0.50</th>
<th>0.25</th>
<th>0.05</th>
<th>0.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catchment area (km$^2$)</td>
<td>5.3</td>
<td>2075</td>
<td>391</td>
<td>162</td>
<td>78</td>
<td>28</td>
<td>9423</td>
</tr>
<tr>
<td>Mean annual precipitation (mm/y)</td>
<td>621</td>
<td>1548</td>
<td>1152</td>
<td>964</td>
<td>828</td>
<td>714</td>
<td>2143</td>
</tr>
<tr>
<td>Mean annual potential evapotranspiration (mm/y)</td>
<td>337</td>
<td>750</td>
<td>685</td>
<td>645</td>
<td>615</td>
<td>533</td>
<td>814</td>
</tr>
<tr>
<td>Mean annual runoff (mm/y)</td>
<td>50</td>
<td>1201</td>
<td>561</td>
<td>356</td>
<td>244</td>
<td>141</td>
<td>3689</td>
</tr>
<tr>
<td>$Q_{90}/Q_{50}$ (−)</td>
<td>0.00</td>
<td>0.64</td>
<td>0.39</td>
<td>0.28</td>
<td>0.18</td>
<td>0.06</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Fig. 2. Spatial distribution of the $Q_{90}/Q_{50}$ index values over the set of 940 French catchments.
results on the whole set of catchments, we mainly used box plots based on the 940 × 2 results obtained in validation.

2.4. Criteria analysed

The analysis was carried out on the criteria detailed in Table 3:

- The first five criteria represent different Nash–Sutcliffe efficiencies calculated on flows (NSEQ), root squared flows (NSELnQ), logarithmic transformed flows (NSElnQ), inverse flows (NSE1) and relative flows (NSErQ). NSEQ is not commonly used in the literature and was suggested by Le Moine (2008). The comparison of these criteria will provide information on the effect of prior flow transformation.
- NSEQ is the NSE calculated under a threshold taken equal to the 0.9 percentile of the observed flow duration curve of the test period (other thresholds could obviously be considered). Compared to the previous criteria, NSEQ is calculated only on one-tenth of the time steps corresponding to the lowest observed flows and will provide information on the use of a threshold.
- iQ is the relative index of agreement proposed by Krause et al. (2005). Here, the normalization of the error is different from the one made in the NSE.
- Brel is the bias under the same threshold as for NSEQ (0.9 flow percentile). Contrary to the previous criteria that are all based on the squared error, Brel is based on the cumulative error and will indicate the error of water balance in low-flow conditions.
- Last, RLFDrel is the flow deficit under the low-flow threshold (0.9 flow percentile). The formulation of RLFDrel is similar to that of Brel and indicates the error of the water deficit in low-flow conditions based on the threshold.

As these criteria have no lower bounds, they may take strongly negative values in case of model failure. These individual values can severely impact the calculation of statistical moments of the set of criteria (e.g. the mean value). To avoid this bias, we used the mathematical transformation proposed by Mathvet et al. (2006), in which the range of variation of the transformed criterion is [−1;1] instead of [−∞;1]. The transformation is given by:

\[ C' = \frac{C}{2 - C} \]  

where \( C' \) is the transformed criterion and \( C \) is the initial one. In addition to solving the problem of extreme negative values, the 0 and 1 values remain the same: \( C' = 0 \) for \( C = 0 \) and \( C' = 1 \) for \( C = 1 \), hence keeping the same interpretation relative to the benchmark. Note that for \( C > 0 \), \( C' \) will be lower than \( C \) and the reverse for \( C < 0 \).

In the next sections, we will use the notations \( NSE_{\text{0}}, NSE_{\text{ln0}}, NSE_{\text{1}}, \ldots, RLFD_{\text{rel}} \) for the bounded versions of the criteria listed in Table 3.

Note that for some criteria (e.g. \( NSE_{\text{ln0}} \) and \( NSE_{\text{1}} \)), it is not mathematically possible to compute the transformed flow values when simulated or observed flows equal zero. However, these time steps should not be ignored during model evaluation, or else it could result in an overly optimistic assessment of model performance. To avoid this, one can add a small quantity to the flow value before computing its transformation. It can be, for example, a small fraction of the mean observed flow over the test period. In the following, \( \varepsilon \) will be set at one hundredth of the mean flow, but the choice of this value will be further discussed in Section 3.5. Note that the same comment applies to all criteria derived from Eq. (1) with negative \( \lambda \) values.

2.5. Approach for criterion analysis

The main objective of this study was to determine which criteria were actually the best adapted to the evaluation of low flows, by an objective analysis on a large set of catchments. To this aim, we identified the part of the hydrograph bearing most of the total model error. The procedure adopted is as follows:

1. Rank daily flow values over the study period by decreasing order. For each of them, the corresponding model squared error term \( SE \) can be computed.
2. Compute the empirical cumulative frequency, \( k/N \), with \( k \) the rank of the flow value and \( N \) is the total number of time steps.
3. Compute the weighted empirical cumulative frequency by using the values of errors \( SE \) as weights \( w \). The weighted cumulative frequency for the \( k \)th flow is therefore given by the ratio between the accumulated error for the \( k \) smallest flows and the total error (\( SSE \)) over the \( N \) time steps:

\[ \text{Weighted Cumulative Frequency} = \frac{\sum_{i=1}^{k} w_i}{\sum_{i=1}^{N} w_i} \]
3. Results and discussion

This section first presents the distributions of the efficiency criteria over the 940 catchments and then analyses their interdependency and their behaviour in terms of dependence to low-flow values. This leads to a selection of criteria for the evaluation of low-flow simulation.

3.1. Overall efficiency distribution

Fig. 7 shows the box plots of the distributions of efficiency values for the entire catchment set (i.e. the 940 × 2 values obtained in validation) and for the nine criteria. The two models show quite similar behaviours.

The NSEaff (NSE calculated under 0.9 exceedance flow percentile) exhibits very different behaviour from the other criteria. Its values mostly lie between −1 and 0. This indicates that on most catchments, the two models used are not better than the benchmark that provides the mean observed value under the threshold as the simulation. Although this result is a bit disappointing, it should be remembered that the variability of flow values in these conditions is limited, so that the benchmark is already a model that is difficult to equal (even if a constant flow is not perfect in terms of dynamics, it is already quite good). Besides, the benchmark is by construction perfect in terms of water balance, which means that no model can be better (see e.g. Perrin et al., 2006). Therefore, although they are clear in terms of the level of performance provided by the models, these mostly negative values make the crite-

\[
F_k = \frac{\sum_{i=1}^{n} W_i}{\sum_{i=1}^{n} SE_i} = \frac{\sum_{i=1}^{n} SE_i}{\text{SSE}}
\]
model efficiency. The relation between $NSE_q$ and $IA_q$ could be expected since these criteria are based on the same model error and differ only in their normalization. The larger scatter between $NSE_{q0}$ and $NSE_q$ shows that the log transformation substantially changes the information contained in the $NSE_q$ criterion. This is even more obvious when looking at the absence of relationships between $NSE_q$, and $NSE_{q0}$ and $NSE_q$ on the peak values. For the remaining pairs of criteria, the relationships are generally weak, indicating that they probably provide complementary information.

3.3. Analysis of model error terms

As explained in Section 2.5, we built master box plots over the entire set of catchments for the nine efficiency criteria to try to identify from which part of the flow duration curve most of the model error comes on average. The results are shown in Fig. 8. Here again, the results show similar patterns for the two simulation models, indicating that they are not highly model-dependent.

As could be expected for $NSE_q$ given the past analyses on this criterion, 90% of the model error accumulates below the 20th percentile of the FDC. This confirms the bias of $NSE_q$ towards high flows and strongly supports the suitability of $NSE_{q0}$ for the evaluation of model performance on flood events.

The box plots for the $NSE_{sqrln}$, $NSE_{rln}$, and $NSE_{rlf}$ criteria show that the transformations with decreasing power (root square, logarithm, inverse) progressively put more emphasis on low flows. The inverse transformation seems the most appropriate if one wishes to concentrate on the very low flows, i.e. roughly the 20% lowest flows in the hydrograph. The box plots for $NSE_{q}$ and $IA_{rel}$ are similar. Interestingly, $NSE_{q0}$ did not show clear links with $NSE_{rln}$ and $IA_{log}$, but these criteria seem to concentrate on similar parts of the hydrograph, with a stronger emphasis on low flows. $NSE_{q0}$, $B_{sr}$ and $RLFD_{sr}$ stress the 10% lowest flows by construction.

3.4. Which criterion should be used for low-flow evaluation?

Our results tend to confirm previous comments made in the literature:

- $NSE_q$ should only be regarded as a criterion to evaluate the high-flow simulation efficiency and is of no use for the evaluation of low-flow simulations.
- $NSE_{sqrln}$ provides more balanced information as the errors are more equally distributed on high- and low-flow parts, in agreement with the study by Oudin et al. (2006).
- $NSE_{q0}$ is also intermediate like $NSE_q$ and $IA_{rel}$, but with greater emphasis on low flows. However, the sensitivity of $NSE_{q0}$ to high flows noted by Krause et al. (2005) is confirmed here.

The $NSE_q$ criterion on inverse flows ($NSE_{rln}$) appears to be the most useful criterion to evaluate the very low flows among the criteria calculated over the total period, because it shows no sensitivity to high flows, contrary to $NSE_{q0}$. This transformation is more relevant than the logarithmic transformation if one wishes to evaluate models in severe low-flow conditions. In comparison with $NSE_{sr}$, $B_{sr}$ and $RLFD_{sr}$, it avoids the often arbitrary definition of a low-flow threshold: the most widely used low flows range from $Q_{0.0}$ to $Q_{0.005}$ (Smakhtin, 2001) but may depend on local conditions and regime type. In addition, it avoids obtaining the often negative values found with $NSE_{sr}$, which are due to an overly demanding benchmark model and are difficult to interpret.

Therefore, we would suggest that $NSE_{q0}$ is a good candidate (the most adequate of the criteria analysed here) to evaluate the low-flow simulation efficiency of a hydrological model. We wish to emphasize that even if at present $NSE_{q0}$ is the most commonly preferred criterion to evaluate low flows, its value is influenced by a wider range of flows.
3.5. What should be done with zero flows when calculating $\text{NSE}_{Q}$?

As mentioned in Section 2.4, the calculation of the $\text{NSE}$ on inverse flows raises a problem when the catchment is non-perennial or ephemeral, i.e. with some days with zero flows. To deal with zero-flow values, it was necessary to add a small constant, $\varepsilon$, to the flow values before calculating their transforms. However, the choice of $\varepsilon$ may have an impact on the relative level of performance attributed to the model. As shown in Fig. 9, where values of $\varepsilon$ ranging from one-tenth to one-hundredth of the mean flow were considered, the mean model efficiency on the catchment set varies significantly. $\varepsilon$ should not be too large, or else it would tend to artificially enhance the relative level of model efficiency. Therefore the value of one-hundredth of the mean flow could be advised for $\varepsilon$, as it seems that this value corresponds to a plateau in the efficiency values, i.e. with low sensitivity of model efficiencies.

![Box plot of distribution of efficiency criteria obtained by the GR4J and MORD models over the entire catchment set in validation (boxes represent the 0.25 and 0.75 percentiles, with the median value inside, and the whiskers represent the 0.05 and 0.95 percentiles).](image)

![Table 4: Scatter plots of pairs of criteria on the 940-catchment set for the GR4J in validation.](image)
3.6. Power transformation and criteria

The results in Section 3.3 clearly indicate that transformations on flows with power ($k$) values lower than 0 give greater emphasis to low flows. A value of $k$ equal to $-1$ (i.e. the inverse transformation which we ultimately recommend) was shown to stress the approximately 20% of lowest flows on average on the catchment set, as shown in Fig. 8. However, the box plots in this figure indicate that this $i$ value does not emphasize the quality of model fit on exactly the same parts of the hydrographs for all catchments. Indeed, it may depend on regime characteristics, flow variability or model performance on low flows. We tried to quantify the potential variability of $i$ values from catchment to catchment which would emphasize model errors on the same parts of the

Table 5

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Scatter plots of pairs of criteria on the 940-catchment set for the MORD in validation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
<tr>
<td>$NSE_{Q}$</td>
<td>$NSE_{sqrtQ}$</td>
</tr>
</tbody>
</table>

Fig. 8. Master box plot obtained over the entire catchment set for the GR4J and MORD models (each flow percentile of exceedance corresponds to the median of this percentile over all the box plots obtained on each catchment of the entire set).
hydrograph. For each catchment, we selected the \( k \) value for which 80% of the largest errors were concentrated on the 20% lowest flows at most. Fig. 10 compares the \( k \) values obtained on the two test periods for the two models. The range of \( k \) values obtained for the two models is similar but also quite wide, which confirms that a single \( k \) value will not emphasize the same flow range on different catchments. The scatter on the graphs also shows a quite strong dependency of \( k \) values on the test period. A detailed analysis of the catchments where the \( k \) value is very unstable shows that the criterion is very sensitive to a few time steps among the lowest flows in one period where the model makes large errors. Fig. 11 compares the \( k \) values obtained by the two models. Interestingly, there is quite good agreement between them, though the scatter is quite wide for decreasing \( k \) values. This is probably the indication that models behave similarly in low-flow conditions, but that their behaviour on extreme low flows is different. These results indicate a dependency on the characteristics of the test period and the model used.

The dependency of \( k \) on flow characteristics is illustrated for the GR4J model in Fig. 12. It shows the relationship between \( k \) and the \( Q_{90}/Q_{50} \) ratio that quantifies the variability of flows. Although the scatter is large, the value of \( k \) seems to depend on this descriptor: the smoother the catchment response (i.e. the larger \( Q_{90}/Q_{50} \)), the lower the \( k \) value.

All these results indicate that the interpretation of the Nash–Sutcliffe criterion based on inverse transformation does require experience and that one must be cautious when comparing values obtained on different periods and/or catchments; however, this was already the case with the original Nash–Sutcliffe criterion (see the comments by Perrin et al. (2006)).

Fig. 9. Change in the mean value of \( NSE_{iQ} \) and \( NSE_{lnQ} \) obtained by the GR4J model in validation over the catchment set with different values of \( e \) (fractions of Qm from Qm/10 to Qm/100).

Fig. 10. Comparison of \( k \) values obtained by GR4J (left) and MORD (right) models for the two test periods (P1 and P2).

Fig. 11. Comparison of \( k \) values obtained by the GR4J and MORD models.

Fig. 12. Scatter plot of \( Q_{90}/Q_{50} \) vs. lambda values (\( k \)) for the two test periods for the GR4J model.
4. Conclusions

This study aimed at identifying adequate criteria for evaluating the simulation of low flows using hydrological models. The behaviour of nine criteria was analysed on a set of 940 catchments. We used a master box plot representation to locate which part of the hydrograph contributes most of the error in these criteria, on average on the total catchment set. The detailed analysis of error distributions shows that the NSE calculated on inverse flows is better suited for the evaluation in very-low-flow conditions than the classically used NSE on logarithm flows, as it does not show sensitivity to high-flow values. It tends to focus on the 20% lowest flows on average, like the NSE on natural flows tends to focus on the 20% largest flows. Therefore, we recommend using this criterion calculated on inverse flow values for low-flow studies. However, it should be noted that the part of the flow duration curve that will cause most of the errors when using this transformation may differ from period to period and catchment to catchment, depending on model suitability and flow regime characteristics. This encourages to be cautious on the interpretation of this criterion when changing test conditions.
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C Description of the hydrological models tested in this study
This section presents a brief description of the hydrological models used in our study. The information on model structure, parameters and their original references are listed for each model. Some of the model structures presented is altered from their original references to transform them into a lumped one which makes the comparative analysis of model’s performance simpler with the same input data.
C. Description of the hydrological models tested in this study
C. Description of the hydrological models tested in this study

C.1 Model Gardénia (GARD)

**Structural layout**

![Diagram of Model Gardénia (GARD)](image)

**Reference of original model:** Thiery (2009)

**No of stores:** 3

1. Surface store, S
2. Intermediary store, R
3. Underground store, T

**No of parameters:** 6

X1 - Capacity of surface store
X2 - Linear percolation constant
X3 - Lateral outflow constant
X4 - Outflow parameter of the underground store
X5 - Correction coefficient of potential evapotranspiration
X6 - Time lag

**Mathematical formulation**

\[ S = S + P \]

\[ Pr = \max(0, S - X1); S = S - Pr \]

\[ Es = X5 \times E; S = S - Es \]

\[ R = R + Pr \]

\[ Qr = \frac{R^2}{R + X2 \times X3}; R = R - Qr \]

\[ Ir = R / X2; R = R - Ir \]

\[ T = T + Ir \]

\[ Qt = T / X4; T = T - Qt \]

\[ Q = Qt + Qr \]
C.2 GR-series (GR4J & GR5J)

The structural layout of the GR4J and GR5J models are the same. The only difference is the additional 5th parameter in the GR5J model in the groundwater exchange function. Hence here we grouped these two models together to make the analysis simpler.

**Structural layout**

![Diagram of hydrological models]

**References:**
2. GR5J: Le Moine (2008)

**No of stores for the two models:** 2
1. Soil moisture store, S
2. Routing store with power 5

**No of parameters:** 4 in GR4J & 5 in GR5J

- X1- Capacity of production store
- X2-Groundwater exchange function
- X3-Capacity of routing store
- X4-Time base of unit hydrograph
- X5-Threshold for change in F sign
C. Description of the hydrological models tested in this study

Mathematical formulation

if \( P \geq E \), \( Pn = P - E \), \( En = 0 \)

if \( P < E \), \( En = E - P \), \( Pn = 0 \)

\[
Pn \times \left( 1 - \left( \frac{S}{X1} \right)^2 \right)
\]

\[
Ps = \frac{Pn \times \left( 1 - \left( \frac{S}{X1} \right)^2 \right)}{1 + \frac{Pn}{X1} \left( 1 + \frac{S}{X1} \right)}
\]

\[
En \times \frac{S}{X1} \left( 2 - \frac{S}{X1} \right)
\]

\[
Es = \frac{En \times \frac{S}{X1} \left( 2 - \frac{S}{X1} \right)}{1 + \frac{En}{X1} \left( 2 - \frac{S}{X1} \right)}
\]

\[
Perc = S - \left( S^{-4} + \left( \frac{9}{4} \times X1 \right)^{-4} \right)^{\frac{1}{2}}; \ S = S - Perc
\]

\[
0 \leq j \leq X4, SH1(j) = \left( \frac{j}{X4} \right)^{\frac{5}{2}}; \ j > X4, SH1(j) = 1
\]

\[
0 \leq j \leq X4, SH2(j) = \frac{1}{2} \left( \frac{j}{X4} \right)^{\frac{5}{2}};
\]

\[
X4 < j \leq 2X4, SH2(j) = 1 - \frac{1}{2} \left( \frac{2 - j}{X4} \right)^{\frac{5}{2}}
\]

\[
j > 2X4, SH2(j) = 1
\]

\[
F = X2 \left( \frac{R}{X3} \right)^{\frac{7}{2}}; \ (GR4J)
\]

\[
F = X2 \left( \frac{R}{X3} - X5 \right); \ (GR5J)
\]

\[
Qd = \max(0, Q1 + F); R = \max(\varepsilon, R + Q9 + F)
\]

\[
Qr = R - \left( R^{-4} + X3^{-4} \right)^{\frac{1}{2}}; R = R - Qr
\]

\[
Q = Qr + Qd
\]
C.3 HBV0

**Structural layout**

![Diagram showing the structural layout of HBV0 model](image)

**Reference: Bergström et Forsman (1973)**

**No of stores:** 3
1. Soil store, S
2. Intermediary store, R
3. Groundwater store, T

**No of parameters:** 9
X1-Capacity of the soil reservoir
X2-Threshold of potential evapotranspiration
X3-Upper outflow constant of intermediary reservoir
X4-Outflow constant of the underground reservoir
X5-Percolation coefficient
X6-Time base of triangular hydrograph
X7-Exponent β
X8-Outflow threshold of the intermediary reservoir
X9-Lower outflow constant of the intermediary reservoir

**Mathematical formulation**

\[
Pr = 0
\]

We realized a loop on each time step by decomposing the time step into five time steps. Applying this rule, each of them a fifth of rain and a fifth of ETP.

\[
P5 = P / 5; E5 = E / 5
\]

\[
Pr_i = P5 \times \left( \min\left(1, \frac{S}{X1}\right) \right)^{X7}; Pr = Pr + Pr_i
\]

\[
S = S + (P5 - Pr_i)
\]

\[
Es_i = \min\left( S, E \times \frac{S}{X1} \right); S = S - Es_i
\]

\[
R = R + Pr
\]

\[
Qr_1 = \max(0, (R - X8) / X3); R = R - Qr_1
\]

\[
Qr_2 = \frac{R}{(X3 \times X9)}; R = R - Qr_2
\]

\[
Ir = \min(S, X5); S = S - Ir
\]

\[
T = T + Ir; Qt = \frac{T}{X4}; T = T - Qt
\]

\[
Q = Qr_1 + Qr_2 + Qt
\]
C. Description of the hydrological models tested in this study

C.4 IHAC

Structural layout

Reference: Jakeman et al. (1990)

No of stores: 3
1. Surface store, S
2. Routing stores, T & R

No of parameters: 7
X1-Rainfall correction parameter
X2-Splitting coefficient of flow components
X3-Outflow constant of fast routing reservoir
X4-Outflow constant of slow routing reservoir
X5-Time lag
X6-PE modulation parameter
X7-Production parameter

Mathematical formulation

\[ XS = S \]
\[ E1 = \max(0., X7 - E / X6) \]
\[ S = XS + \frac{P}{X1} - \frac{XS}{\exp(E1)} \]
\[ Pr = \frac{1}{2} (XS + S) \times P; T = T + X2 \times Pr \]
\[ R = R + (1 - X2) \times Pr; Qt = \frac{T}{X3} \]
\[ Qr = \frac{R}{X3 \times X4}; T = T - Qt \]
\[ R = R - Qr \]
\[ Q = Qt + Qr \]
C.5 MOHY

Structural layout


No of stores: 2
1. Surface store (vadose zone), S
2. Underground store (aquifer), A

No of parameters: 7

X1-Capacity of the groundwater store
X2-Capacity of the surface reservoir
X3-Shape parameter of unit hydrograph
X4-Time base of unit hydrograph
X5-Outflow coefficient of vadose zone into the aquifer
X6-Outflow coefficient of vadose zone into the stream
X7-Outflow coefficient of aquifer into the stream

Mathematical formulation

\[
\begin{align*}
\text{if } P & \geq E, Pn = P - E, En = 0 \\
\text{if } P & < E, En = E - P, Pn = 0 \\
I & = \text{Infiltration}; T = \text{Transpiration} \\
Z & = Z + I \\
I & = \min(1, Z / X2); Z = Z + (1 - I) \times Pn \\
Z & = Z - T \\
T & = \min(Z / X2, En); Z = Z + \max(0, T) \\
Q2 & = Z / X6; Z = Z - Q2 \\
Q21 & = Z / X5; Z = Z - Q21 \\
A & = A + Q21 \\
Q1 & = A / X7 / \max(X5, X6) \\
A & = A - Q1 \\
QT & = Q1 + Q2 + I \times Pn
\end{align*}
\]
C.6 MORD

**Structural layout**

Reference: Mathevet (2005)

**No of stores:** 4
1. Surface store, U
2. Evaporation store, Z
3. Intermediary store, L
4. Underground store, N

**No of parameters:** 6
X1-Correction coefficient of rainfall
X2-Outflow parameter for reservoir L
X3-Outflow parameter for reservoir N
X4-Time base of unit hydrograph
X5-Capacity of reservoir U
X6-Capacity of reservoir L
X10-Capacity of reservoir Z (here X10 is fixed and is 90mm)

**Mathematical formulation**

Correction for rainfall:

\[ P_l = P \times X_i \]

Distribution of rainfall to U:

\[ dtr_l = P_l \times U / X_5 \]

Evolution of the reservoir U:

\[ vs = dtr_l + \max(0, U - X_5); U = \min(U + dtr_l, X_5); evu = \min(X_5, E \times U / X_5); U = U - evu \]

Evolution of reservoir L:

\[ al = \min(X_6 - L, vs \times (1 - L / X_6); L = L + al; vl = L / X_2; L = L - vl \]

Evolution of reservoir Z:

\[ dtz = vl \times (1 - Z / 90); ruz = 0.2 \times vl \times (Z / 90); an = 0.8 \times vl \times Z / 90; Z = Z + dtz \]

\[ evz = \min(Z, (E - evu) \times Z / 90; Z = \min(90, Z - evz) \]

Evolution of reservoir N:

\[ N = N + an; vn = \min(N, (N / X_3)^3); N = N - vn \]

Sum of different routing contributions:

\[ Qt = vs - al + ruz + vn \]

Unit hydrograph of GR4J (Perrin, 2000):

\[ 0 \leq j \leq X_4, SH 2(j) = \frac{1}{2} \left( \frac{j}{X_4} \right)^{\frac{3}{2}}; X_4 < j \leq 2 \times X_4, SH 2(j) = 1 - \frac{1}{2} \left( 2 - \frac{j}{X_4} \right)^{\frac{3}{2}} \]

\[ j > 2 \times X_4, SH 2(j) = 1 \]

\[ Q = SH 2(X_4, Qt) \]
C.7 TOPM

**Structural layout**

![Diagram of TOPM model]

**Mathematical formulation**

\[ S = S + P \]

\[ Es = \min(S, E); S = S - Es; E = E - Es \]

\[ Pr = \max(0, S - X3); S = S - Pr \]

\[ Ps = \frac{Pr}{1 + \exp(X7 - \frac{T}{X5})}; T = T + Pr - Ps \]

\[ Es = \frac{E'}{1 + \exp(X6 - \frac{T}{X8})}; T = T + Es \]

\[ R = R + Ps; Qr = \frac{R'}{R + X1}; R = R - Qr \]

\[ Ql = X2 \times \exp\left(\frac{T}{X2}\right); T = T - Ql \]

\[ Q = Ql + Qr \]

**Reference: Beven and Kirkby (1979)**

No of stores: 3
1. Interception store, S
2. Quadratic routing store, R
3. Underground store, T

No of parameters: 8
X1-Capacity of the quadratic reservoir
X2-Outflow parameter of the exponential reservoir
X3-Capacity of the interceptor reservoir
X4-Time lag
X5 & X6-Parameters of the topographic index curve
X7 & X8-Parameters controlling actual evapotranspiration
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D.1 Versions of model GR4J

As discussed in Chapter 4, several model versions were developed for the GR4J model structure. The modifications include structural, groundwater exchange function and changes in the percolation coefficient (see Appendix C). This section presents the developed versions of the GR4J model and their performances based on the selected evaluation criteria.

Table D.1 presents the derived versions of the model GR4J.

**Table D.1 Versions of the model GR4J**

<table>
<thead>
<tr>
<th>Model version</th>
<th>Groundwater exchange function ((F))</th>
<th>Additional routing stores</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Eq.1</td>
<td>Power-2 store</td>
<td></td>
</tr>
<tr>
<td>N1</td>
<td>✓</td>
<td>Power-5 store</td>
<td>Others</td>
</tr>
<tr>
<td>N2</td>
<td>✓</td>
<td>Exponential store</td>
<td>Others</td>
</tr>
<tr>
<td>N3</td>
<td>✓</td>
<td></td>
<td>Formulation of Nascimento (1995)</td>
</tr>
<tr>
<td>N4</td>
<td>✓</td>
<td></td>
<td>Eq.2</td>
</tr>
<tr>
<td>N5</td>
<td>✓</td>
<td></td>
<td>Others</td>
</tr>
<tr>
<td>N6</td>
<td>✓</td>
<td></td>
<td>Formulation of Nascimento (1995)</td>
</tr>
<tr>
<td>N7</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N8</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N9</td>
<td>✓</td>
<td></td>
<td>2 linear stores</td>
</tr>
<tr>
<td>N10</td>
<td>-</td>
<td></td>
<td>3 linear stores</td>
</tr>
<tr>
<td>N11</td>
<td>✓</td>
<td></td>
<td>3 linear stores</td>
</tr>
<tr>
<td>N12</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N13</td>
<td>✓</td>
<td></td>
<td>Splitting coefficient applied to (F)</td>
</tr>
<tr>
<td>N14</td>
<td>✓</td>
<td></td>
<td>Formulation of Nascimento (1995)</td>
</tr>
<tr>
<td>N15</td>
<td>✓</td>
<td></td>
<td>No percolation from the production store</td>
</tr>
<tr>
<td>N16</td>
<td>✓</td>
<td></td>
<td>Optimised coefficient of percolation</td>
</tr>
<tr>
<td>N17</td>
<td>✓</td>
<td></td>
<td>No percolation from the production store</td>
</tr>
<tr>
<td>N18</td>
<td>✓</td>
<td></td>
<td>Power-4 store</td>
</tr>
</tbody>
</table>
D.2 Test results of versions of GR4J

This section presents the performances of the different tested versions of the model GR4J. We used the $\text{NSE}^*_Q$, $\text{NSE}^*_{\ln Q}$ and $\text{NSE}^*_iQ$ to evaluate the model’s performances on high as well as on low-flow conditions.

Table D.2 Performances of GR4J model versions

<table>
<thead>
<tr>
<th>Model acronym</th>
<th>$\text{NSE}^*_Q$</th>
<th>$\text{NSE}^*_{\ln Q}$</th>
<th>$\text{NSE}^*_iQ$</th>
<th>No of free Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR4J</td>
<td>0.621</td>
<td>0.617</td>
<td>0.23</td>
<td>4</td>
</tr>
<tr>
<td>N1</td>
<td>0.626</td>
<td>0.63</td>
<td>0.284</td>
<td>5</td>
</tr>
<tr>
<td>N2</td>
<td>0.618</td>
<td>0.635</td>
<td>0.287</td>
<td>5</td>
</tr>
<tr>
<td>N3</td>
<td>0.619</td>
<td>0.613</td>
<td>0.171</td>
<td>5</td>
</tr>
<tr>
<td>N4</td>
<td>0.623</td>
<td>0.646</td>
<td>0.319</td>
<td>6</td>
</tr>
<tr>
<td>N5</td>
<td>0.628</td>
<td>0.637</td>
<td>0.289</td>
<td>6</td>
</tr>
<tr>
<td>N6</td>
<td>0.632</td>
<td>0.64</td>
<td>0.263</td>
<td>6</td>
</tr>
<tr>
<td>N7</td>
<td>0.622</td>
<td>0.619</td>
<td>0.243</td>
<td>6</td>
</tr>
<tr>
<td>N8</td>
<td>0.501</td>
<td>0.496</td>
<td>0.24</td>
<td>6 (Lang, 2007)</td>
</tr>
<tr>
<td>N9</td>
<td>0.473</td>
<td>0.448</td>
<td>0.059</td>
<td>6 (Lang, 2007)</td>
</tr>
<tr>
<td>N10</td>
<td>0.507</td>
<td>0.505</td>
<td>0.29</td>
<td>8 (Lang, 2007)</td>
</tr>
<tr>
<td>N11</td>
<td>0.474</td>
<td>0.448</td>
<td>0.059</td>
<td>8 (Lang, 2007)</td>
</tr>
<tr>
<td>N12</td>
<td>0.628</td>
<td>0.638</td>
<td>0.328</td>
<td>5</td>
</tr>
<tr>
<td>N13</td>
<td>0.621</td>
<td>0.617</td>
<td>0.225</td>
<td>4</td>
</tr>
<tr>
<td>N14</td>
<td>0.62</td>
<td>0.582</td>
<td>0.063</td>
<td>4</td>
</tr>
<tr>
<td>N15</td>
<td>0.612</td>
<td>0.607</td>
<td>0.273</td>
<td>4</td>
</tr>
<tr>
<td>N16</td>
<td>0.624</td>
<td>0.625</td>
<td>0.264</td>
<td>5</td>
</tr>
<tr>
<td>N17</td>
<td>0.622</td>
<td>0.617</td>
<td>0.224</td>
<td>4</td>
</tr>
<tr>
<td>N18</td>
<td>0.617</td>
<td>0.613</td>
<td>0.231</td>
<td>4</td>
</tr>
</tbody>
</table>

D.3 Performance of versions of MORD & TOPM

As in the previous section, this section presents the results of the model versions of MORD and TOPM.

Table D.3 Performances of other model versions

<table>
<thead>
<tr>
<th>Model acronym</th>
<th>$\text{NSE}^*_Q$</th>
<th>$\text{NSE}^*_{\ln Q}$</th>
<th>$\text{NSE}^*_iQ$</th>
<th>Number of free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>TOPM</td>
<td>0.574</td>
<td>0.584</td>
<td>0.216</td>
<td>8</td>
</tr>
<tr>
<td>TOPM9</td>
<td>0.603</td>
<td>0.606</td>
<td>0.216</td>
<td>9</td>
</tr>
<tr>
<td>MORD</td>
<td>0.603</td>
<td>0.616</td>
<td>0.302</td>
<td>6</td>
</tr>
<tr>
<td>MORD7</td>
<td>0.599</td>
<td>0.624</td>
<td>0.313</td>
<td>7</td>
</tr>
</tbody>
</table>
(where TOPM9 and MORD7 are the modified versions (with the integration of groundwater exchange functions) of TOPM and MORD models respectively. Here we are not going into the details of the model structures, as there is no structural modification in the new versions and only the integration of an exchange term, and it only changes the total number of parameters in both the models and structure remains the same. For more on the basic model structures, please see Appendix C.)
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Abstract
Better simulation and earlier prediction of river low flows are needed for improved water management. Here, a top–down structural analysis to improve a hydrological model in a low-flow simulation perspective is presented. Starting from a simple but efficient rainfall–runoff model (GR5J), we analyse the sensitivity of low-flow simulations to progressive modifications of the model’s structure. These modifications correspond to the introduction of more complex routing schemes and/or the addition of simple representations of groundwater–surface water exchanges. In these tests, we wished to improve low-flow simulation while avoiding performance losses in high-flow conditions, i.e. keeping a general model.

In a typical downward modelling perspective, over 60 versions of the model were tested on a large set of French catchments corresponding to various low-flow conditions, and performance was evaluated using criteria emphasising errors in low-flow conditions. The results indicate that several best performing structures yielded quite similar levels of efficiency. The addition of a new flow component to the routing part of the model yielded the most significant improvement. In spite of the close performance of several model structures, we conclude by proposing a modified model version of GR5J with a single additional parameter.

1. Introduction

1.1. Low flows and rainfall–runoff models
The occurrence of low flows is perhaps less spectacular than high flows, but low-flow consequences can be as costly, because they correspond to crucial periods in the functioning of both ecological and water management systems. For example, the cost of damage caused by the drought events in the years 1988–1989 in the United States was approximately US$40 billion, whereas the cost of the 1993 flood event was US$18–20 billion (Demuth, 2005). Thus, we consider that the simulation and advanced prediction of river low flows is an important challenge to improve low-flow management, both in the present climate and under the projected climate changes, which may well result in an increase in the occurrence of low-flow events (see e.g. Boé et al., 2009; Feyen and Dankers, 2009).

While a variety of lumped rainfall–runoff models are available to simulate streamflow irrespective of the flow conditions (see e.g. Singh and Frevert, 2002a,b), only a limited number of modelling studies focus on low-flow simulation. This study aims at identifying a generic model structure for improved low-flow simulation. Note that given the complexity of hydrological processes and the specificities of each catchment, some modellers have argued that model structures should be catchment-specific (e.g. Fenicia et al., 2008). However, we believe that before identifying catchment-specific models, the best possible general model that would include the representation of most of the dominant processes at work on catchments should be identified. This is the approach followed in this paper.

1.2. Specificities of the downward approach
To identify the general model structures that represent catchment behaviour, we followed a downward approach: a lumped representation of the catchment was used, in which only the main features of catchment hydrological behaviour are represented. This means that we did not attempt to build an explicit physical representation of the system but instead attempted to find the building blocks of the model that maximised modelling efficiency. The tests reported herein can be considered a structural sensitivity analysis. Some studies highlight the usefulness of sensitivity analysis for the improvement of hydrological models (see e.g. Andréassian et al., 2001; Oudin et al., 2006b; Tang et al., 2007; Bahremand and De Smedt, 2008; Ruelland et al., 2008). Other studies used sensitivity
analysis to better understand model behaviour with respect to inputs such as precipitation and potential evapotranspiration (Oudin et al., 2005a,b; Xu et al., 2006; Meselhe et al., 2009). Here we will focus on the sensitivity of low-flow simulation to the change in the components of the model structure responsible for low-flow simulation.

The main objective of this article is to analyse the extent to which a downward sensitivity analysis can help identify ways to improve low-flow simulation, while keeping the hydrological coherence in simulating the other parts of the flow regime. The downward search starts from a robust and parsimonious model structure. Then we will analyse how sensitive low-flow simulations are to the formulation of the model structure. This is done in trial-and-error mode, by testing many alternative model structures on a large set of catchments representing various physical and hydrometeorological conditions. The best candidate towards which our search converged is finally assessed in comparison with other model structures available in the literature.

1.3. A brief overview of low-flow modelling studies

The number of catchment modelling studies focusing on low-flow simulation using hydrological models is quite limited. One of the major problems with low-flow simulation is to account for surface water–groundwater interactions. During low-flow periods, water exchanges occur through the stream bed; the river may be fed by groundwater or, conversely, it may leak to feed the aquifer. Therefore, groundwater significantly influences low flows. A few studies that investigated these issues can be mentioned here. Fleckenstein et al. (2006) clearly mentioned the river–aquifer interactions and the significance of groundwater contribution during low-flow periods. Herron and Croke (2009) noted the improvement of lumped model predictions with the incorporation of groundwater exchange functions. The conclusions by Anderson et al. (2004) and Hughes (2004) also suggest that the model simulation efficiency can be improved by the addition of functions which represent the interaction between channel and aquifer flows. This is clearly shown in the study by Le Moine et al. (2007), who tested several options to account for inter-catchment groundwater flows using two rainfall–runoff models. Their results indicate that explicitly accounting for these groundwater fluxes significantly improves modelling efficiency.

Along with groundwater exchange functions, additional stores in the routing module can also enhance model performance, especially in the case of delayed flows (Wagener et al., 2004; Mathevet, 2005). Lang (2007) and Lang et al. (2008) analysed the performance of lumped models with respect to the addition of routing stores (to account for different water pathways underground) in an existing structure. Their study showed that some improvement can be achieved in the low-flow simulation, although they conclude that further work would be needed to improve lumped models for low-flow simulation. In a recent study, Kim et al. (2011) used the IHACRES-3S (3 Storage) model to evaluate the low-flow simulation together with the integration of base flow. The results showed a slight improvement in the model’s performance, but they concluded that further studies are needed to obtain better low-flow simulation results. Last, Staudinger et al. (2011) analysed the sensitivity of recession simulation to various storage configurations on a snow dominated catchment in Norway within the FUSE framework. They conclude that the structural sensitivity is different in the winter and summer seasons, but that tests on a larger set of catchments are needed to get more general conclusions.

1.4. Scope of the paper

This article presents the end result of a long downward sensitivity analysis process that led to proposing an improved version of the GR4J catchment model (Perrin et al., 2003). Although our aim was to improve low-flow simulation specifically, we intended to find a generic solution, i.e. one that would improve low-flow representation without affecting the representation of high flows. This study builds on the previous studies by Mathevet (2005) and Le Moine (2008) who have already conducted tests to modify the existing model structures to improve modelling efficiency on a wide variety of catchments.

The next section discusses the data set and testing methodology. Then the results are presented and discussed before the concluding remarks.

2. Data set, models and methodology

This section presents the data set, models and testing methodology used for the analysis.

2.1. Data set

A set of 1000 catchments spread over France was used to test the model’s generalisability (Andréassian et al., 2006). The database was built by Le Moine (2008). Continuous series of precipitation (P) and potential evapotranspiration (PE) were available for the 1970–2006 time period, providing a good variability of meteorological conditions, with quite severe drought periods (e.g. the years 1976, 1989–1991, 2003 and 2005). Meteorological data come from the SAFRAN reanalysis of Météo–France (Quintana-Seguí et al., 2008; Vidal et al., 2010). Daily potential evapotranspiration was estimated using the formulation proposed by Oudin et al. (2005a) based on temperature and extra-terrestrial radiation. Streamflow (Q) data were extracted from the national HYDRO database. The length of the available flow record varies from one catchment to another, but at least 20 years of data were available on each selected catchment within the 1970–2006 period.

The variability of mean streamflow values can be expressed as a function of precipitation and PE. Fig. 1 plots the runoff coefficient (Q/P) as a function of the aridity index (P/PE) (see Mouelhi, 2003; Le Moine et al., 2007). It illustrates the variability of hydro-climatic conditions in the test catchments. As explained in detail by Le Moine et al. (2007), there are many catchments in this data set for which water losses are greater than PE (points lying below the line y = 1 − x), which is an indication of leaky catchments. There are also catchments for which flow is greater than rainfall (points above the line y = 1), which mainly correspond to

Fig. 1. Daily mean Q/P vs P/PE values for the 1000 catchments in the data set (P – rainfall; Q – streamflow; PE – potential evapotranspiration).
catchments with karstic influences, i.e. those fed by inter-catchment groundwater flows from surrounding areas. Even though these catchments may prove more difficult to model, they were not discarded from the data set, as advocated by Andréassian et al. (2010).

Catchments with flow regulation structures (such as dams) were excluded from this data set. However, low flows may still be influenced by water withdrawals on some catchments: data on these influences were not available for this study. Given the size of our data set, the quality of flow data retrieved from the HYDRO database was trusted and not further checked in this study.

Catchment locations are shown in Fig. 2, along with the value of the minimum monthly flow of 5-year return period (called QMNA5 in France). QMNA5 is highly variable in this data set. It is influenced by various catchment characteristics, such as soil type, vegetation cover, geology and climatic conditions.

2.2. Tested models

The starting point of the present study was the GR4J rainfall-runoff model (Perrin et al., 2003), a lumped four-parameter model (see diagram in Fig. 3). It was already tested in various conditions with good results compared to other model structures. The water balance function that controls water balance in the GR4J model structure consists of a soil moisture accounting (SMA) reservoir (level S) and a conceptual water exchange function (F), expressed as:

$$ F = X2 \cdot \left( \frac{R}{X3} \right)^{3.5} \tag{1} $$

in which X2 (mm) is the “groundwater” exchange coefficient and R and X3 (mm) are the water level and the capacity of the routing store, respectively. X2 can be positive or negative, meaning that the water exchange function can simulate imports or exports of water with the underground (i.e. connections with deep aquifers or surrounding catchments). Note that X3 is also used to parameterize the outflow from the routing store, which limits the interactions that would unavoidably exist between X2 and X3 if Eq. (1) was used alone. The routing part of the structure consists in two flow components routed by two unit hydrographs and a non-linear store. The latter is mainly responsible for low-flow simulations, along with leakage (percolation) from the SMA store. The groundwater exchange term $F$ is added to the two flow components of the routing module.

Mathevet (2005) tested several modified versions of this model, especially by increasing the complexity of the routing part of the model and adding stores in parallel to the existing one. His tests, made at the hourly time step, showed limited sensitivity of model results, but the criteria he used focused more on high flows.

Following this work, Le Moine (2008) investigated the interactions between surface and groundwater and evaluated several modifications of the GR4J model to better account for these exchanges. These included different water exchange functions and the addition of a new store representing long-term memory. He proposed a five-parameter version of the model (GR5J) in which the groundwater exchange function has been modified (Fig. 3) to:

$$ F = X2 \cdot \left( \frac{R}{X3} - X5 \right) \tag{2} $$

where X5 is a dimensionless threshold parameter. It allows a change in the direction of the groundwater exchange within the year depending on the water level R in the routing store compared to this threshold. This model has shown significant performance improvement over the GR4J model, especially in low-flow conditions. It can be noted that the time-varying term $F$ is only a very crude way to simulate groundwater–surface water connections. X5 can be seen as the external, quasi-stationary potential of the groundwater system and $F$ is a “restoring flux” acting like a spring device with constant X2. Usually, X2 is negative: the more R/X3 departs from X5, the more intense the flux is, which tends to restore its value to X5.

Based on these previous results, the GR5J model’s structure was used as a benchmark in our tests. In the subsequent sensitivity analysis, we will evaluate the extent to which modifications of the components used in the model to simulate low flows have an impact on model performance.

2.3. Model testing and assessment

The split sample testing scheme proposed by Klemes (1986) was used to evaluate model performance. For each catchment, the period where rainfall, PE and flow data were available (at most 1970–2006) was split into two halves (P1 and P2) of similar length, alternatively used for model calibration and validation. It means that for each catchment and each tested model, two calibrations and two validations were systematically performed. The first year of each test period was used for model warm-up. To avoid initialization problems for catchments with long-term memories, five years of warm-up were considered in addition to the 1-year warm-up period: they were either the five years of observed data preceding the test period when available, or a mean year repeated five times otherwise. In this study, only performance in validation was considered to evaluate models.

The parameters were calibrated using a mean square model error calculated on root squared transformed flows as the objective function. This was found by Oudin et al. (2006a) to be a good compromise between high and low flows for model calibration. Here, as we focus on low flows, we could have chosen an objective function putting more weight on low flows. However, it would have been to the detriment of the simulation of high flows. So we preferred to keep this objective function to obtain a general model. This did not prevent us from assessing the model (in validation) over a wider range of criteria.
Several criteria based on the Nash and Sutcliffe (1970) efficiency index ($\text{NSE}$) were used to evaluate model performance in validation. $\text{NSE}$ is given by:

$$\text{NSE} = 1 - \frac{\sum_{i=1}^{n} (Q_{\text{obs},i} - Q_{\text{sim},i})^2}{\sum_{i=1}^{n} (Q_{\text{obs},i} - \bar{Q}_{\text{obs}})^2} = 1 - \frac{E}{E_0}$$

(3)

where $n$ is the number of time steps, $Q_{\text{obs},i}$ and $Q_{\text{sim},i}$ are the observed and simulated flows, respectively, at time step $i$, $\bar{Q}_{\text{obs}}$ is the mean of the observed flows over the selected period. $E$ and $E_0$ are the mean squared error and the variance of observed flows respectively. The $\text{NSE}$ index takes values over the range $]-\infty; 1]$, 1 indicating perfect simulation and 0 indicating a simulation equivalent to a constant flow equal to the mean observed flow.

As $\text{NSE}$ has no lower bound, a bounded formulation of $\text{NSE}$ was preferred (here noted $\text{NSE}'$) to avoid the influence of strongly negative values while calculating the mean of the model performance over the test catchments (see Mathevet et al., 2006 for more details). $\text{NSE}'$ is derived from $\text{NSE}$ using the following relationship:

$$\text{NSE}' = \frac{1 - E/E_0}{1 + E/E_0}$$

(4)

$\text{NSE}'$ values vary over the range $]-1; 1]$. When $\text{NSE} = 1$ (i.e. $E = 0$), $\text{NSE}' = 1$, and when $\text{NSE} = 0$ (i.e. $E = E_0$), $\text{NSE}' = 0$, hence the interpretation of the two criteria is similar. Note that for $\text{NSE} > 0$, $\text{NSE}'$ values will be lower than $\text{NSE}$ values and the reverse for $\text{NSE} < 0$.

The criterion on natural flows ($\text{NSE}_0$) was used to check simulation consistency in high-flow conditions. The efficiency criteria calculated on logarithm transformed flows ($\text{NSE}_{\log}$) and inverse transformed flows ($\text{NSE}_{i}$) were used to put more weight on low-flow simulation. These prior transformations on flows are of the Box–Cox type. Pushpalatha et al. (submitted for publication) analyse the effect of such power transformations on $\text{NSE}$ efficiency criteria and investigate which transformation seems more relevant to evaluate the efficiency in low-flow conditions. They found that an inverse transformation puts more weight on the 20% of lowest flows on average.

The overall performance of the tested models was computed over the 1000-catchment set, either using the mean value or distribution of performance criteria obtained in validation (i.e. a total of $2 \times 1000$ values).

Performance differences with the reference models were also quantified using the relative efficiency index recently suggested by Nash and Sutcliffe (1970) and more recently advocated by Seibert (2001) and Lerat (2009). This is a generalised form of the $\text{NSE}$ criterion. It compares the performance of the tested model with respect to the performance of a benchmark model structure, by the following equation:

$$RE_{(\text{sim/bench})} = 1 - \frac{\sum_{i=1}^{n} (Q_{\text{sim},i} - Q_{\text{bench},i})^2}{\sum_{i=1}^{n} (Q_{\text{obs},i} - Q_{\text{bench},i})^2} = 1 - \frac{E}{E_1}$$

(5)

where $Q_{\text{bench},i}$ is the flow simulated by the benchmark, at time step $i$, and $E_1$ is the mean squared error of the benchmark model. Here GR5J was used as the benchmark in all the test cases. Like $\text{NSE}$, $RE$ can be written under a bounded form ($RE'$) using the same transformation as in Eq. (4) (here substituting $E_0$ by $E_1$ in Eq. (4)) and can be calculated on transformed flows, depending on the range of flows targeted in the analysis.

2.4. Structural sensitivity analysis

A sensitivity analysis of low-flow simulation to the formulation of the model structure was performed. We systematically evaluated various modifications of the GR5J model. Since it is difficult to detail all the tests, the following sections present the two main types of modifications that were performed, namely modifications of the groundwater exchange function and the routing component.

2.4.1. Sensitivity to changes in the groundwater exchange function

Groundwater (GW) is the main source for river flows during prolonged dry periods. Hence the recharge and release of groundwater is one of the important processes to consider for simulating low flows. Some authors considered only the flow towards the
stream using a specific groundwater reservoir (Davison and van der Kamp, 2008), but in the present analysis, we considered an exchange function that can account for both recharge and discharge from the groundwater reservoir, as in Le Moine (2008). During the course of this research, we evaluated the sensitivity of low-flow simulation to various formulations of the existing GW exchange functions.

2.4.2. Sensitivity to the addition of new stores

Stores and the empirical rules governing the transfer of water between them are the main components of rainfall–runoff models. Because of the complexity of the rainfall–runoff transformation, additional stores may improve model performance (Wagener et al., 2004; Mathevet, 2005). For low flows, this may provide additional components corresponding to different flow pathways.

In the GR5J model, a single routing store exists (R). A percolation from the soil moisture store also feeds flows during low-flow periods. As suggested by Mathevet (2005) and Le Moine (2008), we considered the parallel addition of new stores to the initial store, with various options to split effective rainfall into the different flow components. We also tested the serial addition of stores, as proposed by Lang (2007).

3. Results and discussion

In the following, we present the main results and discuss how sensitive low-flow simulations are to model formulation, following the modifications presented above. The selected versions of GR5J and their formulations are briefly presented in Table 1. As the number of modifications is almost infinite, we chose to present only a few of them to answer a number of simple questions that may arise when discussing the model’s structure. Although these questions are sometimes interrelated, they are presented in sequence for the sake of clarity.

3.1. Can we design an improved model for low-flow simulation?

3.1.1. Can the existing groundwater exchange term in GR5J be improved?

We evaluated the sensitivity of low-flow simulation to various formulations of the groundwater exchange function. Starting from the GR5J model, several model versions that differ only by their groundwater exchange formulation were tested. In Table 1, three examples of modifications are provided:

- in M1, we gave seasonal dynamics to the exchanges by making them dependent on the SMA store and not on the routing store;
- in M2, we applied the splitting coefficient of flow components (0.1/0.9, as in Fig. 3) to the exchanges;
- in M3, we applied the formulation proposed by Nascimento (1995), i.e. making the exchanges a function of the level of the two stores, depending on the direction of the exchanges.

Fig. 4 shows the distribution of the performance of the selected versions, indicating significant sensitivity of the model’s results to this function, which corroborates the findings of Le Moine et al. (2007). The existing exchange function in the base model appears to provide the best performance. This is in agreement with the results of Le Moine (2008) who had selected this function as the best performing among several other options.

3.1.2. Should the volumetric splitting between flow components be adapted to each catchment?

In GR4J and GR5J, 90% of the total effective rainfall is routed by the non-linear store (see Fig. 3). This volumetric proportion is fixed in the model for any catchment since Edijatno et al. (1999) showed that optimising it did not significantly improve the mean results. One factor to be considered when adding new stores to the initial store is the splitting coefficient of effective rainfall (SC in Fig. 5) between the stores. Mathevet (2005) and Le Moine (2008) conducted trials to divide effective rainfall between the existing store and an additional store. Their results tend to confirm that it is difficult to consider SC a free parameter. Here we simultaneously tested two model versions with two stores, one in which SC (version M4 in Table 1) was optimised on each catchment and the other in which SC was set at 0.4 (version M5).

The parameter analysis in M4 shows that SC values are very sensitive to the calibration conditions. The SC values obtained on the two test periods (P1 and P2) shows that this parameter is poorly defined and it will be difficult to relate it to catchment characteristics. The limited difference in model efficiency between the M4 and M5 versions (see Table 2) shows that SC can be set without significant efficiency loss. In the upcoming sections, we test versions considering only fixed splitting coefficients.

3.1.3. Should a new serial or parallel store be added?

Existing models propose a variety of conceptualisations for flow routing, using serial and/or parallel stores. Jakeman et al. (1990) discussed this issue in the IHACRES model, in which the routing

Table 1
Modified versions of the GR5J model and their main characteristics.

<table>
<thead>
<tr>
<th>Model version</th>
<th>Characteristics of the groundwater exchange function</th>
<th>Characteristics of the additional routing stores</th>
<th>Number of routing stores</th>
<th>Number of free parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>Exchange dependent on SMA store</td>
<td>Power-2 store</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>M2</td>
<td>Splitting coefficient applied to F</td>
<td>Power-5 store</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>M3</td>
<td>Formula of Nascimento (1995)</td>
<td>Exponential store</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>M4</td>
<td></td>
<td>Added in parallel</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>M5</td>
<td></td>
<td>Added in series</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>M6</td>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>M7</td>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>M8</td>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>M9</td>
<td></td>
<td></td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>M10</td>
<td></td>
<td></td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>M11</td>
<td></td>
<td></td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>M12</td>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
</tr>
</tbody>
</table>
module is made of linear stores. This model structure can be adapted to obtain several serial or parallel stores. Despite this flexibility, the authors indicate that in most cases, having two parallel stores is the most efficient configuration.

Here we analysed the sensitivity of the model's performance to the arrangement of routing stores, be they added to the existing parallel or serial stores. Two versions were tested, in which a new parallel store similar to the existing one was added (version M5, see Fig. 5) or a new serial store (version M6). Table 3 shows the mean performance of these two versions. The M5 version reaches higher efficiency values than M6. We also tried to add one more parallel routing store to obtain a third routed flow component (versions M9–M11 in Table 1). The results presented in Table 4 indicate that the improvements for low-flow simulation are not significant, which means that this additional complexity is not warranted by the data.

This confirms that the best compromise on average is to have two parallel stores. The series arrangement did not prove to be an efficient option. Therefore, following Jakeman et al. (1990), we suggest that the complexity of the routing part of the model should be increased by considering two independent flow components. This is a solution that provides more varied flow dynamics.

3.1.4. Does the formulation of the routing stores matter?

Here we tried to identify the best formulation of routing stores, i.e. the solution for which the model shows higher efficiency values. There is a variety of possible formulations of routing stores, ranging from linear to non-linear stores, e.g. power law or exponential stores (see Michel et al., 2003, for a good formulation of this store). In previous studies (see Edijatno and Michel, 1989; Edijatno et al., 1999), a power-5 non-linear routing store was identified as the most efficient. When adding a new parallel store, another formulation may be interesting to introduce a variety of behaviours in the flow components.
Various formulations were tested, among which we give the examples of versions M5, M7 and M8 in Table 1. Fig. 6 shows the corresponding distributions of efficiency values over the catchment set. The percentiles of the distribution of the model version M8 (with an additional exponential store) indicate better performance. The exponential store is known to be an efficient tool to simulate long recession spells (see Michel et al., 2003).

As suggested by Le Moine (2008) we also analysed the performance of M8 by removing the direct flow component (version M12). Indeed, the introduction of a new flow component may make this direct flow component unnecessary. However, the results are slightly lower than version M8 (Table 5), so we chose to keep this direct flow in the model. Note that this direct flow does not require specific free parameters.

Other versions were tested and several gave similar although slightly lower results. Thus, in all our tests, the M8 version was shown to be the most satisfactory and we chose to select it as a good candidate for providing improved low-flow simulation. We will call it GR6J hereafter (daily (J) version of the GR model with six free parameters).

### 3.2. Comparing the results of GR4J, GR5J and GR6J

This section quantifies the differences in the model’s behaviour and performance between the GR4J, GR5J and GR6J versions in greater detail. Since GR5J was shown by Le Moine (2008) to yield better efficiency than GR4J, we mainly focus on the relative performance of GR5J and GR6J.

#### 3.2.1. Relative performance of GR6J

The percentage improvement in the NSEiQ values of GR6J are calculated in terms of relative efficiency values (RE%). The RE% values of the GR6J model are calculated with reference to the GR5J model. Table 6 shows the average relative performance for the three NSEiQ criteria. The RE% value based on NSEiQ in Table 6 indicates a significant improvement in the simulation of low flows without losing efficiency on high flows. The significance of the improvement in performance is evaluated using the Student T-test at a 99% confidence level (T-values should be above 2.576). Although the differences may not seem large, remember that they were obtained on a large set of catchment, which makes them very significant (see also Mathevet (2005) for further discussion). When looking at the criterion on inverse flows, RE% is positive on a majority of catchments, which means that the additional store improves this set of catchments.

### 3.2. Illustration of the model’s results

It is always difficult to select representative examples when working on a large catchment set. However, we wished to illustrate
the model's results on a few case studies, by providing simulated hydrographs. We selected three catchments (see Table 7) with different hydro-climatic conditions and considered their streamflow values for a period of 1 year. We chose the year 2003, which was one of the driest years over the past decade in France. Fig. 7 shows the observed flow series and the flow series simulated by the two models, GR5J and GR6J, for the three catchments. Note that the graphs use logarithmic scales to emphasise differences in low flows. In catchment A and B, the performance of the GR6J model is significantly better than GR5J's performance on the very low-flow. The GR5J model tends to underestimate these flows, especially in the case of catchment B. In catchment J, the two models give similar results and also similar dynamics in low-flow conditions, which indicates that the introduction of the new store is neutral on this catchment.

### Table 7

Characteristics of sample catchments.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>A</th>
<th>B</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gauging station</td>
<td>Custines</td>
<td>Saint Michel</td>
<td>Drennec</td>
</tr>
<tr>
<td>River</td>
<td>Moselle River</td>
<td>Meuse River</td>
<td>Aber Wrac'h</td>
</tr>
<tr>
<td>Catchment code</td>
<td>A7010610</td>
<td>B2220010</td>
<td>J3205710</td>
</tr>
<tr>
<td>Mean rainfall (mm/year)</td>
<td>1109</td>
<td>954</td>
<td>1087</td>
</tr>
<tr>
<td>Mean streamflow (mm/year)</td>
<td>530</td>
<td>378</td>
<td>593</td>
</tr>
<tr>
<td>Mean potential evapotranspiration (mm/year)</td>
<td>614</td>
<td>619</td>
<td>643</td>
</tr>
<tr>
<td>Catchment area (km²)</td>
<td>6830</td>
<td>2540</td>
<td>24</td>
</tr>
</tbody>
</table>

3.2.3. Parameter stability and identifiability

Fig. 8 compares the stability of parameters of the GR5J and GR6J models obtained on the two calibration periods (P1 and P2). In general, there is a quite good agreement between periods, with the parameters showing good stability, which is a desirable property. However, the threshold values for groundwater exchange...
(X5) and the sixth parameter of the GR6J model change significantly for a number of catchments, which may be due to a lower identifiability of these parameters for these catchments. The scatter seems a bit lower with the GR6J model for the X2 and X5 parameters. Interestingly, the reverse is observed for the capacity of the routing store (X3), for which the spread seems greater in

Fig. 8. Comparison of the parameter values obtained on the two calibration periods P1 and P2 for the GR5J and GR6J models.
Table 8
Average efficiency values for five lumped models compared to GR5J and GR6J for various criteria (criteria on Q and iQ put more emphasis on floods and low flows, respectively). Results were obtained in validation after calibration using another objective function.

<table>
<thead>
<tr>
<th>Model acronym</th>
<th>Reference describing the original version</th>
<th>Number of free parameters</th>
<th>NSE(_Q)</th>
<th>NSE(_{iQ})</th>
<th>NSE(_{iQ})</th>
</tr>
</thead>
<tbody>
<tr>
<td>HBV0</td>
<td>Bergström and Forssman (1973)</td>
<td>9</td>
<td>0.546</td>
<td>0.559</td>
<td>0.156</td>
</tr>
<tr>
<td>IHAC</td>
<td>Jakeman et al. (1990)</td>
<td>6</td>
<td>0.528</td>
<td>0.556</td>
<td>0.196</td>
</tr>
<tr>
<td>MOHY</td>
<td>Fortin and Turcotte (2007)</td>
<td>7</td>
<td>0.493</td>
<td>0.554</td>
<td>0.229</td>
</tr>
<tr>
<td>MORD</td>
<td>Garçon (1999)</td>
<td>6</td>
<td>0.601</td>
<td>0.616</td>
<td>0.302</td>
</tr>
<tr>
<td>TOPM</td>
<td>Beven and Kirby (1979)</td>
<td>8</td>
<td>0.574</td>
<td>0.584</td>
<td>0.216</td>
</tr>
<tr>
<td>GR4J</td>
<td>Perrin et al. (2003)</td>
<td>4</td>
<td>0.621</td>
<td>0.617</td>
<td>0.230</td>
</tr>
<tr>
<td>GR5J</td>
<td>Le Moine (2008)</td>
<td>5</td>
<td>0.629</td>
<td>0.648</td>
<td>0.346</td>
</tr>
<tr>
<td>GR6J</td>
<td></td>
<td>6</td>
<td>0.634</td>
<td>0.662</td>
<td>0.383</td>
</tr>
</tbody>
</table>

the case of GR6J. This means that the introduction of the new routing store impacted the rest of the routing module, especially the initial routing store. The additional complexity in the model seems to be at the cost of a lower identifiability for some components. Note that in spite of the precautions taken for model initialisation, parameter optimisation may still have been hampered by unsuitable initial conditions on some groundwater dominated catchment, as discussed by Le Moine (2008).

3.2.4. GR6J vs existing models
To finalise the comparative assessment, the proposed GR6J version of the model was compared to independent lumped models. The selection of models is shown in Table 8, along with model's mean performance for three criteria. Note that, to be able to apply the models in exactly the same conditions (i.e. the same data, calibration procedure and testing scheme), we had to recode the models and sometimes slightly modify them. For this comparison, it was important to rely on model structures that were representative of various conceptualisations of low-flow simulation. More details on the modifications made are given by Perrin et al. (2003) and Mathevet (2005).

The average performance values calculated over the entire catchment set indicate that GR6J is suitable to simulate low flows on this data set, since it compares favourably well with the other models. While showing significant gains in low flows, it still remains efficient in high flows. This indicates that GR6J is a good candidate for various hydrological modelling applications, i.e. it is a generic model for end-users interested in the advantages of one-size-fits-all models (which we acknowledge may not be a generally shared opinion, see e.g. Savenije, 2009) or a good starting skeleton for hydrologists aiming at customised solutions.

4. Conclusions
Improving the low-flow simulation ability without impacting the high-flow simulation ability: this was one of our objectives in this study. We chose to proceed by trial and error, as recommended by Nash and Sutcliffe (1970) and Michel et al. (2006). Working on a large set of catchments proved to be a good way to prevent undue complexity in the proposed modified versions of the model. Here we started from the simple GR3J model and tested a number of modified versions, some having higher performance values compared to the initial model structures. The model's performance was not equally sensitive to all the tested modifications. Among the modifications that proved the most robust, the addition of an exponential routing store, in parallel to the existing routing store in the GR5J model, showed improvement in low flows on average, still remaining efficient in high-flow conditions. The complexity added by this modification (an additional free parameter) seems to be warranted by the model's results, as well as by the comparison to other existing models. In spite of this improvement, it is not possible to say that we improved the physical realism of this model, since the initial intention was not to explicitly represent the physical mechanisms. Instead this study focused more on identifying the main features of the rainfall–runoff transformation at the catchment scale and improving the model's predictive power. The improved model version provides a better representation of the catchment's hydrological behaviour.

Last, let us note that the level of performance in low-flow conditions seems to remain quite low. This may be for several reasons, including structural model errors, data quality or artificial influences. Nonetheless, it shows that specific research should be continued to improve the efficiency of hydrological models for low-flow simulation, a domain that was probably overlooked in the past.
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F Model's sensitivity to temporal variations of potential evapotranspiration
F. Model’s sensitivity to temporal variations of potential evapotranspiration

F.1 Introduction

Chapter 4, Appendix C and Appendix D discussed the model’s structural sensitivity. Similar to the structural sensitivity, model results are also sensitive to the input data, rainfall and potential evapotranspiration (PE). Similar to the rainfall data, PE plays an important role in the long-term watershed balance and hence the imperfect information on PE can influence the calibration of model parameters and thereby it can influence model simulations. In a study, Andréasian et al. (2004) tested the model sensitivity (models GR4J and TOPM) to different Penman PE. The results indicate that the improved information on PE to the R-R model did not improve its efficiency. This might be due to the ability of calibration process to compensate for biased input data. At the end of their study, they highlighted the necessity to find alternate options to estimate PE other than the Penman PE to the R-R model. In another study, Oudin et al. (2005a) also concluded the insensitivity of models (GR4J, IHAC, HBV0 and TOPM) by testing them with two Penman PE data (mean PE and temporally varying PE) on a large catchment set. In a succeeding article, Oudin et al. (2005b) proposed a formulation to estimate the PE using temperature and radiation to provide best streamflow simulations. At catchment scale, evaporation will play a key role in drying up soil which eventually will decrease the volume of water reaching the river. Hence much attention is needed while selecting the PE data to simulate stream low flows. Therefore, in the present study, we focused on the extend of model’s PE sensitivity (mean PE and temporally varying PE) on low-flow simulations using Oudin’s PE formulation. The data set discussed in chapter 2 is used to test the models. The PE model is as follows:

\[
PE = \frac{R_e (T_a + 5)}{100 \times \lambda \rho} \quad \text{Eq. F.1}
\]

where \( R_e \) is the extraterrestrial radiation (\( MJm^{-2}day^{-1} \)); \( T_a \) is the mean daily air temperature (\( ^\circ C \)); \( \lambda \) is the latent heat flux (\( MJKg^{-1} \)); \( \rho \) is the density of water (\( Kgm^{-3} \)).
Figure F.1: Daily mean PE and temporally varying PE (the inter-annual mean PE was calculated for a period of 1970 to 2006)

Temporal variation of PE in the sample catchments (for more details on the sample catchments, see chapter 2) for a period of one year (2003, one of the driest periods in France) is presented in Figure F.1. We can see the variability in PE demand in the four catchments and in this study, we are interested to analyse the influence of temporal variation of PE on stream low-flow simulation efficiency of R-R models. As in Figure F.1, we tested the models with two sets of PE data, one with daily mean PE and another with temporally varying PE.

F.2 Tested models

The GR-series (GR4J, GR5J and GR6J) which we already discussed in chapter 4 are used to analyse the sensitivity with PE data due to their higher performance in both high- as well as low-flow simulations. The model testing and validation approach is similar to the one used in
these previous chapters. The performances of these models are evaluated using the $NSE^*_Q$, $NSE^*_{\ln Q}$ and $NSE^*_iQ$ criteria in order to assess the models in both high- and low-flow conditions.

**F.3 Results and discussion**

This section presents brief description of the sensitivity of model performances with different PE data (mean PE and temporally varying PE). The mean efficiency values over the full data set for the tested models are presented in Table F.1. The percentage values presented in Table F.1 are considerable as they are calculated on a large set of catchments. Also any improvement in simulation can make an improvement in model’s forecast quality, hence we need to consider these percentage values listed in Table F.1. The results suggest that the temporally varying PE can improve the model’s low-flow simulation efficiency compared to the mean PE.

<table>
<thead>
<tr>
<th>Model</th>
<th>$NSE^*_Q$</th>
<th>$NSE^*_{\ln Q}$</th>
<th>$NSE^*_iQ$</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>With PE</td>
<td>With mean PE</td>
<td>With PE</td>
<td>With mean PE</td>
</tr>
<tr>
<td>GR4J</td>
<td>0.621</td>
<td>0.611</td>
<td>0.617</td>
<td>0.604</td>
</tr>
<tr>
<td>GR5J</td>
<td>0.629</td>
<td>0.617</td>
<td>0.648</td>
<td>0.634</td>
</tr>
<tr>
<td>GR6J</td>
<td>0.634</td>
<td>0.622</td>
<td>0.662</td>
<td>0.643</td>
</tr>
</tbody>
</table>

The results also reveal that the sensitivity changes from one model to another with respect to their structural changes and groundwater exchange functions. Compared to the other tested models, the mean percentage increment in the performance level of GR6J (see the highlighted values in Table F.1) over the full data set is 1.9% and 1.6% in case of $NSE^*_{\ln Q}$ and $NSE^*_iQ$ with the temporally varying PE data. This shows its sensitivity to the PE data compared to the other two models. This might be due to the additional exponential store in the structure compared to the other GR6 models tested in this study. The GR6J simulations with mean PE and temporally varying PE for the sample catchments are presented below:
Figure F.2: Illustration of the GR6J model simulations with mean PE (mPE) and temporally varying PE (PE)

**Figure F.2** shows comparatively slightly better simulations in all the four sample catchments with the temporally varying PE data (the red simulations in the plot) especially in low-flow conditions. Based on this result, we used the temporally varying PE data as input to all hydrological models which we used in this thesis.

### F.4 Conclusions

Here, we analysed the sensitivity of low-flow simulations to PE data. Use of PE data instead of mean PE shows an improvement in the overall efficiency value on low-flow simulations. But the level of sensitivity depends on model structure. However, the model GR6J is more sensitive to the PE data on low-flow simulation compared to the other tested models.