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R�esum�e
La microuidique de gouttes - i.e. l'emploi de gouttelettes comme micror�eacteurs - o�re de nombreux

avantages pour l'�etude des syst�emes biologiques. Dans ce travail de th�ese, nous pr�esentons une nouvelle

approche pour la production et la manipulation de gouttelettes au sein de microcanaux a�n de suivre

l'avancement de r�eactions biochimiques au cours du temps. Contrairement aux approches existantes,

notre dispositif utilise des gradients de con�nement a�n de produire et guider une unique goutte vers son

lieu de stockage. Ce faisant, deux gouttes de contenus di��erents peuvent être appari�ees et fusionn�ees a�n

de d�eclencher une r�eaction chimique. Les r�eactifs n'�etant pas activement m�elang�es, un front de r�eaction

se propage alors le long de la goutte �lle duquel on peut extraire la cin�etique de la r�eaction. Nous

commen�cons par l'�etude de r�eactions simples ayant lieu en une �etape. Un mod�ele 1D de r�eaction-di�usion

permet de repr�esenter la dynamique du front de r�eaction ce qui est v�eri��e en confrontant les solutions

de ce mod�ele, obtenues num�eriquement ou analytiquement, �a des mesures e�ectu�ees en gouttes. Puis,

nous nous int�eressons au cas des r�eactions enzymatiques. Nous d�emontrons d'abord la parall�elisation de

notre technique d'appariement de gouttes a�n de reproduire en microcanal di��erents tests enzymatiques

usuellement e�ectu�es en plaque multipuits. Finalement, nous �etudions le cas des r�eactions enzymatiques

rapides �a l'aide de notre mod�ele de r�eaction-di�usion. L�a encore, la comparaison d'exp�eriences tenues

en gouttes et de pr�ediction issues de notre mod�ele nous permet d'extraire une mesure des param�etres

cin�etiques de la r�eaction mise en jeu.

Mots clefs: Goutte, microuidique, gradient de con�nement, laser, r�eaction-di�usion,

raccordement asymptotique, enzyme

Abstract
Droplet microuidics - i.e. the use of droplets as microreactors - o�ers signi�cant advantages for the

study of biological systems. In this work, we present a new platform for the production and manipulation

of microuidic droplets in view of measuring the evolution of biochemical reactions. Contrary to existing

approaches, our device uses gradients of con�nement to produce a single drop on demand and guide

it to a pre-determined location. In this way, two nanoliter drops containing di�erent reagents can be

placed in contact and merged together in order to trigger a chemical reaction. Then, an analysis of the

observed reaction front yields the reaction rate. We start with the case of one step reactions. We derive

a one dimensional reaction-di�usion model for the reaction front and compare numerical and analytical

solutions of our model to experiments held in our microsystem. Then, we turn our attention to the case

of enzymatic reactions. First, we show how the device operation can be parallelized in order to react an

initial sample with a range of compounds or concentrations and we perform standard well-mixed enzyme

assays with our parallelized chip, thereby mimicking titer plate assays in droplets. Second, we build onto

our reaction-di�usion model to predict the rate of fast enzymatic reactions held in our device. Again,

numerical and analytical solutions of our model are compared to experiments done in droplets which

yields measurements of the kinetic parameters of the reaction at play.

Key words: Droplet, microuidics, gradient of con�nement, laser, reaction-di�usion, asymp-

totics, enzyme
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Introduction

Unravelling the complexity of biological systems often deals with massive screens against
varying experimental conditions [1]. In this regard, the gold standard to perform a large
number of assays is the microtiter plate which allows for independent reactions to be run in
parallel [2]. The success of the plate relies heavily on several key assets. First, the wells of
a plate are independent from each other so that di�erent samples loaded in di�erent wells
do not interact. Second, the wells of a plate are accessible individually for pipetting at any
time of an experiment. As a result, di�erent compounds can be pipetted in di�erent wells
at will while promising candidates can be picked out of their well by reverse pipetting.
Third, the wells of a plate are arranged in a 2D format which simpli�es the observation of
large data sets, makes multiplexed assays straightforward and allows for the parallelization
and the automation of the labor intensive pipetting work to load the plate [3].

Over the last sixty years, tremendous work has been done to automate liquid handling
and miniaturize wells in order to make high throughput compaigns more e�cient, both
by reducing time and cost and increasing information content [4]. As a result, the plate
format passed from 1 to 6 to 96 up to 1536 wells per plates, bringing by the same token
the volume of reagent per well from 200� L down to 2 � L as shown on Fig. 1a)-c).

a) b) c) d)

Figure 1: Di�erent 2D arrays of microreactors used routinely in biology. a) 384 wells PCR
plate from ThermoScienti�c [5]. b) 96 wells plate after screening [6]. c) 1536 wells plate
after screening of luciferase secreted by Metridia. The Metridia substrate concentration is
increased from left to right. Forskolin concentration (a promoter) is increased from bottom
to top. [7] d) DNA chip [8].

However, further miniaturization of microtiter plates yields a poor control of the reagent
concentration, mainly for two reasons. First, evaporation becomes signi�cant below 1� L
of reagent per well as the surface-to-volume ratio is increased [9]. Second, conventional

1



2 Introduction

pipettes have a good precision down to few hundreds of nL. In addition, reverse pipetting
is compromised as the volume of reagent is decreased. Indeed, owing to surface tension,
small droplets attach solid substrate tighter than larger drops. As a result, smaller drops
resist extraction from the plate better which prevents from pipetting them out of their
well [10].

To address these issues, di�erent microtechniques mimicking the microtiter plate 2D
format arose such as DNA chips shown on Fig. 1 d), thereby bringing the reactor vol-
ume down to few nL or pL while allowing for massive parallelization. Yet, the same level
of control as when using plates has not been reached as most deposition techniques rely
mostly on the chemical deposition on a solid substrate of prede�ned compounds against
which a solution of the target compound is screened. In contrast to microtiter plates, these
miniaturized chips thus lack versatility while requiring advanced deposition techniques.

Another approach to miniaturize microtiter plates with greater versatility consists in
using tiny droplets as chemical vessels that can be combined at will to onset chemical
reactions. This idea of compartmentalizing compounds in drops was �rst suggested by
Lederberg [11], and later on by Tawkik and Gri�ths [12]. Indeed, the content of a drop
can be precisely controlled and is naturally isolated from the drop environement by the
droplet interface, thereby making each droplet a microreactor similar to the well of a plate.
Patterning a 2D area with di�erent droplets is straightforward when using surface microu-
idic manipulations, i.e. through electro-wetting [13, 14] or surface acoustic waves [15], or
more classical droplet deposition techniques such as inkjet printing [16]. Nonetheless, like
microtiter plates, these channels su�er from theiropenstructure.

pressure due to the external �ow and viscous shear stresses, on
the one hand, and the capillary pressure resisting deformation on
the other.

Among all dimensionless numbers, the most important is
therefore the capillary number Ca based on the mean continuous
phase velocity, which compares the relative importance of the
viscous stresses with respect to the capillary pressure. This
number ranges between 10�� 3 and 101 in most micro�uidic droplet
formation devices. Additional dimensionless parameters are
the ratio of �ow-rates q �� Qin/Qout, viscosities l �� min/mout,
and the geometric ratios, typically the ratio of channel widths
x �� win/wout.

Below, we review the current understanding regarding the
mechanisms at play in each of the three geometries that have
come to dominate droplet production. While the physics at the
origin of droplet production in co-axial injectors is easily iden-
ti�ed as related to the Rayleigh-Plateau instability, the cylin-
drical geometry of the injector is a serious obstacle to its
implementation in soft lithography Lab on the Chip devices. In
contrast, the two alternative geometries of T-junction and �ow
focusing are well suited to planar geometries but present more
complex �uid dynamics, as detailed below.

A. Co-�owing streams

A typical example representing the geometry of co-�ow devices is
shown in Fig. 1. It corresponds to a cylindrical glass tube that is

aligned with a square or rectangular outer channel, with the two
streams �owing in parallel near the nozzle. It was �rst imple-
mented in the context of micro�uidics by Cramer et al.,18 who
inserted a micro-capillary into a rectangular �ow cell. They
showed that the breakup of the liquid stream into droplets could
be separated into two distinct regimes: dripping, in which
droplets pinch off near the capillary tube’s tip, and jetting in
which droplets pinch off from an extended thread downstream of
the tube tip. The transition from dripping to jetting occurs when
the continuous phase velocity increases above a critical value,
U*. They found that the value of U* decreases as the �ow rate of
the dispersed phase increases.U* was also found to depend on
the viscosities of the inner and outer phases, as well as on the
interfacial tension.

The trends from ref. 18 were con�rmed simultaneously by
Utada et al.19,20 and Guillot et al.,8,21 through stability analyses
of viscous threads con�ned within a viscous outer liquid in
a microchannel. Both groups interpreted the transition from
dripping to jetting as a transition from an absolute to
a convective instability, a terminology which refers to the
ability of perturbations to grow and withstand the mean
advection: Absolute instabilities grow faster than they are
advected, contaminate the whole domain and yield a self-sus-
tained well-tuned oscillation. In contrast, convective instabil-
ities are characterised by a dominating advection of the
perturbations and behave as ampli�ers of the noise that may
exist in the system.9 In co-axial injection devices, an absolutely
unstable con�guration is expected to result in a self-sustained
formation of droplets close to the device inlet, while a con-
vectively unstable �ow is expected to result in droplets which
form a �nite distance downstream, only after the instability has
had space to grow.

Using a lubrication approximation, Guillot et al.8 analysed the
transition in detail as a function of the viscosity ratio, the
capillary number and the equilibrium con�nement parameterx,
de�ned as the ratio of the equilibrium jet radius to the effective
radius of the square outer channel. For a given con�nement
parameter, absolute instability was found to exist below a critical
value of the capillary number, which is assumed to determine the
transition from dripping to jetting. The critical value decreases as
the con�nement parameter increases and the transition thresh-
olds agree well with the experimental observations, making the
interpretation of the dripping/jetting transition as an absolute/
convective instability transition appealing. However, to date no
experimental veri�cation has been made of the frequency and
wavelength selection that follows from the theoretical analysis.
Such quantitative comparison would be useful to con�rm the
stability analysis interpretation.

The theory mentioned above was developed for co-axial
streams �owing in a circular cylindrical geometry. However, the
authors also considered the in�uence of the geometry of the outer
channel and showed that the instability was suppressed as soon
as the inner jet radius increased beyond the smallest half-side of
rectangular channels. The stabilization mechanism relies on the
fact that a cylindrical thread can decrease its surface area when
subjected to a varicose perturbation, while a squeezed, quasi two-
dimensional thread always increases its surface when perturbed.
This was �rst observed within the micro�uidic context by
Migler 22 and further analyzed and applied by Humphryet al.,23

Fig. 2 Example of droplet production in a T-junction. The dispersed
phase and the carrier phase meet at 90 degrees in a T-shaped junction.

Fig. 3 Example of droplet production in a �ow-focusing device. The
dispersed phase is squeezed by two counter-streaming �ows of the carrier
phase, forcing drops to detach.
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pressure due to the external �ow and viscous shear stresses, on
the one hand, and the capillary pressure resisting deformation on
the other.

Among all dimensionless numbers, the most important is
therefore the capillary number Ca based on the mean continuous
phase velocity, which compares the relative importance of the
viscous stresses with respect to the capillary pressure. This
number ranges between 10�� 3 and 101 in most micro�uidic droplet
formation devices. Additional dimensionless parameters are
the ratio of �ow-rates q �� Qin/Qout, viscosities l �� min/mout,
and the geometric ratios, typically the ratio of channel widths
x �� win/wout.

Below, we review the current understanding regarding the
mechanisms at play in each of the three geometries that have
come to dominate droplet production. While the physics at the
origin of droplet production in co-axial injectors is easily iden-
ti�ed as related to the Rayleigh-Plateau instability, the cylin-
drical geometry of the injector is a serious obstacle to its
implementation in soft lithography Lab on the Chip devices. In
contrast, the two alternative geometries of T-junction and �ow
focusing are well suited to planar geometries but present more
complex �uid dynamics, as detailed below.

A. Co-�owing streams

A typical example representing the geometry of co-�ow devices is
shown in Fig. 1. It corresponds to a cylindrical glass tube that is

aligned with a square or rectangular outer channel, with the two
streams �owing in parallel near the nozzle. It was �rst imple-
mented in the context of micro�uidics by Cramer et al.,18 who
inserted a micro-capillary into a rectangular �ow cell. They
showed that the breakup of the liquid stream into droplets could
be separated into two distinct regimes: dripping, in which
droplets pinch off near the capillary tube’s tip, and jetting in
which droplets pinch off from an extended thread downstream of
the tube tip. The transition from dripping to jetting occurs when
the continuous phase velocity increases above a critical value,
U*. They found that the value of U* decreases as the �ow rate of
the dispersed phase increases.U* was also found to depend on
the viscosities of the inner and outer phases, as well as on the
interfacial tension.

The trends from ref. 18 were con�rmed simultaneously by
Utada et al.19,20 and Guillot et al.,8,21 through stability analyses
of viscous threads con�ned within a viscous outer liquid in
a microchannel. Both groups interpreted the transition from
dripping to jetting as a transition from an absolute to
a convective instability, a terminology which refers to the
ability of perturbations to grow and withstand the mean
advection: Absolute instabilities grow faster than they are
advected, contaminate the whole domain and yield a self-sus-
tained well-tuned oscillation. In contrast, convective instabil-
ities are characterised by a dominating advection of the
perturbations and behave as ampli�ers of the noise that may
exist in the system.9 In co-axial injection devices, an absolutely
unstable con�guration is expected to result in a self-sustained
formation of droplets close to the device inlet, while a con-
vectively unstable �ow is expected to result in droplets which
form a �nite distance downstream, only after the instability has
had space to grow.

Using a lubrication approximation, Guillot et al.8 analysed the
transition in detail as a function of the viscosity ratio, the
capillary number and the equilibrium con�nement parameterx,
de�ned as the ratio of the equilibrium jet radius to the effective
radius of the square outer channel. For a given con�nement
parameter, absolute instability was found to exist below a critical
value of the capillary number, which is assumed to determine the
transition from dripping to jetting. The critical value decreases as
the con�nement parameter increases and the transition thresh-
olds agree well with the experimental observations, making the
interpretation of the dripping/jetting transition as an absolute/
convective instability transition appealing. However, to date no
experimental veri�cation has been made of the frequency and
wavelength selection that follows from the theoretical analysis.
Such quantitative comparison would be useful to con�rm the
stability analysis interpretation.

The theory mentioned above was developed for co-axial
streams �owing in a circular cylindrical geometry. However, the
authors also considered the in�uence of the geometry of the outer
channel and showed that the instability was suppressed as soon
as the inner jet radius increased beyond the smallest half-side of
rectangular channels. The stabilization mechanism relies on the
fact that a cylindrical thread can decrease its surface area when
subjected to a varicose perturbation, while a squeezed, quasi two-
dimensional thread always increases its surface when perturbed.
This was �rst observed within the micro�uidic context by
Migler 22 and further analyzed and applied by Humphryet al.,23

Fig. 2 Example of droplet production in a T-junction. The dispersed
phase and the carrier phase meet at 90 degrees in a T-shaped junction.

Fig. 3 Example of droplet production in a �ow-focusing device. The
dispersed phase is squeezed by two counter-streaming �ows of the carrier
phase, forcing drops to detach.
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a) b)

Figure 2: Standard droplet generation units. a) T-junction. b) Flow-focuser. From Baroud
et al. [17].

Producing arrays of droplets inclosed microchannels has proved more challenging
mostly because individual droplets are not directly accessible in this geometry and hence
must be produced and manipulated indirectly on chip. To this end, the most widely used
methods to generate droplets in microuidic devices,i.e. the T-junction [18] shown on
Fig. 2 a) or the ow-focusing device [19] shown on Fig. 2 b), make use of a continuous ow
of the carrier uid to shear o� the dispersed phase into droplets. Then, the constant mean
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ow is readily available to transport and mix drops down the channel. However, instead
of depositing independent drops at some prescribed location, these methods yield long
trains of droplets in which hydrodynamic interactions couple the motion of the di�erent
drops [17]. Therefore combining a given drop with another or extracting it from the train
cannot be achieved without dramatically a�ecting the rest of the train.

Instead of owing the outer phase continuously, Danglaet al. [20] suggested recently
to use local variations in the channel height to produce and transport droplets within mi-
crochannels. As a result, the outer ow can be used intermittently instead of continuously
which yield a greater control on each individual droplet. My PhD work builds on this
new approach to manipulate droplets in order to (i) selectively build arrays of droplets,
thereby mimicking the titer plate, and (ii) study biochemical reactions within droplets
when droplets have not been mixed by the outer ow. These two parts compose the four
chapters of this manuscript which are described in more detail below.

In chapter 1, we start by reviewing the di�erent approaches developed to use droplets
as microreactors within microchannels. Then, we present the two techniques developed in
the lab to manipulate droplets either passively using local changes in the channel height,
or actively using a laser spot to push or merge drops. Finally, we discuss the di�erent
techniques available to produce droplets as well as their ease for large scale integration.
This leads us to consider step or wedge junctions to produce drops instead of the more
classic continuous ow based methods.

In chapter 2, we demonstrate the combination of the rails and anchors technique with
the laser actuation to perform advanced operations on arrays of droplets. We start by pre-
senting the microfabrication techniques and the optical setup we used over the last three
years. Then we explain three di�erent protocols to either selectively extract a drop from an
array, selectively place a drop in an array and selectively trigger a chemical reaction in an
array of paired droplets. These three operations show the great versatility and the robust-
ness we achieve by combining our active and passive techniques to manipulate droplets.
In the last section, we present an innovative approach to pair droplets on demand without
the need to ow the outer phase. This allows us to build an array of six di�erent pairs of
droplets in which each droplet has been assigned to a trap. Finally, we study the mixing
during and after the coalescence of two drops in our device. This allows us to build a
general reaction-di�usion (RD) model to analyse chemical reactions taking place once two
drops containing the reagents are merged in our device.

In chapter 3, we consider the case of one step reactions with initially separated reagents.
The �rst section is a reminder of standard collision theory from which we derive the gen-
eral second order rate law for bimolecular reactions. In the second section, we present
experiments held in droplets from which we extract the reaction rate constant by directly
�tting our experiments with our RD model. To get a better understanding of the physics
at play, we then turn our attention to the theoretical treatment of our RD model with a
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second order rate law. Following the work of G�al� and R�acz [21] and Trevelyanet al. [22],
we derive an analytical asymptotic solution of our RD problem in both the early and the
large times limits. Finally, we perform experiments in droplets to which we compare our
theoretical �ndings.

In chapter 4, we �nally turn our attention to the case of enzyme catalyzed reactions.
We start by recalling the standard Michaelis-Menten theory as well as the underlying as-
sumptions. Next, we use our parallelized chip to replicate on chip standard enzymatic
assays such as the measurement of steady state kinetic parameters or inhibition constants.
We then study the case of fast enzymatic reactions which require a RD treatment when
held in droplets within our merging device. Thus, the next section revisits the steady state
approximation in RD which allows us to derive a model for steady state enzyme kinetics
in RD. We �nally compare the last model with experiments held in microchannel. As
a benchmark, we start by comparing our RD model to experiments done in a T-shaped
microchannel, and then use our RD model to extract the steady state parameters of a fast
enzyme catalyzed reaction held in our merging device.

We conclude with some perspectives on the di�erent results presented in this manuscript
which should lead to further applications in the near future.



Chapter 1

A microuidic toolbox for 2D droplet
manipulation

In this chapter, the section 1.1 presents the di�erent approaches proposed to use droplets
as microreactors and to build arrays of droplets. The next two sections 1.2 and 1.3 present
the microuidic tools developed in our group to manipulate droplets. The �rst technique
is completly passive and relies on local modulations in the channel height. The second
technique is active and makes use of a laser to actuate water droplets. These two sections
correspond mostly to the work of R�emi Dangla and Mar��a Luisa Cordero respectively, on
which my PhD is built. The last section 1.4 of this chapter discusses the di�erent droplet
production techniques, their ease for large scale integration, and their ability to produce
addressable arrays of droplets.

1.1 Toward addressable arrays of droplets

The ideal array of droplets would contain a large (typically 1 million) and well organized
set of droplets of controlled formulation. Several requirements, such as encapsulating
compounds into droplets, or precisely manipulating drops, have to be met when aiming at
this ideal platform for screening. Hereafter, we review the di�erent existing approaches to
use droplets as microreators, and to build arrays of droplets.

1.1.1 Droplets as microreactors

The �rst step of any chemical experiment consists in initiating the reaction by putting
in contact the di�erent reagents. Droplet microuidics proved very successful to this end.
When working with microdroplets, reagents have to be brought together in a single droplet.
This has been performed either by owing di�erent streams of reagents at a droplet pro-
duction site or by merging di�erent droplets containing each reagent as shown on Fig. 1.1.

5
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dispersed phase is Milli-Q water and hexadecane (Sigma)
is used as the continuous oil phase. Flows of both phases
are driven by two syringe pumps (PHD 2200, Harvard
Apparatus). Before proceeding to the �rst measurements
and because hexadecane swells the PDMS, the newly made
micro�uidic circuits are rinsed with hexadecane until the
channel width remain constant (this requires about half an
hour of stabilization). The complete history of a droplet
pair is recorded with a high speed camera (FASTCAM-X
1024, Photron) mounted on an inverted microscope
(TE300, Nikon). Many thousands of coalescence events
are recorded and automatically analyzed using image pro-
cessing programs developed withMATLAB .

As depicted in Fig.1, the channel width is initially
narrower than the droplets size, forcing them to be elon-
gated. The droplets collide when the channel suddenly
expands. Droplets then relax to a circular shape but remain
constrained in the transverse direction, which keeps them
aligned and ensures the persistence of a plane of symmetry
[Fig. 2(b)]. An example of the evolution of the distance��
between the two centers of mass of the droplets versus the
distance�� is reported in Fig.2(a)(solid circles). The origin
of the �� axis is chosen to the location where the channel
width starts to increase. During the collision,�� goes
through a minimum and then increases as the droplets relax
to a pancakelike shape. But, as shown in Fig.2(d), �� still
increases after shape relaxation. Indeed, we �nd from
image processing that the shape relaxation is achieved at
�� �� ���� �� �� . Therefore, the further increase of�� must be
attributed to the oil �ow. The dynamics of the separation

varies from pair to pair as a result of small and uncontrolled
disturbance in the liquid �ows. Moreover, small �uctua-
tions of the droplet size may occur which also affect the
separation process. As a consequence, the coalescence
position ���� is distributed. Nevertheless, the main conclu-
sion that arises from those observations is that the two
droplets are always moving away from each other prior to
coalescence.

Thanks to this observation, we designed micro�uidic
modules that enable us to force the separation and thus to
trigger the destabilization of the droplet pairs. Figure3
shows the time sequence of a droplet pair which passes
through a symmetrical coalescence chamber. This se-
quence illustrates the main message of the paper: the
separation of emulsion droplets favors coalescence.
Indeed, the two initially elongated droplets collide because
of the lateral expansion of the channel but do not coalesce.
Then they relax to pancakelike shape and �nally coalesce
when the �rst droplet is aspirated in the converging part of
the chamber. In order to control the separation, we de-
signed an asymmetrical coalescence chamber having the
geometry depicted in Fig.2(c). An example of the evolu-
tion of the distance�� between the two centers of mass is
reported in Fig.2(a)(open circles). As expected, the sepa-
ration rate is more than 10 times faster than the situation
without forcing.

When many pairs are processed through this asymmet-
rical chamber, we also observe that the location of coales-
cence ���� is distributed. In order to characterize this
distribution, we plot in Fig.4(a) the position ���� as a
function of the parameter�� which re�ects the initial
con�guration of the pair. The parameter�� is simply ex-
pressed as�� �� � �� � �������
 ��, where�� �� is the distance be-
tween the centers of mass of the two elongated droplets

FIG. 2. (a) Evolution of the distance�� between the two
centers of mass of the droplets until they coalesce as a function
of the distance�� along the �ow: �� without forcing (b) and��
with a converging channel (�	 �� �� �	�� �� �� , �	 �� �� ������ �� �� ) (c).
The scale bar in (b) and (c) is���� �� �� . (d) Close view of the
trajectory�� ������ without forcing.

FIG. 3. Time sequence showing the destabilization of a droplet
pair passing through a symmetrical coalescence chamber: colli-
sion, relaxation, separation, and fusion. The channel width
expands from���	 �� �� to �
�� �� �� . From top to bottom, the time
in milliseconds is 0, 3, 5, 7, 7.1, and 10.
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and droplet fusion control using droplet focusing designs over a
variety of droplet sizes, numbers and generation speeds (Fig. 3).
Control of both the droplet generation speed9 and size9,16,18 has
been achieved in novel microfluidic designs (Figs. 4, 5 and 6). Tan
et al.9 were successful in generating monodispersed pico- to
femtoliter sized droplets in a PDMS based microfluidic device by
controlling both the magnitude and type of flow in the micro
channels. Flow magnitude and type are controlled by varying the
difference between oil flow rates9 and the difference between oil
and water flow rates,9,16 in co-flowing streams at the droplet
generation site, and by varying the geometry and thus the flow
resistance of the channels at various junctions downstream.10,18

Both designs lead to effectively varying the amount of straining of
the flow and thus provide finer control of the droplet sizes.

To control and optimize the creation, mixing, sorting, fusion and
splitting of droplets, droplet dynamics, and droplet breakup and
coalescence criteria and rates in 3-D flow and channel geometry
(e.g., in channel junctions and in non symmetric flow-focusing
streams) must be understood and controlled. The relative fluid
motions induced by the droplets, the detailed characteristics of the
droplet–solid contact angles, the interfacial tension at the droplet–
liquid interface, the flow induced by the movement of the droplets,
and the shear force generated by the carrier flow around the droplets
affect the design. The current design is often empirical and not
founded on a rigorous study of the flow characteristics. Thus, there
is room for considerable improvements by using theory and direct
flow calculation.

Breakup and coalescence transitions are the result of the complex
interplay of viscous, inertial, capillary, Marangoni, electrostatic
and van der Waals forces over a wide variety of spatial and
timescales. Asymptotic (e.g.lubrication) theories describe the
limiting behaviors (e.g.pinching or film-drainage rates) of the
geometrical and field variables at the onset of these transitions
based on simplified assumptions on geometry (e.g.one-dimension-
ality), fluid and flow conditions. Numerical methods are capable of
describing transitions accurately and efficiently in simulations of a
variety of flow geometries (2-D and 3-D) and conditions where
interfaces deform significantly in principle without relying on
simplifying assumptions. A weakness of numerical simulations is
computational expense because the transition regions characterized
by small length- (and time-) scales need to be resolved by the
numerical discretization requiring a very large number of computa-
tional elements. Thus it is often practice to incorporate asymptotic
theories in numerical simulations, limiting direct numerical
solution to the larger scales.

Fig. 3 Fusion of large droplet slugs and free flowing droplets is controlled
by the external flow, which changes depending on the geometry and surface
properties of the walls (data from ref. 10). Flow rates are in ��l min��1 .

Fig. 4 Two different scalings are shown for droplet generation (from data
in ref. 9). D/Di is the ratio of droplet diameter to the width of the orifice. Qo
with units of ��l min��1 , is the flow rate of the oil phase. The flow rate of the
water phase is 0.5��l min��1 .

Fig. 5 Phase diagram for drop formation in flow focusing design (Fig. 3
from ref. 16 reproduced with permission from the American Institute of
Physics). For increasing oil flow rates (top-to-bottom) and increasing oil
flow rates relative to the water flow rate (left-to-right), water droplet sizes
decrease.

Fig. 6 Passive breakup at T-junctions (from Figs. 1 and 2 from ref. 18
reproduced with permission from the American Physical Society): by
varying the relative resistance (length) of the two side arms, the split droplet
volumes also vary. Bottom: the line dividing breaking and non-breaking
droplets is given by eqn. (2).
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droplets contained 10mM �uorescein, which served as a marker
to allow droplet detection by green �uorescence after the electro-
coalescence. In total�� 107 droplets were collected off-chip at 4��C
(Fig. S2†). Control experiments in bulk showed that IVT reac-
tions incubated at 4 ��C did not produce detectable amounts of
laccase (data not shown). Hence, to initiate the expression of
cotA genes the syringe containing the collected IVT emulsion was
transferred to a 30��C air thermostat and incubated for 6 hours to
allow suf�cient time for the IVT reaction to occur.

Enzymatic assay on thein vitro translated laccase in droplets:
end-point analysis

To perform the enzymatic assay in droplets, the IVT emulsion
was introduced into a second device (Fig. 2b, Fig. S3, Movie
M2†) at 20 mL/hr and spaced with carrier oil at 180 mL/hr
resulting in �� 2.9 kHz re-injection frequency. This second device
consisted of �ve separate modules integrated into a single
micro�uidic chip for: (i) emulsion re-injection, (ii) on-chip

Fig. 3 Qualitative IVT emulsion analysis.Light micrographs of the re-
injected IVT droplets produced using different �uorinated carrier oils: (a)
PFPE HT135 (Galden), (b) FC40 (3M) and (c) HFE-7500 oil (3M). All
per�uorinated liquids contained 3% (w/w) EA-surfactant. 2 pL IVT
droplets were produced on the micro�uidic chip (Fig. 1a), collected off-
chip, stored at 30��C for 6 hours and re-injected into the droplet analysis
device (Fig. 1c) to evaluate the quality of the emulsion. Scale bars 50mm.

Fig. 2 Micro�uidics platform design and operations.(a) Schematic representation of the IVT droplet generation device. IVT mixture (green) and IVT
buffer containing laccase encoding genes (light blue) are emulsi�ed using HFE-7500 oil (yellow) containing 3% EA-surfactant. The droplets are
generated at 10mm wide and 10mm long �ow-focusing junction and are stabilized by surfactant in a 1.5 mm long and 30mm wide channel before droplets
reach the collection outlet. Two light micrographs show IVT droplet generation and collection. Channel depth, 10mm. (b) Schematic representation of
the droplet fusion device. IVT droplets (green circles) are re-injected, separated by FC40 oil containing 3% EA-surfactant and paired with Assay droplets
generated on-chip (red circles). A droplet pair is fused in the electro-coalescence region between two fusion electrodes (red and blue) by application of an
AC �eld (30 kHz and 600 V). Shielding electrodes (black) are used to protect droplets from uncontrolled electro-coalescence. Two light micrographs
show IVT droplet pairing with Assay droplets and electro-coalescence. Channel depth, 20mm. (c) Schematic representation of the droplet analysis
device. After electro-coalescence, collection off-chip and re-injection, droplets are separated by oil and �uorescence is recorded using two PMTs. The
light micrographs show fused droplet re-injection and separation by carrier oil. Channel depth 20mm. The direction of the �ow in panels b), c) and d) is
shown by black arrows. Scale bars, 100mm. The corresponding movies can be found as Electronic Supplementary Information (Movies M1-5†).
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Fig. 4 (a) Illustration of a decompressive merging of two droplets with
radii similar to the width of the chamber. At t �� 0, D2 contacts D1.
After overcoming the pressure band gap due to interfacial tension, D1
accelerates to settle into a wider region and takes on a more rounded
shape. In this decompressing process, the interfaces between the two
droplets break up. (b) Illustration of a compressive merging of two
larger droplets. Here D2 compresses with D1, after which both droplets
advance until the interface breaks up and merging takes place. (c)
Merging and mixing of two different droplets having the same size.
Complete mixing is achieved when the merged droplet moves out of the
merging element (��7 ms after entering the merging element).

areas of chemical and biological processing, including complex
biological assays and small molecule synthesis and screening. We
also note that since droplets can be made to stay in our merging
chamber for extended periods of time, the element provides a

simple platform for droplet trapping, and thus application in
cell-based analysis systems.

Acknowledgements

This work was supported by the RCUK Basic Technology
Programme. XZ would also like to thank Professor Ping Sheng
and Weijia Wen from The Hong Kong University of Science and
Technology for useful discussions.

References

1 A. J. deMello, Nature, 2006,442, 394.
2 B. Zheng and R. F. Ismagilov,Angew. Chem., Int. Ed., 2005,44, 2520.
3 T. Thorsen, R. W. Roberts, F. H. Arnold and S. R. Quake,Phys. Rev.

Lett. , 2001,86, 4163.
4 S. L. Anna, N. Bontoux and H. A. Stone, Appl. Phys. Lett., 2003,82,

364.
5 D. R. Link, S. L. Anna, D. A. Weitz and H. A. Stone, Phys. Rev.

Lett. , 2004,92, 054503.
6 I. Shestopalov, J. D. Tice and R. F. Ismagilov,Lab Chip, 2004,4, 316.
7 M. J. Fuerstman, P. Garstecki and G. M. Whitesides,Science, 2007,

315, 828.
8 S. J. Kim, Y.-A. Song, P. L. Skipper and J. Han,Anal. Chem., 2006,

78, 8011.
9 M. Y. He, J. S. Edgar, G. D. M. Jeffries, R. M. Lorenz, J. P. Shelby

and D. T. Chiu, Anal. Chem., 2005,77, 1539.
10 M. Srisa-Art, A. J. deMello and J. B. Edel, Anal. Chem., 2007,79,

6682.
11 M. Prakash and N. Gershenfeld,Science, 2007,315, 832.
12 C. Priest, S. Herminghaus and R. Seemann,Appl. Phys. Lett., 2006,

89, 134101.
13 K. Ahn, J. Agresti, H. Chong, M. M. Marquez and D. A. Weitz,

Appl. Phys. Lett., 2006,88, 264105.
14 L. M. Fidalgo, C. Abell and W. T. S. Huck, Lab Chip, 2007,7, 984.
15 Y.-C. Tan, J. S. Fisher, A. I. Lee, V. Cristini and A. P. Lee,Lab Chip,

2004,4, 292.
16 N. Bremond, A. R. Thiam and J. Bibette,Phys. Rev. Lett., 2008,100,

024501.
17 L. R. Huang, E. C. Cox, R. H. Austin and J. C. Sturm, Science, 2004,

304, 987.
18 X. Z. Niu, L. Y. Liu, W. Wen and P. Sheng, Phys. Rev. Lett., 2006,

97, 044501.
19 A. Gunther, M. Jhunjhunwala, M. Thalmann, M. A. Schmidt and

K. F. Jensen,Langmuir, 2005,21, 1547.
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allowed signal processing for droplet frequency measurements and
statistical analysis. Additionally, sequences of images were recorded
with a high speed camera (Phantom V4.2 at 2-10�� 103 frames
s-1 ).

Results and Discussion

Qualitatively the idea behind the design presented in Figure
1 is that the synchronization is promoted by the formation and
presence of a droplet in one of the two nozzle arms forcing the
oil through the second arm. Above a certain size limit the in�uence
of the droplet on the �uidic resistance27is strong enough to force
droplet breakup in the opposite channel leading to an alternating
oil �ow.

Quantitative analysis was performed by measuring droplet
production frequencies for various oil �ow ratesQo and equal
aqueous �ow ratesQx ) Qy (symmetric case). A typical snapshot
is displayed in Figure 1a. Droplet pairing was obtained
successfully until a �ow rate limitQo dependent on the aqueous
�ow rate (Figure 2). Above this limit (i.e., beyond the points
marked with a star in Figure 2), the droplet production became
irregular and lead to the creation of unpaired droplets. In the
pairing regime, the droplet frequencyfxx displays a linear
relationship with the oil �ow rateQo (see Figure 2) and a power
law behavior with the aqueous �ow rateQx (see inset of Figure
2) resulting in eq 1:

fxx ) R QoQx
�� (1)

where�� �� 0.82 is caracteristic of the system andR ) 0.17 for
�ow rates expressed in nanoliters per second and frequencies in
inverse seconds.

In order to understand the �ow rate limit, it is necessary to
consider the volumeV of the produced droplet. By inserting the
mass conservation relationshipV ) Qx/fxx into eq 1, the droplet
production frequency reads

fxx ) V�� � (1-��) (RQo)
1 � (1-��) (2)

The experimental limit of regular droplet pairing (stars in
Figure 2) corresponds to the line of constant volumeV ) 40 pL
(solid line of Figure 2) for pancake-shaped droplets of height
d ) 25 ��m and diameter�� ) 45 ��m. This means that when the
droplets become smaller than the channel width (w �� 50 ��m)

they are too small to signi�cantely alter the oil �ow:23,27 the
hydrodynamic coupling between the two nozzles vanishes and
the droplets stop alternating. This result supports the qualitative
argument that droplet pairing is promoted by the interplay of
droplet size and channel dimensions leading to an alternating oil
�ow between the two nozzle arms.

The asymmetric case (Qx < Qy) was studied using the same
method and as before the droplet production frequency was equal
in both nozzle arms (Figure 1b). The aqueous �ow rate ratio can
reliably be varied between 5:1 and 1:5 leading to a volume ratio
of Vx/Vy ) Qx/Qy due to mass conservationVx,y ) Qx,y/fxy. By
ramping up the oil �ow rate at differentQx, Qy combinations,
the frequency presents a similar linear behavior as a function of
Qo. The measured frequencies lie in between the frequencies
obtained in the symmetric case with the corresponding aqueous
�ow rates (see Figure 3). However, deriving an equivalent of the

(27) Fuerstman, M. J.; Lai, A.; Thurlow, M. E.; Shevkoplyas, S. S.; Stone,
H. A.; Whitesides, G. M.Lab Chip2007,7, 1479–1489.

Figure 1. Pairing module. Two aqueous phases are injected by the outer
channels and synchronously emulsi�ed by the central oil channel. The
channel depth isd ) 25 ��m, and the channel widthw ) 50 ��m after
the nozzle. (a) Symmetric case: the �ow rates areQo ) 220 nL s-1 for
the oil andQx ) Qy ) 28 nL s-1 , for the aqueous phases. (b) Asymmetric
case:Qo ) 140 nL s-1 , Qx ) 16 nL s-1 , andQy ) 50 nL s-1 . See the
Supporting Information for a movie of droplet alternation in the sym-
metric case.

Figure 2. Measurement of droplet frequencyfxx whenQx ) Qy �� {14,
28, 42, 55} nL s-1 as a function of the oil �ow rateQo. The frequency
is given by a linear relationship withQo (eq 1). The alternation occurs
until the points marked with a star (at this point droplet pairing is
stable)sbeyond this, droplet production became irregular. The solid
line corresponds to a constant droplet volume of 40 pL (�at pancakes
of 45 ��m diameter) separating the two regimes of droplets larger than
channel width (white pairing) or smaller (gray no pairing). (inset) Power-
law behavior of the frequency with the �ow rateQx: �� �� 0.82.

Figure 3.Measurement of the droplet production frequencies for the
symmetric case (+ �� �4�A�7 �G�;�8 �4�F�L�@�@�8�G�E�<�6 �6�4�F�8 ���V���	 �+�;�8 �7�B�G�G�8�7 �?�<�A�8
corresponds to the construction of Figure 4d andlies in between the solid
lines for the symmetric cases expressed by eq 1. In each plot, the �ow
rates are indicated in the graph.
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droplets contained 10mM �uorescein, which served as a marker
to allow droplet detection by green �uorescence after the electro-
coalescence. In total�� 107 droplets were collected off-chip at 4��C
(Fig. S2†). Control experiments in bulk showed that IVT reac-
tions incubated at 4 ��C did not produce detectable amounts of
laccase (data not shown). Hence, to initiate the expression of
cotA genes the syringe containing the collected IVT emulsion was
transferred to a 30��C air thermostat and incubated for 6 hours to
allow suf�cient time for the IVT reaction to occur.

Enzymatic assay on thein vitro translated laccase in droplets:
end-point analysis

To perform the enzymatic assay in droplets, the IVT emulsion
was introduced into a second device (Fig. 2b, Fig. S3, Movie
M2†) at 20 mL/hr and spaced with carrier oil at 180 mL/hr
resulting in �� 2.9 kHz re-injection frequency. This second device
consisted of �ve separate modules integrated into a single
micro�uidic chip for: (i) emulsion re-injection, (ii) on-chip

Fig. 3 Qualitative IVT emulsion analysis.Light micrographs of the re-
injected IVT droplets produced using different �uorinated carrier oils: (a)
PFPE HT135 (Galden), (b) FC40 (3M) and (c) HFE-7500 oil (3M). All
per�uorinated liquids contained 3% (w/w) EA-surfactant. 2 pL IVT
droplets were produced on the micro�uidic chip (Fig. 1a), collected off-
chip, stored at 30��C for 6 hours and re-injected into the droplet analysis
device (Fig. 1c) to evaluate the quality of the emulsion. Scale bars 50mm.

Fig. 2 Micro�uidics platform design and operations.(a) Schematic representation of the IVT droplet generation device. IVT mixture (green) and IVT
buffer containing laccase encoding genes (light blue) are emulsi�ed using HFE-7500 oil (yellow) containing 3% EA-surfactant. The droplets are
generated at 10mm wide and 10mm long �ow-focusing junction and are stabilized by surfactant in a 1.5 mm long and 30mm wide channel before droplets
reach the collection outlet. Two light micrographs show IVT droplet generation and collection. Channel depth, 10mm. (b) Schematic representation of
the droplet fusion device. IVT droplets (green circles) are re-injected, separated by FC40 oil containing 3% EA-surfactant and paired with Assay droplets
generated on-chip (red circles). A droplet pair is fused in the electro-coalescence region between two fusion electrodes (red and blue) by application of an
AC �eld (30 kHz and 600 V). Shielding electrodes (black) are used to protect droplets from uncontrolled electro-coalescence. Two light micrographs
show IVT droplet pairing with Assay droplets and electro-coalescence. Channel depth, 20mm. (c) Schematic representation of the droplet analysis
device. After electro-coalescence, collection off-chip and re-injection, droplets are separated by oil and �uorescence is recorded using two PMTs. The
light micrographs show fused droplet re-injection and separation by carrier oil. Channel depth 20mm. The direction of the �ow in panels b), c) and d) is
shown by black arrows. Scale bars, 100mm. The corresponding movies can be found as Electronic Supplementary Information (Movies M1-5†).
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Decompressing Emulsion Droplets Favors Coalescence

Nicolas Bremond,* Abdou R. Thiam, and Je´rôme Bibette
UPMC Univ. Paris 06, ESPCI, CNRS, 10 rue Vauquelin, 75005 Paris, France

(Received 19 September 2007; published 15 January 2008)

The destabilization process of an emulsion under �ow is investigated in a micro�uidic device. The
experimental approach enables us to generate a periodic train of droplet pairs, and thus to isolate and
analyze the basic step of the destabilization, namely, the coalescence of two droplets which collide. We
demonstrate a counterintuitive phenomenon: coalescence occurs during the separation phase and not
during the impact. Separation induces the formation of two facing nipples in the contact area that hastens
the connection of the interfaces prior to fusion. Moreover, droplet pairs initially stabilized by surfactants
can be destabilized by forcing the separation. Finally, we note that the fusion mechanism is responsible for
a cascade of coalescence events in a compact system of droplets where the separation is driven by surface
tension.

DOI: 10.1103/PhysRevLett.100.024501 PACS numbers: 47.55.df, 47.57.Bc, 47.61.Jd

Coalescence of two unstable liquid droplets is a complex
phenomenon involving broad length and time scales. The
complete scenario of such event is generally described as
follows [1]: �rst the droplets approach each other, they get
�attened as the pressure increases in the contact area, and
then the thin interstitial �lm drains until the two interfaces
interact via van der Waals forces that hasten the �lm drain-
ing and amplify thermal �uctuations of the interfaces that
eventually merge leading to the coalescence of the two
droplets. These �uctuations can be observed in a phase-
separated colloids dispersion system [2], but are not acces-
sible in our experiments. Here, we focus on the consequen-
ces of interface deformations generated by hydrodynamic
forces involved in the coalescence process.

There are many industrial ways to produce emulsion and
most of them rely on shearing [3]. It is known that depend-
ing on the volume ratio of the two phases as well as the
viscosity ratio, shear could lead to coalescence and de-
struction of the emulsion [4]. Emulsi�cation process is thus
the place of a competition between breakup and coales-
cence where some of the hydrodynamic consequences are
still unknown. However, an intensive work has already
been made on the hydrodynamic interaction of two drops
that collide in a �ow generated by a four-roll mill de-
vice [5].

Most of the experiments dedicated to the study of emul-
sion stability are based on bulk measurements [3] where
mean drop size and drop size distribution are monitored
with low time resolution. This approach cannot explain fast
and collective behaviors such as phase inversion occurring
when a mechanical stress is applied on the emulsion. A
clear description of the coalescence event at the level of a
droplet pair is needed. We thus designed an experiment that
enables us to isolate and monitor, with high space and time
resolutions, the life of a large number of droplet pairs.

The experiments rest on micro�uidics technology and,
in particular, on the last developments of digital micro-
�uidics that uses emulsion droplets as microreactors [6].

Indeed, it is possible to continuously create monodisperse
emulsion droplets on chip [7] that can be handled in a
network of microchannels [8]. A picture of the micro�uidic
device dedicated to the drop coalescence study is reported
in Fig. 1. A train of water in oil droplets is generated by a
�ow-focusing module and then transformed into a train of
droplet pairs after splitting. The use of a slightly asym-
metrical loop allows to delay one droplet with respect to
the other and thus to avoid the collision at the exit of the
loop. Moreover, the distance between the two droplets can
be adjusted prior to collision by removing part of the
continuous phase. Finally, the collision is obtained by
simply expanding the channel width. The devices are
fabricated by soft lithography techniques [9]. We use the
elastomer poly(dimethylsiloxane) (PDMS) (RTV 615, GE-
Bayer Toshiba) for the replication of a resin mold with a
height�� of ���� �� �� . The reticulated polymer matrix is then
bonded on a glass slide on the top of which a thin layer
(�� ���� �� �� ) of PDMS has been spincoated. The bonding is
realized by a gradient of curing agent between the two
layers [10]. Contrary to plasma-activated bonding, this
protocol ensures that the channel walls become instanta-
neously hydrophobic, a necessary condition for the forma-
tion of water in oil emulsions without surfactants. The

FIG. 1. Micro�uidic device dedicated to the investigation of
the coalescence of emulsion droplets.
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Figure 1.1: The two approaches used in droplet microuidics to bring reagents in contact.
a) Flowing to reagents at a droplet formation site. From Songet al. [23] b) Two trains
of droplets exiting distinct nozzles are hydrodynamically synchronized. From Frenzet
al. [24] c) Loop channel. From Br�emondet al. [25]. d) Synchronization of droplet trains
using an electrode. From Mazutiset al. [26] e) Electrocoalescence of touching drops. From
Mazutis et al. [26] f) Pillar induced coalescence. From Niuet al. [27] g)-h) Separation
driven coalescence. From Tan et al. [28] and Br�emondet al. [25].

The �rst use of droplets as microreactors in closed microchannel chose the former op-
tion. Taking advantage of the laminar ows at play in microchannel, Songet al. [23] owed
reagents next to each other at a T-junction where a stream of oil sheared o� the stream
of reagents, thus producing a train of droplets containing the reacting mixture. These
droplets were then pushed down a linear microchannel while their content was reacting as
shown on Fig. 1.1 a). A key asset of this approach is the ability to vary the composition
in droplets by adjusting the relative ow rates of the di�erent reagents.

The second approach to use droplets as microreactors proceeds in two steps, namely
droplet pairing and droplet merging. To these ends, di�erent methods were proposed.
Pairing was perform either by combining droplets of a single train or by synchronizing two
coowing trains of droplets. By controlling the hydrodynamic coupling between droplets
alined in a train, Fuerstman et al. [29, 30] showed that a loop channel can split and rear-
range spacings and orders between drops by having side arms of di�erent lengths. Similarly,
hydrodynamic couplings were used to synchronize two trains of droplets exiting distinct
nozzles [31]. Frenzet al. [24, 32, 33] used aladder channel to form a train of pairs of
distinct droplets as shown on Fig. 1.1 b). On the other hand, active methods can also be
used to delay one drop and allow the next coming drop to catch up. Mazutiset al. [26]



1.1. Toward addressable arrays of droplets 7

used an electrode to slow down each two droplet of a train in order to form pairs as shown
on Fig. 1.1 d). Similarly, a focused laser can be used to block each two droplets as shown
by Baroud et al. [34]. The second step of this approach consists in merging paired drops.
Here again, di�erent solutions have been proposed. For instance, Mazutiset al. [26] used
electrodes, while Baroudet al. [34] used a laser, to actively merge pairs of droplets. Tan
et al. [28] used widenings in the channel to passively slow down and merge consecutive
droplets as shown on Fig. 1.1 g). Similarly, Niuet al. [27] used pillars to slow down ad-
jacent droplets and induce their fusion as shown on Fig. 1.1 f). The physics behind this
coalescence mechanism was furthermore explored by Br�emondet al. [25] who showed that
a separation of two touching droplets destabilizes their interface and leads to coalescence
(Fig. 1.1 h)).

Although these di�erent techniques to use droplets as microreactors received much
attention, they impose severe limitations on the time window over which a reaction can be
observed which limits their use in lab-on-a-chip applications.

The time window issue The time window over which one can observe a chemical re-
action on chip is limited on both ends. On the one hand, the upper bound is given by the
residence time of droplets on chip which is limited since droplets are constantly pushed
by a carrier uid. Thus, reaction slower than the droplets residence time on chip cannot
be detected, or their monitoring is limited to end point measurements perform on another
chip. On the other hand, the lower bound is de�ned by the time required to mix the
reagents once they are encapsulated. Indeed, as reagents are initially separated, either
in two di�erent streams or two di�erent droplets, they need some time to mix before the
reaction can be monitored. As a result, reactions faster than this mixing time cannot be
resolved. Songet al. [23] managed to bring the mixing time of their device down to a few
ms, which is comparable to commercial stopped-ow devices used for fast kinetic studies.
However, this performance was mostly achieved by injecting uids faster as they report
droplets speeds between 10 and 300 mm/s! Here again, real time measurements are not
amenable on a single droplet, but rather require averages over many droplets, and the sam-
ple consumption is dramatically increased by the use of high injection ow rates. These
two limits have strongly motivated the development of ways to hold droplets stationary
against an outer ow in order to build arrays of drops. The next two subsections present
the di�erent passive trapping techniques developed in droplet microuidic, the �rst group
being built on serial microchannel while the second group is dedicated to2D microchannels.

1.1.2 Trapping droplets in serial microuidics

The �rst arrays of droplets were built on meandering linear microchannels by rearraging
a train of droplets in a 2D format. As the train was owing along the track de�ned by
the side walls of the microchannel, each of its wagons (i.e. its droplets) was parked one
after the other on the side of the track, for example by pushing the drops into parallel
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dead-end microchannels [35, 36, 37], by having side pockets in the channel [38] or into
parallel corrugated channels. [39, 40]

Tan et al. [35] �rst described the basic unit to trap beads along linear microchannel.
Later on Shi et al. [36] used the same approach to trap droplets. As shown on Fig. 1.2 a),
Tan's traps consist of a dead-end surrounded by a bypass channel. This is a two states
system in which the trajectory of a droplet across the trap depends on wether the trap
is occupied or not. Dimensions of the trap are thus adjusted so that, when the dead-end
is empty, its hydrodynamic resistance is lower than the bypass resistance, and conversely,
when the trap is occupied, the dead-end resistance is larger than the bypass resistance.
As a result, when a train of droplets enters this trap, the droplet at the front of the train
enters the dead-end and plugs it, while the following drops bypass the trap. Fig 1.2 b)
shows an example of array obtained by parallelizing Tan's traps.

abrupt pressure change that results and the array �lled with
drops remains unperturbed. The resistance to �ow in the bypass
channel is adjusted to that of the array channels so that when
drops are in the array channels, some drops continue to �ow into
them while the majority of drops �ow out into the bypass
channel. By applying pressure to the bypass or outlet channel,
more drops can be forced into the array and better �lling ef�-
ciency is achieved.

This method of drop storage is very stable: drops remain
�xed in their array positions even when the device is moved to
be heated in an incubator or on a hot plate, or imaged. The
large surface-area-to-volume ratio of the drops, as well as the
permeability of PDMS to gases,21 makes the Dropspots device
amenable to cell culture under controlled environmental
conditions. For imaging drops, the device can be adapted for
a microarray scanner or inverted microscope (Fig. 1a). After
the experiment, drops are easily recovered by injecting oil into
the device and applying pressure (ESI Fig. 1b–c†). Drops can
then be reinjected into micro�uidic devices with other func-
tions or broken to retrieve the encapsulated contents (ESI
Fig. 1d†).

Successful operation of the device depends on the generation
of stable drops to �ll the channels. This is accomplished by �ow-
focusing with typical �ow rates ranging from 50 to 300 mL/hr.
We use a �uorosurfactant that maintains drop stability during
formation at volume fractions up to 80%, during incubation at
elevated temperatures, and during collection and reinjection
where drops are exposed to larger shear forces.22 Such drop
stability is critical for the use of the Dropspots device where
drops are manipulated at high volume fractions, and must
deform through narrow constrictions that are one half their
own diameter. These surfactants generate stable drops for
incubation in the Dropspots chambers that contain a variety of
inner phases ranging from water to cell media to a variety of
cells such as yeast and chlamydamonas. Drop surface tension is
another important parameter that must not be too large nor too
small: drops must be able to deform through the constrictions,
but surface tension must also be suf�cient for the drops to
remain in the chambers. For a typical aqueous phase and
�uorinated oil-surfactant system, the interfacial tension is about
5 mN/m.22

For ef�cient trapping, we also optimize the channel dimen-
sions. The chamber diameter must be at least twice the width of
the constriction; otherwise drops squeeze through the constric-
tions and do not remain immobilized over the experimental
timecourse. Moreover, constrictions that are too small can result
in drops splitting. The length of a single channel is 4.5 mm, and
consists of 80 individual chambers. Longer channels that contain
�� 500 chambers result in a resistance to �ow that exceeds our
capabilities of device operation: using compliant PDMS and
polyethylene tubings, we are not able to achieve suf�cient pres-
sure to ensure �ow through the entire channel. This results in
inadequate surface treatment, and drops that remain stuck in
long channels. However, by altering the device materials, the
higher pressures needed to force the drops through longer
channels could be achieved.

Filling the chambers with drops requires a pressure drop
across the array of chambers in order for the drops to deform and
pass through the narrow constrictions. In our device, each
channel has a length,l �� 4.5 mm, and height,h �� 25mm, with 80
chambers of diameter 40mm and constriction width 20 mm. For
a drop to move through a channel, it must deform enough to
squeeze through the constriction. To squeeze through a 20mm
constriction, a spherical drop of initial radius, r1 �� 20 mm,
trapped in a chamber of diameter 40mm must increase its
curvature to achieve a local radius ofr2 �� r1/2 �� 10 mm.
Assuming surfactants are distributed evenly over the interface,
the pressure needed to deform a drop to these dimensions is given
by Laplace’s law and is approximately,

DPmin z g/r2 z 500 Pa.

This is the minimum pressure required to squeeze a drop
through the constriction; pressures greater than this result in �ow
of the drops at a rate proportional to the additional applied
pressure.

To attain �ow in a channel, the drops must move in series.
Thus, the total pressure drop over the full channel,DPtot, is
estimated as the sum of the pressure drops over individual
droplets,

Fig. 1 The ‘Dropspots’ device. (a) A Dropspots device that stores 8,000
drops in a 5�� 10 connected 160-chamber array within a 7 mm2 area. The
device can be imaged using a microarray scanner, as illustrated in the
white on black images where the channels are �lled with �uorinated
(FC40) oil containing rhodamine B. Scale, 1 mm. Inset: bright�eld image
showing ten arrays partly �lled with drops. White on black image shows
details of the microarray scan. Scale, 500mm. (b) Bright�eld image and
schematic diagram that illustrate the loading of the Dropspots device.
Scale, 100mm.
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crobubbles, can be separately used for other applications in
microchip devices.

Concept and Design Criterion
A Simple Hydrodynamic Trap (�� -Fluidic Trap). Fig. 1A shows the
schematic of the �� -Fluidic trap. It composes of square-wave
shaped loop channels superimposed onto a straight channel, with
narrowed regions along the straight channel functioning as traps.
The channels are designed such that when a trap is empty, the
straight channel has a lower f low resistance than that of the loop
channel. As a result, we have bulk of the f luid f lowing along the
straight channel. A particle in the f low will be carried by this
main stream into the trap (trapping mode). This particle acts as
a plug, increasing the f low resistance drastically along the
straight channel, and redirecting the main f low to the loop
channel. Subsequent particles will then be carried along the loop
channel, bypassing the filled trap (bypassing mode). Based on a
simple model, the design criterion for this trap will be derived.

Pressure drop in a microchannel.Using the Darcy–Weisbach equa-
tion to determine the pressure drop or pressure difference in a
microchannel and solving the continuity and momentum equa-
tions for the Hagen–Poiseuille f low problem, we obtain the
pressure difference�� p �� ƒL��V2/2D, whereƒ is the Darcy friction
factor, L is the length of the channel,�� is the f luid density, V is
the average velocity of the f luid, andD is the hydraulic diameter,
respectively.D can be further expressed as 4A/P for a rectangular
channel, andV asQ/A, whereA andPare the cross-sectional area
and perimeter of the channel, andQ is the volumetric f low rate.
The Darcy friction factor, ƒ, is related to aspect ratio,�� , and
Reynolds number,Re �� ��VD/�� , where �� is the f luid viscosity.
The aspect ratio is defined as either height/width or width/height
such that 0�� �� �� 1. The product of the Darcy friction factor and
Reynolds number is a constant that depends on the aspect ratio,

i.e., ƒ �� Re �� C(�� ), where C(�� ) denotes a constant that is a
function of �� [refer to supporting information (SI) Table 2 for
solutions of C(�� ) (25)]. After simplifications, we obtain the
expression

�� p ��
C(�� )

32
��
�� LQP 2

A3 . [1]

Design criterion for��-Fluidic trap. In Fig. 1A, we have the simplified
circuit diagram of the trap. Fluid can f low from junction A to B
via path 1 or 2. Ignoring minor losses due to bends, widening/
narrowing, etc., Eq.1 is applied separately for paths 1 and 2, and
because the pressure drop is the same for both paths, we equate
both expressions to yield

Q1

Q2
�� ��C2(�� 2)

C1(�� 1)
������L 2

L 1
������P2

P1
��2����A1

A2
��3, [2]

where subscripts 1 and 2 denote paths 1 and 2, respectively. For
path 1, the length,L1, is assumed to be that of the narrow channel
to simplify analysis. This is valid because most of the pressure
drop occurs along the narrow channel. For the trap to work, the
volumetric f low rate along path 1 must be greater than that of
path 2, i.e.,Q1 �� Q2. Using the relationshipsA �� W �� H andP ��
2(W �� H), where H is the height of the channels, we arrive at

��C2�
�� 2��
C1�
�� 1��

������L 2

L 1
������W2 �� H

W1 �� H��
2

����W1

W2
��3 �� 1. [3]

Note that this final expression does not contain any f luid velocity
term, implying that a properly designed trap will work for all
velocities in the laminar f low regime.

Optical-Based Microbubble Retrieval System. In our �� -Fluidic trap
device, once all of the traps are occupied, the main f low will be
redirected to the loop channels. Subsequent particles, not being
able to enter occupied traps, will follow the main f low out of the
device. Taking advantage of this characteristic, we can retrieve
a trapped particle from the array by displacing it back into the
main f low using microbubbles. Here, we propose a simple
optical-based method to create microbubbles without any need
for circuits and connections. Fig. 1Bshows the schematic of our
method. Aluminum patterns, functioning as heaters, are located
near the narrowed region of the�� -Fluidic traps. When we focus
an IR laser onto the aluminum pattern, localized heating results
in bubble formation and the expanding bubble displaces the
immobilized particle from the �� -Fluidic trap into the main f low.
The displaced particle is then carried by the f low out of the
device where it can be collected. Size of the bubble can be
controlled by varying the laser power and duration of the applied
laser.

The schematic of the whole system is depicted in Fig. 1C. The
device is mounted onto an inverted microscope with an auto-
matic XY stage, which is controlled with a manipulator joystick.
Other controllers regulate the intensity and duration of the laser,
which is focused through the objective lens. The infusion system
(pumps), laser system, and manipulation system can all be
controlled by computer, allowing total automation of the system
in the future.

Results and Discussion
We connected the�� -Fluidic traps in series to create an array for
high density immobilization of beads. Two devices, one that met
and one that did not meet the design criterion (Eq. 3), were
fabricated and tested. Table 1 lists the dimensions of both
designs. By superimposing time-lapsed images taken with a
high-speed camera, we retraced the paths taken by beads in the
f low for both devices. In device A, Q1/Q2 had a value smaller

Fig. 1. Trap-and-release mechanism and experimental setup. (A) Schematic
diagram of the �� -Fluidic trap. When the trap is empty, �ow resistance along
the straight channel is lower than that of the loop channel, and the main
stream �ows along the straight channel. A bead in the �ow is carried by the
main stream into the trap if it is empty (trapping mode). Beads will be carried
along the loop channel if the trap is �lled, bypassing the occupied trap
(bypassing mode). This design allows for one-bead-to-one-trap. (B) Release
mechanism using microbubble. IR laser is focused onto the aluminum pattern,
causing localized heating and bubble formation. The formed bubble displaces
the trapped particle from the trap into the main �ow. The particle is then
carried by the main �ow out of the device. (C) Experimental setup.
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Surface Tension Guided Drop Storage

The first innovation of the Phase Chip is our method of
storing drops in wells using surface tension forces as illustrated
in Figure 1c and in the movie in the Supporting Information,
S4.2. After formation (Figure 1b), drops are forced to flow
through wide rectangular channels (100��m) of narrow height
(40 ��m), which flattens the drops creating a large surface area
and, because of the oil��water interface, a large surface energy.
Deep wells are fabricated on the chip that are adjacent to, but
still connected to, the flow channel. Because the wells are deeper
and wider than the channel, a drop inside a well will be less
confined than when in the channel allowing the surface area of
the drop to be reduced. The gradient in the height of the
microfluidic device produces a gradient in the drop’s surface
area, and therefore a gradient in the drop’s interfacial energy,
which generates a force on the drop driving it out of the
confining channel into the deeper well. The change in interfacial
energy in transforming a flattened drop, such as that shown in
Figure 1c, into a spherical one is approximately 104 times greater

than the change in gravitational energy. The shape with minimal
surface area is a sphere, but any geometric change in the channel
that allows a reduction in the confined drop’s surface area will
create a force on the drop and the channel shape will have the
potential to store drops. Furthermore, because the well is located
to the side of the channel the hydrodynamic stress on the drop
in the well is much weaker than that in the channel. When the
well is about twice the depth of the channel, then the drop will
remain in the well permanently even when oil is flowing rapidly
through the channel. Drops fill the wells in sequence with the
first drop docking into the first empty well and the last drop
docking into the last well. If surfactant is added to stabilize the
drops against coalescence, then the drops pass over filled wells
without mixing. In Figure 1c, stable drops of water in hexade-
cane (Sigma-Aldrich) are formed by adding Span80 (2% v/w,
Sigma-Aldrich) to the oil. Care must be made to match the
volume of the drop to the wells. If the docked drop is too large,
it will protrude into the channel and the next drop will dislodge
it. If the docked drop is too small, a second drop will share its

Figure 1. (a) Plan view of the Phase Chip. (b) Drop formation at nozzle. Confined drops are flattened and elongated in the flow channels. A movie, S4.1,
is in the Supporting Information. (c) Photographs of surface tension guided storage of aqueous drops into rectangular wells. Movies are shown in the
Supporting Information, S4.2, S4.3, and S4.4. These pictures are taken on a chip without a reservoir and have different dimensions than those of the device
portrayed in the rest of this figure. (d) Vertical section of the Phase Chip corresponding to the insert in (a). The device is constructed from two PDMS layers
and subsequently sealed together. In the upper, thick (5 mm) layer there are flow channels and storage wells. In the lower, thin (40��m) layer there is a
reservoir sealed by a 15��m thick PDMS membrane. The reservoir is formed by spin coating a 40��m thick layer PDMS over a 25��m high photoresist mold.
The principle path for water permeation is between the drop and the reservoir, but there is also a small flux through the 5 mm thick PMDS layer between
the drop and the device exterior.
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Consequently, homogeneous nucleation rates must be experi-
mentally measured if there is to be con�dence in the resulting
insights. Heterogeneous nucleation, which refers to the growth of
the solid phase from the surface of another material, usually
a particle, precedes homogeneous nucleation unless the contig-
uous �uid volume does not contain particulate impurities. Even
subtle heterogeneous nucleation can increase the apparent
nucleation rates substantially. Reducing the volume of the
observed �uid decreases the probability a particulate impurity is
present. This consideration led to the development of the emul-
sion technique,16–19 where the studied �uid is dispersed into many
drops suspended in an immiscible continuous phase such as oil,
preventing each nucleation event, whether homogeneous or
heterogeneous, from solidifying more than a single drop.
Moreover, the emulsion technique isolates any impurities within
a �nite number of droplets, and if drop volume is small when
compared to the average �uid volume per nucleating particle,
most drops will nucleate homogeneously. While the statistical
advantage derived from averaging the behavior of a large
numbers of drops is remarkable, the technique has been limited
by the polydispersity of the measured emulsions18 as solidi�ca-
tion of a large drop will in�uence the measured rate of nucleation
more than that of a small drop. In practice, this uncertainty is
limited by measuring the size distribution of the drops and then
making an assumption, for instance that large drops will always
solidify before smaller drops.20 Other approaches include the
observation of individual drops of known volume as they freeze21

or the measurement of the fraction of uniformly-sized drops
that have frozen after being super-cooled for a �xed time and at a
speci�c temperature.17,22,23 These techniques make no assump-
tions about the volume-dependence of nucleation, but suffer
from a lower statistical power and higher experimental burden in
the �rst case, and a loss of drop-speci�c history in the second
case.

Here, we generate and trap monodisperse drops24 in a recently
described static micro�uidic array,25 enabling the measurement of
nucleation kinetics (see ref. 26 for a recent review of such lab-on-a-
chip methods) in bulk emulsions without assumptions regarding
the volume-dependence of nucleation. Instead of utilizing robotic
techniques for arraying droplets of 100 nL and larger volume,27 we
achieve this in a micro�uidic system that allows for the simulta-
neous observation of nucleation events within more than one
hundred uniformly-sized (picolitre-scale) and immobilized
aqueous drops during one or more cooling cycles. In addition to
the inherent bene�ts of drop monodispersity, the technique pre-
sented here allows for the expansion of the study of non-equilib-
rium solidi�cation in a manner that is conducive to a deeper
understanding of the stochastic nature of nucleation than is
possible from observing the liquid-solid phase transition of many
drops collectively. More speci�cally, the experiment has been
designed so that the precise time and temperature at the comple-
tionof freezingwithin each individual drop can be observed during
a controlled thermal excursion below the equilibrium freezing
point of the disperse phase under study, here aqueous solutions of
glycerol. Since the formation of a stable crystal nucleus within any
particular super-cooled liquid is posited to occur at random with
a certain frequency that scales linearly with the available liquid
volume at a given thermodynamic state, the concurrent observa-
tion of drop volume and time of freezing completely separates
time-stochasticity from polydispersity artifacts that together
in�uence the observed nucleation rates in bulk emulsions.

Materials and methods

Experiment

The physical embodiment of this concept is depicted in Fig. 1. A
temperature controlled microscope stage is combined with
optical recording of a monolayer of drops trapped in

Fig. 1 Experimental apparatus for observing nucleation within monodisperse microdrops. Drops are kept at controlled temperature with the system in
(a), where the micro�uidic device sits on an enclosed cryostage. Magni�ed side and top views along the optical path are given in (b), where trapped drops,
10% w/w glycerol in water for this case, were imaged as in (c). Video recordings of the sample coolingvia cross-polarization microscopy resolved
nucleation times precisely within each drop due to the associated jump discontinuity in volume, brief �ashing when viewed with crossed polarizers and
delayed darkening post-freezing. The drop in L3 is unfrozen, while the drop to its immediate right (M3) has been frozen for several seconds during which
it has darkened considerably. The drop in K1 has just frozen. Reservoir at D8 contains one frozen (right) and one unfrozen (left) drop.
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of water in the device by switching from an infusion-based to a
withdrawal-based (suction) system to drive f luids, resulting in
the lowering of temperature during bubble formation. Both
methods will reduce the required laser power and applied time
interval for bubble formation. Another approach would be to use
the expanding bubble to power a jet stream to eject the bead
from the trap instead of using the bubble directly (22). This
approach creates a buffer zone between the bubble and the bead,
insulating the bead from the heat produced.

Conclusions
Our main motivation was to develop robust and efficient meth-
ods to manipulate particles and apply them to dynamic microar-
ray applications. Our device consists of essentially two key
strategies: (i) hydrodynamic confinement based on the principle
of f luidic resistance, and (ii) optical-based microbubbles. The
optical approach does away with complicated on-chip integra-
tion of circuits, greatly simplifying fabrication, packaging, and
control. The device is highly amenable to automatic processing,
and can be easily scaled up (seeSI Text) to cater for fast,
high-throughput, and highly parallel screening. We envision such
a reliable, f lexible and reusable dynamic microarray platform
that allows transportation, immobilization, infusion of reagents,
observation, and retrieval in a single integrated device will be
sought after by many in various fields. This tool if coupled with
methods such as OBOC combinatorial bead-library has the
potential to hasten research and discovery in the fields of
proteomics, diagnostics and drug discovery. With modifications
(e.g., reduction in f low rate) to reduce mechanical stresses on

cells during immobilization, and use of biocompatible materials
(e.g., gold or platinum) to replace the aluminum patches, we
believe that it will be possible to use this device as a platform for
cell-based arrays (12, 13) to facilitate studies of pathological and
physiological phenomena in cells, which will have enormous
potential for cell-based diagnostic applications, drug testing and
toxicology studies. Although we presented both components in
one device, they are by no means limited to be used jointly, nor
are they limited to microarray applications. For example, in the
case of disposable diagnostic chips, where retrieval of beads is
not necessary, an array made up of�� -Fluidic traps alone will be
sufficient for observation purposes. As for the optical-based
microbubbles technique developed here, we believe it has many
other potential uses beyond microarrays applications; it can be
used as actuators, valves, and pumps to replace conventional
bubbles formed by resistive heating (22, 23) or electrochemical
means (24).

Materials and Methods
Device Fabrication. Aluminum heaters (�� 100 nm thick, 7.5�� m ��
15 �� m) were patterned on cover glass (30 mm�� 40 mm,
thickness �� 0.12–0.17 mm; Matsunami, Osaka, Japan) using
standard lithography techniques, and the microchannels were
fabricated with poly(dimethylsiloxane) (PDMS) (Sylgard 184;
Dow Corning, Ithaca, NY) using soft lithography techniques.
The aluminum patterns and PDMS slab were subsequently
exposed to O2 plasma, aligned under microscope, and sealed
irreversibly. We then baked the device on a hotplate for 1 h at
76°C to strengthen the bonding. SeeSI Textfor further details.

Fig. 4. Demonstration of the use of trap-and-release device in chemical microarray applications. (A) Biotinylated and nonbiotinylated beads were randomly
arrayed, and a solution of streptavidin conjugated with Alexa Fluor 546 was perfused over the beads. (B) Graph showing the increase in �uorescent response
of 10 of the beads (bead 91–100) in the device. White boxes in C show the observation windows (15 �� 15 pixels) for these beads. The marked increase in
�uorescence of the biotinylated beads can be easily distinguished from the nonbiotinylated beads (beads 92, 97, and 99). ( C) Fluorescent image of the micro-bead
array taken at 218 s after the infusion of streptavidin solution. Arrow indicates the �uorescent bead to be retrieved. (D) Close-up �uorescent image of the device.
Arrow indicates the position of the retrieved �uorescent bead (bead 98). (Scale bar, 100 �� m.)
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Figure 1.2: Di�erent arrays of droplets built on serial microchannels. a) and b) Dead-end
traps. From Tan et al. [35]. c) Side pockets. From Shimet al. [38] d). and e) Corrugated
channels. From Schmitzet al. [39] and Eddet al. [40] respectively.

Similarly, droplets can be parked along a serial microchannel by using pocket of in-
creased height placed aside the channel as shown on Fig. 1.2 b). Instead of playing on
viscous e�ects, this makes use of capillary e�ects. Indeed, droplets enter into the side
pockets because of their increased height which allows the drops to decrease their sur-
face energy by releasing their con�nement. In addition, once a droplet has entered into a
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pocket, there is a capillary energy barrier to extract it from the pocket which prevents the
drop from escaping from the trap. As a result, droplets are trapped as they pass by empty
pockets which allow to store a complete train of droplets.

The last approach shown on Fig. 1.2 d) combines viscous and capillary e�ects. It
consists of owing a large group of droplets, initially in a wide reservoir, into corrugated
microchannels placed in parallel. The large hydrodynamic resistance of the corrugations
generates tra�c jams at the entrance of the microchannels. This forces droplets to push
one another into the corrugations. On the other hand, corrugations being wide pockets
separated by tiny constrictions, droplets must squeeze in order to pass from one pocket to
another. As a result, there is a capillary barrier for droplets to progress into these corru-
gations so that, as corrugated microchannel �ll up, the back pressure required to push a
whole train of droplet increases dramatically. In steady state, an intermittent motion of
droplets advancing into the corrugations thus takes place.

These approaches have proven powerful to trap trains of droplets. Resulting arrays
are also well organized when parking droplets aside of their track as the natural spatial
indexation of trains of drops in serial microchannel is conserved. The indexation order is
reversed though. The last approach, based on corrugated microchannels, yields randomly
�lled arrays, and hence requires a labeling method to identify each droplet in the array.
When aiming at selectively releasing droplets from their trap, strong limitations are faced.
Tan et al. managed to release beads from their trap by using a cavitation bubble induced
by a laser local heating. Beads are then pushed out of their trap as the bubble is expanding.
This procedure could be employed to untrap droplets from Tan's or Fraden's traps, but at
the cost of severe damages on the drops content. In the case of Holze's traps, droplets are
completely surrounded, either by the channel walls or by other drops, which prevents from
any simple untrapping without a�ecting the rest of the train of droplets. All in all, the
closed nature of these trapping techniques does not allow for simple extraction of droplet
which limits their use for more advanced operations such as droplet pairing, and highlights
the lack of addressability faced when working with serial microchannels.

The addressability issue The wells of a microtiter plates are addressable reactors as
one can pipette in or from each of them individually at will. When aiming at mimicking
the titer plate using droplets, the addressability issue is therefore twofolds: the trapping
technique at play should allow to place droplets in a trap, and to extract droplets from
a trap when needed. As discussed above, 1D microchannels ful�l the controlled �lling of
an array thanks to their natural spatial indexation. However, the extraction of a given
trapped droplet is strongly limited by the lateral con�nement on the drop. To this end,
another approach to trap droplets consists of removing the side walls of the microchannel
and work within wide microchannels.
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1.1.3 2D arrays of droplets

In wide microchannels, droplets are not anymore guided by the side walls of the microchan-
nel, but free to move in the plane of the microchannel. As a result, groups of droplets are
not well organized trains, but rather herds without any spatial indexation. In these con-
ditions, addressing a droplet per trap requires new tools for droplet guidance and trapping.

Most techniques used for droplet 2D manipulation were �rst developed to handle other
objects such cells, plastic beads or gel particles. The �rst attempt to hold a cell station-
ary in a 2D microchannel consisted of placing obstacles on the droplet path as shown on
Fig. 1.3 a). This has been later on used by Huebneret al. [41] to hold drops with a tapped
obstacle which allows the outer phase to ow through when the trap is empty and forces
the outer phase to ow around when a droplet is occupying the spot. The strength of this
technique relies on its straightforward parallelization to built large arrays of stationary
droplets as shown on Fig. 1.3 b), and its ability to trap several droplets side by side at the
same location as shown on Fig. 1.3 c). These arrays were nonetheless randomly �lled and
chemical labelling of each droplet was required to identify drops. This becomes limiting
when aiming at building arrays of paired droplets in order to perform a large number of
di�erent reactions on chip. As shown on Fig. 1.3 c), the random �lling method lacks ro-
bustness as traps are not all �lled the same way. In addition, the use of obstacles to stop
droplets requires an outer ow for trapping to be e�cient, and makes the extraction of a
given drop from its trap di�cult as the only way out is against the outer ow! As for serial
microchannels, the close structure of these traps makes the extraction of droplets di�cult.

Another approach consists in working with grooves instead of obstacles. This was �rst
used for gel particles as shown on Fig. 1.3 d) where rigid particles have a �n sliding along a
groove etched on the top surface of a microchannel. Abbyadet al. [42] suggested to trans-
pose this method to deformable objects such as droplets. Indeed, while rigid obstacles act
as repulsive regions that droplets cannot enter, indentations act as attractive regions where
droplets preferably sit as they lower their surface energy at the indentation location. Guid-
ing and trapping can therefore be achieved using grooves of various shapes. Parallelization
of traps is also straightforward using standard lithography as shown on Fig. 1.3 e) and
droplets are easily individually detached from their trap as droplets do not touch directly
the channel surface. On the downside, the resulting arrays are randomly �lled. Droplets
can nonetheless be actively placed in these arrays as they can ow between traps and as
they interact weakly with each other in wide microchannels.

Hereafter, we explain in more detail the mechanism which allows droplets to decrease
their surface energy by sitting on indentations and look at two practical indentations,
namely anchors, which are circular pockets to hold droplets stationary, andrails, which
are linear grooves to guide droplets along their direction.
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Supplementary Figure S4: Simultaneous fusion of two different droplet pairs. The image 

shows two traps, each containing a different combination of droplets (indicated with numbers 

1 = KSCN and 2 = Fe(NO3)3). (a) Two different droplets are immobilized (b) Electro-

coalescence leads to joining of both droplet pairs and formation of the complex in one of 

them. Images were taken with a fast camera (V7.2, Phantom) mounted onto a microscope (IX 

71, Olympus). A scale bar corresponding to 75 µm is shown in image (a).  

 

 

Results and discussion

Loading traps with droplets

Droplets with a diameter of approximately 50mm were formed
using a standard �ow focusing geometry39,42 and deposited in the
integrated trap structures shown in Fig. 1. Two oil streams (from
Feed 1) merge perpendicularly to the aqueous stream (from Feed
2). An oil stream is introduced from Feed 4 to prevent any
droplets from entering the array during the initial stabilization
stage. Once droplets are of uniform size, the oil �ow from Feed 4
is reversed resulting in the entrapment of droplets in the array.

A rapid channel expansion at the entrance of the array ensures
a fast and homogenous proliferation of droplets into the trap
array. To ensure that only one droplet enters each trap an
exhaust channel was structured through the centre (Fig. 2).

Accordingly, when a trap is empty, oil is able to �ow through
this exhaust channel. However, as soon as a droplet is captured it
blocks the exit resulting in the termination of liquid �ow within
the trap and preventing a second droplet from entering the trap.
Since most droplets (>90%) pass through the array chamber
without being trapped, the structure is ideal for randomly
sampling a de�ned subset of a large droplet population. This
concept is analogous to the approach reported by DiCarloet al.
for trapping populations of single cells in a micro�uidic array
albeit without using emulsion droplets.7

Once each array is �lled with droplets (as shown in Fig. 2), all
inlets except Feed 1 are closed to maintain this arrangement. This
procedure ensures reliable control of oil �ow from Inlet 1
throughout the trap array into Feed 4. After the trapped droplets
have been incubated for a given period of time they can be
released by supplying a fresh oil �ow from Feed 4. After �ow
reversal, droplets occasionally got stuck at the rear side of the
adjacent trap. Therefore the shape of the trap backside (char-
acterized by the angle alpha, shown in Fig. 2A) was slightly

altered to ensure smooth passage of droplets leaving the device
after �ow reversal: A change of this angle from 90�� to 110��

resulted in an increase in droplet recovery from 70% to > 90%

Cell encapsulation

Immobilizing aqueous droplets in the described manner allows
facile monitoring of encapsulated cells over extended periods of
time. In the current studies bacterial cells (1 to 2mm in diameter)
were encapsulated within such trapped droplets, and their inter-
actions and movement were monitored over a period of
15 minutes. For easy visualizationE. coli cells expressing red
�uorescent protein (from plasmid mRFP1)41 were encapsulated
within droplets. Fig. 3 illustrates a trapped droplet containing
seven cells. It can be seen that the encapsulated cells begin to
aggregate after a few minutes. Control experiments with fewer cells
per droplet (two to three cells) and �uorescent beads did not show
any aggregation events (data not shown). These observations
suggest that aggregation is favoured at higher densities ofE. coli
cells and is likely a result of oxygen depletion. This effect has been
described previously in the literature.43 The combination of the
ability to tailor the number of cells in a droplet by dilution 36 or to
change variables such as pH and salt concentration with the ability
to subsequently monitor a cell’s response will be highly desirable in
facilitating an understanding of basic phenomena at the single cell
level and the behaviour of populations of cells.30 The encapsulation
of single cells has been demonstrated previously,18,29,44 but here we
show that such a set-up allows information about the morpho-
logical behaviour of a population to be obtained simultaneously
with the optical readout from each single bacterial cell.

Droplet stability and long-term droplet storage

When conducting reactions in a de�ned reactor it is important to
be able to maintain the reaction volume or to be able to

Fig. 2 Droplet trapping arrays. (A) Design of an individual trap (with a scale bar indicating the dimensions) The rear of the trap was drawn to give
a 110�� angle (a). This improved the percentage rate of droplets that could be retrieved from an array to above 90%. (B) Schematic �ow pro�le for
droplets approaching a trap. Liquid enters through the opening in the centre of the trap. (C) Schematic �ow pro�le when a droplet is residing in the trap.
As soon as a trap is occupied by a droplet, additional droplets pass outside the trap. This mechanism ensures that only a single droplet is trapped per
feature. (D) Image of an array containing uniformly trapped aqueous droplets. (E)–(G) Bright�eld images of droplet release over a 2 second time period.
The direction of �ow is indicated by the white arrows. Figures A–C are not drawn to scale.Conditions: Aqueous droplets were formed from buffer (PBS
at pH 7.4) in light mineral oil and 1.5% (w/w) Span 80. Scale bars indicated in the bottom right corner of each image correspond to a distance of 75mm.
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used to obtain a droplet array (Fig. 1C and Movie S1‡).
Furthermore, linear grooves are used to guide drops in two-
dimensions (2D) much like a rail is used to guide a train. The
combination of rails and anchors therefore provides truly 2D
manipulation of drops, far from the lateral walls of the micro-
channel and with minimal interactions between the drops. The
simplicity of this approach ensures its robustness, since it relies
on a balance between two well-understood physical mechanisms.
Finally, the drops that are anchored in this way keep a large
exchange area with the �owing external oil phase, which allows
gas transfer between the oil phase and the stationary droplet as
shown in Abbyad et al.17 This can be used to transport
a continuous supply of oxygen for cell cultures in droplets or to
provoke a temporal or spatial variation in gas content in
a droplet array.

The body of the manuscript is divided into three parts. The
Materials and methods section (Section II) explains the device
fabrication and experimental protocol. The second part (Section
III) discusses the physical principles and shows how droplets can
be guided and anchored using etched patterns. It further quan-
ti�es the strength of an anchor point by measuring the critical
�ow rate of the carrier phase required to displace the drop from
the anchor. In the third part (Section IV), the gas exchange with
the carrier phase is used to impose variable conditions within an
array of anchored drops, both in space, across different rows of
the array, and in time. This work is motivated by the study of
sickle-cell anemia and the gas-exchange techniques are used to
induce red blood cell sickling in anchored droplets as shown in
Section IVB.

II. Materials and methods

A. Micro�uidic device fabrication

Chips of two different materials were used for the experiments.
PDMS devices were used for the experiments on anchor strength
and rails (Section III). For experiments involving gas exchange
(Section IV), chips were made of gas impermeable Norland

Optical Adhesive 81 (NOA81). The fabrication procedures for
both PDMS and NOA81 devices are explained brie�y below.

Micro�uidic devices with channel depth modulations were
fabricated using the dry �lm photoresist soft lithography tech-
nique described by Stephanet al.18 since it enables rapid proto-
typing of multi-level structures. Here, the masters were etched in
Eternal Laminar E8013 and Eternal Laminar E8020 negative
�lms of thickness 33 �� 2 mm and 49�� 2 mm respectively.

The fabrication procedure is as follows: (i) photoresist layers
were successively laminated onto a clean glass slide using an
of�ce laminator at 100 ��C until the desired heighth of the main
channel was reached. (ii) The photoresist �lm was exposed to UV
through the photomask of the main network (test section,
entrance and exit channels). (iii) Additional photoresist layers
were laminated on top of the exposed �lm until the desired depth
p of the anchors (or rails) was reached. (iv) The stack of photo-
resist �lms was again exposed to UV, through the photomask of
the depth modulations aligned with the previous network. (v)
Finally the full structure was developed by immersion in an
aqueous bath of carbonate potassium at 1% mass concentration.
PDMS (Dow Corning SYLGARD 184, 1/10 ratio of curing
agent to bulk material) was then poured over the master and
cured (2 hours at 70��C). The PDMS device was sealed on a glass
slide by plasma bonding to obtain a microchannel as sketched in
Fig. 1.

Devices used for oil–droplet gas exchange were made of gas-
impermeable photocurable glue, NOA, following the protocol
described in Bartolo et al.19 Brie�y, a PDMS mold was made
from the master as described above. This PDMS mold was in
turn used as a template to produce a PDMS stamp. Exposing the
PDMS mold to gaseous 1H,1H,2H,2H-per�uorodecyltri-
chlorosilane (Alfa Aesar) for 3 hours in a sealed container
ensured that the PDMS layers did not permanently bond during
the curing process. The PDMS stamp was then pressed over
a drop of Norland Optical Adhesive 81 (NOA81, Thorlabs) on
a glass coverslide before exposure to a UV lamp (exposure for 40
seconds at a power of 7 mW cm�� 2). A thin layer of glue remained
uncured on the surface due to the presence of oxygen, which
allowed the device to be sealed with a glass slide with a second
exposure to a UV source (exposure for 40 seconds at a power of 7
mW cm�� 2). To render the internal channel surface hydrophobic,
a glass treatment chemical (Aquapel, PPG Industries) or
1H,1H,2H,2H-per�uorodecyltrichlorosilane (20 mL in 1 mL of
FC-40) was �owed brie�y through the microchannel.

B. Oxygen control

To vary its oxygen concentration, the oil was �owed through
approximately 50 cm of gas permeable silicone tubing (0.3 mm
internal diameter and 0.6 mm outer diameter, Helix) in a vial
with a controlled oxygen atmosphere prior to entering the NOA
micro�uidic device. By varying the relative �ow rates of nitrogen
gas and air into the vial, the oxygen concentration in the vial
could be adjusted from 0% to 21% oxygen (atmospheric oxygen
percentage)i.e. from 0 to 21 kPa oxygen partial pressure (pO2).
The �owing �uids equilibrated with the oxygen partial pressure
in the vials through gas exchange across the silicone tubing. After
the gas exchange vial, it is important to maintain a virtually gas-
tight environment. Therefore low-gas permeability tubing made

Fig. 1 (A) Sketch of the experimental device which de�nes the geometric
parameters. (B) A water drop anchored to a hole in the channel roof with
oil �owing left to right. (C) An array of anchored droplets. The scale bar
represents 250mm in all images.
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separate loadings). If trapping were independent of the previous
trapping events the data should follow a Poisson distribution. Here
single cells are shown in excess of the Poisson distribution while
zero, three, and four trapped cells are depressed. If one tries to
explain trapping to be purely dependent on geometrical fit, then

trapping of two cells is expected to be more common since the
channel height is more than double the diameter of the typical
mammalian cell (40 ��m compared to 15 ��m).

Various trap sizes were investigated to achieve a high fraction
of single-cell isolates. Maintaining the same trap width and channel
height, the depth of the traps was varied from 10 to 60��m. The
depth of the trapping structures, signifying the “deepness” of the
pocket, should not be confused with the channel depth, which
we am referring to as “height” in this description. These various
depths resulted in large differences in the number of trapped cells
(Figure 3). For the 10-��m-deep traps,�� 50% of traps contained
single cells, with a decreasing fraction of single-cell isolates as
trap depth increased. The distribution of number of cells trapped
for the 10-��m-deep traps is shown in Figure 3e.

Devices were found to be quite effective and easy to use, with
trapping able to be conducted in less than 30 s. Also, demonstrat-
ing the robustness of the method, the device has been successfully
fabricated and operated by five colleagues, including undergradu-
ate students, after minimal training.

Carboxylesterase Distributions for HeLa, Jurkat, and
293T Cell Lines. Using the 10-��m-deep trap arrays, experiments
were conducted to elucidate the kinetics and concentrations of
intracellular carboxylesterases in HeLa, Jurkat, and 293T cells lines
(See Experimental Methods). Various carboxylesterases, along
with having essential biochemical functions (ester and amide
hydrolysis), may activate prodrugs and contribute to inactivation
of other pharmaceuticals.22 A combined kinetic��diffusion model
was developed to interpret intensity changes due to the intracel-
lular activation of the fluorogenic substrate calcein AM (Scheme
1, code S-5,6). To simplify the parameter space, the kinetic
constants for each acetate cleavage step were considered equal,
irrespective of total molecule charge or steric considerations.
Kinetic parameters were then fitted, bounded by literature data
for related substrates and enzymes.27,32 The fitted kinetic param-

(32) Fiedler, F.; Hinz, H. Eur. J. Biochem.1994, 33, 75��81.

Figure 3. Statistics of single-cell isolation (a��d) Phase contrast
micrographs of cell trapping in varying geometry cell isolation traps
are shown. From (a) to (d), trap depth varied as 10, 15, 30, and 60
��m. The number of cells trapped scales with the trap size, with more
trapping of single cells observed as the trap size decreases. (e) The
distribution of trapped cells for the geometry shown in (a) is plotted
along with a Poisson distribution for the same average value. If the
probability of trapping was independent of the amount of previously
trapped cells, one would expect a Poisson distribution. In this case,
an enhancement of single-cell-containing traps and a reduction of
zero and greater than two cell-containing traps is observed above
the random process. Here data from four separate loadings of 100
��L of cell solution containing ��3 �� 106 cells mL��1 flowed through
the device before data were collected.

Figure 2. High-density single-cell isolation. (a,b) A schematic diagram is shown to describe the mechanism of cell trapping using flow-through
arrayed suspended obstacles. Two-layer (40 and 2 ��m) cup-shaped PDMS trapping sites allow a fraction of fluid streamlines to enter the traps.
After a cell is trapped and partially occludes the 2-��m open region, the fraction of streamlines through the barred trap decreases, leading to the
self-sealing quality of the traps and a high quantity of single-cell isolates. Drawing is not to scale. (c) A phase constrast image of an array of
single trapped cells is shown. The scale bar is 30 ��m.
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Figure 1Concept of railed micro�uidics and guiding mechanism (see Supplementary Information, Movie S1). a, Schematic diagram of a railed micro�uidic channel.
b, Cross-section of the polydimethylsiloxane (PDMS) railed micro�uidic channel and a �nned microtrain cut at a–a� froma. c, Fabricated microtrain.c Left, the top view of the
microtrain in a differential interference contrast image. The top-view shape of the microtrain is determined by a pattern speci�ed on a digital micromirror device (inset). Right,
a corresponding scanning electron microscope image.d, Guided movement of microtrains along a sinusoidal-shaped rail. The channel and groove depths are 40µm and
15µm, respectively.e,f, Illustrations of a microbead carrier, which loads and transports free-�oating microbeads. After free-�oating microbeads in the loading �ow are
captured in a microcarrier and stuck at the end of the rail (e), the loaded microcarrier is pushed back and transported along the rail by transporting �ow (f).

this shape-matching concept in micro�uidic channels by uniquely
combining a grooved micro�uidic channel21 with our previously
demonstrated opto�uidic maskless lithography22, developed from
continuous-�ow lithography23. The basis of railed micro�uidics
is cross-sectional-shape matching between a micro�uidic channel
and the microstructures �owing through the channel (Fig.1a).
Instead of using a conventional micro�uidic channel with a �at top
channel surface, a groove (‘rail’) was formed on the top surface
of the channel using two-step mould fabrication and standard
soft lithography (see Supplementary Information, S1). This groove
functions as a guide rail track inside the micro�uidic channel. After
the channel was �lled with ultraviolet-curable oligomer solution,
we created a polymeric microstructure with a �n (a ‘microtrain’)
usingin situ polymerization via opto�uidic maskless lithography.
As we previously demonstrated in opto�uidic maskless lithography,
the top-view shape of the polymeric particle is dynamically
controlled by patterns on a digital micromirror device22. The �n
structure is shown in the cross-sectional diagram inFig.1b. The �n
is an exact �t with the rail because it is ‘moulded’ by the rail itself
during the polymerization process. It is worth noting that the �n is a
little smaller than the rail because polymerization is inhibited owing
to the high oxygen concentration near the polydimethylsiloxane
channel surface. Details of this oxygen-inhibition layer have been
previously discussed22,23. To prevent derailing of the microtrains,

the depth of the rail should be at least twice the depth of
the inhibition layer (see Supplementary Information, S2). The
�nned microtrain on the rail is shown inFig.1c. Note that
this three-dimensional �nned structure is formed using a single
exposure. The �nned microtrain is a polymeric microstructure,
which normally should follow the �ow �eld in the micro�uidic
channel. However, the matching of the �n and the rail enables
the �nned microtrains to deviate from the �ow �eld and instead
follow the rail. This guided movement is shown inFig.1d. Although
the �ow in the channel is a left to right linear movement, the
microtrains move sinusoidally, owing to the sinusoidally designed
rail (see Supplementary Information, Movie S1). Using this guided
movement, the �nned microtrain can carry a microscale cargo
to any designated location in the micro�uidic channel, similarly
to a conventional cargo train.Figure1e,f shows a microbead
carrier, which loads and transports free-�oating microbeads. After
free-�oating microbeads in the loading �ow are captured by a
microcarrier stuck at the end of the rail (Fig.1e), the loaded
microcarrier is pushed back and transported along the rail via
transporting �ow (Fig.1f).

The railed micro�uidic process is an innovative technique to
guide the movement ofin situphotopolymerized microstructures.
We applied rail-based guiding to self-assembly to overcome many
limitations of conventional free-�ow self-assembly. In robotic
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Figure 1.3: a) Obstacles to trap cells. From Di Carloet al. [43]. b) Obstacles to hold a
single drop per trap. Huebneret al. [41] c) Obstacle to hold two drop per trap. From
Huebner et al. [44]. d) Groove etched on the top surface of a microchannel in order to
guide particles of gel. From Chunget al. [45]. e) Circular indentation calledanchor to
hold a single drop per trap. From Abbyadet al. [42].

1.2 Gradients of con�nement for passive droplet ma-
nipulation

Squeezed droplets can move spontaneously when they feel a change in con�nement. The
underlying driving force is then proportional to the local gradient of con�nement expe-
rienced by the drop. In this section, we start by recalling the physics behind this phe-
nomenon. Then, we shed some light on the mechanism through which indentations in the
channel height can actuate droplets in a 2D microchannel.

1.2.1 Surface tension and the Young-Laplace equation

The �rst account that gradients of con�nement can act mechanically on droplets dates back
to 1710. At the time, Hauksbee [46], one of Newton's assistants, observed that a droplet
of oil, squeezed between two glass plates forming a wedge, moves spontaneously to the
thinnest part of the wedge as shown on Fig. 1.4. Hauksbee accounted for this observation
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by assuming an attractive force of surfaces upon liquids, which increases as the distance
between the plates decreases. The origin of this mysterious force has puzzled scientists for
nearly a hundred years as it took 77 years for the concept of surface tension to emerge
(Monge, 1787 [47]) and another 31 years for its mathematical translation, which explains
Hauksbee's account, to be derived (Young, 1805 [48] and Laplace, 1808 [49]).

The Royal Society is collaborating with JSTOR to digitize, preserve, and extend access to
Philosophical Transactions (1683-1775).

www.jstor.org
®

The Royal Society is collaborating with JSTOR to digitize, preserve, and extend access to
Philosophical Transactions (1683-1775).

www.jstor.org
®

Figure 1.4: Hauksbee's experiment and his explanation for the motion of a drop of oil of
orange toward the thinnest side of the wedge. From Hauksbee [46].

Surface tension: Force point of view

Cohesion of matter is ensured by attractive interactions between the constitutive atoms
or molecules. These cohesive interactions are a material property and thus change from
one material to another. As a result, atoms or molecules near the interface between two
phases feel di�erent attractive forces from each phase, and can thus be pulled toward one
side of the interface or the other. To account for this contrast in attraction localized at the
interface, an interfacial tension, denoted , is introduced. This is a force per unit length
(in N/m), analogous to a spring sti�ness, which pulls the interface in every direction with
a magnitude .

In the case of an interface separating non-miscible uids, the interface can deform and
thus curves into a rounded shape because of the di�erence of molecular attraction on each
side of the interface. In static equilibrium, the sum of the forces acting upon a unit segment
of interface must balance. As a result, the pressure forces pushing on each side of a unit
segmentds of the interface must balance the tension forces acting at the edges of the
segment as shown on Fig. 1.5 a). This yields the famous Young-Laplace equation:

 � = p+ � p� (1.1)

where  is the interfacial tension,� is the mean interface curvature andp� are the pres-
sures on either side of the interface.

Furthermore, any contrast of  creates a ow along the interface from the low to the
high surface tension region. This interfacial ow then entrains the surrounding uids on
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Figure 1.5: a) Force balance acting upon a unit segmentds of interface when there is no
ow in the uid phases. b) Molecular origin of surface tension. Molecules near the interface
lacks neighbors to interact with and thus deposit part of their internal energyU at the
interface. The deposited energy is the interfacial free energyE  .

both sides of the interfaces which generates shear stresses at the interface. A balance of
the tangential stresses acting upon a unit segment of interface then yields:

@
@~n

= � + @~u+

@~n
� � � @~u�

@~n
(1.2)

where~u� are the velocity vectors on either side of the interface,� � are the uid viscosities
on each side of the interface,~n is the outer normal to the interface and @

@~n is the gradient
operator along the interface.

These two relations can be further combined to yield the generalized Young-Laplace
equation:

� + :~n � � � :~n =  � �
@
@~n

(1.3)

where� are the local stress tensors on either side of the interface.

Surface tension: Energy point of view

Equivalently, surface tension can be thought of as an energy per unit area (in J/m2). The
physical picture reads as follows. In the bulk of a liquid, molecules share some internal
energyU with their neighbors. Near the interface, these molecules are unhappy as they
lack neighbors to share their internal energy with and thus deposit some free energy at
the interface as shown on Fig.1.5 b). As a result, the larger the interface surface areaA,
the larger the amount of energy deposited at the interfaceE  . The interfacial tension is
then de�ned as the link betweenE  and A:

E  = A (1.4)
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More rigorously, the interfacial tension corresponds to the free energy that must be
supplied to increase the area of an interface by one unit at �xed temperatureT, �xed
volume of the systemV and �xed number of molecules in the systemn [50]:

 =
@E
@A

�
�
�
�
(T;V;n)

(1.5)

As a result, the state of any interface is characterized by its surface free energyE  .
At equilibrium, E  reaches a minimum of the interface free energy landscape. Out of
equilibrium, there is a potential force~F tending to restore the static equilibrium. As any
potential force, ~F is given by the local gradient of surface energyr E  :

~F = � ~r E  (1.6)

The next subsection makes use of~F to manipulate droplets in 2D microchannels.

1.2.2 A �rst experiment in a 2D microchannel

The basic 2D microchannel is a wide test section with a widthw and a length l much
larger than its height h as shown on Fig. 1.6. This channel geometry, essentially consisting
of the thin gap between two parallel plates, is classic in the uid mechanics literature and
refered as a Hele-Shaw cell. Both single phase [51] and multi phase ows [52] have thus
been studied in this geometry.

diverging region, indicating that deformations are highly
dependent on the channel’s local aspect ratioa �� w(x)/hc, in
agreement with ref. 6.

To further investigate the in�uence of the channel’s width, we
perform experiments on test sections of widthw �� 1.5 mm and
w �� 2 mm. Again, we measure a subsidence of the channel roof,
as seen on the height pro�les (see ESI for �gures†). The defor-
mations for the three widths investigated are compared by
averaging the subsidence along the length of the channel, in thex
direction. The resulting pro�les are plotted on Fig. 5.d and we
observe that the amplitude of the deformations increases from
7 mm for w �� 1 mm to 20 mm and 28 mm for w �� 1.5 mm and
w �� 2 mm, respectively. In addition, an experiment on a 3 mm
wide test section reveals that parts of the channel collapse,
indicating that the deformations are larger than 50mm for this
width.

In contrast, the observed deformations are below the noise
level of 0.5 mm when the experiments are performed using the
non-swelling PFD, as shown on Fig.5.c. This is further con�rmed
since the height variations that are observed are mostly located
near the channel edges where the vertical walls blur the images
and introduce further errors into the DIC analysis. The averaged
height pro�le for this case is also plotted in Fig. 5.d, showing no
discernible height variation along the y-axis. This control
experiment con�rms that the deformations measured using
hexadecane are indeed due to the swelling of the PDMS block.

C. Effect of deformations on droplet trajectories

The effect of depth variations on the �ow in a microchannel has
already been studied in the case of single phase �ows. Indeed,
slight deformations in the channel geometries have been shown
to signi�cantly in�uence the �ow within it, for instance in the
production of three-dimensional �ow pro�les, 21 in the ampli�-
cation of the Taylor–Aris dispersion for pressure driven �ows22

or in the modi�cation of the pressure vs. �ow rate relationship. 7

Here, we observe the effect of the subsidence on the transport of
droplets as they travel in the 1 mm wide test section. To this end,
drops of water in oil are produced in a �ow-focusing geometry9

which is operated in a regime to produce large drops. In this way,
the drops are �attened when they �ow through the test section
and are thus sensitive to the height variations.

We chose silicone oil (swelling solvent) and paraf�n oil (non-
swelling) as the carrier �uids for the study of droplet dynamics
because these oils enable controlled droplet formation and
injection under identical hydrodynamic and capillary conditions.
Indeed, the two liquids have similar viscosities (nsil �� 100 cP and
npar �� 130 cP) and interfacial tensions (gsil �� 0.25 N m�� 1 and
gpar �� 0.25 N m�� 1). Drops are made and transported by the two
�uids while keeping the �ow rates and droplet radii similar, as
shown on Fig. 6.

If the test section’s geometry is unperturbed, droplets are
expected to follow straight trajectories along the channel’s
centerline as they would in a perfect Hele-Shaw cell.23,24 This
behavior is indeed observed in Fig. 6.a which displays the
trajectory of a water droplet in paraf�n oil by superposing
successive images of the droplet train. These drops follow the
centerline of the channel and exit without feeling the presence of
the side walls.

In contrast, drops carried by Silicone oil follow different
trajectories, as shown in Fig. 6.b. These drops begin to deviate
from the channel centerline as they enter the diverging section
and they �ow out of the test section along the side wall. Drops
�owing at different �ow rates make contact with the side walls at
different locations, with faster drops advancing further before
touching the sides. However, all drops deviate from the centerline
before exiting the channel.

The physical reason for the trajectory modi�cation can be
understood in simple intuitive terms by considering the surface
energy of the drop: Although the volume of each drop is �xed
after its formation, its surface area varies as its shape changes.
Recall that the smallest surface area for a drop of a given volume
is given by a spherical shape, such that a �attened drop has an
increased surface area and consequently an increased surface
energy. By moving towards the side of the channel, where the
subsidence is minimum, the drop minimizes its surface area by
approaching a spherical shape. The migration of the drops
towards the side walls therefore corresponds to a migration to
the area of minimum con�nement and minimum surface energy.

V. Summary and discussion

The synthetic Schlieren method developed to measure the defor-
mations of PDMS microchannels only requires a low magni�ca-
tion microscope and adhesive tape. It is a simple and cost effective
alternative to confocal or �uorescence microscopy with compa-
rable resolution and precision. It is however limited to volatile
liquids for two reasons. First, period 1 is excessively long for non-
volatile liquids and the channel is not revealed in reasonable time.
Second, the deformations of the microchannel are obtained at the
beginning of period 2 when the liquid fully leaves the channel, and
not when the channel is �lled with the solvent at the end of period
1. The assumption that the roof of the channel has not deformed
during this time is only valid if the transition period is short, which
is the case for volatile liquids only.

The auxiliary experiment used to measure the swelling char-
acteristics of a solvent into PDMS is easy to implement. Through
an analysis of the time evolution of the PDMS sheet, this

Fig. 6 Water droplets are advected from left to right along the large
microchannelbyasecondcarrier �uid.Bysuperposinga fewsuccessive images
taken using a high speed camera, the trajectories of the droplets are qualita-
tively visualized: (a) straight trajectory for paraf�n oil ( Q �� 1.1mL min �� 1 and
R�� 100mm). (b)bent trajectorywith transversemigration toward thesidewall
for silicone V100 oil (Q �� 3.0mL min ��1 and R �� 130mm).
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Figure 1.6: a) Superposed positions of a water droplet in para�n oil at di�erent time point.
b) Cartoon of the corresponding situation. The droplet is squeezed between parallel plates
and is only pushed by the outer drag~F� . c) Superposed position of a water droplet in
silicone oil V100 at di�erent time point. b) Cartoon of the corresponding situation. The
channel roof has deformed into a rounded shape which yields local slopes in the channel
height exerting a force~F upon the droplet. From Danglaet al. [53]
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In such a high aspect ratio microchannel, the laws of uid motion reduce to the linear
Darcy's law. The ow of the outer uid applies a drag force ~F� on the droplet through
hydrodynamic drag. This force is always directed in the direction of motion of the outer
uid and its magnitude depends strongly on the droplet surface area, hence the droplet
shape. In our experiments, we mostly consider droplets attened between two at plates.
Then, the droplet shape is close to a cylinder of heighth and in-plane radiusR � h. The
drag force on such drop is then known to scale asF� � � out Uout R2=h, where� out and Uout

are the outer uid viscosity et velocity [54]. This scaling has been validated by asymptotic
analyses of two limit cases: (i) the Hele-Shaw ow around a stationary inviscid bubble [55]
and (ii) the Hele-Shaw ow around a rigid cylinder [56]. ~F� therefore increases with the
ow velocity and depends strongly on the size of the droplet.

As a result, droplets pushed down a Hele-Shaw cell by an outer ow are expected to
follow the streamlines of the carrier uid. This prediction was tested experimentally by
Dangla et al. [53]. In the experiment shown on Fig.1.6 a) and c), the trajectory of a drop
in a wide microchannel made of PDMS was measured for di�erent pairs of uids. Droplets
were expected to ow straight from the inlet to the outlet, but was observed to depart
from their predicted trajectory for few pairs of uids as shown on Fig.1.6 c). Thus, in-
stead of being simply pushed by the outer drag~F� along the outer ow, droplets were also
experiencing a transverse force~F . The origin of ~F was further attributed to local defor-
mations of the microchannel, which had swollen due to oil imbibition into PDMS. Indeed,
instead of being pressed between parallel plates, droplets were rather squeezed in a wedge
as shown on Fig. 1.6 d), where one side of the drop is more constrained than the other.
This creates an imbalance in Laplace pressure across the droplets which pushes the drop
toward the wider part of the wedge until the drop reaches the side wall of the microchannel.

The origin of ~F can also be explained in terms of surface energy as droplets behave
so as to minimize their surface energy. The surface energy of a droplet can be written as
E  = A , where  is the interfacial energy andA the surface area of the droplet. While
 can be considered as nearly constant over the course of the experiment,A varies sig-
ni�cantly as the droplet changes its shape by moving along the wedge. Uncon�ned drops
take a spherical shape in order to minimize their surface area, and hence their surface
energy. On the other hand, droplets con�ned between the top and bottom walls of a 2D
microchannel are constrained to atten along the channel wall and can only curve away
from these walls. Consequently, they adopt a pancake shape of much larger surface area,
and thus seek for opportunity to decrease their surface area. As a result, when pressed
in a wedge, droplets moves toward the wider part of wedge in order to be as spherical as
allowed by the wedge top and bottom walls, thereby lowering their surface energy.

This �rst experiment shed some light on the ability of gradients of con�nement to
act on droplets in a 2D microchannel. Thanks to standard lithography or micro milling
techniques, the height of a microchannel can be precisely controlled and one can thus taylor
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the surface energy landscape of droplets in 2D microchannels in order to manipulate them
passively.

1.2.3 Two patterns of interest: Rails and anchors

Two patterns of interest were studied:Anchors which refers to localized pockets of in-
creased channel height andrails which are linear grooves etched on top of the base 2D
microchannel.

In a �rst experiment, rails were shown to guide droplets along a prescribed path. As
shown on Fig. 1.7 a), a droplet owing down a 2D microchannel follows a sinuous rail
which enables the droplet trajectory to have some angle with the outer drag~F� . Rails
de�ne valleys of surface energy in which droplets are trapped. Consequently, as the outer
drag pushes a drop out of the valley, the droplet experiences a restoring force~F due to
its increase in surface area. In addition,~F has to be perpendicular to the rail direction as
the gradient of the droplet surface energy is the largest along that direction. As a result,
when the rail has some angle with the outer drag~F� , the holding force ~F balances a part
~F ?

� of the outer drag and a remaining unbalanced component~F k
� of the outer drag propels

droplets along the rail as shown on Fig. 1.7 b).

oil �ow rate Qo �� 12mL min �� 1. This �ow rate was lower than the
critical value Qc �� 16.5 mL min �� 1 for this con�guration. In the
�gure, the droplets are arti�cially colored by image processing to
easily distinguish individual droplets. In the �rst 2 frames, the red
drop is held stationary by the anchor when the blue drop arrives,
advected by the external �ow. The instant the two drops collide
(frame 3), the red drop is pushed off the anchor and the blue drop
takes its place. The blue drop is now stationary and anchored to
the hole (frames 5–9) until the arrival of the next drop. This cycle
can continue inde�nitely, with each successive droplet replacing
the previous droplet in the anchor (see Movie S2‡).

If we decrease the �ow rateQo further, the buffering mode
switches to aparking mode: a unique droplet is held in place by
the anchor and remains anchored as later drops collide with it.
This behavior is illustrated by the time sequence shown in Fig. 3B
which has the same geometrical con�guration as Fig. 3A but with
a lower oil �ow rate, Qo �� 6 mL min �� 1. Indeed, we observe that
the red drop is held stationary by the anchor throughout the time
sequence and resists collision with the incoming blue and green
drops.

These modes illustrate the �exibility of the anchors as trapping
devices as it is possible to switch from one mode to the other by
varying the external �ow rate. Applications are numerous: the
buffering mode could be used to observe for a limited duration
successive droplets at a �xed position, increasing the integration
time for example in �uorescence experiments; the parking mode
is useful to observe droplets for an extended period at �xed
positions or to select a single droplet in a continuous train of
droplets. This is of particular interest when studying a slow
biological or chemical process in a droplet.

D. Drops on rails

Similar gain in surface energy is achieved when a pancake droplet
encounters grooves that extend along one direction. In this case,
however, the indentation only impedes movement along the
direction perpendicular to the groove but not along the groove
direction. In this way, a drop will be guided by the groove while
being pushed by the external �ow, as a train follows a rail. These
rails can have much smaller widths than the radius of the droplet,
as shown in Fig. 4A where a sinusoidal rail pattern guides
droplets along its path. All the drops follow the path dictated by
the micro-fabricated etch, although they do not necessarily
remain centered on the rail, due to the drag force from the
external oil �ow. The velocity of the drops depends on the rela-
tive local orientation of the rail with respect to the direction of
the mean oil �ow. As seen in Movie S3‡, the drops �ow rapidly
along sections where the rail is oriented in the same direction as
the mean �ow but more slowly in sections where the rail is
strongly inclined relative to the mean �ow.

Again, the simple microfabrication procedure allows complex
rail networks to be implemented, as shown in the snapshot of
Fig. 4B. In this image, drops that are of similar size as the rail
width are guided into a complex distribution along the channel
width. In this example, droplet–droplet interactions within the
crowded central rail push some drops to take alternative paths
between the inlet and the exit. If a drop ‘‘derails’’, it will follow
the mean �ow until it reaches an available position in another
rail. Drops spend variable amounts of time in the test section

since it takes longer to follow the off-centered paths as compared
with the central rail.

These two examples of drops on rails demonstrate the basic
functions of guiding drops in a 2D area. Drops will follow
a micro-fabricated rail and this can be used to divide an initial
sample into many parallel paths. Conversely, several input
samples can be brought close together by designing drop inputs
and rail patterns accordingly. Furthermore, the combination of
rails and anchors provides a way to bring different initial samples
into close proximity and to hold them in place, in order to
facilitate their observation within a single image. Networks of
interconnected rails can be used for complex operations by
directing droplets at junctions. Droplets can be guided through
a complex network of rails by passive means, for instance by
relying on droplet–droplet interactions and rail geometry. An
example of this crowding effect is visible in Fig. 4B, where some
drops are pushed away from the central rail by their neighbors.
Moreover, the guidance can also be determined actively by
applying an external force that selects between two possible rails,
for example through electric �elds24 or laser heating.8 In the rest
of the manuscript, we focus on arrays of stationary droplets and
show how the oil �ow can be used to control the drop contents.

IV. Spatial and temporal control in droplet arrays

In two-phase micro�uidic devices, the carrier oil serves both for
the production and the transport of microdroplets. We have
shown in a recent publication17 that the per�uorinated carrier oil
can also be used as either a source or a sink for oxygen exchange
in aqueous droplets. This approach can be generalized to many
different gases due to their high solubility in per�uorinated oils.
Below, we show how this gas exchange can be used to control the

Fig. 4 Microscope images of multiple water drops guided from left to
right along microfabricated rails (50mm in width and 50mm in depth) in
an external �ow of �uorinated oil. (A) Large drops of radius R z 200mm
follow a narrow sinusoidal rail inside a Hele-Shaw cell of heighth �� 100
mm. (B) Smaller drops of radiusR z 50mm follow a complex network of
rails with bifurcations and junctions inside a Hele-Shaw cell of heighth ��
50 mm. The scale bars represent 500mm.
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Figure 1.7: a) A proof of concept experiment. The channel height is 100� m, the rail
width and height are both 50� m. The image shows a superposition of a droplet position
at di�erent time points to yields its trajectory. The droplet follows a sinuous rail. From
Abbyad et al. [42] b) Force balance of a droplet on a rail.

In a second experiment, anchors were shown to hold droplets stationary against an
outer ow as shown on Fig. 1.8 a). Similarly to rails, anchors are localized minima of
surface energy and as such, there is an energy barrier to escape them. As a result, when
an outer ow pushes a drop out of an anchor, the droplet experiences a restoring force
tending to keep it in the anchor. Droplets can thus be held stationary against an outer
ow. When the outer uid velocity is increased, a drop in an anchor is deformed from
its circular shape by the increased outer drag up to a critical outer velocityU? at which
point the drop cannot be held anymore and is unpinned by the outer ow [42]. Thus,
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for given drop and channel geometries, we can measure the critical velocityU? beyond
which the outer drag overcomes the anchoring force (F� � F ) in order to estimate F .
The holding force of an anchor was shown to range between 1 nN and 1000 nN for typical
microchannel dimensions, and to not depend on the droplet sizeR, but only on the channel
geometry [57].

Low U High U

Fµ

�¨�5

�5

h

h

Off anchor

On anchor

b) c)

a)

Increasing outer flow

Figure 1.8: a) An anchor can hold a droplet against an outer ow up to a critical outer
velocity U?. The channel height is 100� m and the anchors diameter and height are both
50 � m. b) Force balance on a trapped droplet. c) Sketch of the change in surface area
when a droplet sits on an anchor.

This result can be understood as follows. In a 2D microchannel, droplets are squeezed
between the top and bottom walls of the channel and as such, drops adopt a pancake
shape. In the plane of the microchannel, one can thus describe the drop by its radiusR;
in the case whenR � h, the main contribution to the surface area is given by the top
and bottom boundaries of the droplet and we can writeA � 2�R 2, with a small correction
due to the area around the drop in the vertical direction. As a result, a droplet sittingo�
anchor has a surface energyE  � 2�R 2. As a droplet enters an anchor, part of its volume
is transferred into the anchor so that its in-plane radius has to shrink by �R as shown on
Fig. 1.8 c). Consequently, both the droplet surface area and surface energy are lowered.
A detailed study of the droplet geometry can be found in Danglaet al. [57] and yields an
exact expression for the anchor holding force~F .

An important regime concerns velocities that are slightly below the critical velocity. In
this regime, the anchor strength is su�cient to hold one droplet stationary but not two,
since the net drag force experienced by the touching pair increases while the anchoring
force remains constant. Abbyadet al. [42] identi�ed a range of velocities where drops enter
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into a bu�ering mode, in which an incoming drop replaces the drop that was previously
anchored. This bu�ering regime will be used in Chapter 2 to selectively place droplets in
a large array of anchors.

The strength of this technique relies on its simplicity, its robustness, and its favorable
scalings with the droplet sizeR which allow to consider massive parallelization and minia-
turization. Droplets can be trapped and detached by playing on the outer phase ow,
droplets can be guided to the side of a 2D microchannel and very large arrays of droplets
can be created by straightforward parallelization. Nonetheless, the resulting arrays lack
addressability as discussed in section 1.1.3: Arrays are randomly �lled, and the extraction
of a drop from an anchor using an increased outer ow will a�ect the surrounding trapped
droplets. Consequently, the rails and anchors technique would greatly bene�t from an ac-
tive droplet manipulation technique on top of it in order to build large, addressable arrays
of droplets. In the same way, interconnecting rails has proven challenging as the inter-
connection itself is a site of lower con�nement where droplets preferably sit. As a result,
interconnections between rails create tra�c jams problems which can be solved by using an
active droplet sorting method. More generally, active droplet manipulations add selectivity
to the droplet operations amenable using the passive rails and anchor technique.

1.3 Active droplet manipulation using a laser

In this section, we discuss the di�erent active techniques used to manipulate droplets in
microchannel, and describe in more detail the actuation of droplets by a laser which is the
active technique we have chosen in our experiments.

1.3.1 Available techniques

Most available techniques to actively handle droplets in a microudic channel were �rst
developed and used to handle microparticles such as functionalized plastic beads or cells.
When working with such microparticles, a common problem consists of sorting a large
population against a given criterion, say, the expression of a protein in a cell, or wether an
antigene has bound to an antibody stuck on the surface of a bead or not. To this end, the
gold standard is the FACS machine (Fluorescence Activated Cell Sorting). It originally
dealt with diluting a cell solution and let it ow through a dripping faucet where cells were
encapsulated into droplets as shown on Fig. 1.9 a).Then, droplets could be deviated from
their trajectory by using an electric �eld. The full set up is shown on Fig. 1.9 b) and was
�rst patented by Coulter in 1953. The throughput of this device can be massively increased
by working in microchannel. Baretet al. [58] proposed such a use of microuidics called
FADS (Fluorescence Activated Droplet Sorter) as shown on Fig. 1.9 c).

From this push from the FACS application, many techniques were proposed to actively
sort a train of droplets arriving at a T- or a Y-junction, some like electrodes being embeded
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�uorescent cells24 in droplets have already been described, we
report the �rst system capable of actually sorting droplets
according to their �uorescence. This micro�uidic system is also
the �rst to be capable of sorting cells according to enzymatic
activity. This latter application involves the following steps: (i)
encapsulating a mixed population of cells in the droplets of
a biocompatible emulsion; (ii) storing the emulsion to allow time
for the �uorogenic substrate in each droplet to be turned-over by
a cellular enzyme (if present); (iii) sorting the droplets according
to �uorescence intensity (substrate turn-over) in a micro�uidic
sorting device; and (iv) recovering the cells from the sorted
droplets. Such facile enrichment of speci�c cells according to
enzymatic activity should provide a boon to �elds such as directed
evolution, where large libraries are functionally screened.

Results and discussion

Factors affecting sorting

12 pl monodisperse droplets containing 250mM �uorescein were
generated by the micro�uidic �ow-focusing of an aqueous stream
by twin streams of �uorinated oil containing a surfactant11

(Fig. 1a and Movie S1 in the ESI).† The surfactant-stabilized
droplets were collected in a reservoir (Fig. 1b) and subsequently
injected into the micro�uidic sorting device where they were
spaced-out (Fig. 1c and Movie S2 in the ESI)† and sorted at an
asymmetric Y-shaped junction (Fig. 1d). The �uorescence of
each droplet was measured with a photomultiplier tube (PMT) as
it passed through a 488 nm laser line (Fig. 2). Droplets �owed
down the wider ‘negative’ arm of the sorting junction by default
due to its lower hydraulic resistance (Fig. 1d). If a particular
droplet was chosen for sorting then a pulse of high-voltage
alternating current (AC) was applied across the electrodes
adjacent to the sorting junction. The resulting electric �eld
de�ected the droplet of interest into the narrower ‘positive’ arm
of the junction by dielectrophoresis (Fig. 1d).

The frequency of droplet reinjection was found to correlate
with the �ow rate of reinjection in a linear fashion, as expected

Fig. 1 Generating and sorting droplets triggered on droplet �uorescence. (a) Generation of a monodisperse emulsion by a micro�uidic droplet
production device. 12 pl aqueous droplets were generated in �uorinated oil containing surfactant by �ow-focusing (Movie S1, ESI).†(b) Droplets being
incubated in a Pasteur pipette. The droplets have �oated up to the interface between the �uorinated oil and a layer of LB above. (c) Reinjection of
a monodisperse emulsion into the sorting device (Movie S2, ESI).† The inset image shows the emulsion droplets being spaced-out with surfactant-free
�uorinated oil. (d) Trajectories of droplets stream through the sorting junction. When an AC electric �eld was applied across the electrodes (1–1.4 kVp-p),
the droplets were de�ected into the positive arm (Movie S3).† In the absence of a �eld, the droplets �owed into the negative arm owing to the lower
hydraulic resistance (inset). The length of the scale-bar in each photograph is 100mm, except in (b) where it is 1 mm.

Fig. 2 Schematic representation of the optical setup. Laser light
(488 nm) was emitted from the laser (LAS), shaped into a laser line (LL)
and transmitted through a multi-edge dichroic beam splitter (DBS) to the
microscope. Inside the microscope the laser light passed through a beam
splitter (BS) and was re�ected up into the objective by a conventional
mirror (M). The shaped laser beam was focused to a�� 10� � � � 150mm line
across the sorting channel in the micro�uidic chip (CHIP) where it excited
droplets one at a time as they �owed past. The �uorescent emission from
each droplet passed back along the path of the laser beam, but was
re�ected by the dichroic beam splitter (DBS) to the sensor of the pho-
tomultiplier tube (PMT) via a bandpass �lter (F2). Filtered light from the
microscope’s halogen lamp (LAMP) illuminated the channels and
droplets, allowing the trajectories of droplets to be monitored by the
high-speed camera (CAM). The �lter F3 removed wavelengths of light
that were detected by the PMT to avoid a high background signal.
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a) b) c)

Figure 1.9: FACS machine. a) A dripping faucet produces droplets which can be deviated
from their vertical trajectory by an electric �eld. From Herzenberget al. [59]. b) Schematic
of a cell sorter using electrodes. From Fulwyleret al. [60]. c) Cell sorter based on droplet
microuidics. A diluted solution of cells is emulsi�ed into droplets. Each droplet contains
at most one cell. Electrodes are used to separate empty droplets from the rest. Baretet
al. [58].

on chip, other requiring extra equipment o� chip to generate the outer stimulus.

To date, the most used active droplet manipulation technique makes use of electrodes
embeded on chip as shown on Fig. 1.10 a). Here, the electric �eld generated by two op-
positely charged electrodes was shown to deviate a droplet from its mean trajectory by
charging oppositely the two sides of a drop surface, thereby creating an electric dipole
sensitive to the outer electric �eld. Similarly, gradients of surface tension can be created
by heating locally the droplet interface. This was achieved using a laser as shown on
Fig. 1.10 b). Another way to sort trains of droplets can make use of magnetic �elds when
droplets are initially seeded with magnetic beads as shown on Fig. 1.10 c). Here, there is
no surface tension gradients generated. Beads are simply held at a given location by the
magnetic �eld and thus prevent the droplet from deviating from that location. Finally,
surface acoustic waves were recently shown to achieve droplet sorting in a conventional
PDMS microchannel. In this last example, the oor of a microchannel is mechanically
attached to an oscillating piezoelectric transducer. Acoustic waves, with amplitudes in the
nm range, thus propagate along the microchannel oor surface and pushes droplets along
their direction as shown on Fig. 1.10 d).

The choice of one of these techniques among the rest is not obvious, each of them having
pros and cons in their operation, and depends strongly upon the skills developed in a given
lab. For instance, electrodes are not transparent and were thus placed around microchan-
nels which limits the magnitude of the reachable electric �eld and becomes limiting when
working with wide 2D microchannels. ITO electrodes were designed to this end [65] but
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Instead, for a given velocity, the sorting rate is limited by the
on time required for the electric �eld to displace the drops a
distance,d, away from the center of the streamline into the
collection channel. This distance is close to zero in the case
of symmetric output channels where drop �ow direction is
evenly distributed into both channels. In the case of asym-
metric channels,d is determined by the relative difference of
the amount of liquid separated into two output channels,
which is proportional to the relative difference of the length
of the two output channels. Therefore,d�� w�� l / l, wherew is
width of the channel,l is the total length of the collection and
waste channel, and�� l is the difference between the channels.
In our device,d�� 6 �� m; since the dielectrophoretic force
moves 25-�� m-diam drops atv=4 cm/sec, drops can be
sorted in 250�� s. The time scale to displace the drops can be
shortened by increasingV or improving the device design.
However, an excessively sharp localized �eld gradient
around the electrode ultimately results in drop breakup, set-
ting the limit for the sorting rate in this device. For
25-�� m-diam drops, we use square ac pulses with an ampli-
tude of 700 V, a frequency of 10 kHz, and a duration of
500 �� s; this enables us to sort a single drop into the collect
channel from a continuous stream at rates of 1.6 kHz, as
shown in Fig. 3.

Improved sorting speed can be attained by decreasingd.
We use a symmetricY junction with equal �uidic resistance
in each output channel, signi�cantly reducingd. However,
this device requires more than two electrodes to change the
direction of the electric-�eld gradient with respect to the
�ow. For example, with three electrodes in a triangular ar-
rangement, each edge can be the highest electric-�eld region
by choosing one of them as a cathode while the other two are
grounded. Our device for bidirectional drop manipulation
has two output channels with the same length and hydrody-
namic resistance, and three electrodes aligned to the middle
channel, as shown in Fig. 4. In the absence of electric �eld,
drops are evenly distributed into both channels, as shown in
Fig. 4��a��. However, upon application of a �eld to the appro-
priate electrode, drops can be directed to either one of the

two channels, as shown in Figs. 4��b��and 4��c��. Optimization
of such devices should improve sorting rates.

Our micro�uidic drop sorting devices can be used as an
essential component in a platform for high-throughput
screening bioassays. Dielectrophoretic forces provide high-
speed sorting with no moving parts, and no requirement for
droplet charging. We have achieved rates as fast as 4 kHz,
but even this is not the ultimate limit. Sorting rates can cer-
tainly be increased further by using shorter pulses, higher
�elds, or improved device design.
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FIG. 3. A single drop sorted out of 1.6 kHz drop �ow. Images captured
every 500�� s. The arrow marks the drop of interest. One drop directed to the
collect channel out of the streamline by a 500-�� s pulse of electric �eld. The
transparent electrode location same as Fig. 1.

FIG. 4. Bidirectional manipulation of drops.��a��In the absence of the elec-
tric �eld, two outlet channels are symmetric, the junction is an unstable
equilibrium, and drops �ow to both directions.��b��Drops �ow to the left
channel with the left electrode energized.��c��Drops �ow to the right channel
with the right electrode energized. Transparent ITO electrodes have been
drawn in gray for grounded electrodes and white for energized electrodes.
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The micro�uidic chips were fabricated with molded
PDMS ��Sylgard 184, Dow Corning�� using standard soft li-
thography techniques and sealed against a glass microscope
slide. The dimensions of the channels ranged from
75 to 200�� m in width and were 50�� m in height. Oil
��Hexadecane+span80, 2% w/w��and an aqueous solution
��water+ ink 2% v/v��are injected into the channel using sy-
ringe pumps. Dark blue Parker pen ink was added to the
water in order to absorb the 532 nm light. Other absorbing
dyes, or no dye, could be used depending on absorption re-
quirements and the laser wavelength used.14

In order to investigate the effect of different light pat-
terns on drops, we investigated the minimum optical power,
Pmin, required to block the advance of a drop, for three dif-
ferent shapes: a Gaussian spot with a 1�� m waist, a straight
line aligned with the �ow direction, and a straight line per-
pendicular to the �ow direction. Both lines were 2�� m in
width and 200�� m in length. In these experiments, the chips
had two oil inlets and one for the aqueous solution. Droplet
size is determined by the ratio between the �rst oil �ow rate
Qoil

��1�� and the water �ow rateQwater, which were both kept
constant. The second oil �ow rateQoil

��2�� was used to tune the
total �ow rate Qtot=Qoil

��1��+Qoil
��2��+Qwater, keeping the size of the

droplets constant while their velocity varied withQtot.
The �rst observation, as the drops reach the laser beam,

is that the water-oil interface adapts to the laser forcing, as
seen in Figs.1��a��and1��b��. When the line is parallel to the
direction of �ow, the front interface is �attened and the drop
stops after advancing through a signi�cant portion of the
line. In the case of a line perpendicular to the �ow direction,
the surface of the drop is even �atter than in the previous
case, taking on the shape of the line.

For each optical pattern used, the oil �ow rate was var-
ied fromQtot�� 1 to 11 nL/s in increments of 0.17 nL/s. For
each �ow rate, we started from a high laser power and re-
duced it for successive drops, until the minimum powerPmin
that still held the drops was reached. The maximum �ow rate
studied for each pattern was not limited by the laser no
longer blocking the droplets, but rather by the water in the
drops boiling.

The minimum laser power for each of the laser distribu-
tions is plotted as a function of the total �ow rate in Fig.1��c��.
It scales approximately linearly with the total �ow rate but

the slopes of the curves and the values ofPmin differ for the
three cases. The use of a line perpendicular to the �ow al-
lows the blocking of drops at higher �ow rates, up to more
than 10 nL/s. Conversely, even though a lower laser power
is necessary to hold the droplets in the case of a Gaussian
spot, it was not possible to hold droplets for �ow rates higher
than about 5 nL/s. This was also the case for the line parallel
to the �ow.

Moreover, if the pattern intensity is studied instead of the
total laser power, the minimum intensityImin necessary to
block a drop is found to be several times higher for a Gauss-
ian spot than for a line distribution��Fig.1��d����. The perpen-
dicular line is found to block the drop for the lowest value of
Imin. Note that in the case of line patterns, the image is only
fully formed in the focal plane of the microscope objective,
i.e., measuring a few microns in depth. For the Gaussian
spot, however, the pattern propagates through the whole
sample.

We now consider how holographic beam shaping can
extend single beam applications.13 The �rst application is
droplet routing, actively sending droplets into different direc-
tions at a trifurcation. This is a precursor of sorting, one of
the major applications in micro�uidics. Making use of the
ability to both dynamically switch the optical patterns pro-
jected into the micro�uidic channel and the ability to create
extended patterns��in this case four spots��, we can de�ect
droplets through large angles and send them into preferred
channels. This is shown using a four-way cross channel in
Figs. 2��a��–2��c��,17 which shows the droplets being moved to
the left, straight, or to the right, respectively. The switching
time of the droplets into a given channel is limited only by
the update speed of the SLM, which ranges from
30 to 60 Hz. It would be straightforward to extend this tech-

FIG. 3. Image sequence��left column followed by right column�� showing
how the drop order can be changed: The initial drop is sent down and held
stationary, then successive droplets are sent up. The dashed lines overlay the
position of the laser patterns.

FIG. 1. Blocking a drop with different laser patterns:��a��a line parallel to
the �ow or ��b��a line perpendicular to �ow.��c��Minimum laser power and
��d��minimum laser intensity required for blocking a drop.

FIG. 2. Four light spots are aligned to sort droplets into either��a��the
left-hand channel,��b��the center channel, or��c��the right channel. The insets
show the positions of the holographically generated multiple Gaussian foci
within the channel.
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In order to overcome the above two defects and enhance
�exibility of the CMDM method, micro�uidic chip 2 was
designed36 (see Fig. 2b). Superparamagnetic droplets (black
balls) were spaced by nonmagnetic water droplets (white balls) in
the main-microchannel and the arrangement of two types of
droplets could be arbitrarily changed by adjusting volumetric
�ow rate ratios of superparamagnetic �uid and water-phase.
Fig. 8 shows that the arrangements of magnetic droplets and
nonmagnetic droplets is 1:1 and 2:2, respectively. Both magnetic
droplets and nonmagnetic droplets always �owed into the sub-
microchannel 1 due to laminar �ow without a magnetic �eld. But
the magnetic droplets were separated from nonmagnetic droplets
and �owed into the sub-microchannels 2 and 3, respectively with
the different sizes of controllable region. The space between two

neighbor superparamagnetic droplets increased with the number
of nonmagnetic droplets. Therefore the possible interference
from neighbor magnetic droplets was greatly reduced and single
or bulk droplets were precisely manipulated into the designated
sub-microchannels by simply changing the magnet position.
Fig. 8 shows that single and two superparamagnetic droplets are
respectively manipulated into the sub-microchannel 2 and 3.

The micro�uidic chip-based CMDM method can handle
a greater number (more than 10 per second) but less volume (less
than 1 nanoliter) of magnetic droplets than the �at bottom-based
stationary droplet manipulation method in the same time span.
And compared with the permanent magnets, electromagnet-
based manipulation methods sometimes have problems with
their complicated fabrication technology; too low a magnetic

Table 1 Ef�ciency (%) of manipulation of superparamagnetic droplets into the sub-microchannel 2 by changing the magnet position in various
conditions

Magnetic
nanoparticle
concentration
(C, mg/mL)

Droplet velocity
in the x-direction
(vx, mm/s)

Average
droplet
radius
(r, mm)

Average
droplet
spacing
(d, mm)

Average
number of
droplets
manipulated
per second (n)

Ef�ciency (%) of manipulation
superparamagnetic droplets into the
sub-microchannel 2 Theoretical

magnetic force
(Fmag, 10��13 N)Channel 1 Channel 2 Channel 3

15 2.5 49 153 11 0 100 0 7.5
3.2 44 195 12 0.7 99.3 0 5.5
3.8 40 262 12 44.2 55.8 0 3.9

20 2.7 50 141 12 0.4 99.6 0 10.1
3.3 44 188 13 0 100 0 7.4
3.9 41 250 13 0.7 99.3 0 5.2

25 2.8 50 100 15 0 100 0 12.6
3.6 45 162 15 0 100 0 9.2
4.1 41 288 12 0.4 99.6 0 6.5

30 3.1 50 122 15 0 100 0 15.1
3.8 44 191 14 0 100 0 11.0
4.5 41 265 14 0.5 99.5 0 7.8

35 3.9 49 209 14 0 99.8 0.2 17.6
4.8 43 282 14 0 100 0 12.9
5.3 41 300 15 0.6 99.4 0 9.0

40 4.1 50 184 15 0 99.8 0.2 20.2
5.0 45 294 14 0 100 0 14.7
5.7 40 326 15 0 99.6 0.4 10.3

Fig. 8 Superparamagnetic droplets are precisely manipulated into the designated sub-microchannels only by simply changing the magnet position. (a)
Both magnetic droplets (white dashed circle) and nonmagnetic water droplets always �ow into the sub-microchannel 1 due to laminar �ow without
a magnetic �eld. A single superparamagnetic droplet is respectively dragged into the sub-microchannel 2 (b) and 3 (c). Figures (e) and (f) show that two
superparamagnetic droplets are simultaneously de�ected into the sub-microchannels 2 and 3 by the same method.C and vx are 25 g/L and 3.6 mm/s,
respectively. White bar, 400mm.
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the piezo-substrate under a microscope to complement the device.
The channel is fabricated using soft lithography and designed with
a branch that splits the inlet channel into two outlet channels as

shown in Fig. 1. The bonded PDMS–SAW hybrid device is mounted
on the stage of an inverted microscope and imaged by a fast camera
(Phantom V9.0, V7.0). To demonstrate the ability to direct drops, we
produce water drops in HFE-7500 �uorocarbon oil with 5% (vol/vol)
1H,1H,2H,2H-per�uoro-1-octanol (Sigma), stabilized by 1.8 wt% of
the �uorosurfactant ammonium carboxylate of DuPont Krytox 157 18

in a drop making nozzle. By switching the acoustic wave power on
and off the water drops can be directed in the corresponding outlet
channel, as shown in Fig. 1.

To demonstrate the generality of this method for directing objects,
we use it to direct polyacrylamide particles, which consist primarily of
water, dipsersed in a water continuous phase. We synthesize the
particles using micro�uidic droplet polymerization.19 We added 10%
of the acrylamide monomer as well as 10% of the cross-linker BIS-
acrylamide to the middle channel, while oil �owed through the two
side channels. For comparison, the diameter of the resulting
uniformly sized PAM particles was adjusted to be�� 20 mm, to
roughly match the size of the water drops. Again, we can control the
gel particle �ow by the SAW as shown in Fig. 2. In both experiments,
we could direct the path of water droplets in oil and PAM particles in
water respectively into designated channels and thereby demonstrate
the generality of our approach of using SAW to direct the drops.

The actuation of acoustic streaming by SAWs allows a non-
labeling, fast and material independent controlled droplet direction in
PDMS micro�uidic channels. Our device should be particularly
useful for soft objects. It is especially easy to integrate into more
complex �uidic devices such as detection and sorting systems since it
is operated electronically. Hence, a detected signal from a �uorescent
reader can be directly coupled to the SAW device to create a sorting
device.

Fig. 1 (Color online) (upper two images (a),(b)): Schematic of the hybrid
PDMS–SAW chip as seen from above: a branched PDMS channel is
coupled to a SAW device. (a) If the SAW power is switched off all drops
�ow along the upper channel because of its lower �ow resistance. (b) If
SAW power is switched on the acoustic streaming induced by the IDT
(red arrow) drives the droplets in the lower channel of the branch. (Lower
two images (c), (d)): Top view of hybrid device showing a branched
PDMS channel. Monodisperse water droplets are entering at constant
separation from the left and are produced further upstream in a nozzle
combining oil and water inlets (not shown here). The IDT is positioned
below the PDMS and carefully aligned parallel beside the channel and
can be partly seen at the top of the images (dark horizontal lines). The
dark tip on the right side of the IDT is a feature to facilitate alignment
and should roughly aim at the upper left corner of the upper outlet
reservoir. However, a misalignment of approximately 100mm did not
affect the ability to direct the drops in our experiments. (c) When the
SAW is switched off all the drops take the upper outlet channel because
its cross-section is designed to be slightly larger. (d) Applying a RF signal
of approximately 10 dBm to the IDT all drops are pushed into the lower
channel. The device is 50mm high and 100mm in width right before the
branch. Flow rates were 100ml/h for the dispersed phase and 1000ml/h for
the continuous phase (see also ESI†).

Fig. 2 PAM particles can be also directed and sorted with the PDMS–
SAW hybrid device. The density of PAM particles is chosen to be very
low to prevent crowding and clogging of the channels. Similarly to the
setup in Fig. 1 particles �ow into the upper reservoir when the IDT is
switched off and can be collected in the lower reservoir when the RF
signal is switched on. Note that the contrast of the hydrogel PAM
particles in water is signi�cantly lower than the contrast of water particles
in oil as shown in Fig. 1. As compared to the channel in Fig. 1 this device
has additional shunts short circuiting the two outlets. This additional
feature decouples the active branch region from possible pressure vari-
ations further downstream and hence stabilizes the �uid �ow.
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a)

b)

c)

d)

laser

Figure 1.10: Active technique for droplets manipulation. a) Electrodes. From Ahnet
al. [61]. b) Laser actuation. From Corderoet al. [62], c) Magnetic beads. From Zhanget
al. [63]. d) Surface Acoustic Waves. From Frankeet al. [64].

the microchannel fabrication gets much more complex. Similarly, magnetic beads limit the
observation of droplets content and usually require large solenoids to be operated. Our
lab having an expertise in droplet manipulation using lasers, we naturally opted for this
solution which is explained in detail below.

1.3.2 Optical toolbox

To my knowledge, the idea of using a laser to actuate droplets through heat was �rst
proposed by Kotzet al. [66]. A complete optical toolbox for droplet manipulation in mi-
crochannel was then developed by Baroudet al. [34], demonstrating complex operations
such as sorting, pairing or merging droplets.

The local heating induced by a laser was �rst shown to block droplets pushed along a
linear microchannel as shown on Fig. 1.11 a). Thus, the laser induces a net force which
pushes the droplets away from the hot spot. This blocking force was then used to route
droplets through a bifurcation as shown on Fig. 1.11 b), or to delay the droplet formation
at a T-junction and thus perform a valve function as shown on Fig. 1.11. c). The laser was
also shown to push droplets in 2D microchannels. Further applications were thus demon-
strated. For instance, sorting droplets in wide microchannel was demonstrated as shown
on Fig. 1.11 d). Lastly, droplets of a closed-pack train of droplets were merged by a static
laser spot as the droplet-droplet interface was passing by as shown on Fig. 1.11 e).

The strength of this technique is therefore manifold. At the droplet level, a mobile
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an order-of-magnitude scaling. This yields the characteristic
tangential velocity scale

U ��
�� T����

�
 1 + �
 2

h

w
. ��3��

The force due to the tangential viscous shear is then obtained
by multiplying �� r�� �� �
 2U/h by sin�� �� w/R and integrating
on the portionwh of the interface,
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The force due to the normal viscous shear can be shown to
scale likeFn�� h

RFt and is therefore negligible. The pressure
force, on the other hand, derives from a balance between the
pressure gradient and the radial second derivative of velocity.
In the present circular geometry, similar scaling arguments
yield a law for the contribution of the pressure forceFp,
which follows the same scaling asFt, resulting in the same
scaling law for the total forceF. A rigorous derivation��to be
published elsewhere��yields the �nal form of the force in-
cluding the prefactor

F = � 2���� �
 2

�
 1 + �
 2
�� T����

hw

R
. ��5��

This expression is represented��once nondimensionalized��by
the straight line on Fig.3��c��and agrees very well with the
numerically computed values.

The physical value of the force for a typical experiment is
estimated by taking�
 1=10� 3 N m� 2 s ��water��, �
 2=3�
 1
��hexadecane��, and extracting������ 1 mN m� 1 K� 1 from Ref.
��17��. This yields a force on the order of 0.1�
 N, which is of
the same order as the drag force on a drop in a large aspect
ratio channel��21��, thus con�rming that thermocapillary forc-
ing can indeed account for the blocking. Note that the force
we calculate is several orders of magnitude larger than those
generated from electric �elds��22��or optical tweezers��23��.

This blocking force may be applied at different locations
in a microchannel by displacing the laser spot. In particular,
we demonstrate the sorting of drops, a fundamental operation
in the implementation of lab-on-a-chip devices. Drops are
formed, as above, in a cross junction and arrive at a symmet-
ric bifurcation, carried by the continuous phase. In the ab-
sence of laser forcing, the drops arriving at the bifurcation
divide into two equal parts��5� � � �Fig. 4��a����. When the laser is
applied, the water-oil interface is asymmetrically blocked on
the right-hand side while the left-hand side continues to �ow
��Fig. 4��b����. Above a critical laser power��approximately
100 mW for the present con�guration��, the drop is blocked
long enough that it is completely diverted through the left-
hand channel��15��. Drops may therefore be sorted by accord-
ingly selecting the laser position.

In summary, we have experimentally and theoretically
demonstrated the ef�ciency of laser-driven blocking of
water-in-oil drops. The theoretical treatment brings out two
length scales,h/R andw/R. While h andw can be thought of
as determining the typical scales for velocity variations in the
radial and azimuthal directions,R enters the force scaling as
a local radius of curvature rather than the actual size of the
drop. It is therefore not surprising that the blocking force
shouldincreaseasR decreases. On the other hand, the drag
force due to the external �ow scales asR2 ��21��, implying that
the laser power necessary to counterbalance the drag quickly
decreases with the drop size. This, along with the rapidity of
viscous and thermal diffusion while thermal inertia is re-
duced, all lead to laws favorable to miniaturization. The gen-
erality of the process provides a practical new way for acting
on individual droplets, at any location, while working inside
the robust environment of the microchannel.

We acknowledge help from Julien Buchoux, David Dulin,
and Emilie Verneuil. This work was partially funded by the
CNRS PIR “Micro�uidique et Microsystèmes Fluidiques,”
the Conseil Régional d’Aquitaine, and theconvention
X-DGA.
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FIG. 4. Sorting drops:��a��Without laser forcing, a drop at a
bifurcation divides into approximately equal daughter droplets.��b��
When the laser forcing is applied, the drop advance in the right-
hand channel is blocked so the whole drop is diverted into the left
channel. Main channel width is 200�
 m and the operating
conditions are Qwater =0.02�
 L /min, Qoil =0.2 �
 L /min, and
�� 0=5.2 �
 m.
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demonstrate how the operations may be combined, while still
using a single laser spot, through a combination of channel
geometry and laser actuation. This opens the way for total
control of droplet microreactors without the need for specific
microfabrication.

2. Experimental

Our experimental setup consists of a microchannel fabricated in
Polydimethylsiloxane (PDMS), using standard soft lithography
techniques. Water and oil (hexadecane + 2% w/w Span 80, a
surfactant) are pumped into the channel at constant flowrates,
Qwater and Qoil, using glass syringes and syringe pumps; the
fluids may also be forced at constant pressure. Channel widths
are in the range 100–500mm and the height is in the range 25–
50 mm. Local heating is produced by focusing a continuous
Argon-Ion laser (wavelength in vacuuml Ar + = 514 nm), in the
TEM 00 mode through a microscope objective. The absorption
of the laser is mediated by the addition of a dye, such as
fluorescein (0.1% w/w), in the water phase. The resulting optical
absorption of the aqueous phase is about 1.18 cm�� 1.

Different microscope objectives were used to focus the laser
inside the microchannel, ranging from a 6 2.5 to a 6 10
magnification, which correspond to beam waists (v 0) in the
range of 10.3 to 2.6mm. The Fresnel length, defined asLF =
npv 0

2/l wheren is the refractive index andl the wavelength in
vacuum, may be estimated atLF�� 50mm by usingn = 1.33 and
v 0 = 2.5 mm. Consequently, we can assume that the focused
beam is almost cylindrical over a distance of 100mm (50mm on
each side of the beam waist), which is twice the largest thickness
of our channels. This implies that the use of low magnification
objectives makes the behavior rather insensitive to the exact
focus plane, as opposed for example to laser tweezers.

3. Formation and fusion

3.1 Microfluidic valve

The valve mechanism for two-phase flows was recently achieved12

by illuminating the water–oil interface during the drop formation
at a cross-junction, with a laser power (P) on the order of a few
tens of mW, focused through a microscope objective. The local
heating thus produced was shown to completely block the
advance of the interface for a timet b which increased with
increasing laser power. This blocking also provided control over
the size of the drops thus produced, since they were inflated by the
syringe pumps operating at a constant flowrate.

This valve is generic and works equally well in a T geometry
where the oil and water arrive either from opposite channels
(Fig. 1a) or from perpendicular channels (e.g. Fig. 4). Similar
blocking is also observed if the flows are driven at constant
pressure or by mixing pressure and flowrate sources. For
instance, Fig. 1a shows the laser blocking the drop shedding at
different locations with the oil flow (bottom channel) driven
at constant flowrate and the water flow (top channel) driven at
constant pressure. In the absence of the laser, drops are formed
in a periodic fashion. In the presence of the laser, the water
interface is blocked at the laser focus, as shown in the Figure,
while the oil continues to flow. The variation of the blocking
time t b with the laser power and position is illustrated in

Fig. 1b. While t b increases approximately linearly with the
power above an initial threshold, it also displays a dependence
on the laser position in the microchannel. The values of the
onset and the slope oft b depend on the details of the flow, but
the same general behaviour is observed independently of the
microchannel geometry, flowrates, or pumping method.

The dependence of the blocking time on beam waist was
explored in a cross-geometry by keeping constant the fluid flow
rates (Qwater = 0.12 mL min �� 1 and Qoil = 0.3 mL min �� 1) and the
laser position. The geometry that was used corresponds to a
cross-junction with oil channel widths 100 mm and water
channel width 200mm. The laser was placed at a distance 200mm
downstream of the oil channel centerline and the blocking time
(t b) was measured as a function of beam waist, which was varied
by changing the microscope objective. The measurements oft b

were normalized by the natural emission frequency of the drops
(F0) and were fitted by straight lines to determine the threshold
power (Pth) and slope (S = F0dt b/dP). While Pth was found to
remain constant atPth �� 40 mW, S increased with decreasing
beam waist asS= 4.5 6 10�� 3, 8.26 10�� 3 and 13.46 10�� 3 W�� 1

for v 0 = 10.3, 5.2 and 2.6mm, respectively.

3.2 Fusion of drops

Fusing droplets is the step that allows chemical reactions by
bringing together the reactants originally contained in separate
drops. However, simply putting drops in contact is typically
insufficient to induce merging, since a lubrication film between

Fig. 1 Microfluidic valve in a T geometry. (a) Superposition of
microscopic images of the laser blocking the interface at different
locations in the microchannel. All channels are 100mm wide. (b)
Dependence of the blocking timet b on laser power and position
(indicated in (a)) for Qoil = 0.05 mL min �� 1 and Pwater = 2.3 6 103 Pa,
v 0 = 2.6 mm. The lines are linear fits to guide the eye.
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them prevents the water contained in the two drops from
actually touching. Indeed, the presence of surfactant molecules
on an oil–water interface is known to stabilize drops against
merging.18,19 Localized heating close to the nearly touching
interfaces may be used to evacuate the surfactant molecules and
with them the oil film, as shown in Fig. 2. Here, the downstream
drop is held stationary by the laser heating until a second one
collides with it (Fig. 2a). At this point, the two drops advance
until the laser gets near the adjacent interfaces, and we observe
that the oil film is evacuated and the two drops rapidly merge.

Similar merging may be obtained in a long train of drops, as
shown in Fig. 3. Here, a train of water drops is carried by an
oil flow in a wide channel. Again, these drops are stable
against merging due to the presence of the surfactant and
spontaneous merging is never observed in our experiments
(Figs. 3a,b). However, weak heating at the interface from the
laser spot, although insufficient to block the drop advance,
rapidly induces merging when the laser spot approaches the
adjacent interfaces (Fig. 3c). Merging only occurs in the heated
region (Fig. 3d) while the other interfaces remain unaffected.
This shows that one may induce the merger of specific drops
even in a complex flow which contains many drops and
interfaces. A succession of such events is shown in the
supporting video 1 in the ESI{ .

3.3 Combined operations: drop fusion at formation

The synchronization of drops in order to combine their
contents is a major challenge for lab-on-a-chip operations.
Alternating formation of drops from two sources was recently
demonstrated by finely tuning the different water and oil
flowrates.9 This approach, however, is only useful in the
simplest cases where only two droplet streams are involved and

the downstream conditions are constant. A more robust
approach would be for a downstream drop to delay its
formation and wait for the upstream drop to catch up with it,
at which point the two merge together. This corresponds, in
our terms, to a combination of a valve and a fusion
mechanism; once the two building blocks exist, combining
them becomes a simple matter as shown in Fig. 4.

Here, drops are formed at successive T-junctions and flow
down the same exit channel. In the absence of the laser forcing

Fig. 2 Time sequence showing droplet fusion through laser heating.
(a) The blocking of a first drop by the laser brings the drop that
follows in contact with it. (b) The two drops move forward together,
their coalescence occurring when the beam reaches the touching
interfaces, giving birth to a larger drop (c). Time between images is
40 ms and operating conditions areQwater = 0.2 mL min �� 1, Qoil =
0.9 mL min �� 1, P = 67 mW and v 0 = 2.6 mm.

Fig. 3 Localized fusion in a train of large drops. The drops, which
flow from left to right, merge as the interface crosses the laser. Time
between images is 30 ms and operating conditions areQwater =
0.2 mL min �� 1, Qoil = 0.3 mL min �� 1, P = 67 mW and v 0 = 5.2 mm.

Fig. 4 A forming drop is blocked by the laser-valve (a) until a second
drop, formed upstream, collides with it (b). The collision liberates the
front drop (c) and the two merge when their interface approach
the laser (d). Operating conditions areQwater = 0.1 mL min �� 1, Qoil =
1 mL min �� 1, P = 67 mW and v 0 = 5.2 mm. The laser position is
represented by the white circle.
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The micro�uidic chips were fabricated with molded
PDMS ��Sylgard 184, Dow Corning�� using standard soft li-
thography techniques and sealed against a glass microscope
slide. The dimensions of the channels ranged from
75 to 200�� m in width and were 50�� m in height. Oil
��Hexadecane+span80, 2% w/w��and an aqueous solution
��water+ ink 2% v/v��are injected into the channel using sy-
ringe pumps. Dark blue Parker pen ink was added to the
water in order to absorb the 532 nm light. Other absorbing
dyes, or no dye, could be used depending on absorption re-
quirements and the laser wavelength used.14

In order to investigate the effect of different light pat-
terns on drops, we investigated the minimum optical power,
Pmin, required to block the advance of a drop, for three dif-
ferent shapes: a Gaussian spot with a 1�� m waist, a straight
line aligned with the �ow direction, and a straight line per-
pendicular to the �ow direction. Both lines were 2�� m in
width and 200�� m in length. In these experiments, the chips
had two oil inlets and one for the aqueous solution. Droplet
size is determined by the ratio between the �rst oil �ow rate
Qoil

��1�� and the water �ow rateQwater, which were both kept
constant. The second oil �ow rateQoil

��2�� was used to tune the
total �ow rate Qtot=Qoil

��1��+Qoil
��2��+Qwater, keeping the size of the

droplets constant while their velocity varied withQtot.
The �rst observation, as the drops reach the laser beam,

is that the water-oil interface adapts to the laser forcing, as
seen in Figs.1��a��and1��b��. When the line is parallel to the
direction of �ow, the front interface is �attened and the drop
stops after advancing through a signi�cant portion of the
line. In the case of a line perpendicular to the �ow direction,
the surface of the drop is even �atter than in the previous
case, taking on the shape of the line.

For each optical pattern used, the oil �ow rate was var-
ied fromQtot�� 1 to 11 nL/s in increments of 0.17 nL/s. For
each �ow rate, we started from a high laser power and re-
duced it for successive drops, until the minimum powerPmin
that still held the drops was reached. The maximum �ow rate
studied for each pattern was not limited by the laser no
longer blocking the droplets, but rather by the water in the
drops boiling.

The minimum laser power for each of the laser distribu-
tions is plotted as a function of the total �ow rate in Fig.1��c��.
It scales approximately linearly with the total �ow rate but

the slopes of the curves and the values ofPmin differ for the
three cases. The use of a line perpendicular to the �ow al-
lows the blocking of drops at higher �ow rates, up to more
than 10 nL/s. Conversely, even though a lower laser power
is necessary to hold the droplets in the case of a Gaussian
spot, it was not possible to hold droplets for �ow rates higher
than about 5 nL/s. This was also the case for the line parallel
to the �ow.

Moreover, if the pattern intensity is studied instead of the
total laser power, the minimum intensityImin necessary to
block a drop is found to be several times higher for a Gauss-
ian spot than for a line distribution��Fig.1��d����. The perpen-
dicular line is found to block the drop for the lowest value of
Imin. Note that in the case of line patterns, the image is only
fully formed in the focal plane of the microscope objective,
i.e., measuring a few microns in depth. For the Gaussian
spot, however, the pattern propagates through the whole
sample.

We now consider how holographic beam shaping can
extend single beam applications.13 The �rst application is
droplet routing, actively sending droplets into different direc-
tions at a trifurcation. This is a precursor of sorting, one of
the major applications in micro�uidics. Making use of the
ability to both dynamically switch the optical patterns pro-
jected into the micro�uidic channel and the ability to create
extended patterns��in this case four spots��, we can de�ect
droplets through large angles and send them into preferred
channels. This is shown using a four-way cross channel in
Figs. 2��a��–2��c��,17 which shows the droplets being moved to
the left, straight, or to the right, respectively. The switching
time of the droplets into a given channel is limited only by
the update speed of the SLM, which ranges from
30 to 60 Hz. It would be straightforward to extend this tech-

FIG. 3. Image sequence��left column followed by right column�� showing
how the drop order can be changed: The initial drop is sent down and held
stationary, then successive droplets are sent up. The dashed lines overlay the
position of the laser patterns.

FIG. 1. Blocking a drop with different laser patterns:��a��a line parallel to
the �ow or ��b��a line perpendicular to �ow.��c��Minimum laser power and
��d��minimum laser intensity required for blocking a drop.

FIG. 2. Four light spots are aligned to sort droplets into either��a��the
left-hand channel,��b��the center channel, or��c��the right channel. The insets
show the positions of the holographically generated multiple Gaussian foci
within the channel.

034107-2 Cordero et al. Appl. Phys. Lett. 93, 034107 ��2008��
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Figure 1.11: Optical toolbox. a) A droplet blocked by a laser spot. From Baroudet
al. [67] b) Sorting droplets in a 1D microchannel. c) Valve. d) Sorting droplets in a 2D
microchannel. e) Merging a train of drops. b) to e) are from Corderoet al. [62].

laser spot can push a drop in any direction and merge two droplets which demonstrates a
great versatility. Parallelization is also amenable as holographic [68] or generalized phase
contrast [69] methods allow to split a single laser beam into many independent spots.
Lastly, an integrated version of this technique is already commercially available in any
DVD writer. On the downside, high frequency actuation is limited by a heating time of a
few ms needed to act upon droplets. In addition, the heating induced by the laser might
have some e�ect on the droplet content. The stationary temperature �eld of a laser spot
heating a 28� m thick layer of water was measured. The temperature �eld was found to
have a lorentzian shape centered on the laser spot, peaking at 80� C and going back to
the ambient on � 20 � m [70]. However, the e�ect of this temperature �eld on the drop
content has not been measured and is not obvious as it should take into account the uid
motion in the drop. Hereafter, we explain the physics behind the laser pushing force and
we present a scenario for the laser induced coalescence of two drops.

1.3.3 Origin and magnitude of the laser force

The laser force ~F� was studied in detailed by Verneuilet al. [71] in a laterally con�ned
microchannel. Their test section consists of a straight microchannel bypassed by a loop
channel which droplets cannot access as pillars have been placed at the entrance and exit
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of the loop as shown on Fig. 1.12 a). Thus, a droplet can be blocked in the test section by
a laser spot, and the back pressure �p (which yields ~F� ) that the droplet is experiencing
can be estimated via the product of the outer oil ow rateQ and and the test section
hydrodynamic resistanceRhyd :

� p = Rhyd Q (1.7)

The magnitude of ~F� was thus measured to be in the range 100-300 nN for a laser
power of 100 mW and a channel height of 50� m. Yet, the origin of ~F� is subtle. ~F� is a
thermocapillay force induced by the Marangoni ows taking place inside and outside the
droplet when it is heated by a laser spot. Verneuilet al. also observed that these surface
ows were pointing toward the hot spot as sketched on Fig. 1.12 b). This is a key obser-
vation as it rules out classic thermocapillary explanation of~F� . Indeed, as surface tension
is usually decreasing with increasing temperature, the local heating induced by the laser
alone would create a local drop in surface tension so that the interface would be pulled
away from the hot spot, thus creating a surface ow pointing away from the hot spot. This
is not consistent with the �rst observation of Verneil et al..

A second key observation is shown on Fig. 1.12 c). The white thread on that picture
corresponds to micelles expelled from the interface after a laser pulse has heated the inter-
face. This shows that, by heating up the interface, the laser spot depletes the interface of
its surfactants. This second e�ect has thus to be taken into account in the explanation of
the origin of ~F� . As the surface tension of an interface is usually decreasing with increas-
ing coverage of the interface by surfactant molecules, the local heating of the interface can
increase the surface tension at the hot spot by dramatically decreasing the contamination
of the interface at that location. Thereby, the interfacial ow points toward the hot spot
which is in agreement with the experimental observation of Verneuilet al.. This is our
understanding of ~F� .

Next, PIV experiments, as shown on Fig. 1.12 d), allowed to resolve the di�erent veloc-
ity scales in the di�erent regions. Shear stresses acting upon the drop were shown to have
two contributions of di�erent magnitudes. On the one hand, the recirculation region near
the hot spot was measured to have high uid velocities but relatively low shear stresses as
shear is mostly induced by the droplet curvature in that region. On the other hand, the
thin �lms separating the droplet from the channel walls was measured to have relatively low
velocities but high shear stresses mostly because of the thinness (� 100 nm) of the �lms.
As a result, the laser force~F� is mostly due to shear stresses in the thin �lms separating
a droplet from the channel walls which highlights the role of con�nement in the origin of
~F� as shown on Fig 1.12 b). Droplets locally heated by a laser can thus be thought as
pushing on the channel walls in order to escape the hot spot. Consequently, the more wall
surface a droplet is in contact with, the more e�ciently it can escape from the hot spot.
The magnitude of the laser force has thus to increase with the con�nement on the droplets.
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� calculated above, implying that the gradients created by the
laser are likely to modify the subsurface concentration in a
way to affect the surface tension locally. The hydrodynamic
effects of this surface tension variation are studied next.

Hydrodynamics and Force Balance

We now turn to evaluating the force that the laser heating is
capable of producing on a microfluidic drop. A static force
balance provides the magnitude of the laser-induced forcing,
while its dynamic evolution is discussed in light of the flow
kinematics.

Steady State Force.If the drop is held stationary, a force
balance must exist between the hydrodynamic effects that
push it to the right and the force of thermocapillary origin
that resists its motion. The design of the microchannel with a
bypass section of resistanceRb allows us to calculate the
pressure difference between the left and right ends of the test
section in the same way as for the voltage drop in an electrical
circuit. Indeed, if the flux is all directed into the bypass when
the drop stops, then the pressure difference linearly increases
with the flux P = RbQ. Since the same pressure difference
applies on both the test section and the bypass, the total force
that acts on the drop is

F �� RbSQ ��5��

where S = w �� h is the projected surface of the drop,
nearly equal to the cross-section of the channel. Using
the calibrated value ofRb, this relation predicts the magni-
tude of the force pushing a stationary dropF = 180 nN for
Q = 5 nL/s.

This evaluation of the force must be corrected by the fact
that some fluid manages to flow in the corners between the

interface and the walls.32,33 This leakage can be taken into
account by associating a resistanceRd to the drop of length
L 20,34in series with the resistanceRt = 1.7 10 12Pa s m- 3 due
to the shortened test channel of lengthLt - L. Then, by
analogy with an electrical circuit, the total flow rate Q and
the test channel flow rateQt are related by balancing the
pressure differences in the bypass and in the test channel:
Q/Qt = ( Rb + Rt + Rd)/Rb. The final term that must be
estimated isRd, which is obtained from the measurements of
the drop velocity in the test channel (U0) before interacting
with the laser at variousQ. By assuming that the drop travels
at the mean flow velocity, namelyQt = U0S, the slope of
the line U0(Q) yields Rb = 12 �� 1012 Pa s m- 3. Finally, the
pressure difference across the drop is derived asRd Qt and
the modified force F�� can be estimated as this pressure
difference times the channel cross-section:

F�� ��
RbRd

Rt �� Rb �� Rd SQ ��6��

We calculateF�� = 100 nN for a flow rate Q = 5 nL/s.
F�� can be taken as the lower limit for the force the laser has
to exert to block the drop, while F, which can be recovered
from eq 6 for an infinite value of the drop resistance, can be
taken as an upper bound.

Systematic measurements of the minimum laser powerPmin

required to stop a drop with a given flow rate were performed
and the resulting diagram is shown in Figure 4a. An arbitrary
criterion was chosen to distinguish the drops that were
blocked from those that escaped by requiring a minimum
blocking time of 200 ms. As expected,Pmin increases as
the flow rate is increased, and the corresponding values of
the force, obtained from eqs. 5 and 6, display values in the
range of a few hundred nanonewtons. Furthermore, a max-
imum flow rate Qmax = 7.9 nL/s is observed above which
drops cannot be held at any laser power. Finally, it is
important to note that blocking longer drops requires a lower
value of Pmin than for shorter drops (not shown).

In a separate series of experiments, the variations ofPmin

with the laser spot size� are explored by defocusing the
laser, as described in the experimental section, while keep-
ing the flow rate constant atQ = 3.75 nL/s. The effect of an
increase in the laser width is known from our previous study
to decrease the temperature at the hot spot while keeping
the typical heating time constant.24 We observe here that the
minimum power required to block a drop increases as the
beam size is increased, as shown in Figure 4b.

Transients before Coming to a Complete Halt.The steady
state force computed above (eq 5) gives only a partial view
of the thermocapillary blocking process. In the following,
we turn to the transients that precede the blocking by anal-
yzing the evolution of the fluid velocities measured by
particle image velocimetry (PIV). Figure 5a displays a super-
position of 30 successive images (120 ms) of the tracer
particles, showing the presence of recirculation rolls inside
the stationary drop. The corresponding velocity field is
shown in Figure 5b, where the calculated field is averaged
over 1035 images. The PIV gives an accurate measure of the
velocities away from the hot region, but the values near the
laser position are poorly computed due to the very high

Figure 3. (a,b) Fluorescence images of a drop held by the laser in
the test section at timest = 0 (a) and t = 0.3 s (b). The scale bar
represents 30� m. (c,d) Intensity profiles taken along the plain and
dashed lines of images a and b; (e) Image taken after the drop
detachment showing the ring of adsorption of surfactant on the
PDMS.
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where�( t) is the temperature at the laser position and� (t) is the
half-width at half-height of the Lorentzian, while r and t
represent the radial distance and time, respectively. Two im-
portant time scales, both independent of the laser power, were
observed: a fast time scale� � = 4 ms, required to reach the steady
value of � and the maximum thermal gradient, and a slow time
scale� � 30 ms, which is associated with the setup of the steady
state temperature profile. With a laser powerP = 100 mW and in
a 28� m deep water layer, the steady-state values of� and � are
60 ��C and 20� m, respectively. Numerical simulations show the
temperature increase is lower, for equal power, if the laser is
focused to a larger waist� , and that replacing one of the glass
slides with a PDMS wall has little influence on the thermal field.

In the present experiments where the laser is only absorbed in
the water drops, the maximum temperature is affected in two
ways: On one hand, the larger sample depth increases the
absorbed power, thus leading to increased temperature rise.
On the other hand, the laser only partially overlaps the drop and
is not absorbed by the hexadecane, therefore tending to decrease
the maximum temperature in a non trivial way. However, even
though the temperature at the laser position cannot be accu-
rately estimated, it is expected to increase with the laser power
and decrease when the laser is defocused. Of the remaining
parameters, we note that� � will vary with the depth of the
heated layer and is expected to be larger in the present channels
than in the thinner layer studied by Cordero et al.24

Finally, the flows are weak enough to neglect heat transfer by
convection. Indeed, the thermal Peclet number Pe =UL /DT can
be estimated using the following values:U = 1 mm/s is the
velocity scale of the fluid,L = � = 20 � m is the length scale of
the hot region, andDT is the thermal diffusion coefficient (DT =
1.3 �� 10- 7 and 8.8 �� 10- 8 m2/s for water and hexadecane,
respectively). These values yield Pe = 0.2, implying that the heat
transfer is dominated by diffusion.

Role of the Surfactant

The crucial role of the surfactant is revealed by a series
of experiments performed with pure water drops in pure
hexadecane: Without surfactant, the laser is never seen to
hold the water/oil interface even at the highest laser power.
Furthermore, tracking some droplets that are atomized by the
heating shows that the laser induces rapid flows at the inter-
face, directed from the hot parts to the cold parts. These
observations agree with the classical thermocapillary effect
but contrast the observations made in the presence of surfac-
tant that are reported by Baroud et al.16 and in the present
study, where the flows are in the opposite direction. In the
following, we explore the effects associated with the addition
of surfactants to the water- oil system.

Surface Tension at Equilibrium.The evolution of the
interfacial tension between a hexadecane/sorbitan monoole-
ate (Span80) solution and pure water is first explored using
the pendant drop technique. A pendant drop of 100� L ultra
pure water is emitted at the tip of a vertical cylindrical

pipet, which is immersed in a thermostatted oil bath. After
an equilibration delay of 3 min,25 the interfacial tension� is
obtained from the drop shape,26 taking into account the
temperature dependence of the liquid densities.27

The temperature dependence of surface tension is mea-
sured by increasing the temperature of the oil bath from
23 to 60��C, for a bulk surfactant concentration equivalent to
the microfluidics experimentsC = 36 mol 3m

- 3 (2 wt %). The
interfacial tension is found to linearly decrease with the tem-
perature, as shown in Figure 2, with a slope� T = - 55 (
8 � N/m/K. This measurement rules out the hypothesis of an
anomalous thermal dependence of the surface tension that
could reverse the sign of the interface velocity compared
to the classical thermocapillary effect.

In a second series of experiments, the surfactant con-
centration C was varied from 52 mol3m

- 3 to 0.3 mol3m
- 3

at T = 28 ��C. The value of the variation of� (C) is shown in
the inset of Figure 2, which also gives a measure of the critical
micellar concentration (cmc = 1 mol 3m

- 3 or 0.054 wt %),
the point where � becomes independent of the surfactant
concentration. These measurements are consistent with pub-
lished values.25

We use the Gibbs adsorption equation to describe the
equilibrium behavior of Span 80 at the water/hexadecane
interface for concentrations below the cmc,

d� �� - RT � d��ln C� � � �1��

and a Langmuir isotherm

� ��C� � � �� ��
KL C

1 �� KL C
��2��

which lead to

� ��C� � � �� 0 - RT � �� ln��1 �� KL C� � � �3��

whereR is the ideal gas constant,T is the absolute tempera-
ture, KL is the equilibrium adsorption constant, � �� is the
maximum surface concentration of the surfactant, and� 0 is
the interfacial tension of the water/hexadecane surface
without surfactant. Equation 3 is found to fit the surface
tension data collected by Campanelli et al.25 on the same
system, atT = 18 ��C and for a range of concentrations below
the cmc. The fit (not shown) provides the following set of
parameters:� �� = 4.10 - 6 mol m- 2, KL = 110 mol - 1 m3, and
� 0 = 52.5 mN m - 1. This result has three major implications:

Figure 1. Microscope image of the microfluidic device. Drops of water are emitted in oil at the left T-junction. The total flow rate is adjusted
downstream by a second oil entry. The drop is trapped by the infrared laser in the test section, while oil can flow into the bypass.
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Figure 1.12: a) Test section. b) Sketch of the ow �eld pointing toward the hot spot, and
the shear stresses in the lateral thin �lms. c) Ejected micelles when the laser heats up the
interface. d) Flow �eld in a long droplet con�ned laterally. From Verneuil et al. [71].

In a 2D microchannel, the laser is therefore expected to push droplets to a lesser extent
as in a 1D microchannel since the wall surface in contact with the drop is decreased. A
rough estimate of 10 nN is obtained in Chapter 2 by comparing the laser push to the hold-
ing force of an anchor. A complete study of the origin and magnitude of the laser force in
a 2D mircochannel is yet to be done.

1.3.4 A scenario for laser induced coalescence

The stabilization of droplets by surfactants in microuidics has been extensively stud-
ied [72, 73]. As shown on Fig. 1.13, surfactants are bipolar molecules composed of a
hydrophilic head and a lipophilic tail. At equilibrium, surfactant molecules adsorb onto
the surface of drops which prevents droplets from directly touching each other. Droplets
are thus separated by a thin �lm of the continuous phase that must drain for coalescence
to take place. The commonly accepted stabilization mechanism of surfactant reads as fol-
lows. When the thin �lm separating the two drops drains, there is a ow between the drops
(Black dashed arrows on Fig. 1.13) which decreases the surfactant surface concentration
between the drops. As a result, there is gradient of surfactant concentration along the
interface which creates Marangoni ows inside and outside the droplet. These ows coun-
teract the �lm drainage by homogenizing the surfactant coverage of the droplets (Red solid
arrows on Fig. 1.13) and hence yields an equilibrium thickness of the thin �lm between the
drops.

By constantly depleting surfactants from the interface, the laser overcomes the sta-
bilizing e�ect of Marangoni ows as it prevents from any homogenization of the surface
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Figure 1.13: Equilibrium of the thin �lm of the continuous phase separating two droplets.
A Marangoni ow (red solid arrows) counteracts the redistribution of surfactant molecules
induced by the �lm drainage (black dashed arrows). [73].

coverage. As a result, the laser breaks the equilibrium of the thin �lm separating the drops
and favors the drainage of the �lm, eventually leading to the coalescence of the drops.
This scenario for the laser induced coalescence should however be con�rmed by a complete
experimental investigation as other scenarios involving electrostatic repulsions between sur-
factants molecules, steric e�ects or interface rigidi�cation due to the surfactants molecules
might have to be taken into account . Another key point is the mechanical e�ect of the
contrast in surfactant along the interface. As mentioned in the last subsection, a local drop
in the surfactant surface concentration yields a net force tending to push the drop away
from the low surfactant region. As a result, when the laser is shined on a droplet-droplet
interface, the two droplets are pushed away from each other by the laser force. Droplets
need therefore to be held pressed against each other for the laser induced droplet fusion to
operate robustly.

1.4 Droplet microuidics without ow

Testing many di�erent reactions on a single chip to perform multiplexed assays requires
ways to bring the di�erent sources of reagents on chip, and perform subsequent operations
on these reagents such as dilution series, or combinatorial mixes. Thus, the successful
approach to parallelize this set of operations requires each unit operation to be performed
as simply as possible in order to keep the complexity of the assembled system as low as
possible.

Di�erent solutions exist using droplets which essentially consist in forming a train of
droplets with varying formulations [74] and combine droplets of the train [75]. The large
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scale parallelization of this serial workow leads nonetheless to complications, mostly be-
cause of the ow of the carrier phase required to form and push the drops down the channel.
Another approach consists in not owing the outer phase. This allows to work with mul-
tiple droplet generation units connected to the same microuidic device, hence yields a
great versatility. On the downside, new ways of forming drops without the need to ow
the outer phase have to be developed.

In this last section, we discuss the issue of large scale integration of droplet operations on
chip in order to build large addressable arrays of droplets, thereby mimicking the microtiter
plate format. To date, one of the major bottleneck remains the parallelization of ow based
methods to form droplets. Instead, we present a owless approach based on gradients of
con�nement which allows to produce droplet on a demand and in parallel.

1.4.1 Continuous ow methods for droplet production

Classic geometries

The amount of droplets produced on a single chip is de�ned as the product of the num-
ber of embeded droplet production units and the droplet generation frequency per unit.
Most droplet based systems rely on generation of continuous streams of droplets in one of
the three dominant geometries: T-junctions, ow-focusing devices, and coow devices. A
great deal of e�ort was done to generate droplets at high throughput, which was mostly
achieved by injecting uids faster. As a result, droplets produced in these geometries are
generated at a high frequency and transported downstream at a high ow rate. However,
the strong ow that advects drops also couples their motion hydrodynamically. Thus, when
several droplet production units are connected to the same chip, complex collective behav-
iors arise from mechanical cross talks between the generators, resulting in either chaotic,
quasi-periodic or synchronized regimes of droplet production [76]. The droplet genera-
tion frequency and the size of the produced droplet vary from one regime to another, and
was shown to be controllable in synchronized regimes only. This highlights the sensitiv-
ity to small perturbations in injection rates of continuous ow methods to produce droplet.

An attempt to parallelize ow-focusers and T-junctions was performed by Nisisakoet
al. [77] who achieved to placed 128 injectors next to each other as shown on Fig. 1.14. They
also report a high monodispersity but it is not clear what the e�ective range of injection
rates keeps their device controllable [78]. Beyond the mechanical limitations of continuous
ow methods toward parallelization, another limitation concerns the large scale integration
of these droplets generation devices. Indeed, for each reagent inlet, these techniques require
another inlet for the outer phase which limits the number of connecting points to the chip
available to deliver di�erent reagents.
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Figure 1.14: a) Continuous ow unit for droplet generation arranged along a circle. b) The
device can be run in T-junction mode and in ow-focusing mode. c) Experimental picture
in the FF mode. From Nisisakoet al. [77]

Gradients of con�nement for droplet production

To address these last limitation, another approach to design parallelized droplet generators
consists in not owing the outer phase when forming droplets. As a result, a single inlet
for the outer phase is required, the rest of the connecting points to the chip being available
for di�erent dispersed phases. This has been achieved through an intelligent design of the
channel geometry. Mimicking the step emulsi�cation technique, Sugiuraet al. designed a
double steps junction able to produce droplet without the need to ow the outer phase.
As shown on Fig. 1.15 a) and b), their device consists of a straight inlet channel connected
to a large reservoir where the height of the channel has been slightly increased nearby the
inlet channel, and greatly increased further downstream. Various geometry were tested
later on, including the single step junction shown on Fig. 1.15 b).

The �rst step to operate this device consists in �lling the microchannel with a fully
wetting continuous phase. Next, the dispersed phase is injected through an inlet chan-
nel. As a thread initially owing in an inlet channel, enters the large reservoir it expands
into a cylindrical bulb as shown on Fig. 1.15 a) and b). For a given size of the bulb, the
thread in the inlet channel necks, thereby forming a droplet. In Suguria's device shown
on Fig. 1.15 a), the cylindrical bulb also meets a second step junction where it is allowed
by the increased channel height to expand vertically, which promotes droplet formation.
These devices were shown to produce� 1 droplet per second, which badly compares to
the kHz rates of ow focusing devices. This low throughput is nonetheless compensate
by a straightforward parallelization of the injectors which yields an overall throughput in
the kHz range. In addition, this technique yields emulsions with a high monodispersity as
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Figure 1.15: a) Two steps junction forming a terrace. From Sugiuraet al. [79]. b) Single
step junction. From Kobayashi et al. [80]. b) Large scale production of mono disperse
droplets. From Kobayashiet al. [80]

shown on Fig. 1.15 c).

More recently, Danglaet al. [20] proposed another geometry to produce droplets with
gradients of con�nement as well as an explanation for the mechanism at play in the droplet
formation process. As shown on Fig. 1.16 a), their device consists of a straight inlet
channel connected to a large reservoir of inclined roof. As a non-wetting thread enters the
reservoir, it expands radially into a cylindrical bulb shape while being pulled downstream
by a potential force ~F induced by the gradual release of vertical con�nement. Here again,
when the bulb reaches a critical size, the thread in the inlet necks and forms a drop. Then,
this drop displaces spontaneously further downstream as it is squeezed in a wedge.

Figure 1.16: Wedge junction geometry. The thread expands into a bulb in the reservoir
while being pulled by the gradient of con�nement induced by the wedge.
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The physical mechanism of droplet formation by decon�nement

Dangla et al. further pointed out three key observations: (i) Necking of the interface takes
place in the inlet channel, (ii) there is no droplet formation in a at reservoir, and (iii)
droplets of �nite size are produced, even at very low injection rates.

The observation (iii) led the authors to assume that the interface evolves in a quasi-
static manner, i.e. that the interface around the thread and the bulb is at each instant
in an equilibrium state. In this case, the Young-Laplace equation (1.1) imposes that the
shape of the interface must be such that its mean curvature� is constant over the entire
interface, apart from the regions where it is pressed against a channel wall and forced to
follow the wall geometry. Yet, the constraints on the interface di�er in the inlet channel
and in the reservoir. The mean curvature� can be decomposed into a vertical component
� ? , normal to the microchannel plane, and an in-plane component� k:

� = � ? + � k (1.8)

In the reservoir, the curvature of the thread decreases as the thread expands into the
reservoir for two reasons. First, the in-plane radius of the threadR increases as more uid
is injected as shown on Fig. 1.17 a). This leads the in-plane curvature� k � 1=R to decrease.
Second, the vertical con�nement on the thread decreases as the thread propagates down
the reservoir, hence the vertical curvature of the thread� ? � 1=h decreases too.

In the inlet channel, the in-plane curvature of the thread is null at �rst (top picture
of Fig. 1.17 a)), while the vertical curvature is �xed by the curved pieces of interface near
the corners of the inlet channel cross section (top picture of Fig. 1.17 b)). As uid is
injected, the curvature of the downstream part of the thread decreases, thus forcing the
upstream curvature to decrease because of the mechanical equilibrium at play. As a result,
the interface in the inlet channel departs from the side walls of the channel in order to
decrease its vertical curvature� ? . However, this holds true up to a criticial point at which
the vertical radius of curvature reaches the channel half-heighth=2: � ? � 2=h (middle
picture of Fig. 1.17 b)). At this point, no further release of vertical curvature is allowed
by the channel geometry without leading to the unphysical situation shown on the bottom
picture of Fig. 1.17 b).

As a result, the interface in the inlet channel has to bend inward to adopt a negative
in-plane curvature� k < 0, and hence further decrease its mean curvature� (middle picture
of Fig. 1.17 a)). At this criticial point, the static equilibrium does not hold anymore, a
pressure imbalance appears in the outer phase, creating a ow from the reservoir to the
inlet channel, which promotes necking, and leads to droplet formation (bottom picture of
Fig. 1.17 a)).
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Figure 1.17: a) The three distinct steps of the droplet formation mechanism: (i) Ination
of the thread into a bulb, (ii) Necking in the inlet channel and (iii) Pinch o� to form a drop.
b) Cross section of the thread in the inlet channel for three value of the mean curvature
� : Top High vertical curvature, the interface attens against the side walls of the channel.
Middle Critical vertical curvature. The interface is touching the side walls of the channel.
It cannot decrease its vertical curvature any further without violating the non-wetting
boundary condition. Bottom Below the critical vertical curvature. The interface presents
a kink. This situation is not physical. c) Parallelization of wedge junctions along a circle.
The reservoir is in the center, the inner phase is inject inward.From Danglaet al. [20].

To sum up, the sudden release in con�nement in this channel geometry forces the inter-
face in the inlet channel to depart from the side walls in order to conserve the quasi-static
equilibrium of the interface. But as more uid is injected in the reservoir, the thread is
set out of equilibrium, leading to necking and droplet formation. We showed recently that
the same arguments holds true to explain the droplet formation in the step junction ge-
ometries [81]. The corresponding paper is attached at the end of this manuscript in the
appendix D.

Parallelization reveals the strong power of this technique. Indeed, droplet mass pro-
duction was performed by dispersing one phase through many step/slope junctions placed
in parallel (Fig 1.17 c)), achieving throughputs in the kHz range which compares favor-
ably with ow-focusing devices. But this technique also allows us to design parallelized
yet independent generators by connecting the di�erent inlet channels to di�erent sources
of reagent. This opens the way to the massively parallelized on-demand droplet genera-
tion of droplet having di�erent formulation. The control of the droplet generation is then
performed actively as described below.
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1.4.2 Toward on demand droplet formation in parallel

To form individual droplets on demand without the need to ow the outer phase, some
other mechanism to produce enough shear on the water/oil interface is necesseray on top of
a valve enabling to generate one drop at a time. Most suggested mechanism rely on active
destabilization of the water/oil interface by di�erent means. Recent examples include the
use of programmable microinjectors, syringe pumps, piezoelectric actuators, high-voltage
pulses, electrowetting on dielectrics and dielectrophoretic pressure [82]. However, none of
this active technique to destabilize the water/oil interface has been integrated on a large
scale.

Pneumatic valves and the tyranny of numbers

To my knowledge, the only valve that has been integrated on a large scale is the pneumatic
valve from the Quake's group which allows each reactor to be addressed individually. In
2000, Ungeret al. [83] from the Quake's group published a seminal paper showing how
to fabricate microuidic valves, and thus microuidic transistors. Quake's valve can stop
the ow of a liquid in a straight microchannel by locally collapsing the channel. The idea
consists in superposing a perpendicular microchannel �lled of air on top of the layer where
the former microchannel sit as shown on Fig. 1.18 a). Then by increasing the air pressure
in the top microchannel, the thin layer of PDMS separating the two layers deforms and
obstructs the bottom microchannel. As the fabrication of these valves relies on soft lithog-
raphy only, there are readily parallelizable as shown on Fig. 1.18 b). The increase in the
on chip valves density is however limited by a connectivity issue as shown on Fig. 1.18 c).
This is the tyranny of numbers: there is a practical limit to the complexity of macroscop-
ically assembled systems [84]. Indeed, microchannels dedicated to reagents do not share
the same outlet, but meet at crossing points were a pneumatic valve allow them to meet
or not. As a result, each reagent is not associated to one inlet, but at least four, which
strongly limits the large scale integration of this technique.

Figure 1.18: a) Quake's valves. From Ungeret al. [83]. b) The two states of the valve.
c) Large scale integration of Quake's valves. From Thorsenet al. [85]. d) Practical upper
limit of Quake's valves integration.
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This example highlights the fact that the level of complexity achievable through inte-
gration is limited by the level of complexity of the basic block to be assembled. In this
regard, I believe that using droplets produced with a step or a wedge junction allows us to
simplify the basic block, and hence to hope for microuidic devices with a higher degree
of integration in the near future.

Gradients of con�nement for parallel formation of drops on demand

Indeed, gradients of con�nement methods to produce droplets requires only one inlet chan-
nel per reagent. Then, controlling the formation of a drop on demand can be done o� chip
using a computer controlled pressure source for instance. This would allow us to bring on
chip as many microreactors as the chip shown on Fig. 1.18 b) while keeping the complexity
of the integrated chip very low, thereby ensuring its reliability and robustness.

First attempts to pair droplets on demand have been performed, by producing droplets
using either steps [86] or wedge junctions [20] and a �rst parallelization of these junctions
to produce droplet on demand is presented in the next chapter.

1.5 Discussion of Chapter 1

Droplet microuidics has the potential to dramatically increase the throughput of current
techniques for the study in parallel of many di�erent chemical reactions. Large arrays of
droplets have been built using both 1D and 2D microchannels, thereby allowing di�erent
conditions to be tested in parallel on a single chip. Arraying droplets in 1D microchannels
was shown to produce well organized arrays of droplets thanks to the natural spatial in-
dexation of trains of droplets. However, the closed structure of the trapping technique at
play prevents from any subsequent operations on trapped droplets, such as dilution series
or combination of droplets, which limits the applications of such 1D arrays.

On the other hand, 2D microchannels yields randomly �lled arrays where droplets are
still accessible for further operations. In addition, 2D microchannels solve an endemic issue
related to 1D microchannel:long range interactions. Indeed, any failure occurring locally
in a serial microchannel, be it a microfabrication defect or dust stuck in the channel, blocks
the whole train of droplet owing down the channel, and hence the whole device breaks
down. In a 2D microchannel, local failures are bypassed and hence do not a�ect the rest
of the chip which can thus continue to work despite some local failures. This makes 2D
microchannels much more robust and sound blocks onto which more complex system can
be assembled.

Active techniques are nonetheless required to organize spatially arrays in 2D microchan-
nels. Amongst the di�erent available techniques, we choose the laser actuation and showed
that a laser hot spot can push a droplet and merge two droplets. Finally, we have pre-
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sented the issue related to the large scale integration of many di�erent reactions on chip.
Conventional continuous ow methods to produce droplets cannot be simply parallelized
which limits their use in operations involving many di�erent species. Instead, we propose
a droplet generation device which does not need the outer phase to be owed. The paral-
lelization is then straightforward and yields a high throughput droplet production, while
as injectors are independent, di�erent reagents can be simply brought on chip.

In the next chapter, we demonstrate the combination of our passive droplet trapping
technique with the active laser actuation. We start by building spatially organized arrays
of droplets in 2D microchannels using continuous ow methods for droplet generation.
Then, we turn our attention to microchannels being operated without a mean ow and we
present an innovative device to form on demand six di�erent pairs of droplets in parallel,
and use it to study chemical kinetics under varying conditions.



Chapter 2

Combining gradients of con�nement
with laser forcing

The current challenge is to pattern a 2D area with a heterogeneous droplet population,
either by selectively placing a drop at a desired location, selectively extracting a drop, or
selectively initiating a chemical reaction. To date, none of the methods for arraying drops,
as explained in Chapter 1, allows for such a controlled operation to organize spatially a 2D
array of droplets. Instead, random �lling is used in most cases. While random distribu-
tions of drops can yield useful information in the case of two droplet species [87], it quickly
becomes limiting when there are many species to be studied simultaneously.

In this chapter, we demonstrate how the controlled �lling, extraction, or reactions can
be performed in a 2D format by combining the rails and anchors approach with the selec-
tive manipulation through laser-induced local heating [67, 88, 62]. The rails and anchors
provide a passive, robust and simple 2D guidance and trapping of drops, while the mobile
laser spot adds an intelligent and versatile selectivity. This chapter contains most of the
microchannels designs and protocols of operation I did during my PhD.

We start with the materials and methods in section 2.1 where our microfabrication tech-
nique and our optical set up are presented. In section 2.2 we present three experiments
where we selectively build spatially organized arrays of distinct droplets using continuous
ow droplet generation units. These demonstrations deal with selectively extracting a drop
from an array, selectively �lling an array with a controlled drop population by showing how
to build an array of drops which displays a gradient of concentration, and selectively trig-
gering local reactions in an array of paired droplets. In section 2.3, I demonstrate the use
of gradients of con�nement to produce and pair droplets on demand in a 2D microchannel
which allows to passively address a droplet to a trap in a 2D microchannel. In addition,
parallelization of the basic storage unit is presented. Lastly, in section 2.4, we present our
approach to monitor chemical reactions in our merging chamber.

33
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These results were published in Lab-on-a-Chip, the �rst two sections 2.1 and 2.3 in [89],
and the next two sections 2.3 and 2.4 in [90]. The corresponding manuscripts are attached
in appendix D.

2.1 Materials and methods

2.1.1 Microuidic device fabrication

All experiments were conducted in PDMS microchannels sealed onto glass slides by plasma
bonding. The fabrication procedure relies on dry �lm photoresist soft lithography tech-
niques [91, 92] which enable rapid prototyping of multi-level structures. The multilayer
masters were etched in stacks of Eternal Laminar E8013 and Eternal Laminar E8020 neg-
ative �lms (of thickness 15 � m, 35 � m and 50� m respectively) depending on the desired
thickness of the main channel and patterns. The successive steps were the following: (i)
photoresist layers were successively laminated onto a clean glass slide using a PEAK Photo
Laminator (PS320) at a temperature T = 100 � C until the desired height h of the main
channel was reached, (ii) The photoresist stack was exposed to UV (Hamamatsu Light-
ingcure LC8) through a photomask of the base channel (comprising a test section, droplet
generation devices and entrance and exit channels), (iii) Additional photoresist layers were
laminated on top of the exposed stack until the desired depth of the patterns (anchor
holes and/or rails) was reached, (iv) The stack of photoresist �lms was exposed again to
UV, through the second photomask featuring only the patterns to be added onto the base
channel. Finally, the full structure was developed by immersion in an aqueous bath of car-
bonate potassium at 1% mass concentration. These four steps are summarized on Fig. 2.1.

Liquid PDMS (Dow Corning Sylgard 184), prepared with a 1:10 ratio of curing agent,
was poured onto the master and cured 2 h at 70� C. The PDMS slab containing the channel
footprint was then cut o� and sealed onto a glass slide by plasma bonding. Furthermore, in
order to render the internal channel surface hydrophobic, a surface treatment was applied.
A dilute solution of 1H,1H,2H,2H-peruorodecyltrichlorosilane (Sigma-Aldrich) in FC40
oil (3M Fluorinert) (20 � L in 1 mL of FC40) was owed through the microchannel for
approximately 5 min. The channel was then rinsed with pure FC40 to remove the residue
chemicals remaining in the bulk.

2.1.2 Chip general design and operation

The common architecture of the microuidic chip was a base channel with a blank test
section onto which rail and anchor patterns were etched. The base channel consisted of
one or two droplet generation devices discharging into a wide main test section. The
system then emptied into a single outlet channel. The height of the base channelh was
either 100 � m for the channels of section 2.2 or 150� m for the channels of section 2.3.
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Figure 2.1: Dry �lm soft lithography main steps to texture the roof of a microchannel.
Here a series of pillars is created on top of the mold of a base channel.

Channels upstream of the test section had widths ranging from 100 to 200� m. The test
section was a rectangle a few mm long on each sides. Various patterns of rails and an-
chors could then be added onto the base test section depending on the desired applications.

Throughout the study, the continuous phase was FC40 oil (3M Fluorinert) of viscosity
� out = 4.1 cP containing uorinated surfactants for both emulsion stabilization and im-
provement of the wetting conditions. Experiments described in sections 2.2.1 and 2.2.2
used a Krytox (Dupont) ammonium salt, at 0.5 % mass concentration, while those in sec-
tions 2.2.3 and 2.3 used a PEG-based surfactant at mass concentrations between 0.01 %
and 1% [93]. The interfacial tension between a pure water drop and the FC40 solution
was measured to be 22 mN/m. We observed however that the contents of the drops, such
as the chemicals of sections 2.2.3 and 2.3 or the uorescent beads, could have an impact
and reduce this value in some cases.

A system of computer controlled syringe pumps (Cetoni neMESYS) was used to control
the di�erent ow rates of oil and aqueous solutions in real time.

2.1.3 Optical setup and laser operation

The optical arrangement employed for droplet manipulation makes use of a 1480 nm con-
tinuous wave infrared laser source (Fitel Furukawa FOL1424) and a commercial inverted
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microscope system (Nikon TE2000) equipped with epiuorescent illumination (Exfo X-cite
6210C). A pair of galvanometric mirrors (Cambridge Technologies 6210H) permits beam
positioning in the microchannels. Following the galvanometric mirrors, the laser beam
is both expanded appropriately to over�ll the back aperture of the microscope objective
and relayed to the back aperture of the objective by a 4f conjugate lens system and an
appropriate dichroic mirror (OCTAX) as shown on Fig. 2.2.

Figure 2.2: Optical setup used to image and shine a laser focused in the plane of the
microchannel.

The laser power was measured to be up to 200 mW in the focal plane of the micro-
scope objective. The described system provided an approximately di�raction limited spot
at the focal plane with beam waist in the� m range [70]. Position of the laser spot can
be controlled by a mouse click using in-house Labview programs. Finally, imaging of the
microscope �eld of view is ensured by di�erent cameras (Photron Fastcam 1024 PCI, Spot
camera, Nikon D70). Whilst the laser spot wavelength was outside the range of both cam-
eras, the spot location was visible as a dark shadow on the computer screen. We think this
is due to a local lens e�ect of the laser which slightly deforms PDMS in the neighborhood
of the hot spot.

2.2 Building spatially organized 2D arrays of droplets

In this section, we demonstrate the combination of rails and anchors with laser forcing to
selectively build 2D arrays of droplets. To this end, we performed three di�erent experi-
ments as examples of combination. It deals with selectively extracting particular droplets
from a large array of droplets, selectively placing a droplet in an array and selectively
triggering a chemical reaction in an array of paired droplets. These three examples are all
based on continuous ow methods to generate drops.
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2.2.1 Extracting a drop from an array of holes

Droplets have been early on proposed as vessels to encapsulate single biological compounds
such as enzymes, cells [94], subcelular organelles [95] or DNA strands [96]. The classic
approach consists in emulsifying a very diluted solution of these compounds which results
in a Poissonian distribution of the droplet �lling: Most droplets are empty while some
contain a single compound only. The next step of the assay then consists in sorting the
empty drops from the �lled ones which is often done on another chip. Another approach
allows us to perform the last two operations on a single chip. It consists in building an
array of droplets, and extract from the array the �lled droplets only. Hereafter we present
a chip to do so.

Chip design

We want to use the laser spot to unpin a given droplet from an array of droplets. To
this end, the laser force~F� must overcome the anchoring force~F . In a laterally con�ned
channel, the magnitude of ~F� was measured to be around 100 nN [71], and we expect
it to be smaller, without having measured any proper estimate, in a laterally uncon�ned
channel as discussed in Chapter 1. To be on the safe side, we thus design anchors as weak
as allowed by our microfabrication technique in order to satisfy the criterionF� � F . As
a result, the test section is a 10� 3 mm rectangle, 100� m high, on top of which a square
lattice of anchors is etched as shown on Fig. 2.3. Anchors are 50� m in diameter and 50� m
in depth.

Figure 2.3: Chip geometry. The diameter of the anchor is 50� m and is not to scale on
this sketch.

An estimate of F can then be calculated. Indeed, a detailed study of the droplet
geometry, taking into account the droplet spherical cap in the anchor as shown on Fig. 2.4,
yields the following anchoring strength [57] in the case of a pancake droplet with an in-plane
radius R much larger than the anchor diameterd � R:
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From the equation (2.1a), we estimateF = 14 nN with  = 22 mN/m, h = 100 � m and
d = 50 � m. Nonetheless, the laser was found to not be able to detach droplets from their
anchors. Therefore, an upper bound of the laser force in a 2D microchannel was found to
be � 10 nN.

To overcome this issue, we imposed a weak ow of the outer phase, which adds a drag
force ~F� on top of the laser force~F� to the total unpinning force. We estimate ~F� by the
drag force of a plug ow acting on a rigid cylinder placed a Hele-Shaw cell which is known
to be [56]:

~F� = 24�� out
~Uout R2

h
(2.2)

where� out and ~Uout are the viscosity and the velocity of the outer phase. This yieldsF� =
3 nN with w = 3 mm, h = 100 � m, � out = 4.1 mPa.s andUout = 95 � m/s (corresponding
to a ow rate of Q0 = 2 � L/min).

Figure 2.4: Anchor geometry. Left-hand- side: Top-down view obtained from experiments.
Right-hand side: Side view obtained with Surface Evolver. From Danglaet al. [57].

As a result, anchors can hold two droplets (asF � 2F� ) which allows free droplets
to bump onto trapped droplets without detaching them. Furthermore, this con�rms our
estimate ofF� as a laser push was able to detach droplets with this weak ow.

Chip operation

An example of implementation is shown on Fig. 2.5. In this experiment, drops are initially
formed in a ow focusing geometry and owed into the test section, which is patterned
with a square lattice of anchors. Some drops become anchored at the hole positions, �lling
the lattice in a random fashion. The water ow is then stopped and the oil ow rate is
held constant atQ0 = 2 � L/min.
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Figure 2.5: Selectively extracting drops. a) The array of holes is initially �lled with water
drops. b) The laser (red dot) is focused on the water-oil interface, pushing the drops out
of the anchor. c) An X is patterned with the remaining droplets.

Once the lattice is �lled (Fig. 2.5 a)), the laser spot is selectively positioned within the
test section. If the laser is focused inside the droplet, it can remove it from the anchor.
This allows the user to select a position on the computer screen and to remove the corre-
sponding drop at that particular position. The oil ow rate then transports the drop away
from the array and out of the microchannel as shown on Fig. 2.5 b). Fig. 2.5 c) shows an
X pattern formed using this method.

This device can be operated in two di�erent regimes. In the current regime, small
anchors and a weak oil ow rate are used, therefore requiring a high laser power (Plaser =
200 mW) to remove the drops. Alternatively, lower laser powers can be used by increas-
ing the ow rate to work closer to the critical anchoring velocity. In that case however,
extracted drops interact with their neighbours and can lead to a bu�ering mode, in which
drops downstream of the extracted drop also get unpinned. Rails could then be used
to guide detached droplets between trapped ones and avoid the unwanted downstream
detachments.

2.2.2 Selectively �lling an array

Here, the ability to sort and subsequently �ll a two-dimensional array with droplets of
a uniform size is presented. The methodology is again based upon the combination of
rails and anchors of di�erent strengths, with a highly localised laser induced forcing for
derailing the drops. By superposing anchors onto rails, droplets may be guided directly to
the anchor sites where they become trapped on these storage rails. The presented method
involves �rst selectively �lling these storage rails and then allowing the droplets to assemble
into the desired array by entering into a bu�ering mode through an increase of the carrier
oil ow rate.
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Chip design

To construct an array of droplets, we use a chip test section composed of 6 rails, each
of which is periodically superposed with 16 anchor sites, producing a 96 drop array, thus
mimicking the 96 wells plate format. The rail sorting portion of this test section is shown
in Fig. 2.6 a) which demonstrates active switching of droplets between rails, achieved by
employing laser induced forces as described in Chapter 1. In the absence of the laser,
droplets are guided along the central rail to the exit of the chip by default. The selective
derailing operation is demonstrated in Fig 2.7. To �ll the array, rails are �lled in sequence,
row by row, beginning with the right most junction to the left most junction. Any order
can be used however, even working on a drop-by-drop basis.

Figure 2.6: Test region (20� 4.5 mm, h = 100 � m) for building an array of droplets. All
rails are 50� m deep. The central default rail is 50� m wide. The side gutter rails used
to �lter out large droplets are 200 � m wide. The 6 storage rails are 75� m wide and the
anchor sites superimposed on these rails are 120� m squares. The image shows the �fth rail
being �lled. b) A schematic of the complete chip design illustrates the droplet formation
portions of the chip relative to the test region. The scale bar is 600� m.

Selective �lling of the array, in addition to anchoring the drops in place, depends upon
several key design features which are highly sensitive to droplet size. Consequently, the
device geometry is constructed speci�cally for a given droplet size. For this experiment
the chips (shown in Fig. 2.6 b)) are designed for droplets of a 150� m radius.

The �rst of these features is designed to ensure that all droplets placed on the array
are of the same size. Such steps are necessary, as droplet monodispersity is not guaranteed
for transient stages of droplet production, nor for all ow rates. Droplets are only placed
in the array when the laser is used to direct them there. Furthermore, droplets below the
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size of interest cannot be derailed from the central rail, due to the limit on the maximum
deection achievable with the employed laser power. Small droplets are therefore guided
out of the chip and never reach the storage rails. To ensure droplets of a size larger than
those under study are also eliminated, two side gutters are placed upstream and redirect
large droplets along the side of the test section. Therefore, large droplets are prevented
from entering the array portion of the chip as the gutter rails provide an energetically
favorable alternative route. These features ensure that only droplets of the desired size are
available for active laser forcing onto the array rails.

Figure 2.7: Switching rails. The laser, placed slightly o� the central rail, blocks a droplet
in front of a storage rail. The droplet turns around the laser spot and meets the storage
rail which attracts droplets as it is wider than the central rail.

The remaining features are concerned with �lling the storage rails. Once a droplet
passes the two side gutters, it enters the rail switching area and is available for sorting into
the storage rails containing square anchor sites. As can be seen in Fig. 2.7, the storage
rails have been designed to be wider than the central guide rail and there is a gap between
the storage rails and the central default rail. This intentional gap is to avoid junction
sites, where the local width reaches a maximum value. This leads to junctions behaving
as anchor sites from which drops cannot be removed. Upon deection by the laser, the
droplet sees the wider side rail as an energetically favorable route and leaves the default
rail as illustrated in Fig. 2.7.

Once sorted onto the storage rails, the droplet encounters anchor sites and becomes
trapped. The dimensions of the anchors have been chosen for the given droplet radii so
that they may hold one droplet parked stationary against the mean ow. However, the
anchor site is intentionally too weak to hold multiple droplets stationary:F� < F  < 2F� .
Consequently, under the correct external ow conditions the droplets will enter into a
bu�ering regime. It is noteworthy that whilst the storage rails are being �lled with droplets,
the apparent channel cross section available for the oil to ow through decreases due to the
stationary droplets. Such a reduction causes an increase in the velocity that must be taken
into account when �lling the anchor sites, to prevent all the droplets from being swept out
of the array. Therefore, the entrainment oil ow rateQe is reduced from 40 to 20� L/min
during the �lling period as the storage rails become populated, while the small oil (Qo) and
water (Qw) ow rates are maintained at a steady 0.5� L/min and 0.18 � L/min respectively.
This ensures that all rails are completely �lled with monodisperse droplets during the �lling
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procedure. Once this procedure is completed, the entrainment ow rateQe is increased
slowly to 70� L/min to initiate the desired droplet bu�ering regime (Fig. 2.8). Under these
conditions arrays of 96 droplets may be constructed in a controlled manner at a rate of
approximately 1 min per rail for droplet sorting and a further minute for droplet bu�ering
into a complete array.

Figure 2.8: Bu�ering mode. The anchoring force of each anchor is large enough to hold
one droplet by not two. As a result, each incoming droplet on the storage rail takes the
place of the �rst trap droplet it meets, and by a domino e�ect, the whole set of trapped
droplet shift one trap downstream. Once the storage rails are �lled the entrainment ow
rate Qe is increased to initiate a bu�ering mode whereby the droplets self arrange into an
array of one droplet trapped at each anchor site.

Whilst maintaining the droplet size for a given chip design, this methodology may
be extended to droplets of varying composition. An example of such a controlled �lling
appears in Fig. 2.9, where an array of 96 anchored droplets with an increasing concentration
of uorescent beads is shown. In the chip used here, a mixer was positioned before the T-
junction used for droplet formation, allowing the composition of the droplets to be altered
in time. To modify the composition of the droplets, a stream of pure water is mixed with
a concentrated bead solution in pure water (0.4 % by volume). For the various rails of the
array, the ratio of pure water to bead solution is altered by varying the relative ow rates
whilst maintaining an overall ow rate of 0.18 � L/min for the mixture. This ensures that
the droplets are of uniform size. For the top rail, droplets are composed entirely of pure
water and the ow rate of the bead solution is set to zero. For each row, moving down the
array, the ow rate of the bead solution is increased in 0.005� L/min increments whilst
the water rate is decreased by the same amount.
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Chip operation

The �lling protocol begins with the top rail, which is �lled with droplets containing pure
water. The laser is then removed, causing all droplets to follow the default central path to
the drain. The droplet composition is then altered to the concentration required for the
next rail and allowed to reach a steady state before �lling of that rail commences. To do
so we translate the laser to the correct position for the new rail and direct droplets into
the storage rail. Once the rail is �lled with droplets, the laser is again removed and the
droplet composition altered. The remaining storage rails are �lled in this stepwise manner,
changing the droplet formation speci�cally for each rail and using the laser to position the
droplets onto the rails.

Figure 2.9: A superposition of bright-�eld and uorescent images of a 96 anchor array.
The droplet composition has been altered from pure water to a solution of water and green
uorescent beads to create a gradient. The droplet volume is 7 nL each.

2.2.3 Controlled initiation of chemical reactions at anchor sites

Our demonstration of the power of the technique is to carry out the loading of two droplets
into the anchor sites and then use laser induced merging of droplets to enable controlled
chemical reactions within selected droplet pairs. This can be done at a location prede�ned
by the anchor position and it indicates the potential of this method as an analysis and
assaying tool.

Chip design

We make use of an array of anchors in the chip test section. A key point here is that
the anchor holes are designed to be twice as wide as the droplet diameters, so that each
can accommodate two droplets. In this situation, where the holes are larger than the
droplets, an outer ow rate of 80� L/min removes one drop per trap while in the experiment
presented in the last subsection, an outer ow rate of 10� L/min detaches all the drops.
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Figure 2.10: a) and b) Filling �rst species into anchor holes. c) and d) Emptying one
droplet from each trap to leave one drop per anchor site. e) Bringing in the second species
droplets to anchor holes. The scale bar is 400� m. f) Schematic of channel used, illustrating
dual inlets for the two di�erent chemical species. The test section (containing the anchors)
is 100� m high, 1 cm long and 3 mm wide. The anchor holes have a height of 50� m and
a diameter of 200� m. The scale bar is 3 mm.

Chip operation

To initiate a chemical reaction we must load droplets with di�erent contents into each
hole site. We choose droplets with FeCl3 and KSCN, which react to form a colored liquid
from two colorless ones. We begin by generating one species of droplets from the top ow
focusing junction and �ll the anchor sites (Qtop

o =7 � L/min, Qtop
w =0.1 � L/min). Initially,

this leads to two droplets occupying each anchor site, since the holes are twice as big as
the droplets (Fig. 2.10 a) and b)). We then increase the oil ow rate (Qtop

o =80 � L/min,
Qtop

w =0 � L/min) to wash out one of each pair, thus leaving one droplet per site (Fig. 2.10 c)
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and d). We then introduce droplets containing the second species from the bottom ow
focusing device (Fig. 2.10 e)). Here lower ow rates than for the �rst droplets are used
to prevent accidentally knocking any further droplet out of the holes:Qbottom

o =5 � L/min,
Qbottom

w =0.05 � L/min. A loaded array, with two droplets per trap site, each with di�erent
contents, is shown in Fig. 2.11 a).

Having established the ability to �ll the holes with droplets we can then use laser in-
duced droplet merging to start the chemical reaction. With the control we have over the
positioning of the laser this means that we can target a speci�ed droplet pair in the array.
The power used is 200 mW, and a dwell time at the droplet interface of 100 ms is required
before any fusion takes place when laser position is well placed.

The process of laser initiated droplet merging is shown in Fig. 2.11 b), where we choose
to react the droplets such that they form a W pattern. The track of the laser is shown by
the solid and dashed lines in Fig. 2.11 b), which correspond to a time t = 117 ms after the
merging of the drops at the top-center location. Fig. 2.11 c) shows the �nal state where
only the droplets illuminated by the laser have undergone the reaction.

Figure 2.11: Laser induced merging of droplets in anchor sites. a) Filled droplet array.
Laser spot is shown as a red dot. b) The laser is scanned in the pattern shown. As it stops
on the droplet-droplet interface it initiates fusion and a chemical reaction takes place. The
solid line shows where the beam has been, the dashed line its future path. c) The laser
completes its path leaving 5 anchor points with a reaction product and all other droplets
undisturbed.
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2.3 Pairing droplets on demand using gradients of
con�nement

The approach to pair droplets presented in the last section allows us to study many re-
actions simultaneously on chip and can be massively parallelized. However, it becomes
limiting when working with many species. Limitations are twofolds. First, the use of a
continuous ow method to produce droplets prevents from connecting many droplet gener-
ation units to the device and hence limits the number of species that can be combined on
chip. Second, the array that is produced is not spatially organized when working with more
than two droplet populations. As a result, a labelling method is required to identify drops
which again is limiting when the number of species or the number of droplet formulations
is increased.

In this section, we address these limitations by adopting a new approach to pair droplets.
We use gradients of con�nement to produce, propel and trap droplets which allows us to
not ow the outer phase. This has two major consequences. First, many inlets for reagents
can be connected to the same chip without extra syringes for the outer phase and without
hydrodynamic couplings between these inlets. Second, droplets can be produced at will
by controlling the injection of the reagents. Then, rails can be used to connect each inlet
to a given storage site. This ensures that our chip can assign a given droplet to a given
trap to yield a spatially organized array of distinct pairs of droplets once traps have been
placed in parallel. We start by presenting the basic merging chamber to pair two droplets
on demand, and its parallelization in a second time.

2.3.1 Merging chamber geometry and operation

The device consists of a square test section connected to four inlet channels of smaller
width and height, two for oil and two for aqueous solutions, as shown on Fig. 2.12 a). In
addition, a goggle-like pattern, of larger height, is etched on top of the test section. This
multi-level structure (Fig. 2.12 b) is micro-fabricated using multi-layer dry �lm soft lithog-
raphy without the need for a mask aligner, since it relies on superposing millimeter-scale
structures. The geometry provides the three operations that must be performed on the
drops: their production, propulsion and pairing.

During operation, the device is �rst �lled with a fully wetting oil used as the contin-
uous phase and the oil is kept stationary for the rest of the experiment. By pushing the
aqueous solutions past the step into the test section, a drop detaches when it reaches a
well-calibrated size, a technique known as step emulsi�cation [79]. The drop size is deter-
mined by the height of the step and, to a lesser extent, the injection rate of the dispersed
phase [81]. As a result, injecting the aqueous solution past the step allows the production,
on demand, of a single droplet of desired volume.
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Figure 2.12: a) Top-dow view of the test section. It consists of three regions of di�erent
heightsh: Four inlet channels in yellow, the test section in green, and the goggle pattern in
white. b) Perspective view of the reaction chamber with the di�erent changes in channel
height.

In the experiments reported here, the drops that detach are large enough to remain
squeezed between the top and bottom walls and this vertical con�nement makes the drops
sensitive to channel height modulations [42, 20]. Indeed, con�ned droplets have a larger
surface energy than spherical unconstrained drops of identical volume. Since droplets tend
to minimize their surface energy, they migrate towards regions of reduced con�nement.
Consequently, the V-shaped grooves in our device, corresponding to the arms of the gog-
gle, passively propel droplets toward the center of the test section by gradually releasing
their con�nement. Finally, droplets coming from the two inlet channels are held against
each other in adjacent anchors in the center of the test region. The shape of the anchors
ensures that the two drops are touching.

Typical device operation is shown in Fig. 2.13. The device is �rst �lled with a mixture
of peruorinated oil (FC40, 3M Fluorinated) and a PEG based uoro-surfactant [72] at
0.1 % (w:w). Next, a solution of FeCl3 at 0.27 M, denoted A, is injected from the bottom
injection channel. A drop detaches and comes to a rest in the central trap, after which a
drop of KSCN at 0.8 M, denoted B, is generated in the same way from the top injection
channel (Fig. 2.13 a) and b)). The drop pair does not merge, due to the presence of the
surfactant (Fig. 2.13 c)). However, a laser pulse on the touching interfaces triggers their
fusion, which is initiated after the laser has already been removed, and the fused drop
quickly relaxes to the �nal oblong shape which is imposed by the anchors. The reaction
starts immediately after fusion and a reactive front propagates in the fused droplet, as
shown in Fig. 2.13 d) and e), until the reagents have been used up. Finally, once the
reaction is completed, a transverse oil ux is used to remove the drop and reset the test
section for another experiment.
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Figure 2.13: Channel operation for a test reaction between Fe3+ and SCN� . a) and b)
Reagents are injected at 0.5� L/min and paired at the center of the chamber. c) A 200 ms
long laser pulse in placed on the droplet-droplet interface and removed. d) to f) Coalescence
starts which triggers the chemical reaction. Once the reaction is completed a transverse
ush of oil empties the chamber.

2.3.2 Parallelization

Chip design

This workow is readily parallelizable which allows us to test di�erent conditions on the
same device. Such a design is shown on Fig. 2.14 a), where the rails and anchors pattern
presented in the last subsection has been reproduced in order to allow six independent
conditions to be tested on a single chip. An extra inlet is dedicated to the counterpart
reagent of the reaction to be tested. Each inlet is connected to the main rectangular
channel by a step junction. Crucially, the droplet size is mostly de�ned by the ratioe:

e = � h=h (2.3)

with � h the height of the step junction andh the height of the inlet channel. Here, we
�xed e = 0.5 which led us to use 5 di�erent heights in the channel design as shown on
Fig. 2.14 b). The inlet labeled B on Fig. 2.14 a) has an inlet channel 65� m high and a
step height of 35� m which yields e = 0.54, while the inlets labeled A1 to A6 have inlet
channel 100� m high and a step 50� m high which yieldse = 0.5. These di�erent heights
were chosen according to the available thicknesses of the photoresist in the lab (15, 35 and
50 � m).
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Figure 2.14: A parallelized chip that can test six independent reactions. a) A sketch of
the chip that shows the di�erent inlets and the di�erent channel heights. b) Map of the
di�erent channel heights measured using an optical pro�lometer Zygo NewView 7100.

Chip operation

The chip operation is depicted on Fig. 2.15. In this parallel chip, the top row of traps
is �lled with a single drop of each of the six independent reagents, which originate from
di�erent syringes outside the chip as shown on Fig. 2.15 a). Once those positions are
occupied, a bunch of droplets is produced at the remaining inlet on the left hand side
in order to bring droplets containing the counterpart reagent as shown on Fig. 2.15 b).
When the desired amount of droplets is generated, the droplet production is stopped and
a gentle ow of oil pushes the droplets toward the empty trapping sites (Fig. 2.15 c)). It
is also possible to use the laser to guide individual droplets into the desired anchors or
to prevent some unwanted droplets from entering a trap. This leads to all six positions
being occupied by six di�erent pairs of drops as shown on Fig. 2.15 d). This is illustrated
on Fig. 2.16 a) where an array of distinct pairs of colored droplet has been built following
this procedure. Independent reactions can again be triggered when desired by the laser as
shown on Fig. 2.16 b).
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Figure 2.15: a) The 6 central inlets produced one drop each. b) The inlet on the left hand
side produces several drops to �ll the empty traps. c) Undesired droplets are pushed away
using the laser. d) An outer ow of oil pushes the droplets in the unoccupied traps. e) An
array of 6 distinct drops is obtained.
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Figure 2.16: a) Array of six distinct pairs of droplets. b) A droplet pair has been merged
on demand using a laser pulse.

Further parallelization

This level of parallelization is well suited for few applications like Michaelis-Menten assays,
or enzyme inhibition studies which requires few tens of concentrations to be tested. These
two examples are shown in Chapter 4. These dose response assays could nonetheless be
greatly simpli�ed by adding a dilution device on chip, which has been done for continuous
ow methods to produce droplets [97], but not for methods based on gradients of con�ne-
ment. Further parallelization is also highly desirable when aiming at combinatorial studies
or screening of libraries of compounds.

2.4 Monitoring reactive fronts in paired droplets

In the last section, we showed that our merging chamber allows us to pair on demand
two drops and hold them against each other without the need to ow the outer phase.
As a result, droplets are not actively mixed by any outer ow and a reactive front forms
and propagates across the daughter droplet when the droplets contain reacting species.
In this section we derive a reaction-di�usion model to represent the dynamics of product
formation in our device.

2.4.1 Approach and motivations

To mix or not to mix?

The natural way of studying a chemical reaction consists in �rst mixing the reacting mix-
ture, and subsequently monitoring the product formation (or the consumption of the
reagents) over time. The mixing step is therefore key as its duration sets adead time
of the device in use before which the chemical reaction cannot be resolved.
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The mixing process of two soluble liquids proceeds in two independent mechanisms. On
one hand, ows can break up the liquids into clumps which are intermingled, while on the
other hand, molecular di�usion occurs at the boundary of these clumps [98]. Molecular dif-
fusion is spontaneous and ultimately homogenizes any non-uniform mixture, but relatively
slowly. As a result, the ability of the ows to reduce the size of the clumps in order to
enhance the homogenization through di�usion is crucial when aiming at an e�cient mixing.

The Reynolds number of a ow compares the relative inuence of inertial to viscous
e�ects on the ow dynamics. It is de�ned by Re = UL=� , with U and L characteristic
velocity and length scales, and� the kinematic viscosity of the uid at play. In microchan-
nels, the Reynolds number is usually small compared to one:Re � 1. As a result, ows
are laminar and cannot break clumps of liquids into smaller clumps like their turbulent
(Re � 1) counterparts do. Mixing is thus mostly ensured by di�usion in microuidic
devices. A great deal of e�ort has nonetheless been done to achieve fast mixing in mi-
crosystems. In single phase systems, corrugations in the channel geometry were shown to
induce chaotic advection, and achieve good mixing [99]. In two phases ows, recirculations
inside drops were used to induce a series of stretching and folding events of the drop con-
tent which also allows fast mixing [100]. Anyhow, the mixing rate of these methods relies
mostly on a fast injection rate of the reagents which is not desirable when aiming at saving
reagent, or performing reactions in parallel.

Another approach suggested by Kamholzet al. [101] takes advantage of the poor e�-
ciency of mixing at small scales, and proposes to not mix the reagents actively. Instead,
reagents are initially kept separated and the transport mechanism that brings the reagents
together is taken into account in the modelling of the product formation. As shown on
Fig. 2.17 a), the device proposed by Kalmholzet al. consists of a T-junction, where each
solution of reagent is own from one arm of the T. Thus, reagents are advected down the
channel by two coowing streams while being allowed to meet through cross di�usion. As
a result, a stationary reaction-di�usion pattern takes place in the body of the T.

Our approach, �rst suggested by Huebneret al. [44] brings the later workow into
droplets. The idea is to trap two droplets containing di�erent reagents next to each other,
merge them and follow the evolution of the reactive front taking place along the daughter
droplet, labeledx on Fig. 2.17 b), and over time. The resulting space-time diagram shown
on Fig. 2.17 c) is analogous to the one we would have obtained with a T-shaped channel.
As a result, we expect to be able to extract kinetic parameters of the reaction at play by
using a reaction-di�usion model.

Motivations

This approach has many advantages. First, the use of droplets allows us to test many
di�erent reactions on a single chip and improves greatly the sample consumption compared
to continuous ow methods like the T-sensor. Second, as there is no mixing step in our
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Figure 2.17: a) T-junctions. In co-owing streams, reagents meet through cross di�usion
and a stationary pattern takes place from which the reaction kinetic parameters can be
extracted. From Kamholz et al. [101]. b) Front propagation in Huebner's device. From
Huebneret al. [44]. c) The gray levels are read along the daughter droplet labeledx and
over time t. d) The resulting space-time diagram is analogous to the one we would have
obtained with a T-shaped channel.

workow, the associated dead time vanishes. When compared to the T-sensor shown on
Fig. 2.17 a), this methods has also a much better de�ned starting point of the chemical
reaction as the �rst instant of the experiments are de�ned by the droplet coalescence
event. A di�erence distinguishing the T-sensor from our droplet based methods concerns
the time required to perform an experiment. When using a T-sensor, one has to wait for
the reaction-di�usion pattern to reach its steady state which can last several minutes. In
the droplet based approach, product formation is monitored over space and time which
drastically shortens the time required for the experiment to be done. On the other hand,
the time resolution cannot be set at will when using droplets, while one can do so by
increasing the injection rates when using a T-sensor. The complete passivity of the droplet
based approach is nonetheless a clear advantage when aiming at large scale integration.

2.4.2 Processing steps

As shown in the section 2.17 b), a chemical front propagates across the daughter droplet
once two droplets containing di�erent chemicals are merged in our device. In order to
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extract reaction rates from the dynamics of this chemical front, we need in the �rst place
to de�ne an observable that we can extract from our recordings. Secondly, we need to
derive a model for the evolution of that observable. This last step will be done in the
next chapters 3 and 4 for two classes of reactions, namely one step reactions and enzyme
catalyzed reactions.

Extracting concentration maps

Our raw data are the local depth averaged intensities extracted at each time point from
a picture of the �eld of view of the merging chamber as shown on Fig. 2.18 a). The �rst
step of the analysis consists in converting these intensity maps into concentration maps
of the absorbing species as shown on Fig. 2.18 b). This is usually done via a calibration
curve as shown on Fig. 2.18 c). When working in absorbance however, the conversion of
intensities into concentrations can be directly done via Beer's law which relates the local
absorbanceA to the local concentration of the absorbing species, denotedP (in mol/m 3)
as it is commonly the product of a reaction:

A = �hP with A = � log10

�
I
I 0

�
(2.4)

with � the molar extinction coe�cient (in M � 1m� 1) of the absorbing species,h (in m)
the optical path length of light which corresponds to the channel height here andI 0 the
background intensity.

In uorescence, this would have been done via a calibration curve, usually linear, that
relates the uorescent intensityI to the local concentration of uorophore denotedP:

�
I
I 0

= P with � a calibration coe�cient (2.5)

In both cases, the background intensityI 0 is key for the conversion of intensities into
concentrations. As shown on Fig. 2.18 a) and b), the background intensity varies over
the �eld of view because of the reexions of light on the indentations etched on the top
surface of the channel, or because of inhomogeneity in the illumination... As a result, the
background substraction should be done pixel by pixel. However, as drops change shape
during coalescence, the artefacts induced by their interface varies too, which makes the
background intensity I 0 change over time. As the chemical reaction might have started,
we cannot take the initial picture as a reference. Instead, we holdI 0 constant and de�ne it
as the maximum intensity inside the daughter droplet on the �rst frame after the start of
droplets coalescence. The conversion of gray levels into concentrations is then done either
using a calibration curve obtained beforehand as shown on Fig. 2.18 c), or directly using
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Figure 2.18: Gray level conversion. a) Raw picture from the experimental movie att =
2.5 s. b) Extracted map of the concentration of FeCl2+

3 (denoted P). This is obtained by
taking -log of the raw picture, adding log(I 0) to each pixel and multiplying by a calibration
coe�cient. c) Calibration curves of the absorbanceA against the product concentrationP
which yields the calibration coe�cient.

the equation (2.4) when� is known.

It is also noteworthy that the local intensities extracted from the experimental movies
are related to the depth averaged concentration of the absorbing species. As a result,
we will not consider any vertical variation of the concentration �elds, which is reasonable
owing to the relative small height of the the channel compared to in-plane length scales.

Building space-time diagrams

Next, we need to de�ne a spatial window in which product formation can be observed.
The position of a pixel is located by itsx and y coordinates as de�ned on Fig. 2.18 b), the
x direction being along the daughter droplet, they direction across the daughter droplet,
and the origin (0; 0) in the middle of the daughter droplet. As shown on Fig. 2.19 a),
the droplet interface and the indentation etched on the channel surface introduce artifacts
which must not be taken into account.

Measurements of the product concentration along thex and y directions shows that the
product distribution P(x; y; t) does not depend ony, but on x only. Indeed, the product
distribution shows no variation when we measure it along thex direction at di�erent y
locations. Fig. 2.19 b) shows three product pro�les centered on the daughter central line
and 45� m from each other. Far enough from the droplet boundaries, these pro�les super-
pose very well. Their variation, de�ned as the ratio of their standard deviation to their
mean value, was found to be 2 %. On the other hand, the product distribution shows large
variations when measured along they direction at di�erent x positions. As a result, we
will focus on the product pro�les along thex direction only, and de�ne our product pro�le
P(x; t ) as the average of the product concentrations along 10 lines of pixels centered on the
central line of the daughter droplet,i.e. a 90 � m wide box in the middle of the daughter
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Figure 2.19: a) Three parallel lines along the daughter droplet along which the product
concentration is measured. b) The corresponding product distributions, color by color.
The variation of these three product distributions is 2 %.

droplet. This enhances the signal to noise ratio by averaging out potential noise.

This procedure can be routinely applied on each frame of an experimental movie yielding
a product pro�le along the x axis at each time point t. Fig. 2.20 a) shows the resulting
space-time diagram showing the time evolution of the product distribution along bothx
and t. Similarly, we extract the product concentration along they axis at x = 0 and at
each time point. The resulting space-time diagram is shown on Fig. 2.20 b). One can see
that the product is well mixed along that direction.

Modelling the spatio-temporal pattern

The last step of the data processing consists in comparing the experimental spatio-temporal
pattern shown on Fig. 2.20 a) with the solution of a model for the dispersion of product over
space and time. This model consists of the conservation equations for the di�erent species
taking part in the chemical reaction. When considering the productP of the reaction, in
general terms, its conservation reads as:

@P
@t

+ ~u:~r P
| {z }

Advection

= DP r 2P
| {z }
Di�usion

+ R
|{z}

Reaction

(2.6)

where~u = ( u; v) is the local depth averaged velocity �eld,DP is the di�usion coe�cient of
P, and R is a source term due to the chemical reaction that we aim at identifying. As we
showed that P is well mixed along they direction, its derivatives with respect toy must
vanish. In addition, P being a depth averaged concentration, it does not depend onz.
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Figure 2.20: Space-time diagrams alongx and y. a) Along the x axis. Average of 10 lines
of pixels along the daughter droplet which makes an average over 90� m. b) Along the y
axis at x = 0. There product is well-mixed along this direction.

This simpli�es the equation (2.6) into:

@P
@t

+ u
@P
@x

= DP
@2P
@x2

+ R (2.7)

The next subsections are concerned with identifying the e�ective transport mechanism
along the x axis. The identi�cation of the source term R will be done in the next two
chapters 3 and 4 for two di�erent types of reactions. We thus �x:

R = 0 in the rest of this chapter

2.4.3 Flow and mixing in merging drops

Flow �eld in the daughter droplet

The equation (2.7) reduces to a 1D advection-di�usion equation whenR is set to zero. The
non-dimensional number that compares advection and di�usion is the P�eclet numberPe
de�ned as Pe = Ul=D with U a velocity scale,l a length scale, andD the di�usion coe�-
cient. Hereafter, we look for estimates ofU and l in order to show which is the dominant
transport mechanism at play.

Flows in the daughter droplets are mostly due to the strong deformations that the
droplet interface undergoes during coalescence. Working with droplets of the same size
simpli�es greatly the possible deformations of the interface by making the problem sym-
metric. By doing so, we expect the ow in one drop to be the mirror image of the ow in
the other drop. As a result, we also expect a stagnation point in the middle of the daughter
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droplet. This is the Curie's principle applying for linear problems:

"Lorsque certaines causes produisent certains e�ets, les �el�ements de sym�etrie des causes
doivent se retrouver dans les e�ets produits"{ Pierre Curie [102]

Figure 2.21: Snapshots of two coalescing droplets seeded with plastic beads. a) Initial
state. b) to e) Coalescence. f) Superposition of the pictures c) to e) which reveals the
stagnation point in the middle of the daughter droplet. Scale bar is 100� m.

This is veri�ed by seeding droplets with plastic beads as shown on Fig. 2.21 f) where the
superposition of frames at di�erent time points reveals the streamlines of the ow at play.
This is a stagnation point ow with the stagnation point at the middle of the daughter
droplet. The velocity at the stagnation point is therefore zero, and it increases with the
distance from the stagnation point to reach its maximum value at the droplet interface. As
a result, we expect di�usion to dominate advection in the neighborhood of the stagnation
point, and advection to be dominant near the droplet interface. Along thex axis, there
must be a central region wherePe < 1, sandwiched between two regions wherePe > 1 as
shown on Fig. 2.22.

The P�eclet number needs to be de�ned locally as the velocity scaleU changes greatly
with the distance from the stagnation pointl . For a symmetric four-roll mill ow of strain
E, the velocity scales linearly with the distance from the stagnation point:

U � El (2.8)

In our device, the deformation of the droplet interface drives the ow. As a result, the
strain of the ow E can be estimated by:

E � U1 =R (2.9)
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with U1 the velocity scale of the droplet interface andR the droplet radius. The P�eclet
number Pe = Ul=D is then:

Pe =
El 2

D
(2.10)

and the sizel of the di�usion-dominated region scales like:

l(t) =

s

Pe
DR

U1 (t)
(2.11)

By assigning a given value toPe, the equation (2.11) allows us to quantify the sizel of the
box in which di�usion dominates advection to orderO(Pe).

Figure 2.22: P�eclet number along thex axis. A Pe < 1 near the stagnation point is
sandwiched between twoPe > 1 regions.

The deformations along thex and y axes, denoted� x and � y as de�ned on Fig. 2.23 a),
were monitored in order to measure the interface velocity scale. These deformations are
shown on Fig. 2.23 b) and c). These deformations are bi-exponentials which is a signature
of the two phases of the coalescence process: (i) A rapid unzipping of the interface followed
by (ii) a slower viscous relaxation. From these plots, we can thus extract two time scales
for the dynamics of both� x and � y:

Unzipping phase : This phase lasts� 0.5 ms. � x varies over 22� m and � y over 250� m,
roughly a droplet radius. Velocity scales are thusu � 44 mm/s and v � 500 mm/s.

Viscous relaxation phase : This phase lasts� 50 ms. � x varies over 8� m and � y over
25 � m. Velocity scales are thusu � 160 � m/s and v � 500 � m/s.
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Figure 2.23: a) Sketch of the ow �eld inside the daughter droplet as it deforms. b) Droplet
deformation along thex axis. Solid line: y = 22 � (1 � e� t=0:5)+8 � (1 � e� t=50). c) Droplet
deformation along they axis. Solid line: y = 282 + 25 � (1 � e� t=50). Inlet: Zoom in the
�rst 10 ms. Solid line: y = 219 � (1 � e� t=0:25) + 95 � (1 � e� t=33).

From these measurements, the equation (2.11) yields the sizel(t) of the box around the
stagnation point in which di�usion dominates advection to orderO(Pe). As shown on
Fig. 2.24, l increases over time because of the global deceleration of the interface, and
overcomes the droplet size in� 300 ms forPe = 0.1. As a result, we can neglect any
ow in the drop 300 ms after fusion has started. We can also comparel with the typical
di�usive length scale

p
4Dt of the mixing layer that forms between the contents of the two

drops. As shown on Fig. 2.24,l does not overcome
p

4Dt for Pe = 0.1 which shows that
the ow inside the drops does not a�ect the mixing layer to that order. On the other hand,
l does overcome

p
4Dt for Pe = 0.01 at t = 150 ms. This shows that small e�ects on the

mixing layer due to the ow inside the drops are expected up tot = 150 ms, after what
di�usion dominates.

As a result, even if there is a ow in the droplet during the viscous relaxation phase, up
to 300 ms after the fusion has started, the dominant transport mechanism in the mixing
layer is di�usion, with some O(10� 2) corrections for t � 150 ms.

Mixing of the drops content

The four-roll mill ow in the middle of the daughter droplet ensures that the contents of the
drops remain separated after fusion, even during the ow period. This is veri�ed by merging
a pure water drop with a drop containing the dark blue 2,6-dichlorophenolindophenol
(DCPIP) as shown on Fig 2.25. Indeed, the front separating the dyed water from the pure
water remains straight throughout the experiment, with only di�usive transport acting
to smooth the initially sharp separation. Furthermore, a sequence of regimes, all well
separated in time, takes place. The initial ow has been measured to a�ect the mixing
layer up to 150 ms. Next, the drop contents mix through di�usion until the di�usive front
reaches the drop edge att = 50 s. Finally, at large times, the drop content is well mixed
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Figure 2.24:Solid blue: The sizel of the Pe < 1 region is estimated vial(t) =
p

PeRD=�x

for various values ofPe. The other parameters areR = 500 � m, D = 109 m2/s and
� x = 22 � (1 � e� t=0:5) + 8 � (1 � e� t=50) with � x in � m and t in ms. Solid red: Di�usive
length scale

p
4Dt .

and transport will not anymore a�ect the dynamics of the chemical reaction taking place
inside the daughter droplet.

Figure 2.25: Di�erent periods during the coalescence of two drops in our merging chamber.
a) A drop of DCPIP (denoted B) at 6 mM and a drop of pure water are paired up and
merged. b)-c) At early timest � 150 ms, a straight front forms between the drop contents.
d) For 150 ms< t < 50 s, the content of the drops meet through di�usion even if the interface
deforms slowly. e) At large timest � 50 s, the drop contents are well-mixed.

Having identi�ed that di�usion dominates advection, and that the reagents are initially
well separated, we can build a model for the front propagation based on a di�usion equation.
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Denoting B the concentration of DCPIP along thex axis, the conservation of DCPIP reads
as:

@B
@t

= DB
@2B
@x2

(2.12a)

with B = Ĥ (x � 0) at t = 0 (2.12b)

and
@B
@x

= 0 at x = � L (2.12c)

whereĤ is the Heaviside function. This yields:

B(x; t ) =
B0

2
erfc(

x
p

4DB t
) (2.13)

in the limit where L is much larger than the di�usive length scale
p

4DB t. This pre-
diction (2.13) is veri�ed by mesuring the gray levels along thex axis as de�ned on
Fig. 2.26 a). The di�usion coe�cient can be extracted from a quantitative analysis of
the width of the front, by �tting the concentration pro�le of DCPIP with an error function
y(x; t ) = 0 :5 erfc(x=� (t)), where � (t) is the time dependent width of the error function
(Fig. 2.26 b)). The evolution of � with time is shown on Fig 2.26 c). These data are
well described by the function� (t) =

p
4DB t, which yields DB = 1.1 � 10� 9 m2/s in

agreement with published values [103]. Besides, as shown on the inlet of Fig. 2.26 c), a
di�erence between the experiment and the model is observed during the �rst hundreds of
ms which is in agreement with our estimation that the ow inside the drop hasO(10� 2)
e�ects up to 150 ms after fusion has started.

Figure 2.26: a) Di�usive front along the daughter droplet. b) Blue dots: Distribution of
dye along thex direction, 720 ms after fusion starts. Red curve:y = 0:5 erfc(x=� ), where
� = 60 � m is the width of the error function. c) Blue dots: Measurements of� extracted
from the �t shown in b) performed at di�erent time points. Red curve: y =

p
4DB t, where

DB = 1.1 � 10� 9 m2/s is a �tting parameter. Inset: Zoom on the �rst 600 ms. The starting
point t=0 s corresponds to the start of the droplets fusion.
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2.4.4 Toward the study of chemical reactions

The next step of our approach consists in adding reacting species in the droplets. Having
established that transport is purely di�usive along the daughter droplet, we will identify
the reaction source termR by measuring concentrations along the daughter droplet and
comparing them to the solution of the following 1D reaction-di�usion model:

@P
@t

= DP
@2P
@x2

+ R (2.14)

with the reagents being initially touching Heaviside functions, and no-ux boundary con-
ditions being applied at the edge of the daughter droplet.

2.5 Discussion of Chapter 2

In this chapter, we have presented two di�erent ways to combine the passive droplet ma-
nipulation technique based on gradients of con�nement with the active technique based
on laser actuation in order to build spatially organized arrays of droplets, or of pairs of
droplets. The �rst way uses a continuous ow of oil to generate and push droplets down-
stream, while the second way does not need a ow of the outer phase to operate. Instead,
it uses gradients of con�nement to generate and propel droplets. Both the gradients of
con�nement and the laser based techniques are highly scalable, independent of the mi-
crochannel material and rely on very simple microfabrication: The rails and anchors are
produced using lithographic techniques and can easily be densi�ed over wide areas. The
design of the test section is nearly common to all of the devices, which only di�er in the
pattern of rails and anchors that are designed for a speci�c application. This further sim-
pli�es the fabrication in large quantities for commercial applications. As for the optical
heating, any number of operations can be performed with single beam by simply scanning
the laser focus or by using holographic techniques to split one beam into a complex pat-
tern [68]. The tight focus of the laser allows manipulation of individual droplets, even in
very dense arrays, providing a clear advantage over electrical or acoustic methods.

In the �rst approach using a continuous ow of oil, droplets are constantly pushed
by the outer ow and can be deviated from their mean trajectory by using a rail or a
laser push, or unpinned from an anchor using the laser or paired in a single anchor and
merged using the laser. This has been used to demonstrate the �rst devices that allow a
selective patterning of a 2D array with microuidic droplets. We have illustrated it either
by selectively �lling or emptying the array, or by triggering a chemical reaction on demand.

The throughput of the devices presented in section 2.2 is appropriate for many appli-
cations that require a high level of control, since all of the experiments presented here
lasted less than a few minutes using purely manual control of the ow rate and the laser
position. This duration can be further reduced by using an automated time-sharing of
the laser heating, which can produce many operations simultaneously, or by optimizating
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the device designs. In the case of the droplet extraction for instance, a di�erent pattern
of anchors or the addition of gutter rails would allow the device to function at higher oil
velocity, therefore allowing much faster sorting of the drops. Increasing the throughput in
the case of the array �lling depends on the ability to derail rapidly moving drops. This
will be realizable by improving the tolerance on the microfabrication process, which would
allow the distance between the side rails and the central rail to be better calibrated for the
drop sizes. By optimizing this distance, drops can be derailed with a minimal deection,
which would allow us to work at higher ow rates.

In the second approach presented in section 2.3, there is no need to ow the outer phase
to produce, propel and store droplets. Gradients of con�nement are used instead. This
allows us to connect many di�erent sources of reagents to the same chip without adding
extra syringes for the outer phase, as well as avoiding hydrodynamic couplings between the
droplet generation units. The uids are mostly stationary but can be injected sequentially.
Combinatorial assays can thus be obtained by pairing droplets that originate from many
di�erent inlets through a preprogrammed sequence of operations. In practice, a few� L of
sample are su�cient to run a series of reactions with di�erent substrates in a few minutes.
This performance yields signi�cant gains in cost and time, motivating the use of such a
device in the screening of molecular interactions or for measuring the kinetics of precious
enzymes.

Finally, future work will have to investigate the e�ect of the laser heating on the contents
of the droplets (using GFP for instance [104]), as well as ways to minimize these e�ects such
as pulsing the laser source. While we expect that the heating can damage some proteins or
sensitive biological material, it should still allow DNA or chemical manipulation without
any signi�cant artifacts.
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One step reactions

The next step of our work is to extract chemical information from the concentration �elds
in the drops once they have been merged. As explained in Chapter 2, our approach consists
in comparing experimental pro�les with the solutions of a 1D reaction-di�usion (RD), the
dynamics of which depending strongly on the source termR at play. In this chapter, we
study the case of bimolecular reactions following a one step chemical mechanism:

A + B k! C (3.1)

where A and B refer to the reagents, and C refers to the product of the reaction. Once a
model forR has been chosen, the RD model includes the reaction rate constantk as a free
parameter. As a result, solving the RD model for di�erent reaction rate constants yields
the value ofk which makes the experimental and theoretical concentration maps �t best.

We start by recalling some basics of chemical kinetic theory in the case of well-mixed
reagents to derive an expression forR in section 3.1. This allows us to derive a RD model
for one step reactions. In section 3.2, we monitor the time course of a one step reaction in
droplets with our merging device. By comparing the experimental space-time concentration
maps we obtain to direct numerical simulations of our RD model, we can extract the rate
constantk of the reaction at play. This procedure yields values ofk in agreement with mea-
surements performed in a commercial stopped-ow machine. Then, we turn our attention
to the theoretical study of our reaction-di�usion problem in section 3.3. Two asymptotic
regimes are identi�ed, as well as characteristic time scales de�ning the transition from a
reaction-controlled to a di�usion-controlled regime which are studied in section 3.4. This
theoretical study is performed under the strong assumption that reagents have the same
di�usion coe�cient which makes the analytical treatment amenable. In section 3.5, we �-
nally compare our theoretical predictions to experiments in the case where the reagents A
and B are in equimolar proportions. The transition time between the reaction-controlled
and the di�usion-controlled regimes is thus measured experimentally by monitoring the
space averaged concentration of the reagent B.

65
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3.1 Well-mixed case

In this section, we start by presenting collision rate theory in order to derive an expression
for the reaction rate R. Then, we turn our attention to the experimental techniques used
to study fast bimolecular reactions such as (3.1) in a well mixed tank, as well as models to
extract the reaction rate constant from experimental time courses.

3.1.1 Reaction rate theory of bimolecular reactions

Reaction rate

Bimolecular reactions proceed in two steps: (i) A and B molecules have to meet in the
reacting mixture and (ii) chemical bonds are created and/or broken up by the chemical
transformation. The global rate R of these reactions have thus to take into account the
rate of the two steps of the reaction process. As a result, one can generally write [105, 106]:

R = Collision frequency| {z }
Transport

� Collision e�ciency| {z }
Chemistry

(3.2)

Consequently,R takes di�erent forms depending on wether the collision frequency, or
the collision e�ciency limits the progress of the reaction. Indeed, in the case of perfectly
e�cient reactions, when A and B molecules react faster than their di�usive rate toward
each other, R is a measure of the di�usion of A and B molecules toward each other.
This is the case ofdi�usion-limited reactions [107]. On the other hand, in the case of
ine�cient reactions, A and B molecules have to collide many times before any chemical
transformation takes place. Then,R is a measure of the collision e�ciency, an hence the
chemical transformation at play at the molecular level. Here after, we focus on that later
case.

Collision theory

Let's consider that A and B molecules are hard spheres, of cross sections� A and � B , as
shown on Fig 3.1 a). As a A molecule moves with a speedv in a solution containing B
molecules at a concentrationB, it collides with all the B molecules in a volume (� A + � B )v
in a unit time. When A molecules are present with a concentrationA, this repeats A
times [106]. The collision frequencyf AB is therefore given by:

f AB = v(� A + � B ) AB (3.3)

Besides, we can callp the collision e�ciency which corresponds to the number of unsuc-
cessful collisions that A and B molecules have to undergo before they actually react. As a
result, one can write from (3.2):

R = kAB (3.4)
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wherek is the reaction rate constant de�ned as:

k = pv(� A + � B ) (3.5)

Figure 3.1: a) Collision theory. A particle A (red) travels through a population of particles
B (blue), thereby colliding all particles B present in the area it sweeps (green). From
Connors et al. [106]. b) Transition state theory. A chemical reaction takes place if the
incoming particles A and B hold enough energy to overcome the energy barrier to form
the pair AB. From Berry et al. [108].

The expression (3.4) ofR was �rst demonstrated empirically based on the law of mass
action by Waage and Gulberg [109]. However, no insight into the changes at the molecular
level were accessible from the measure ofk. Here, collision theory shows thatk contains
informations about both the geometry of the molecules A and B (via� A and � B ), and the
chemical reaction energetics viap. The ine�ciency of a chemical reaction is indeed due
to a barrier of energy which separates the initial and �nal states of the reacting system as
shown on Fig. 3.1 b). Colliding molecules A and B have thus to hold enough energy in
order to overcome the barrier and react. This barrier can be seen as the cost to change the
initial conformation of the encounters A and B in order to pair them and form a transition
state AB. As such, the height of the energy barrier gives a picture of the transition state
through which the reacting system passes, and is thus key in the understanding of the
molecular mechanisms underlying the overall A+B! C reaction scheme. Experimentally,
the energy barrier is obtained via Arrhenius law by measuring the reaction rate constantk.

The rate equation (3.4) allows us to build theoretical models for the time evolution
of the concentrations of A, B and C. Measurements ofk are thus performed by �tting
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theoretical predictions onto experimental time courses of eitherA, B or C. In the next
subsections 3.1.2 and 3.1.3, we present the well-mixed model describing the time evolution
of A, B and C, and the experimental methods used to study fast reactions.

3.1.2 Transient dynamics

When the reagents A and B are initially well-mixed at a concentrationA0 and B0 respec-
tively, with no product C being formed initially, the time evolution of the concentrations
A, B and C is readily obtained by a mass balance:

dA
dt

= � kAB with A(0) = A0 (3.6a)

dB
dt

= � kAB with B(0) = B0 (3.6b)

dC
dt

= + kAB with C(0) = 0 (3.6c)

This set of equations (3.6a)-(3.6c) is readily solvable, either analytically or numerically.
Furthermore, it shows that the initial stock of A molecules is consumed over a time scale
1=kB0, while the initial stock of B molecules is consumed within a time scale 1=kA0.
These time scales are thus of the same order whenA0 � B0 and very di�erent from
each other when A (resp. B) is in excess compared to B (resp. A). However, as the
reagents are well-mixed, the reaction cannot proceed after the limiting reagent has been
completely consumed. As a result, thehalf-life of the reaction t1=2 is solely given by the
initial concentration of the limiting reagent in both cases, and de�ned as the time after
which one half of the initial amount of the limiting reagent is consumed, :

t1=2 =
1

kA0
when A0 = B0 or

ln(2)
kA0

when A0 � B0 (3.7)

Amongst the two available time scales 1=kA0 and 1=kB0, the actual time scale for product
formation is thus the shortest. This is a strong constraint when aiming at resolving fast
reactions which have rate constants up to 109 M � 1s� 1 [105]. The half-life of these very fast
reactions is then usually brought down by working with very dilute solutions of reagents,
the detection of which becoming limiting... Indeed, there is always a tradeo� between the
time resolution required, the limit of detection at play, and the sample consumption in
the design of a chemical kinetic experiment. This compromise sets the required working
concentrations of each reagent, but is not always achievable. To address this issue, di�erent
techniques have been developed to resolve di�erent time scales. This is presented in the
next subsection.
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3.1.3 Experimental techniques for fast kinetics

A bit of history and ow methods

Until the 1920's, chemical and biochemical reactions were studied in the test tube with
stopwatches on time scales of seconds or minutes [110]. In 1922, Hartridge and Roughton
reduced the observable half-times to milliseconds [111] as they were aiming at resolving
oxygen binding to haemoglobin. Their device shown on Fig. 3.2 a) consisted of two syringes,
containing either A or B, that were connected to a capillary tube. Reagents were then
injected quickly through the tube to onset rapid mixing through turbulence. The progress
of the reaction could then be read along the tube, instead of over time, thanks to the
space-time similarity induced by the ow. The time resolution in this approach can be
set at will by adjusting the injection rates of the reagents. The limiting part became the
sample consumption.

Figure 3.2: a) Continuous-ow device. Diagram from Duboiset al. [112]. b) Stopped-ow
device. From Gibsonet al. [113]. False colors are superposed.

Chanceet al. [114] added uid economy to the device of Hartridge and Roughton by
stopping the ow just after injection of the reagents. This was achieved by placing an extra
stopping syringe at the output of the capillary tube as shown on Fig. 3.2 b). The mixing
time of this stopped-ow machine is then of a few ms, and the reaction is monitored over
time.
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Relaxation methods

Much faster time scales were later on resolved by Eigenet al. [115] using a completely
di�erent approach. Instead of monitoring the progress of a reaction after triggering its
ignition, Eigen suggested to destabilize a chemical system in equilibrium and monitor the
transient over which it recovers equilibrium. Various destabilization techniques were de-
veloped as shown on Fig. 3.3, the more widely used being the temperature jump. In these
methods, a chemical equilibrium is forced by a sudden rise in temperature which leads the
composition of the reacting mixture to change. This change is then monitored yielding
resolution time scales down to a few� s.

The application of this method to biological compounds, such as enzymes, is nonethe-
less limited, mostly because these reactions usually have very small or very large equilib-
rium constants so that is not possible to produce signi�cant perturbations on the equilib-
rium [116]. The gold standard to monitor fast biochemical reactions,i.e. enzyme catalyzed
reactions or protein folding, thus remains the stopped-ow device, with an internal dead
time in the ms range.

Figure 3.3: Time resolution of di�erent fast kinetics methods. Apart from theFlow box,
which refers to stopped-ow devices, the other boxes refer to relaxation methods with
various excitation means. From Eigenet al. [115]

Our method based on droplet microuidics

Like the stopped-ow machine, our merging chamber presented in the last chapter allows
us to precisely trigger a chemical reaction and follow over time the evolution of the chemical
reaction. As a result, this is a transient based method. However, the dynamics of product
formation is not given by the chemical reaction only, but is also a�ected by the di�usion of
the reagents which are initially kept in two distinct droplets. Thus, the product concentra-
tion varies over both space and time and has to be modeled by a reaction-di�usion equation.
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In the next section, we study the same bimolecular reaction under the same conditions
in both a stopped-ow machine and our reaction chamber. This allows us to compare
measurements of the reaction rate constant using each technique.

3.2 Monitoring fast reactions in droplets

In this section, we use our merging chamber to monitor a fast chemical reaction with a
one step reaction scheme such as (3.1). We start by performing a reference measurement
of the reaction rate constantk using a stopped-ow machine. Next we study the same
reaction in the same condition in droplets using our merging device. The reaction rate
constant k is then measured by comparing our measurements to numerical solutions of
our reaction-di�usion model. Lastly, we compare the measurements of the reaction rate
constant k obtained using both techniques.

3.2.1 Experiments

We have chosen to study the reduction of the dark blue 2,6-dichlorophenolindophenol
(DCPIP) into a colorless molecule by L-ascorbic acid (also colorless). We use the short-
hand notation A for L-ascorbic acid, B for DCPIP and C for the reaction product. This
reaction is known to have an overall one step mechanism [117] and is commonly used to
measure the dead-time of stopped-ow devices as its rate constantk varies from 102 M � 1s� 1

at neutral pH up to 105 M � 1s� 1 at both acidic and basic pH.

A test reaction was performed in droplets at pH = 2 in the aim of reaching very fast
reaction rates, but it led to precipitations of the product. No test reactions was done at
alkaline pH. To avoid any complications on the droplet microuidic side related to harsh
pH conditions, we decided to work around neutral pH and �xed the pH at 6.

Reference measurement of k with a stopped-ow machine

Along with Paul Abbyad and Marten Vos, we �rst performed stopped-ow experiments to
have a reference measurement ofk. To this end, we �xed B0 = 0.6 mM and varied A0

from 10 mM up to 100 mM in order to follow the procedure of Matusmuraet al. [118]
at pH = 6. In these conditions, A0 � B0 so that A is nearly not consumed during the
experiment. As a result, the concentration of A molecules is constantA(t) � A0 at all
times, and the concentration of B molecules has to decay exponentiallyB(t) � B0e� kobs t

with the observed ratekobs being de�ned askobs = kA0. As shown on Fig. 3.4 a), the
stopped-ow traces we obtained are indeed exponentially decaying. From this traces, we
obtain kobs for �ve di�erent values of A0 as shown on Fig. 3.4 b). A linear �t ofkobs with
A0 then yields k = 87 � 1.2 M� 1s� 1.
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Figure 3.4: a) Stopped-ow traces for di�erent values of the initial concentration of A.
The initial concentration of B molecules is kept constantB0 = 0.6 mM. The pH is 6. The
stopped-ow device was from Biologic Instruments. b) Measurements ofkobs against A0

to yield k. Error bars correspond to the standard deviation of three repeats.

Experiments in droplets

Next, we used the same solutions of reagents in droplets, on the same day to make sure
that our solutions remain fresh. The experiment consists in injecting the solutions of A
and B in our merging device to make two droplets of A and B trapped next to each other
as shown on Fig. 3.5 a) and b). The next steps of the device operation consist in merging
the drops with a laser pulse placed on the touching interfaces (Fig. 3.5 c)), recording the
chemical reaction taking place and lasty, emptying the chamber with a transverse ush of
oil (Fig. 3.5 d)). The bottom row of Fig. 3.5 shows closed up pictures of the reaction front
taking place in the daughter droplets once A and B are allowed to mix. Droplet fusion is
initiated after the laser has been removed (Fig. 3.5 f)), the fused drop quickly relaxes to
the �nal oblong shape imposed by the anchors and the reagents remain well separated in
the �rst instant after fusion (Fig. 3.5 e) and f)). A reactive front propagates in the fused
droplet, as shown in Fig. 3.5 e) to k), until the limiting reagent has been exhausted.
As the distribution of DCPIP is fairly homogeneous across the daughter droplet (y axis on

Fig. 3.6 a)) and propagates along the daughter droplet (x axis on Fig. 3.6 a)), we monitor
it along the daughter droplet only by following the procedure detailed in Chapter 2. Thus,
we obtain space-time concentration maps of DCPIP along the daughter drop as shown on
Fig. 3.6 b). As one can see, the front propagates toward the B rich region and accelerates
as A0 is increased.
These two observations can be understood as follows. A and B mix and react near the
front location as they are initially kept separated in two di�erent drops. AsA0 � B0, B
is the �rst reagent to be exhausted where A and B meet. On the other hand, the excess
of A is not much a�ected by the chemical reaction, and hence is essentially di�using freely
toward the B rich region where it consumes all the B molecules standing on its way. As a
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Figure 3.5: Test experiment with A0 = 100 mM and B0 = 6 mM. Top row: Device
operation. a) - b) Injection of reagents. c) Laser pulse to merge the drops. d) Oil ush to
empty the chamber.Bottom row: Reactive Front. e) Initial pair of droplets. f) - g) Quick
relaxation of the droplet interface. h) - k) Reactive front propagation along the daughter
drop.

result, the reaction front displaces toward the B rich region. Secondly, the time scale on
which B molecules are consumed has to be de�ned locally by 1=kA(x; t ). Nonetheless, the
larger A0, the larger A(x; t ) for all x and t, and hence the faster B molecules are consumed
at eachx position. As a result, the largerA0 the faster the front propagates.

Figure 3.6: a) Kinetic experiment at working concentrationsA0 = 100 mM and B0 =
0.6 mM. The directions along and across the drop are labeledx and y respectively. b)
Space-time diagrams at �xedB0 = 0.6 mM and A0 varied from 10 mM up to 100 mM.



74 Chapter 3. One step reactions

The next subsection is concerned with the derivation of a mathematical model for
the space-time evolution of the concentrations of both A and B, which will allow us to
quantitatively describe the propagation of the front.

3.2.2 RD model with initially separated reagents

We consider a one step reaction A + B! C held in our droplet system, and focus on
modeling the distribution of A, B and C along the daughter droplet which we label by the
coordinatex. We denote these distributionsA(x; t ), B (x; t ) and C(x; t ) respectively.

Figure 3.7: a) Initial conditions. The touching droplets are modeled with two touching
Heaviside functions. b) Concentration pro�les of A, B and C along the daughter droplet at
a �xed time point t = 1.3 s. The initial concentration areA0 = 100 mM and B0 = 6 mM
in this experiment. The size of the domain isl = 500 � m.

We model the two touching droplets by two touching 1D reservoirs of the reacting
species A and B, A being on the left hand side and B on the right hand side as shown
on Fig. 3.7 a). These reservoirs being placed next to each other, we model the initial
distributions of A and B by two touching step functions, C being not formed initially.
Hence the initial conditions onA, B and C read as:

A = A0 Ĥ (x � 0) B = B0 Ĥ (x � 0) C = 0 (3.8)

with Ĥ the Heaviside function.

For t > 0, A and B are allowed to di�use toward each other, and react with a second
order rate lawR(x; t ) = kA(x; t )B (x; t ) at all positions x and timest, k being the reaction
rate constant. As a result, the mass balances of A, B and C read as:
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@A
@t

= DA
@2A
@x2

� kAB (3.9a)

@B
@t

= DB
@2B
@x2

� kAB (3.9b)

@C
@t

= DC
@2C
@x2

+ kAB (3.9c)

whereDA , DB and DC are the di�usion coe�cient of A, B and C.

Finally, our domain is bounded by the interface of the daughter droplet which is non-
permeable. Hence we apply no-ux boundary conditions at the edges of the domainx =
� l :

@A
@x

=
@B
@x

=
@C
@x

= 0 at x = � l (3.10)

Thus, we have derived a model forA, B and C which depends on four free parameters:
The rate constant k and the 3 di�usion coe�cients DA , DB and DC . B being colorful we
were able to measure its di�usion coe�cient DB = 1.1� 10� 9 m2/s by merging a droplet
of DCPIP at 6 mM with a droplet of pure water as described in Chapter 2. On the
other hand, A and C being colorless, we are not able to measure their di�usion coe�-
cients using bright �eld images. Instead, we assume them to beDA = ( MB =MA )1=3DB and
DC = ( MB =MC )1=3DB whereMA , MB and MC are the molar weights of A, B and C. These
relations are derived from the Stokes-Einstein equation. Indeed, in his theory of Brownian
motion, Einstein [119] relates the di�usion coe�cient D of a spherical solute to its radius
R provinding that solvent molecules are small compared to solute ones. Then, Einstein
shows that D = kT=6��R , with � the solvent viscosity,kB the Boltzmann constant, and
T the temperature. As a result,DA =DC = RC=RA , which leads toDA =DC = ( MC=MA )1=3

when A and C are assumed to be homogeneous spheres.

By doing so, we are left with a model forA, B and C which has only one free parameter,
the reaction rate constantk, on which we can �t. We can thus solve numerically the set
of equations (3.9a)-(3.9c) for di�erent values ofk, and look for the value ofk for which
our experimental and simulated pro�les of B �t best. Through this �tting procedure, we
obtain a measurement ofk.

3.2.3 Extracting the reaction rate constant from space-time di-
agrams

As discussed above, our RD model allows us to �t the reaction rate constantk, and hence to
extract a measure ofk from our data. Here, we start by presenting a local �tting procedure
consisting in �tting on the whole space-time diagrams, hence on the local concentration
�elds B(x; t ). Then, we turn our attention to a global �tting procedure consisting in �tting
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on the space-averaged concentration of B, denotedB(t). The reasons for looking atB(t)
instead ofB(x; t ) are twofolds. First, B (t) depends on time only which makes it easier to
follow when compared toB(x; t ) which depends on bothx and t. Second, monitoringB(t)
requires to allocate a few pixels to record the fusion of one pair of droplets, while resolving
spatially B(x; t ) requires to allocate few hundreds of pixels. This is a key advantage
when working with dense arrays of pairs of droplets. In the current situation sketched on
Fig. 3.8 a), our chip can store six pairs of droplets at most, and many pixels are available
to resolve locallyB(x; t ) in each pair of droplets. When aiming at increasing the number
of pairs of droplets on chip by further miniaturization and parallelization as shown on
Fig. 3.8 b), this is not the case anymore. There are only few pixels left to monitor each
pair of droplets andB(t) only is readable in this situation.

Figure 3.8: a) Sketch of the current situation. Many pixels are allocated to monitor a pair
of droplets. We can resolve the gray levels along the pair of droplet (light yellow area). b)
Sketch of a future miniaturization/parallelization of our pairing technique. Few pixels are
allocated to register one pair of droplets (light yellow area).

Lastly, we study the dependency of the last two �tting procedures with the time window
on which we �t.

Local �tting procedure

We used the Matlab routinepdepe to solve iteratively the set of equations (3.9a)-(3.9c)
with the prescribed initial and boundary condition (3.8) and (3.10) respectively, for di�er-
ent values of the reaction rate constantk. The size of the numerical domain is given by
the droplet size so that -500� x � 500 � m. The time window was �xed to 2 s so that
computation are done for 0� t � 2 s. The remaining free parameter is the rate constant
k. From our reference measurement, we expectkobs between 1 s� 1 and 10 s� 1 which gives
us a range of values ofk to scan for each values ofA0.

At each iteration on k, we compare our simulated space-time diagramB sim(x; t ) to our
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experimental space-time diagramB exp(x; t ) by calculating the error we make:

error =
jjB sim(x; t ) � B exp(x; t )jj

jjB sim(x; t )jj
(3.11)

Once all the range of values ofk has been scanned, we obtain the error as a function of the
reaction rate constantk, or equivalently, as a function of the observed ratekobs. As shown
on Fig. 3.9, the error is a U shaped function with a minimumk?

obs, which we take as a
measurement ofkobs. The error distribution has also a given width from which we extract
the con�dence interval on our measurement. The con�dence interval �kobs is de�ned as
the interval around k?

obs in which the error varies between its best �t valueR? and 1:01 R?.

Figure 3.9: error againstkobs for A0 = 50 mM and B0 = 0.6 mM. Our measurement of
kobs is the minimum valuek?

obs. The con�dence interval on our measurement is �kobs and
de�ned by taking the value of kobs at which the error increases by 1% from its minimum
value R?.

This procedure yields experimental and simulated space-time diagrams in good agree-
ment as shown on Fig. 3.10. Here, the experimental space-time diagram of B is shown in
the caseA0 = 100 mM and B0 = 0.6 mM (Fig. 3.10 a)) as well as the corresponding best
�t (Fig. 3.10 b)) obtained for kobs = 3.80 � 0.67 s� 1, and a superposition of the pro�les of
B at di�erent time points (Fig. 3.10 c)).

We performed this �tting procedure for our set of experiments at di�erentA0 (10, 30
50 70 100 mM respectively), which yields �ve measurements ofkobs, and hencek = 82.8 �
0.5 M� 1s� 1.
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Figure 3.10: a) Experimental space-time diagram of B forA0 = 100 mM and B0 = 0.6 mM.
b) Corresponding best �t space-time diagram. c) Superposition of the pro�les of B at
di�erent time points.

Global �tting procedure

The space-averaged concentration of B is de�ned as:

B(t) =
1
2l

Z l

� l
B(x; t )dx (3.12)

Instead of looking for the local error, here we look for the error between the simulated and
the experimental mean concentration of B, denotedB

sim
(t) and B

exp
(t) respectively. This

error is de�ned as:

error =
jjB

sim
(t) � B

exp
(t)jj

jjB
sim

(t)jj
(3.13)

Again, we solve iteratively the local problem (3.9a)-(3.9c) for di�erent values ofk and
calculate the global error (3.13) at each iteration. The error is again a U shaped function
from which we extract the minimum and the width as measurement ofkobs and the con-
�dence interval � kobs on our measurement. As shown on Fig. 3.11, this procedure yields
time courses in good agreement with our experimental space-averaged concentrations of B
for di�erent values of the initial concentration of A.

With our global �tting procedure, we obtain again �ve di�erent measurements ofkobs.
Taking the mean and the standard deviation of these �ve measurements yieldskobs =
79.7 � 1.4 s� 1. Lastly, we compared our measurements ofkobs at di�erent A0 using our
two �tting procedures and our stopped-ow measurements. As shown on Fig. 3.12, the
three techniques yield measurements in good agreement which validates our RD model
to represent the reactive front at play in the drops, and also demonstrate that our RD
approach is sound in order to extract reaction rates from kinetic experiments held in our
merging device.
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Figure 3.11: Time evolution of the space-averaged concentration of B (denotedB) for three
di�erent values of A0. The solid lines are the best �ts obtained from the RD model.

Figure 3.12: Comparison between on-chip measurements ofk, obtained from spatial and
integrated �ts, with measurements ofkobs = kA0 performed in a stopped-ow spectrome-
ter. B0 = 0.6 mM for all experiments. The error bars on the stopped-ow measurement
correspond to variations between 3 di�erent runs. The error bars on the RD measurements
correspond to the selectivity of the di�erent �tting procedures by taking the value ofkobs

at which the residue increases by 1% from the miminum value.
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Varying the time window for �tting

In both the local and integral �tting protocols, k is obtained by �nding the minimum of
the residual error between the simulations and the experiments. The selectivity of these
measurements is then evaluated by measuring the con�dence interval �kobs. When varying
the ending point tend of the time window, so that the �ts are performed for 0� t � tend,
we �nd that a reliable measure ofk can be obtained for time windows larger than around
1 s, independently ofkobs, and that the selectivity improves for longer windows. As shown
on Fig. 3.13 in the caseA0 = 50 mM and B0 = 0.6 mM, the error selects more and more a
given value ofkobs as the time windowtend is increased, for both the local and the global
�tting protocols.

Figure 3.13: Errors againstkobs for increasing value of the ending time pointtend and for
our two �tting procedures. This is the caseA0 = 50 mM and B0 = 0.6 mM. Top row:
Local �tting procedure. Bottom row: Global �tting procedure.

With A0 = 50 mM, B0 = 0.6 mM and k = 80 M � 1s� 1, we can also calculate the time
scalek� 1

obs, or equivalently 1=kA0, over which B molecules are consumed:k� 1
obs � 250 ms, as

well as the time scale over which A molecules are consumed: 1=kB0 � 20 s. As a result,
Fig. 3.13 also shows that chemical information can be extracted from the RD front at times
t � k� 1

obs. This contrasts strongly with well-mixed methods for which chemical information
is no more available at timest � k� 1

obs.

Indeed, in a well-mixed tank, the reaction stops once the limiting reagent B is com-
pletely exhausted. This takes place on a time scalek� 1

obs. The slow time scale 1=kB0 is
thus never reached. On the other hand, when the reagents are initially kept separated, not
all the fresh B molecules are exhausted on the time scalek� 1

obs, but only the B molecules
near the interface separating the A rich and the B rich regions. As a result, there are fresh
B molecules left at timest � k� 1

obs for the reaction to carry on. Consequently, we expect
chemical information to be available up tot � 1=kB0 after what time the initial excess of
A molecules near the front location is completely exhausted.

So while techniques that rely on mixing the species must monitor the reaction on the
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fast time scale 1=kA0, the RD based measurement relies on long observations up to the
slow time scale 1=kB0, which makes it ideal to study fast kinetics. Indeed, methods such
as the stopped-ow that need to mix the reagents have an endemic dead time of a few
ms, before which reactions cannot be monitored. Resolving the fast time scale 1=kA0 is
therefore a strong limitations when aiming at largek. Conversely, our approach does not
su�er from any dead time induced by mixing as there is no active mixing involved, and
it allows the reaction to be monitored up the slow time scale 1=kB0 which makes largek
more easily accessible.

In the next section, we use asymptotic analyses to con�rm theoretically these experi-
mental observations and by the same token, to have a better understanding of the physics
underlying the di�erent asymptotic regimes.

3.3 Asymptotics in the case of equally di�using species

From a theoretical point of view, the reaction-di�usion problem of two species A and
B reacting via the second order scheme A + B! C, while being initally separated has
attracted much interest since the pioneer work of G�al� and R�acz [21]. The reasons for
this excitement are twofolds. First, this system can sustain a reaction front,i.e. a spa-
tially localized region with non-zero production rateR(x; t ) = kA(x; t )B (x; t ), since the
two reactants are initially separated in space. Such fronts are ubiquitous in the pattern
formation process [120, 121]. In addition, the front results here from the particular choice
of the initial conditions, which contrasts strongly with another class of RD front resulting
from the interplay between autocatalysis and di�usion [122]. Second, the dynamics of this
front presents two distinct asymptotic regimes, in which the product formation is either
driven by the chemical reaction, or by the di�usion of the reagents toward the front.

In this section, we study the concentration �elds of A, B and C for varying initial
concentrations of A and B. Following G�al� and R�acz [21], we focus on the case of equally
di�using species. We thus consider that A, B and C have the same di�usion coe�cientD:

D = DA = DB = DC (3.14)

We start by directly solving numerically our RD model for di�erent values of the concentra-
tion ratio �̂ = B0=A0. Then, we use asymptotic analyses to identitify two di�erent regimes
in the product formation rate. We derive analytical solutions for the concentration �elds
A, B and C in these two asymptotic regimes and compare our analytical results to DNS.
The transition time to pass from one regime to other is discussed in the next section.

3.3.1 Dimensionless formulation

We �rst need to write the dimensional problem (3.9a)-(3.9c) in a dimensionless form.
Indeed, in dimensional form, the RD problem presents 5 independent parameters: The
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di�usion coe�cient D, the initial concentrations of the reagentsA0 and B0, the reaction
rate k and the size of the domainl. Making the equations (3.9a)-(3.9c) dimensionless
brings the number of free parameters down to 2, namely the concentration ratiô� = B0=A0

and the Damk•ohler numberDa = kA0l2=D. This simpli�es both the numerical and the
analytical treatment of our RD problem. We use the same rules as G�al� and R�acz [21] for
non dimensionalization and note all the dimensionless quantities with a hat. Furthermore,
a nomenclature is attached at the end of this chapter.

Concentrations

We choose to count the concentrationsA, B et C in units of A0 and thus we de�ne the
dimensionless concentrations ^a, b̂ et ĉ as:

â =
A
A0

b̂ =
B
A0

ĉ =
C
A0

(3.15)

The choice of A as a reference is arbitrary but does not matter as A and B have equivalent
role in the chemical scheme (3.1). In the rest of this chapter, the initial concentration of
A is assumed to be larger than that of B so that B is always the limiting reagent:

B0 � A0 or equivalently �̂ � 1 in the rest of this chapter

Time scale

The dynamics of the system of equations (3.9a)-(3.9c) is driven by the forcingR from the
chemical reaction. When B is the limiting reagent, the time scale� associated to that
forcing is:

� =
1

kA0
(3.16)

from which we can de�ne a dimensionless time variablêt:

t̂ =
t
�

(3.17)

Length scale

While the front has not reached the edges of the domainx = � l , the size of the domain
l does not inuence the dynamics of the front. As a result, there is no inner length scale
available to make the space coordinatex dimensionless. The remaining length scale is the
di�usive length scale based on� . Thus the dimensionless space coordinate ^x reads as:

x̂ =
x

p
D�

(3.18)
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Besides, this nondimensionalization can be done at each timet using the time-dependent
length scale

p
Dt . This shows that the concentration pro�lesâ, b̂ and ĉ are expected to be

self-similar [123]. Here, we choose the self-similar space coordinate ^� :

�̂ =
x

p
4Dt

=
x̂

p
4t̂

(3.19)

We will show explicitly self-similar solutions ofâ, b̂ and ĉ in the next subsections 3.3.3 and
3.3.4.

Conservation laws

Then, the mass balances (3.9a)-(3.9c) become:

@̂a

@̂t
=

@2â
@̂x2

� âb̂ (3.20a)

@̂b

@̂t
=

@2b̂
@̂x2

� âb̂ (3.20b)

@̂c

@̂t
=

@2ĉ
@̂x2

+ âb̂ (3.20c)

Initial conditions

Similarly, the initial conditions become:

â = Ĥ (x̂ � 0) b̂ = �̂ Ĥ (x̂ � 0) ĉ = 0 (3.21)

with �̂ the ratio of the initial concentrations of the reagents:

�̂ =
B0

A0
(3.22)

Boundary conditions

Finally, the boundary conditions become:

@̂a
@̂x

=
@̂b
@̂x

=
@̂c
@̂x

= 0 at x̂ = �
p

Da (3.23)

where we de�ne the Damk•ohler number Da based onl and D by:

Da =
kA0l2

D
(3.24)
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Dimensionless parameters �̂ and Da

Through non-dimensionalization, 2 dimensionless parameters driving the dynamics of the
�elds â, b̂, ĉ arose:

(i) �̂ : The ratio of the initial concentrations
(ii) Da: The ratio of the reaction to the di�usive time scales

Among these 2 parameters, the reaction ratek takes part only in the Damk•ohler num-
ber Da. As Da sets the position at which the boundary conditions on ^a, b̂, ĉ are applied, it
can be seen as a stretching parameter which pulls apart the boundaries of the domain when
Da � 1, and brings them close from each other when Da� 1. As a result, the reaction
front reaches the boundaries of the domain quickly when Da� 1. This corresponds to a
regime in which the reagents A and B �rst di�use through the whole domain, mix well,
and react in a second phase. This is the case of very slow reactions, or equivalently, the
case of very small domains. Conversely, very fast reactions yield high values of Da . In the
case Da� 1, the reaction front propagates during a long period of time in a quasi-in�nite
domain. The boundaries do not play any role in the dynamics of the reaction front and we
can thus set Da to in�nity. Then, our dimensionless RD model reduces to a one parameter
problem whose dynamics does not depend onk, and will therefore apply for all values of
k.

Setting Da to unity yields a critical observed rate constantk?
obs = D=l2 below which

the well-mixed regime takes place, and above which a reaction front needs to be taken
into account. In our set up, we havel = 500 � m and D = 1.1� 10� 9 m2/s which yields
k?

obs = 4.4 10� 3 M � 1s� 1. Hereafter, we place ourselves in the RD regime and focus on fast
reactions: kobs > k ?

obs. As a result, we will consider an in�nite domain Da! 1 .

It should be also noted that when the species A, B and C have di�erent di�usion
coe�cients, the ratio of these coe�cients has some e�ect on the species distribution, in
both the early times [124] and the large times [125] asymptotic regimes but does not change
the scalings with time ofâ, b̂ and ĉ in these asymptotic regimes.

3.3.2 Direct numerical simulation

To simulate a quasi-in�nite domain, we used a non-uniform mesh with a high point den-
sity near the front location, and a looser point density at the edges of the domain. As a
result, the reaction front is not a�ected by the boundary conditions applied far away from
the front. The details of the �nite di�erences code we wrote are explained in appendix B.1.

Simulations ofâ, b̂ and ĉ for two values of�̂ , namely 0.1 and 1, are shown on Fig. 3.14.
Two di�erent phases can be noted. In the �rst instants (̂t = 0.1, 0.25, 0.5, 1 and 5),
the distributions of â and b̂ overlap and the distribution of the product ĉ increases in
amplitude in this overlapping region. Conversely, in the last instants (̂t = 100, 500 and
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1000), the distributions ofâ and b̂ do not overlap anymore, except near a tiny region, and
the distribution of the product ĉ stops increasing in amplitude.

Figure 3.14: Distributions ofâ, b̂ and 2ĉ at di�erent time points. The product distribution
is multiplied by 2 for display purposes. The domain size is -1000< x̂ < 1000. Top row:
Case�̂ = 1. Bottom row: Case�̂ = 0.1.

These �rst simulations highlight two di�erent situations arising at di�erent times. At
early times, a reaction-controlled regime takes place in which the reagents ^a and b̂ are
not much a�ected by the chemical reaction, while the product formation is driven by the
chemical reaction. At large times, adi�usion-controlled regime takes place in which the
reagents â and b̂ have been completely depleted near the interface separating the two
reservoirs of fresh reagent, while the product formation is not driven by the chemical
reaction anymore, but by the di�usive uxes of fresh reagents toward the reaction zone
instead. As a result, the front does not move when it is similarly fed from each side as
shown on the top row of Fig. 3.14) in the casê� = 1, and the front moves toward the region
with the weakest di�usive ux, hence toward the reservoir of B when�̂ � 1 as shown on
the bottom row of Fig. 3.14. In the next subsections, we derive asymptotic solutions for
the concentration �elds â, b̂and ĉ in these two asymptotic regimes and study the transition
times from one regime to the other.

3.3.3 Early times asymptotic solutions

The early times asymptotic solutions of the problem (3.20a)-(3.20c) was �rst suggested by
Taitelbaum et al. [124] and later on by Trevelyanet al. [22]. Hereafter, we expand each
function â, b̂ and ĉ in powers oft̂, and look for their leading order term in the limit t̂ ! 0.

In addition, we look for â, b̂ and ĉ as self-similar solutions of the variable ^� = x̂=
p

4t̂.
Hence we look for ^a, b̂ and ĉ as functions of ^� and t̂, instead of functions of ^x and t̂. We
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thus expandâ, b̂ and ĉ for small t̂ such that:

â(x̂; t̂) = â0(�̂ ) + t̂ â1(�̂ ) + t2 â2(�̂ ) + ::: (3.25a)

b̂(x̂; t̂) = b̂0(�̂ ) + t̂ b̂1(�̂ ) + t2 b̂2(�̂ ) + ::: (3.25b)

ĉ(x̂; t̂) = ĉ0(�̂ ) + t̂ ĉ1(�̂ ) + t2 ĉ2(�̂ ) + ::: (3.25c)

Injecting these expansions into the RD equations (3.20a)-(3.20c) then yields the follow-
ing ODEs forâ0, b̂0 and ĉ0:

� 2�̂ â0
0 = â00

0 � 2�̂ b̂0
0 = b̂00

0 � 2�̂ ĉ0
0 = ĉ00

0 (3.26)

which integrates into:

â0(�̂ ) =
1
2

erfc(�̂ ) b̂0(�̂ ) =
�̂
2

erfc(� �̂ ) ĉ0(�̂ ) = 0 (3.27)

after having taken into account the initial and boundary conditions (3.21) and (3.23).
Hence,â and b̂ are O(t̂0) functions of t̂ while we need to look for the orderO(t̂1) function
in the expansion ofĉ. This function ĉ1 is the solution of:

4̂c1 � 2̂c0
1 = ĉ00

1 + 4â0b̂0 (3.28)

which, thanks to the source termâ0b̂0, is a non-zero function. The equation (3.28) can
then be integrated numerically using Broyden's method (detailed in appendix B.2).

As shown on Fig. 3.15, the distributions of ^a, b̂and ĉ are indeed self-similar since each of
these distributions at di�erent time points (Fig. 3.15 a) and c)) collapses on a single curve
(Fig. 3.15 b) and d)) when plotted against ^� . In addition, the leading order solutionsâ0,
b̂0 andĉ1 (solid black lines on Fig. 3.15 b) and d)) correspond very well to the distributions
obtained via the DNS which con�rms our early time asymptotic solutions.

3.3.4 Large times asymptotic solutions

The large times limit t̂ � 1 has been �rst studied by G�al� and R�acz. [21]. At large times,
all the fresh reagents initially near the reaction front have been consumed. As a result,
fresh reagents need to di�use from their reservoir to the reaction zone in order to react.
This has two consequences:

1. The size of the reaction zone ^wf is much smaller than the di�usive lengthŴd over
which fresh reagents have to di�use to reach the reaction zone.

2. The product formation is limited by the di�usive supply of fresh reagents so that,
per unit time, all the fresh reagents that reach the reaction zone are converted in
product by the chemical reaction.
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Figure 3.15: a) Pro�les ofâ (green), b̂ (blue) and ĉ (red) at times t̂ = 0.001, 0.01 and 0.1
obtained numerically when�̂ = 1. b) Superposition of the pro�les of â, b̂ and ĉ=̂t obtained
numerically for 0:001< t̂ < 0:1 when�̂ = 1. Solid line: â0, b̂0 and ĉ1 when �̂ = 1. c) and
d) Case�̂ = 0:1 with the same plots as a) and b).

This is a boundary layer problem for which two regions with di�erent scale invariances
have to be considered:

1. The depletion zonewhere the species purely di�use toward the reaction zone. Di�u-
sive uxes thus balance time variations of the species in this region. This is the outer
layer.

2. The reaction zone, where the reaction takes place. Di�usive uxes balance the reac-
tion consumption/production in this region. This is the inner layer.

Here we consider the depletion zone only as it sets the pro�les of ^a, b̂ and ĉ that we observe
experimentally. A detailed study of the reaction front requires to solve the inner problem.
This is done in the next section.
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As we consider the case of equally di�using species, we can perform linear combinations
of the equations (3.20a)-(3.20c). This yields the relations:

(3.20a) � (3.20b) yields: â(x̂; t̂) � b̂(x̂; t̂) =
1
2

erfc(�̂ ) �
�̂
2

erfc(� �̂ ) (3.29a)

(3.20a) + (3.20c) yields: â(x̂; t̂) + ĉ(x̂; t̂) =
1
2

erfc(�̂ ) (3.29b)

(3.20c) + (3.20b) yields: ĉ(x̂; t̂) + b̂(x̂; t̂) = +
�̂
2

erfc(� �̂ ) (3.29c)

sinceâ� b̂, â � ĉ and ĉ� b̂ all follow a di�usion equation. As a result, we can deduce ^c(x̂; t̂)
from â(x̂; t̂) and b̂(x̂; t̂) via (3.29b) and (3.29c). We can thus solve for ^a(x̂; t̂) and b̂(x̂; t̂)
only.

Scalings of the depletion zone

There is no chemical reaction in this layer. As a result, we expect all the species to be
purely di�usive and to have amplitudes which do not vary over time:

Ŵd � t̂1=2 â � t̂0 b̂ � t̂0 ĉ � t̂0 (3.30)

As the length scale of the depletion layer̂Wd � t̂1=2 is di�usive, we can look forâ, b̂ and ĉ
as self-similar functions of the variable ^� .

Similarity solutions in the depletion zone The scaling analysis invites us to look
for:

â(x̂; t̂) = âout (�̂ ); b̂(x̂; t̂) = b̂out (�̂ ); ĉ(x̂; t̂) = ĉout (�̂ ) (3.31)

As we assume that there is no reaction in the depletion zone, the conservation equations
of â and b̂ in this layer are obtained from (3.20a)-(3.20c) by dropping the reaction term
âb̂. No ux boundary conditions away from the reaction zone can also be applied. At the
reaction front x̂ = x̂ f (t̂), â and b̂ must vanish. Indeed, ifâ and b̂ were non zero at the front
location, A and B would be reacting in the depletion zone, which cannot be allowed. As a
result, the equations to be solved are:

for x̂ � x̂ f :
@̂a

@̂t
=

@2â
@̂x2

â(x̂; t̂) !
�1

1 â(x̂ f (t̂); t̂) = 0 (3.32a)

for x̂ � x̂ f :
@̂b

@̂t
=

@2b̂
@̂x2

b̂(x̂; t̂) !
+ 1

�̂ b̂(x̂ f (t̂); t̂) = 0 (3.32b)

Injecting solutions of the form (3.31) into the he equations (3.32a)-(3.32b) yieldŝaout and
b̂out from which we obtainĉout via (3.29b) and (3.29c):
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âout (�̂ ) = 1 �
erfc (� �̂ )
erfc (� �̂ f )

for �̂ � �̂ f and 0 for ^� � �̂ f

(3.33a)

b̂out (�̂ ) = 0 for �̂ � �̂ f and �̂
�

1 �
erfc (�̂ )
erfc (�̂ f )

�
for �̂ � �̂ f

(3.33b)

ĉout (�̂ ) =
�̂
2

erfc (� �̂ ) for �̂ � �̂ f and
1
2

erfc (�̂ ) for �̂ � �̂ f

(3.33c)

The last unknown is the position of the front x̂ f , or equivalently �̂ f = x̂ f =
p

4t̂. As
there is no reaction in the depletion zone, all the species reaching the reaction front are
consumed at the reaction front. As a result, the di�usive uxes of A and B must balance
at x̂ = x̂ f which de�nes the front location:

�
@̂a
@̂x

�
�
�
x̂ f

=
@̂b
@̂x

�
�
�
x̂ f

(3.34)

This yields:

�̂ f = erf � 1

 
1 � �̂

1 + �̂

!

(3.35)

These asymptotic solutions (3.33a)-(3.33c) are compared to DNS on Fig. 3.16 for�̂ =
0.1 and 1. Here again the distributions of ^a, b̂ and ĉ are self-similar since each of these
distributions at di�erent time points (Fig. 3.15 a) and c)) collapses on a single curve (Fig.
3.15 b) and d)) when plotted against ^� . In addition, the leading order solutionŝaout , b̂out

andĉout (solid black lines on Fig. 3.15 b) and d)) correspond very well to the distributions
obtained via the DNS which con�rms our large time asymptotic solutions.
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Figure 3.16: a) Pro�les ofâ (green), b̂ (blue) and ĉ (red) at times t̂ = 1000, 5000 and 10000
obtained numerically when�̂ = 1. b) Superposition of the pro�les of â, b̂ and ĉ obtained
numerically for 1000< t̂ < 10000 when�̂ = 1. Solid line: âout , b̂out andĉout when �̂ = 1.
c) and d) Case�̂ = 0:1 with the same plots as a) and b).
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3.4 Transition from the early to the large times regimes

In the last section we have identi�ed two distinct regimes in the dynamics of our RD
system with initially separated reagents. In the early times regime, the chemical reaction
limits product formation and hence chemical information is accessible. Conversely, in the
limit of large times, the di�usion uxes of the reagents toward the reaction zone limit
product formation and chemical information is not accessible anymore. In this section, we
turn our attention to the transition times from one regime to the other in order to quantify
the time window over which chemical information is accessible.

The transition from the reaction-controlled to the di�usion-controlled regime is de�ned
by a change in the reaction zone characteristics. The reaction zone is de�ned as a region
of none zero production rate. Mathematically, the front position, width and amplitude are
all de�ned via the reaction rate r̂ = âb̂. Here we start by de�ning these three quantities.
Then we study each of these three quantities in both the early and the late times regimes.
This allows us to measure the time points at which our RD system leaves its early times
behaviour and enters its large times behaviour. To do so, we compare the exact solution
of the RD problem (3.20a)-(3.20c) obtained numerically with our asymptotic solutions in
the two limit cases. Consequently, we can de�ne a time scalêt? at which the reaction front
leaves the reaction-controlled regime and a second time scalet̂ �̂ at which the reaction front
enters the di�usion-controlled regime. The time window over which chemical information
is accessible is then given bŷt �̂ .

3.4.1 Reaction zone characteristics

The reaction rater̂ = âb̂must have a bell-shaped distribution since ^a and b̂are overlapping
step functions. As a result, we can de�ne the reaction front position ^x f , width ŵf and
amplitude ĥf as sketched on Fig. 3.17.

Figure 3.17: Characteristics of the reaction front ^r : Position x̂ f , width ŵf and amplitude
ĥf .
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Following Trevelyan et al. [22, 125], we de�ne the reaction front position ^x f (t̂) as the
�rst moment of the reaction rate r̂ :

x̂ f (t̂) =

Z + 1

�1
x̂r̂ (x̂; t̂)dx̂

Z + 1

�1
r̂ (x̂; t̂)dx̂

(3.36)

and the front width ŵf (t̂) as the square root of the second moment of the reaction rate:

ŵf (t̂)2 =

Z + 1

�1
(x̂ � x̂ f )2 r̂ (x̂; t̂)dx̂

Z + 1

�1
r̂ (x̂; t̂)dx̂

(3.37)

Lastly, the front amplitude (or height) of the front ĥf (t̂) is de�ned as the value of ^r at x̂ f :

ĥf (t̂) = r̂
�
x̂ f (t̂); t̂

�
(3.38)

Thanks to these de�nitions, we can look for asymptotics solutions of ^x f , ŵf and ĥf in
both the reaction-controlled and the di�usion-controlled regimes.

3.4.2 Reaction front in the small times limit

In the early times regimes we know both ^a and b̂, hence we know ^r = âb̂. As we have
expandedâ and b̂ in powers oft̂, we can also do it for ^r :

r̂ (x̂; t̂) = â0(�̂ )b̂0(�̂ ) + t̂
�
â0(�̂ )b̂1(�̂ ) + â1(�̂ )b̂0(�̂ )

�
+ ::: (3.39)

Position of the reaction front

The leading order of the reaction rate is:

r̂ (x̂; t̂) = â0(�̂ )b̂0(�̂ ) =
�̂
4

erfc(�̂ )erfc(� �̂ ) (3.40)

It yields x̂ f = 0. This is consistent with the case�̂ = 1 for which the problem is symmetric
and thus we do not expect the reaction front to move. Hence:

for �̂ = 1: x̂ f (t̂) = 0 (3.41)

However, settingx̂ f = 0 is not consistent with the case�̂ < 1 for which we expect the
front to move [124]. We thus need to go toO(t̂1) and computeâ1 and b̂1. This is done
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in detail in appendix C. We do not �nd an analytical solution for â1 and b̂1. Instead, we
obtain numerically:

for all �̂ < 1: x̂ f (t̂) = 2 t̂3=2

Z + 1

�1

�
â0(�̂ )b̂1(�̂ ) + â1(�̂ )b̂0(�̂ )

�
�̂d �̂

Z + 1

�1
â0(�̂ )b̂0(�̂ )d�̂

= 0:51 t̂3=2

(3.42)

Width of the reaction front

Oncex̂ f is known, the width of the front is obtained via its de�nition (3.37) and the leading
order of the reaction rate ^r � â0b̂0 to yield:

ŵ2
f (t̂) = 4 t̂

Z + 1

�1
(�̂ � �̂ f ) â0(�̂ )b̂0(�̂ )d�̂

Z + 1

�1
â0(�̂ )b̂0(�̂ ))d�̂

= 8:82 t̂ (3.43)

Amplitude of the reaction front

Finally the height of the reaction front is straightforward from the leading orders ^r (x̂; t̂) =
�̂
4 erfc(�̂ )erfc(� �̂ ) and x̂ f (t̂) = 0:

ĥf =
�̂
4

(3.44)

We now turn our attention to the large times limit. The comparison of the asymptotics
with the DNS is done in the subsection 3.4.4.

3.4.3 Reaction front in the large times limit

In the large times limit we only know â and b̂ in the depletion zone where they do not
overlap except atx̂ = x̂ f . We thus need to solve the problem in the the reaction zone in
order to �nd r̂ = âb̂. However, this does not yield analytical solutions. Here we mostly
derive power laws for ^x f , ŵf and ĥf in the large times limit. The exact prefactors are then
obtained numerically for each�̂ .

Scalings of the reaction zone

In the reaction zone, the reagents A and B are consumed by the chemical reaction so that
we cannot infer any scalings for them. Instead, we look for:

ŵf � t̂ � â � t̂ � b̂ � t̂ � (3.45)
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Relations between the unknown exponents� , � and � come from matching conditions
between the depletion and the reaction zone. Matching the concentration �elds at the
border of the reaction zone does not yield any information on ^a and b̂. The next condition
to try is the continuity of the di�usive uxes at the edge of the reaction zone. As the inner
and outer uxes must match, we have for the reagent A:

In the depletion zone: @̂a
@̂x � t̂ � 1=2

In the reaction zone: @̂a
@̂x � â

ŵf

9
=

;
) �

1
2

= � � � (3.46)

A similar relation holds for B which yields:

� = � (3.47)

The last relation, closing the problem, comes from the balance of di�usion and reaction in
the reaction zone:

@2â
@̂x2

� âb̂ )
1

ŵ2
f

� b̂ ) � 2� = � (3.48)

Thus the three equations (3.46), (3.47) and ( 3.48) leads to:

ŵf � t̂1=6 â � t̂ � 1=3 b̂ � t̂ � 1=3 (3.49)

Similarity solution in the reaction zone

We can use the linear combination (3.29a) to decouple the equation on ^a and b̂. Noting
û = â � b̂ = 1=2 erfc(�̂ ) � �̂= 2 erfc(� �̂ ), we obtain an equation onâ only:

@̂a

@̂t
=

@2â
@̂x2

� â(â � û) (3.50a)

Then, we de�ne a coordinate�̂ adapted to the reaction zone as we know that ^wf � t̂1=6:

�̂ =
x̂ � x̂ f

t̂1=6
(3.51)

which allows us to look for:

â(x̂; t̂) = t̂ � 1=3â in (�̂ ) (3.52)

As ŵf � Ŵd, we can also develop ^u around x̂ f :

û(x̂; t̂) = û(x̂ f ; t̂) + ( x̂ � x̂ f )
@̂u
@̂x

(x̂ f ; t̂) + O(x̂ � x̂ f ) (3.53)

which yields to leading order:

û(x̂; t̂) = � K̂
x̂ � x̂ f

t̂1=2
= � K̂ t̂ � 1=3�̂ (3.54)
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with:

û(x̂ f ; t̂) = 0 and K̂ =
1 + �̂
2
p

�
e� �̂ 2

f and �̂ f = erf � 1

 
1 � �̂

1 + �̂

!

(3.55)

As a result the equation on̂a in (�̂ ) is:

�
1

t̂4=3

�
1
3
â in (�̂ ) +

1
6

�̂ â in (�̂ )
0
�

(3.56)

+
1

t̂
â in (�̂ )

0
=

1

t̂2=3

�
â in (�̂ )

00
� â in (�̂ )

2
� K̂ �̂ â in (�̂ )

�

In the limit t̂ ! + 1 the left hand side, becomes negligible compared to the right hand
side of (3.56). Thus the equation on̂a in becomes:

â in (�̂ )
00

� â in (�̂ )
2

� K̂ �̂ â in (�̂ ) = 0 (3.57a)

with â in (�̂ ) !
�1

� K̂ �̂ (3.57b)

and â in (�̂ ) !
+ 1

0 (3.57c)

The boundary condition at �̂ ! + 1 is natural as the concentration of A molecules must
vanish as we approach the reservoir of fresh B molecules. On the left hand side of the
reaction zone, there is very littleB which yields û = â � b̂ � â. This gives the boundary
condition on â in (�̂ ) for �̂ ! �1 . Again, this non linear ODE cannot be solved analyti-
cally. We used Broyden's method to solve it. Oncêa in (�̂ ) is known, we obtainb̂ in (�̂ ) via
û = â � b̂, or equivalently � K̂ �̂ = â in (�̂ ) � b̂ in (�̂ ).

The resulting concentration pro�lesâ in (�̂ ) and b̂ in (�̂ ) are shown on Fig. 3.18 a) with
black lines and the superposition of̂t1=3â and t̂1=3b̂ at di�erent time points with colored
dots. Self-similarity is con�rmed by the collapse of the points from the DNS onto a single
curve when plotted against�̂ . In addition, good agreement between these curves and the
asymptotic solutions validates our analytical treatment of our RD problem. In addition,
we obtain the reaction rate ^r = âb̂ � t̂ � 2=3â in b̂ in as shown on Fig. 3.18 b). This allows us
to compute numerically the di�erent characteristics of the reaction rate.

Reaction front characteristics

The reaction front location is directly obtained by settingû = â � b̂ to zero. This yields:

x̂ f (t̂) = 2

 

erf� 1

 
1 � �̂

1 + �̂

!! 1=2

t̂1=2 (3.58)
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Figure 3.18: a) Large times inner solution of ^a and b̂ rescaled by the scaling of their
amplitude t̂ � 1=3 at the front. Solid black line: Asymptotic inner solutionsâ in and b̂ in . b)
Corresponding reaction rate function ^r = âb̂ rescaled by the scaling of its amplitudêt � 2=3

at the front. Solid black line: Asymptotic inner solutionâ in b̂ in of the normalized reaction
rate. These two plots correspond to the casê� = 1.

On the other hand, the width and the height of the reaction rate are obtained numerically:

ŵf (t̂)2 =

Z + 1

�1
�̂ 2â in (�̂ )b̂ in (�̂ )d�̂

Z + 1

�1
â in (�̂ )b̂ in (�̂ )d�̂

t̂1=3 (3.59)

ĥf (t̂) =
â in (0)b̂ in (0)

t̂2=3
(3.60)

3.4.4 Crossover times t̂? and t̂ �̂

Now that we have derived asymptotic solutions for the three quantities ^x f , ŵf and ĥf in
the two asymptotic regimes, we can compare these asymptotic behaviors with the results
from DNS. This is done on Fig. 3.19 where one can see that the asymptotics (solid black
lines) compare well with the results from DNS (colored dots) for di�erent values of̂� from
1 down to 0.001.

The impact of �̂ on the characteristics of the reaction front is manifolds. While it only
a�ects the amplitude ĥf in the reaction-controlled regime,�̂ a�ects the three quantities
x̂ f , ŵf and ĥf in the di�usion-controlled regime as shown on Fig. 3.19.
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Furthermore, when �̂ = 1, the three characteristics x̂ f , ŵf and ĥf pass from the
reaction-controlled to the di�usion-controlled regimes at a timet̂? � 1. On the other
hand, when �̂ < 1, the three characteristics ^x f , ŵf and ĥf leave the reaction-controlled
regime on a time scalêt? � 1 and enter the di�usion-controlled regime later, on a time
scalet̂ �̂ which increases aŝ� is decreased. As a result, there is a mixed-regime separating
the early and the large times regimes, in which reaction and di�usion are fully coupled. In
addition, the duration of this mixed regime is increasing aŝ� is decreased sincêt? � 1 for
all �̂ while t̂ �̂ increases aŝ� is decreased.

In dimensional terms, this means that (i) the reaction-controlled regime ends on a time
scale t? � 1=kA0 and that (ii) the di�usion-controlled regime starts on a time scalet �̂
increasing with the relative excess ofA0 compared toB0. The observation (i) shows that
the reaction-controlled regime ends when B molecules (the limiting reagent) are signi�-
cantly consumed by the chemical reaction near the front location. This is consistent as
the reaction-controlled regime assumes that the distributions of A and B molecules are not
a�ected by the chemical reaction to leading order. On the other hand, the observation (ii)
con�rms that both A and B need to be exhausted at the front location for the di�usion-
controlled regime to onset. Hence we expect the di�usion-controlled regime to start when
A molecules are exhausted at the front location which takes place on a time scale� 1=kB0.

Overall, having kept the reagents A and B initially separated allows us to tune the
time window over which chemical information is accessible. The shortest time window is
obtained for equimolar proportions (A0 = B0) and is comparable to the time window 1=kA0

that would be obtained in a well mixed tank. However, larger time windows are obtained
by imposing an excess ofA0 compared toB0. Then, the di�usion-controlled regime onsets
on a time scale 1=kB0 up to which chemical information is accessible. This shows that
chemical information is accessible long after 1=kA0 = k� 1

obs when A0 � B0 and that the
size of the time window over which chemical information is accessible can be chosen by
adjusting �̂ = B0=A0. These two conclusions con�rm the experimental observations of
section 3.2.
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Figure 3.19: Reaction zone characteristics. a) Front position ^x f . b) Front width ŵf . c)
Front height ĥf . Coloured dots correspond to ^x f , ŵf and ĥf extracted from DNS for
di�erent values of �̂ . The solid black lines are the corresponding asymptotic solutions.



3.4. Transition from the early to the large times regimes 99

3.4.5 Summary of asymptotic results

The important asymptotic results are summarized in the next table. Only the leading
outer solutions are presented as these are the pro�les experimentally accessible.

t̂ � 1 t̂ � 1

Concentration �elds

â(x̂; t̂) = 1
2 erfc(�̂ ) â(x̂; t̂) = 1 � erfc( � �̂ )

erfc(� �̂ f ) for �̂ � �̂ f

b̂(x̂; t̂) = �̂
2 erfc(� �̂ ) b̂(x̂; t̂) = �̂

�
1 � erfc( �̂ )

erfc( �̂ f )

�
for �̂ � �̂ f

ĉ(x̂; t̂) = t̂ ĉ1(�̂ ) ĉ(x̂; t̂) =

(
�̂
2 erfc (� �̂ ) for �̂ � �̂ f

1
2erfc (�̂ ) for �̂ � �̂ f

Reaction zone

ĥf (t̂) = �̂
4 ĥf (t̂) � t̂ � 2=3

ŵf (t̂) = 2 :97 t̂1=2 ŵf (t̂) � t̂1=6

x̂ f (t̂) =

(
0 when�̂ = 1

0:51 t̂3=2 when �̂ < 1
x̂ f (t̂) = 2

p
Dst̂
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3.5 Monitoring the transition between the early and
the large times regimes

Several experimental works have validated the asymptotic pro�les derived in section 3.2.
The �rst experiments were held in capillary tubes �lled with gel to make sure that trans-
port is purely di�usive, A and B being brought from each side of the tube [124, 126, 127].
Another experiment was concerned with the di�usion-limited corrosion of a copper deposit
grown by electrolysis beforehand. This is the case of one reagent being stationary. The
asymptotic analysis is similar to the one performed in the last section [128] and was val-
idated experimentally [129]. More recently, a T-shaped microchannel was used to study
one step reactions in RD and has further con�rmed these RD scalings [130, 131].

The transition time to the di�usion-controlled regime can indeed be tuned to show
up at a reasonable dimensional time, which therefore render the large times asymptotic
regime experimentally observable [132]. For instance, the di�usion-limited dynamics is
observed already after 20 min in the experiment of Kooet al. [126], while it takes 4 h for
the slow reaction (k � 10� 1 M � 1s) studied by Taitelbaum et al. [124]. On the other hand,
the di�usion-controlled regimes starts only after 0.1 s in the case of fast reactions (k �
106 M � 1s) studied by Baroudet al. in microchannel.

In this section, we tune the transition time from the reaction-controlled to the di�usion-
controlled regime for it to �t in the 50 s long time window for observation of our merging
device. This allows us to monitor both asymptotic regimes as well as the transition from
one regime to the other, and to con�rm experimentally our asymptotic solutions in each
regime.

3.5.1 Distribution of B in the two asymptotic regimes

We have used the same setup as in section 3.2 and have recorded pro�les of DCPIP (de-
noted B) over space and time. As we know thatk � 80 M� 1s� 1, we can chooseA0 and
B0 so as to be able to monitor both the reaction-controlled and the di�usion-controlled
regimes. We chooseA0= B0= 2.5 mM to have a static reaction front (x f (t) = 0 � m) and
a transition time t? � 1=kA0 around 5 s which �ts well in our 50 s long time window for
observation.

In the early times regime, the dimensional distributions ofA(x; t ) and B(x; t ) read as,
again assumingDA = DB = D:

A(x; t ) =
A0

2
erfc

�
x

p
4Dt

�
and B(x; t ) =

B0

2
erfc

�
�

x
p

4Dt

�
(3.61)

As shown on Fig. 3.20 a), the experimental pro�les ofB(x; t ) collapse on a single curve
when plotted against ^� = x=

p
4Dt which con�rms self-similarity. In addition, this curve
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�ts well with the theoretical prediction (solid black line on Fig. 3.20 a)) for B(x; t ) in the
early times regime.

Figure 3.20: The di�erent colored symbols correspond to di�erent experiments, all with
A0 = B0 = 2.5 mM. a) Superposed distributions of B fort between 20 ms and 400 ms
normalized by B0. Solid line: y = 0:5 erfc(� �̂ ). b) Superposed distributions of B fort
between 10 s and 50 s normalized byB0. Solid line: y = erf( �̂ ) for �̂ > 0. Dashed line:
y = 1 � erfc(�̂ )=erfc(�̂ f ) for �̂ > �̂ f and �̂ f = 0.15. The similarity coordinate �̂ is de�ned
as ^� = x=

p
4Dt with D = 1.1� 109m2/s.

Similarly, in the large times regime, the dimensional distributions ofA(x; t ) and B(x; t )
in the depletion layer read as:

A(x; t ) = A0erf
�

�
x

p
4Dt

�
and B(x; t ) = B0erf

�
x

p
4Dt

�
(3.62)

Again, as shown on Fig. 3.20 b), the experimental pro�les ofB(x; t ) collapse on a sin-
gle curve when plotted against ^� = x=

p
4Dt which con�rms the self-similar evolution of

B(x; t ). However, there is a shift between the experimental data (colored symbols) and the
prediction obtained in the case withA0 = B0 and DA = DB (solid black line). This shift
can be corrected by allowing the reaction front to move. We �nd that �xing ^� f = 0.15
(dashed black line) yields a good agreement. The front can move for two reasons. First
the initial concentrations could actually not be the same:A0 6= B0. In the last section, we
have found that erf(�̂ f ) = (1 � �̂ )=(1+ �̂ ) in the caseDA = DB . Fixing �̂ f = 0.15 yields �̂ =
1.4 which means that we would have done a 40 % error on the initial concentrations. This
is probably not the case. The second reason for the front to move is thatDA 6= DB . This
is consistent with the fact that A and B have di�erent molar weights (MA = 176 g/mol,
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MB = 268 g/mol), hence di�erent di�usion coe�cients according to the Stokes-Einstein
relation. In addition, the relation DA =DB = ( MB =MA )1=3 yields DA � 1:15DB hence
DA > D B . As a result, we expect the front to move toward the B rich region as A di�uses
faster than B which is in agreement with the sign of ^� f > 0. Nonetheless, we do not have
an explanation for the particular value of ^� f = 0.15.

3.5.2 Space-averaged concentration of B in the two asymptotic
regimes

The transition from the reaction-controlled to the di�usion-controlled regime is observed
on the space-averaged concentration of B. The local study of the distributions in space and
time of A, B and C allows us to derive a model for the time variations of the space-averaged
amount of A, B and C. Here we note with a bar space-averaged quantities. For instance,
for the species B that we observe in our experiment, the space-averaged concentration is
de�ned as:

B =
1
2l

Z l

� l
B(x; t )dx (3.63)

From this de�nition, we obtain a model for B by averaging the local conservation law
(3.9b) over space. For the species B this yields:

dB
dt

= � kAB (3.64a)

where the di�usion term has vanished because of the no-ux boundary conditions atx = �
l . As we know the reaction rateR = kAB in both the reaction-controlled and the di�usion
controlled regimes, we can derive asymptotes ofB in these two regimes.

In the early times regime, the solutions (3.61) yields directly:

kAB �
kA0B0

4l

p
Dt

Z + 1

�1
erfc(�̂ )erfc(� �̂ )d�̂

| {z }
� 1:60

(3.65)

where the bounds of the integral� l=
p

4Dt have been approximated to in�nity. Hence we
obtain:

B(0) � B (t) � 0:18
kA0B0

p
D

l
t3=2 (3.66)

In the large times regime, we need to go back to the solutions ofA(x; t ) and B(x; t ) in the
reaction zone. In dimensional form, these yield:

kAB =
kA0B0

2l

Z + l

� l
â in (�̂ )b̂ in (�̂ )dx = B0

r
D
t

Z + 1

�1
â in (�̂ )b̂ in (�̂ )d�̂

| {z }
� 0:46

(3.67)
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Hence we obtain:

B(0) � B (t) � 0:46 B0

p
Dt (3.68)

These asymptotic solutions (3.66) and (3.68) ofB(t) are compared to experimental
data on Fig. 3.21. The �rst instants of the experimentt � 1 s are not shown on Fig. 3.21
becauseB(0) � B (t) is nearly 0 then. The transition from the early to the large times
behaviour is observed att? � 8.5 s. The experimental data are in good agreement with
the two asymptotesB(0) � B (t) � t3=2 at early times and B(0) � B (t) � t1=2 at large
times. A shift is observed at large times between the experimental data and the asymptote
which shows that we overestimate the actual space-averaged concentrationB. Again, this
overestimation could be attributed toDA being not the same asDB .

Figure 3.21: B(0) � B (t) as a function of time t. Coloured symbols corresponds to three
repeats with A0 = B0 = 2.5 mM. The solid black lines are the two asymptotes (3.66) and
(3.68) with D = 1.1 � 10� 9 m2/s and k = 87 M � 1s� 1.

This set of experiments, as well as the theoretical predictions forB(0) � B (t), validates
our analytical treatment of the RD model with initially separated reagents in the case of
a one step reaction. In addition, we demonstrate that the space-averaged concentration
of B shows a sharp change of dynamics att = t? with t? � 1=kA0. As a result, we could
measuret? to estimate k which requires to knowA0 only and hence makes the estimation
of k very simple and e�cient.
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3.6 Discussion of Chapter 3

In this chapter, we studied both theoretically and experimentally the reaction-di�usion
problem of two species A and B being initially kept separated and reacting via a second
order rate law. We �rst showed that we can measure the reaction constantk by �tting the
experimental pro�les ofB(x; t ) with simulated pro�les from a 1D reaction-di�usion model.
This procedure was further extended to a global �t on the space-averaged concentration
B. Our measurements ofk using either �tting protocols were also shown to be in good
agreement with measurements performed in a stopped-ow machine. A key observation
from these experiments whereA0 � B0 is that the precision of our measurements is en-
hanced by �tting on a longer period of time. We thus showed that chemical information
was accessible long after the characteristic time scalek� 1

obs = 1=kA0 which makes our RD
approach ideal for the study of fast chemical reactions.

In order to have a better understanding of this observation, we studied in more de-
tail the dynamics of our RD model. Two asymptotic regimes were highlighted separated
by well characterized transition times. At early times, a reaction-controlled takes place
in which chemical information is accessible. At large times, a di�usion-controlled regime
takes place in which chemical information is not accessible anymore. As a result, mea-
suring reaction rate constants with our RD approach looks like a race against the clock.
However, the time over which chemical information is accessible was shown to vary greatly
with the ratio of the initial concentrations �̂ = B0=A0 and to increase aŝ� is decreased.
The dynamics of the reaction front was indeed shown to leave its early time behaviour on
a time scalet? � 1=kA0, and to enter its large times behaviour on a time scalet �̂ which
increase with the excess of one reagent compared to the other. Chemical information is
therefore accessible up tôt �̂ .

Lastly, we compared our theoretical predictions for the distribution of B to experi-
ments performed in equimolar proportions. Both the reaction-controlled and the di�usion-
controlled regimes were monitored in a single experiment by an adapted choice of the initial
concentrations of the reagents. A good agreement between the experiments and the theory
was found for both the local distributionB(x; t ) and the space-averaged concentrationB(t).

The two conclusions of this chapter are the following:

� Keeping the reagents initially separated yields a large time regime in which product
formation is solely driven by di�usion. Reaction rates cannot be measured once the
di�usion-controlled regime is onset.

� The transition to the di�usion-controlled regime can be delayed by working with an
excess of one reagent.



Nomenclature of Chapter 3

N.B. Dimensionless quantities wear a hat

Dimensional quantities

x, t Space and time coordinates

A, B , C Concentrations of A, B and C

A0, B0 Initial concentrations of A and B

B exp, B sim Experimental and simulated concentrations of B

B Space-averaged concentration of B

B
exp

, B
sim

Experimental and simulated space-averaged concentrations of B

DA , DB , DC Di�usion coe�cients of A, B and C

D Di�usion coe�cient of A, B and C in the case of equally di�using species

k, kobs, � kobs Reaction rate constant, observed rate and con�dence interval onkobs

l Size of the domaini.e. Droplet diameter

t1=2 Half-life of the reaction in a well-mixed reactor

t? Transition time from the reaction-controlled to the mixed regime

t �̂ Transition time from the mixed to the di�usion-controlled regime

Dimensionless quantities

x̂, t̂ Space and time coordinates

�̂ Self-similar coordinate adapted to the di�usive layer

�̂ Self-similar coordinate adapted to the large times reaction zone

â, b̂, ĉ Dimensionless concentration of A, B and C
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â0, b̂0, ĉ0 Early times solutions ofâ, b̂ and ĉ at O(t̂0)

â1, b̂1, ĉ1 Early times solutions ofâ, b̂ and ĉ at O(t̂1)

^aout , b̂out , ĉout Large times outer solutions of ^a, b̂ and ĉ

âin , b̂ in Large times inner solutions of ^a and b̂

t̂? Transition time from the reaction-controlled to the mixed regime

t̂ �̂ Transition time from the mixed to the di�usion-controlled regime

Ŵd Width of the depletion zone in the large times limit

r̂ Dimensionless reaction rate

x̂ f , ŵf , ĥf Position, width and height of the reaction rate ^r

^� f Self-similar coordinate associated to ^x f

�̂ Concentration ratio

Da Damk•ohler number

û â � b̂

H Heaviside function



Chapter 4

Enzymatic reactions

In this last chapter, we turn our attention to the study of enzymatic reactions in our
merging chamber. Enzymes are the catalysts of the biological processes taking place in
cells. As a result, enzyme catalyzed reactions can generally be thought as the conversion
of a substrate S in a product P in the presence of an enzyme E:

S E�! P (4.1)

Like any other catalyst, enzymes bring the reaction catalyzed to its equilibrium posi-
tion more quickly than would occur otherwise. The rate enhancement is then given by the
turnover number kcat which corresponds to the number of substrate molecules an enzyme
molecule can catalyze per unit time. Nonetheless, enzymes are not only remarkable for
the increase in reaction rate they achieve, but also for their high degree of speci�ty toward
certain substrates. As a result, enzymes can selectively convert a given substrate from a
heterogeneous population of substrates. This selective conversion (4.1) plays a major role
in cell regulation, and hence takes place on a very large range of time scales depending on
the actual task to be performed, thereby setting di�erent paces in the cell machinery. Con-
sequently,kcat varies on many orders of magnitude, from 10� 5 s� 1 for molecular switches
up to 107 s� 1 for metabolic enzymes as shown on Fig. 4.1.

The complete measurement and description of all time-dependent properties of enzymes
then requires instruments and techniques that have a variety of recording speeds and
sensitivities. Amongst these, classic examples include microtiter plates for slow kinetics
with time scales above 1 s, and stopped- or quenched-ow devices for fast kinetics with time
scales below 1 s down to a few ms. More recently, droplet microuidics has emerged as a
powerful tool to measure both slow and fast kinetics using the same device while achieving
drastic savings of reagents. Ismagilovet al. have measured single turnover kinetics of
RNase by owing droplets containing the reacting mixture down a winding channel [133].
Turnover numbers between 1 and 1000 s� 1 were resolved by adjusting the ow rate of
the carrier uid and the channel geometry, while di�erent substrate concentrations could
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be tested by adjusting the ow rates ratio of the enzyme and substrate solutions. This
approach was further con�rmed with the study of rapid binding kinetics of stepravin and
biotin [134], and the kinetics of alkaline phosphatase [135] and luciferase [136]. On the
other hand, Wheeleret al. used a digital microuidic platform that allows much more
conditions to be tested on chip in parallel [137]. In Wheeler's device, droplets are actuated
using dielectric forces which allows droplets from many di�erent sources to be combined
on a single chip, but limited kinetics to be monitored as droplets have to be mixed before
the reaction can be monitored.

Figure 4.1: Turnover number of three classes of enzymes. Molecular switches are used in
the cell signaling system. Their slow rate allows the chemical signal to remain long enough
in the cell for it to be transmitted. Restriction enzymes are in charge of detecting foreign
DNA in cells that must be cut. Therefore they require a very high speci�city which is
achieve by greater slowness. Metabolic enzymes ensure the cell survival by ensuring the
cell nutrient uptake and the cell fast response to changes in its environment. They have
to be rapid to overcome fast aggretions such as UV light. From Trautet al. [138].

The current challenge of droplet based platforms for enzyme kinetics is thus twofolds:
(i) Push the time resolution below the millisecond, and (ii) provide a simple microuidic
tool to combine many reagents in parallel. Our approach has great promises in these re-
gards as the droplet handling technique on which it relies is highly parallelizable, while the
droplet fusion technique at play has no ow induced dead time.

In this chapter, we study both fast and slow enzyme kinetics using our merging device.
We start by presenting Michaelis-Menten theory in section 4.1. Slow reactions are then
performed in droplets using our parallelized chip, and analyzed using Michaelis-Menten
theory in section 4.2. On the other hand, fast reactions must be analyzed with a RD model
when held in our merging chamber. In section 4.3, we study the di�erent regimes arising
in a one dimensional RD problem with the reagents kept initially separated and following
a Michaelis-Menten like reaction scheme. This yields a model to study the steady state
kinetics of fast enzymatic reactions in RD. Finally, we compare our model to experiments
held in a coow microchannel in section 4.4, and in droplets using our device in section 4.5.
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4.1 Michaelis-Menten theory

Michaelis-Menten theory is the gold standard to analyze enzymatic assays routinely per-
formed in microtiter plates. It predicts the initial linear increase in product usually ob-
served and allows us to characterize both the enzyme activity and a�nity toward a given
substrate. Hereafter we describe the di�erent assumptions under which Michaelis-Menten
theory applies and use it in the case of competitive inhibition.

4.1.1 Evidence for the existence of an intermediate complex

As catalysts, enzymes are not altered through the chemical reaction at play, and hence
must somehow bind the substrate, and unbind the product in a subsequent step. As a
result, enzyme-catalyzed reactions cannot proceed in one single step as suggested by the
overall conversion (4.1), but rather in two successive steps: (i) Tthe enzyme and the sub-
strate bind covalently to form an intermediate complex ES, which (ii) degrades into the
product P and the free enzyme E. The overall conversion of S into P can thus be written as:

E + S $ ES $ E + P (4.2)

At the molecular level, the formation of an intermediate complex is key in the un-
derstanding of enzyme speci�city toward certain substrates. Indeed, enzymes are large
protein, with molar weights of few hundreds of kDa, which process much smaller sub-
strate molecules, with molar weights of few hundreds of Da. As proteins, enzymes also
have a 3D structure which greatly de�nes their function [139]. This was �rst postulated
by Fischer [140] who suggested alock and key mechanismto explain enzyme speci�city
as depicted on Fig. 4.2. Fisher's idea is that enzymes possess small active regions that
are complementary in shape, size and chemical nature to certain molecules. As a result,
only these molecules can �t into the enzyme active pockets in order to react. An enzyme-
substrate intermediate complex has thus to form for the reaction to take place as shown
on Fig. 4.2.

Figure 4.2: Fischer'slock and key mechanism. The enzyme has a 3D geometry with
localized active sites which allows it to bind to complementary substrate molecules only.
From Dawson [141].
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On the kinetic side, experiments show that the rate of enzyme-catalyzed reactions de-
parts from a standard second order rate law, generally valid for bimolecular reactions,
and saturates at large substrate concentrations. In the one step conversion scenario (4.1),
the enzyme is always in its unbound active state E. As a result, the corresponding rate
keeps on increasing with the substrate concentration as the likelihood of enzyme/substrate
collisions is increased with a larger substrate concentration. In the two steps conversion
scenario (4.2), the enzyme divides up between an unbound active state E and a bound
inactive state ES. As the substrate concentration is increased, most enzyme molecules end
up in the bound inactive state as the speed of the enzyme/substrate binding step over-
comes the speed of the intermediate complex degradation. As a result, the initial enzyme
concentration becomes the limiting factor, and adding more substrate molecules does not
increase the reaction rate anymore. A two steps reaction scheme is therefore required to
take the reaction rate saturation at large substrate concentrations into account.

4.1.2 Model for product formation

Based on the reaction scheme (4.2), Michaelis and Menten [142], followed by Briggs and
Haldane [143], derived a model for the product formation under several key assumptions:

1. The limiting step of an enzyme catalyzed reaction is the break down of the inter-
mediate complex. Focusing on the �rst instant of the chemical reaction, they thus
neglected the back reaction of the second step, so that the reaction scheme simpli�es
into:

E + S
kon

�
ko�

ES kcat! E + P (4.3)

with kon, ko� and kcat the rate constants of the each unit step.

2. The enzyme does not inactivate over time. The initial amount of enzyme [E]0 thus
divides up between the amount of free enzyme [E] and the amount of bound enzyme
[ES] at all times:

[E]0 = [ E] + [ ES] (4.4)

3. After a small induction time, the distribution of the enzyme between its free and
bound states is stationary: Both the amount of free enzyme [E] and bound enzyme
[ES] are constant over time. We say that intermediate is stationary, or has reached
a steady-state. As a result, the speed at which the intermediate formskon [E ] [S]
must balance the speed at which it breaks down (ko� + kcat) [ES] to yield an overall
constant concentration of intermediate. As a result:

[E ] [S] = K M [ES] with K M =
ko� + kcat

kon
(4.5)
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4. Lastly, they considered the case of S being initially placed in excess compared to E:
[S]0 � [E ]0. Hence, the substrate concentration does not signi�cantly change in the
�rst instants of the reaction:

[S] (t) � [S]0 (4.6)

Then, the reaction scheme (4.3) yields the initial increase in product P via the mass balance
d[P] =dt = kcat [ES] which integrates into:

[P] � V0 t with V0 = kcat [E ]0
[S]0

K M + [ S]0
(4.7)

This model equation (4.7) for product formation is the gold standard of enzyme ki-
netics as it accurately catches the saturation of the reaction speedV0 at high substrate
concentrations. As shown on Fig. 4.3, it yields two parameters to characterize enzymes:
(i) The Michaelis constant K M and (ii) the turnover number kcat .

Measuring K M and kcat is the �rst step of the characterization of an enzyme. The
Michaelis-Menten constant is the substrate concentration (in M) at whichV0 reaches half
its maximum value. The relation [E] [S] = K M [ES] also shows thatS0=KM � [ES] =[E].
As a result, the enzyme is mostly unbound when [S]0 � K M , and mostly bound to the
substrate when [S]0 � K M , which shows thatK M is also a measure of the enzyme a�nity
toward a given substrate: The lower theK M , the higher the a�nity. On the other hand,
the turnover number is a rate (in s� 1), corresponding to the number of substrate molecules
an enzyme molecule can process per unit time. A typical measurement ofK M and kcat thus
consists of measuringV0 at �xed enzyme concentration [E]0 for varying initial substrate
concentrations [S]0 which yields a sigmoid curve as shown on Fig. 4.3 from whichK M and
kcat are extracted.

Figure 4.3: Theoretical sigmoid curve forV0=[E]0 against [S]0 on which kcat and K M can
be graphically extracted.

The strength of this model lies on its simplicity and the large time window over which
it applies. On the down side, this model does not yield each unit ratekon, ko� and kcat , but
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only K M and kcat . As a result, the actual enzyme/substrate binding constantK D = ko� =kon

cannot be obtained via this model.

The key assumption underlying this model is the steady-state of the intermediate com-
plex: [E ] [S] = K M [ES]. Hereafter, we solve numerically a more general model based on
the mass balance equations for each species E, S, I and P in order to test the limits of this
assumption and quantify the time window over which it applies.

4.1.3 The steady state assumption

A more general model can be derived using a mass balance for each species E, S, I and P:

d [E]
dt

= � kon [E ] [S] + ko� [ES] + kcat [ES] with [E] (0) = [ E]0 (4.8a)

d [S]
dt

= � kon [E ] [S] + ko� [ES] with [S] (0) = [ S]0 (4.8b)

d [ES]
dt

= + kon [E ] [S] � ko� [ES] � kcat [ES] with [ES] (0) = 0 (4.8c)

d [P]
dt

= + kcat [ES] with [P] (0) = 0 (4.8d)

This model (4.8a)-(4.8d) is readily solved using Matlab for representative values of the
rate constants and the initial concentrations given by Ristenpartet al. [144] in the case of
luciferase. These values are shown on Table 4.1.

[E ]0 (� M) [S]0 (mM) kon (M � 1s� 1) ko� (s� 1) kcat (s� 1)
1 10 104 1 10

Table 4.1: Values of the di�erent parameters used to solve the set of equations (4.8a)-(4.8d).
From Ristenpart et al. [144].

The resulting concentrations are shown on Fig. 4.4 a). When plotted on a log-log
scale, as shown on Fig. 4.4 b), the time window over which the intermediate complex
concentration is constant appears to be bounded by two well de�ned time scalestM and
t?. These two time scales have been extensively studied by Segelet al. [145, 146] and yield
a necessary condition for the simpli�ed model of Michaelis and Menten to hold true.
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Figure 4.4: Time courses of the di�erent species obtained by solving numerically the equa-
tions (4.8a)-(4.8d) with the input values shown on Table 4.1. a) Lin-lin-scale. b) Log-log
scale, two time scalestM and t? de�ning the time window over which the increase in product
is linear with time. Solid black line: Michaelis-Menten model [P] (t) = V0t.

The �rst (or fast) time scale tM corresponds to the time required by the intermediate
complex [ES] to reach its steady-state. In the case where [S]0 � [E ]0, the substrate is
roughly constant [S] � [S]0, so that the mass balance of the intermediate (4.8b) simpli�es
into:

for t � tM :
d [ES]

dt
� kon [E ]0 [S]0 � (kon [S]0 + ko� + kcat) [ES]

) [ES] (t) �
[E ]0 [S]0

K M + [ S]0

�
1 � e� kon ([S]0+ K M )t

�
(4.9)

with the enzyme concentration having been written as [E] = [ E]0 � [ES]. Hence we have:

tM =
1

kon ([S]0 + K M )
�

1
kon [S]0

(4.10)

The second (or slow) time scalet? corresponds to the time at which the substrate has been
signi�cantly depleted. Once the steady state is reachedt � tM , the conservation of the
substrate (4.8b) reads as:

for tM � t :
d [S]
dt

� � kcat
[E ]0 [S]

K M + [ S]
(4.11)

Hence the slow time scale is given by:

t? =
K M + [ S]0
kcat [E ]0

�
[S]0

kcat [E ]0
(4.12)
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Our two estimates oftM and t? are marked with dashed lines on Fig. 4.4 b) where one can
see that they bound accurately the time window in which the intermediate is constant.
These two time scales also yield a simple criterion for the Michaelis-Menten model (4.7) to
apply: The fast time scaletM has to be smaller than the slow time scalet?. This yields:

tM � t? )
kcat

kon (K M + [ S]0)
[E ]0

K M + [ S]0
� 1 (4.13)

This criterion is met when [S]0 � [E ]0. When the ratio [E]0 =[S]0 gets closer to one, or
even much smaller than one, the intermediate does not reach the steady state and tends
to the limit case of single turnover kinetics [23] which we will not treat here. As a result:

In a well-mixed reactor with[S]0 � [E ]0, the intermediate complex ES is said to be
stationary, or in steady state, when it forms as fast as it degrades. This takes place
after an induction time tM � 1=kon[S]0. Then:

[E](t)[S](t) = K M [ES](t) for all t betweent � tM

On the other hand, the assumption[S] � [S]0 fails after a time t? � [S]0=kcat [E ]0.
Hence:

[P](t) =
[E]0[S]0

K M + [ S]0
t for all t betweentM and t?

4.1.4 Competitive inhibition

Once an enzyme is characterized by having measured itsK M and kcat using the Michaelis-
Menten model, a common interest lies in studying species that promote or inhibit its
catalytic activity. The inhibition of enzymes is indeed of prime importance for drug dis-
covery. Many drugs are in fact enzyme inhibitors, and thus heal patients by preventing
an enzymatic reaction from taking place. There are di�erent ways for a drug to inhibit
an enzyme activity. Here we present a competitive mechanism where both the substrate
S and the drug I bind the same active site on the enzyme. Inhibition occurs when the
enzyme E mostly binds the drug which can be summarized by:

EI
K I

� E + S + I
kon

�
ko�

ES kcat! E + P (4.14)

whereK I is the equilibrium constant between the enzyme and the enzyme-inhibitor com-
plex.

The total amount of enzyme [E]0 thus divides up between the amount of free enzyme
[E], the amount of enzyme-substrate complex [ES] and the amount of enzyme-inhibitor
complex [EI ]:

[ES]0 = [ E] + [ ES] + [ EI ] (4.15)
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which yields under the assumptions of the Michaelis-Menten model:

V0 = kcat [E ]0
[S]0

K M (1 + [I ]0
K I

) + [ S]0
(4.16)

with [ I ]0 the initial amount of inhibitor. Thus, inhibition results in an increase in K M ,
which is a signature of a lowered a�nity of the enzyme for the substrate. Measurements of
K I are thus performed as dose response assays ofK M to increasing amounts of inhibitor.

In the next section we apply both steady state and enzyme inhibition kinetics to ex-
periments held in well-mixed droplets.

4.2 Experiments in droplets: On-chip Michaelis-Menten
and inhibition kinetics

In this section we aim at replicating on chip standard enzyme assays routinely performed
with microtiter plates. To this end, we used our parallelized chip to test six di�erent
conditions in parallel on the same chip.

4.2.1 Well-mixed assays using our parallelized chip

We have chosen to study the hydrolysis of 4-nitrophenyl� -D-glucopyranoside catalyzed by
� -D-glucosidase from sweet almond as it has been recently studied in droplets by Gielenet
al. [75] which gives us a reference. We have thus performed two assays using our parallelized
chip: (i) Measurement of the steady state parametersK M and kcat and (ii) Measurement
of the inhibition constant K I of � -D-glucopyranoside in the presence of 1-deoxynojirimycin
hydrochloride (denoted I).

Each assay consists in measuring the dose response of the initial rate of the reaction
with increasing concentrations of either the substrate or the inhibitor. To measureK M

and kcat , six droplets of increasing [S]0 were �rst produced from six di�erent inlets. Then,
droplet at a �xed enzyme concentration [E]0 were produced and pushed to the remaining
empty traps using an outer ow of oil. This outer ow was kept on to mix the droplets
once they have been merged within a few seconds. After a few minutes a clear di�erence
between the drops was observable as shown on Fig. 4.5 a). Similar procedure was followed
to measureK I . Instead of increasing the initial substrate concentration, [S]0 was kept
constant and [I ]0 was increased. Here again, a clear di�erence between the drops was
observable after a few minutes as shown on Fig. 4.5 b). The resulting gradients obtained
in each case are in opposite direction as shown on Fig. 4.5: While an increase in [S]0 yields
larger reaction rates, an increase in [I ]0 yields lower reaction rates.
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Figure 4.5: Parallelized chip in two di�erent well-mixed assays. The bu�er is PBS at pH
= 7.4 and the initial enzyme concentration is [E]0 = 5 � M in both cases. a) Steady-state
kinetics. The substrate concentration increased from left to right [S]0 = 1, 3, 7, 13, 23 and
31 mM. b) Inhibition kinetics. The substrate concentration is �xed [S]0 = 23 mM and the
inhibitor concentration is increased from left to right [I ]0 = 0, 90, 250, 750 and 1500 nM.
These are the concentrations once the droplets are merged and mixed. Stock solution are
thus twice as concentrated. The black box inside the drops correspond to the windows in
which gray levels were read. Scale bars are 500� m.

4.2.2 Determination of K M and kcat

Droplets of an enzyme solution at 10� M were paired with droplets of di�erent substrate
solutions at 2, 6, 14, 26, 46 and 62 mM. Once merged the initial concentrations in the
drops were therefore [E]0 = 5 � M and [S]0 = 1, 3, 7, 13, 23 and 31 mM. The increase
in absorbance was recorded for 10 min and this experiment was repeated three times in
a row. This increase is linear in time as shown on Fig. 4.6 a). We can thus extract the
slopeV0 of the traces we monitored which yields the sigmoid curve shown on Fig. 4.6 b)
when the di�erent slopes are plotted against the corresponding initial substrate concentra-
tions. Fitting the six experimental initial rates with (4.7) then yields K M = 9:3 � 3:1 mM
and kcat = 0:7 � 0:09 s� 1. These values are in good agreement with our reference mea-
surementsK M = 9:0 � 1:0 mM and kcat = 0.50� 0.02 s� 1 done in a plate reader (see
appendix A.2 for details), as well as with other measurements by Gielenet al. who ob-
tained K M = 11:4 � 2 mM and kcat = 0.9 � 0.2 s� 1.
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Figure 4.6: a) Time courses [P] (t) for six di�erent [ S]0. Solid lines: Best �ts with [P] (t) =
V0t. b) Initial slope of [P] (t) against the initial substrate concentration [S]. Solid line:
Best �t with V0=[E]0 = [ S]0 =(K M + [ S]0). The second point at [S]0 = 3 mM has been
ignored to get a better �t.

4.2.3 Determination of K I

In the second round of experiments, we aimed at measuringK I . Here again, droplets of an
enzyme solution at 10� M were produced and paired with droplets of di�erent solutions, all
at [S]0 = 46 mM, and containing an increasing amount of inhibitor [I ]0 = 0, 180, 500, 1500
and 3000 nM. The increase in absorbance was measured for 10 min and the experiment
repeated three times. The resulting time courses are linearly increasing with time as shown
on Fig. 4.7 a) and we can measure their initial slopeV0. Then, we can extractK I by �tting
the normalized reaction ratesV0=Vmax

0 against the initial inhibitor concentration [I ]0 via
the Cheng-Pruso� relation [147]:

V0

V max
0

=
1

1 + [I ]0
IC50

with IC50 =
�

1 +
[S]0
K M

�
K I (4.17)

Our �t is shown on Fig. 4.7 b). It yields IC50 = 182� 58 nM andK I =51 � 16 nM while our
reference measurement in the plate reader yields IC50 = 238� 13 nM andK I =67 � 4 nM
(see appendix A.2 for details). Besides, Gielenet al. have found IC50 = 108� 40 � M and
K I =36 � 13 nM.
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Figure 4.7: a) Time courses [P] (t) for six di�erent [ I ]0. Solid lines: Best �ts with [P] (t) =
V0t. b) Normalized initial velocity against the initial inhibitor concentration. Solid line:
Best �t with V0=Vmax

0 = 1=(1 + [ I ]0 =IC50).

4.2.4 Perspectives

The 2D format of our parallelized chip allows us to test many di�erent conditions on a
single chip, and thereby to mimic the microtiter plate format. Our chip currently achieves
six di�erent conditions only, which is not enough to yield very good estimates ofK M , kcat

and K I .

Indeed, precise measurements of these parameters requires more points on the rate
dose response curve. For instance, for steady state kinetics, the rule of thumb is that the
substrate concentration should vary from 0.2K M up to 5 K M , with three measurement
points per K M . To be achieved soundly on chip, this requires dilution of the substrate to
be performed on chip.

4.3 Reaction-di�usion with initially separated reagents

We now turn our attention to the study of fast enzymatic reactions in our device. For such
reactions, the reaction starts just after the droplet fusion. Therefore, the di�usion of the
reagents toward each other must be taken into account in the product formation dynamics.
Hereafter we derive a one dimensional RD model with Michaelis-Menten kinetics:

E + S
kon

�
ko�

I kcat! E + P (4.18)
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where the concentration of the species E, S, I and P are denotedE, S, I and P respectively.
In addition, we focus on the practical case where the initial amount of substrateS0 is much
larger than the initial amount of enzymeE0:

S0 � E0 in all this section

IMPORTANT NOTE We make a change of notation for simplicity. Concentrations
are not between brackets anymore, but simply in italic. The intermediate complex is de-
noted I and not ES anymore.

We start by formulating a one dimensional RD problem with initially separated reagents.
Then we discuss the steady state approximation when the reagents are not well mixed.
This allows us to distinguish di�erent asymptotic regimes in which we can simplify our
RD problem: (i) The pre-steady-state regime, (ii) the steady state regime and (iii) the
di�usion-controlled regime. We choose to focus on the steady state regime and derive an
analytical solution for the product concentration in this case. Finally, we validate our
analytical solution by comparing it to direct numerical simulations.

4.3.1 Problem formulation

We consider the experiment shown on Fig. 4.8. A droplet containing an enzyme solution
at a concentration E0 is merged with another droplet containing a substrate solution at
a concentration S0. These droplets are treated as two 1D reservoirs of fresh reagents.
At t = 0 s, a laser pulse merges the droplets and a reaction following the Michaelis-
Menten scheme (4.18) takes place at the interface separating the fresh reagents as shown
on Fig. 4.8 b) to d).

Figure 4.8: Test experiment with the hydrolysis of 4-nitrophenyl phosphate catalyzed by
alkaline phosphatase from bovine intestinal mucosa. The product 4-nitrophenol is observed
by absorption at 405 nm. The enzyme concentration is 16� M, the substrate concentration
is 20 mM, the bu�er is at pH = 8 with 100 mM Tris and 500 mM NaCl.

Conservation laws

As enzymes have molar weights in the kDa range while substrates have molar weights in
the Da range, E and S molecules have very di�erent sizes. As a result, the substrate will
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not change the enzyme size when it binds to it, and we expect the intermediate complex
to have the same size as the free enzyme E. On the other hand, the product P is expected
to have a size close to that of the substrate S. Then, the Stokes-Einstein equation [119]
allows us to divide the species E, S, I and P in two groups of similar di�usion coe�cients,
the small molecules S and P having a di�usion coe�cientDSP , and the large molecules E
and I having a di�usion coe�cient DEI .

Thus, the conservation equations for the species E, S, I and P take the form of di�usion
equations coupled by three chemical source terms:

@E
@t

= DEI
@2E
@x2

� konES + ko� I + kcat I (4.19a)

@S
@t

= DSP
@2S
@x2

� konES + ko� I (4.19b)

@I
@t

= DEI
@2I
@x2

+ konES � ko� I � kcat I (4.19c)

@P
@t

= DSP
@2P
@x2

+ kcat I (4.19d)

Initial conditions

We note the Heaviside functionĤ . We model the initial concentrations of E and S by two
touching Heaviside functions, while the intermediate I and the product P are not formed
initially. Thus, the initial conditions on E, S, I and P read as:

E = E0 Ĥ (x � 0) S = S0 Ĥ (x � 0) I = 0 P = 0 (4.20)

Boundary conditions

Our domain is bounded by the interface of the daughter droplet, which is non-permeable.
As a result, we apply no-ux boundary conditions at the edges of the domainx = � l:

@E
@x

=
@S
@x

=
@I
@x

=
@P
@x

= 0 at x = � l (4.21)

4.3.2 The steady state assumption in RD

In section 4.1 we showed that in a well mixed reactor, the Michealis-Menten scheme (4.18)
with S0 � E0 yields a regime where the intermediate complex I forms as fast as it degrades,
thereby reaching a steady state de�ned by the equilibriumES = K M I . This regime was
also shown to apply after an induction timetM de�ned as:

tM =
1

konS0
(4.22)

In this regime, the model of Michaelis-Menten shows that the product formation depends
on K M and kcat only which are the two parameters usually measurable using microtiter
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plates, the individual unit rates kon and ko� being not measurable anymore when the equi-
librium ES = K M I is established.

A similar situation can take place locally at eachx position when the reagents are not
well mixed. Then, the intermediate I forms as fast as it degrades at eachx position leading
to a local relation between the concentrations of E, S and I. Consequently, the steady state
assumption in our reaction-di�usion problem reads as follows.

In RD, we say that the intermediate complex is stationary, or in steady state, when
it forms as fast as it degrades at eachx position, leading to the local equilibrium
relation:

E(x; t )S(x; t ) = K M I (x; t ) for all x and t

The local equilibrium ES = K M I is e�ectively found to establish using DNS of the
general RD problem (4.19a)-(4.19d) with the representative values of the input parameters
suggested by Ristenpartet al. [144]. These values are shown in Table 4.2.

E0 (� M) S0 (mM) kon (M � 1s� 1) ko� (s� 1) kcat (s� 1) DEI (m2/s) DSP (m2/s)
1 10 104 1 10 10� 10 10� 9

Table 4.2: Values of the di�erent parameters used to solve the set of equations (4.19a)-
(4.19d). From Ristenpart et al. [144].

As shown on Fig. 4.9, the distributions of bothES and K M I have a bell shape with
non zero values where the distributions ofE and S overlap. At early times (t from tM =4
up to 10tM ), the intermediate formation ES overcomes the intermediate break downK M I
at every x positions (Fig. 4.9 a) to e)). At larger times (t from 50tM up to 500tM ), the
intermediate complex I gets uniformly stationary as the distributions ofES and K M I co-
incide everywhere (Fig. 4.9 e) to h)).
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Figure 4.9: Pro�les of E, S, ES and K M I obtained numerically with the values of the
input parameters shown on Table 4.2. The characteristic timetM is 1=konS0.

Two di�erent phases are thus to be taken into account in the dynamics of the interme-
diate complex distribution I (x; t ):

� At early times, the intermediate formation speedkonES overcomes the intermediate
speed of break down (ko� + kcat)I . Hence the main balance driving the evolution of
the amplitude of I (x; t ) is @I=@t= konES which yields the scalingI � konE0S0t.
This is the pre-steady state regime.

� At larger times, the intermediate gets stationary andES = K M I everywhere. This
equilibrium yields the new scalingI � E0S0=KM which shows that we expect the
amplitude of I (x; t ) to not vary with time in this regime. This is the steady-state
regime.

These two scaling laws on the amplitude ofI (x; t ) are also veri�ed numerically. The
amplitude of ES and K M I , denotedh+ and h� respectively, are de�ned on Fig. 4.10 a)
and plotted over time on Fig. 4.10 b). The amplitude ofK M I (in blue) �rst increases
linearly with time up to t � 50 tM where it saturates and coincides with the amplitude
of ES as expected by our scaling analysis. Conversely, the amplitude ofES is constant
in both the pre-steady and the steady state regimes, but changes value between the two
regimes. At very large times, the amplitude of bothES and K M I start decreasing. This is
the onset of the di�usion-controlled regime. Indeed, as the reagents are initially separated,
a di�usion-controlled regime must take place at very large time as discussed in the last
chapter and the product formation has to be eventually limited by the di�usive supplies
in fresh reagents. As the enzyme is not overall consumed by the chemical reaction, the
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Figure 4.10: a) De�nition of the amplitudes ofES (denoted h+ ) and K M I (denoted h� ).
b) Amplitudes h+ and h� over time. Dashed lines are the transition timestM and t?.

transition time t? from the reaction-controlled to the di�usion-controlled regime is set by
the time required to turnover the initial excess of substrate near the reaction front. This
takes place at most at the maximum reaction speedkcatE0 which yields the time required
to deplete signi�cantly the initial amount S0 of substrate:

t? =
S0

kcatE0
(4.23)

This estimate oft? corresponds e�ectively to the time at which the amplitudes of bothK M I
and ES start to decrease while keeping on coinciding as shown on Fig. 4.10 b). Hence, the
steady-state assumption remains valid in the di�usion-controlled regime.

As a result, we obtain a sequence of three di�erent regimes in the dynamics ofI (x; t )
separated by two time scalestM and t?. As shown on Fig. 4.11, these di�erent regimes
arise from the combination of the intermediate complex state, which can be stationary or
not, with the state of the reaction zone, which can be reaction- or di�usion controlled.
In addition, using the representative values proposed by Ristenpartet al. [144], we get
tM = 10 ms and t? = 1000 s. As a result, we expect to mostly observe the reaction-
controlled regime with the intermediate being stationary (labels Regime II on Fig. 4.11)
in our experimental 50 s long time window for observation. Hereafter, we thus focus on
Regime II and use the steady state approximation to derive a reduced RD model which
depends onK M and kcat only. The steady state approximation also allows us to derive an
analytical solution of this problem. As shown on Fig. 4.11, while the pre-steady state has
been studied by Ristenpartet al. [144], the regimes II and III have not been studied which
also motivates our investigation of the regime II.
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Figure 4.11: Three di�erent regimes in the time course of our RD system withS0 � E0

depending on the state of both the intermediate complex I and the reaction zone. These
regimes are separated by two times scaletM and t? that we have identi�ed.

4.3.3 Steady state kinetics in RD

Here we reduce the general four species problem (4.19a)-(4.19d) onE, S, I and P to a
two species problem onS and P which depends onK M and kcat only. To this end, we
revisit two assumptions of the Michaelis-Menten model in our RD framework: (i) The
global conservation of the enzyme and (ii) the steady state assumption.

Global enzyme conservation

The enzyme being globally not consumed by the chemical reaction, its total amount is
conserved over time. As a result, the initial amount of enzyme divides up between its free
state E and its bond state I. This distribution must hold true at everyx positions which
yields:

E(x; t ) + I (x; t ) = E tot (x; t ) for all x and t (4.24)

In addition, as we assume that E and I have the same di�usion coe�cientDEI , the
enzyme global conservation (4.19a)+(4.19c) yields:

@Etot

@t
= DEI

@2E tot

@x2
(4.25)

which readily integrates into:

E tot (x; t ) =
E0

2
erfc

�
�

x
p

4DEI t

�
(4.26)

As a result, we know exactlyE tot which allows us to simplify the general four species
problem (4.19a)-(4.19d) to a three species problem on S, P and E.
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Reduced RD model

When the intermediate is stationary, we can combine the relationsES = K M I and E tot =
E + I to yield the intermediate complex concentration:

I (x; t ) =
E tot (x; t )S(x; t )
K M + S(x; t )

for all x and t (4.27)

Then, the four species problem (4.19a)-(4.19d) reduces to a two species problem onS and
P:

@S
@t

= DSP
@2S
@x2

� kcat
E tot S

K M + S
(4.28a)

@P
@t

= DSP
@2P
@x2

+ kcat
E tot S

K M + S
(4.28b)

This simpli�ed version of our RD model is readily solved with Matlab which allows us to
compare our reduced RD model (4.28a)-(4.28b) to the full model (4.19a)-(4.19d).

Comparison of the reduced and the full model

We �rst looked at the product pro�les P(x; t ) obtained by each model. As shown on
Fig. 4.12, the reduced model overestimates the actual product concentration at early time
up t � 50 tM at which point the reduced and the full model yield similar product pro�les.

Figure 4.12: Product pro�les P(x; t ) at di�erent time points obtained with the reduced
(black) and the full (red) RD models.

We con�rm this �rst observation by measuring at each time point the amplitudehp,
the width wp and the position xp of the product distribution as sketched on Fig. 4.13 a).
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Here again, the di�erent characteristics of the product pro�le coincide fort � tM .

As shown on Fig. 4.13 b), the product amplitudehp predicted by the full model passes
from a t2 behaviour beforetM to a t1 behaviour after tM . This change of dynamics can be
explained by the change of dynamics thatI (x; t ) encounters overtM . Indeed, as I degrades
into P, changes in the dynamics ofI (x; t ) induces changes in the dynamics ofP(x; t ). The
relation @P=@t� kcat I then yields P � kcat It which relates the scalings of the amplitude
of I (x; t ) to the scaling of the amplitude ofP(x; t ). As a result:

� For t � tM , the intermediate is not stationary and we know that the amplitude of
I (x; t ) scales likekonE0S0t. Hence we expecthp � kcatkonESt2.

� For tM � t � t?, we know that the amplitude of I (x; t ) scales likeE0S0=KM . Hence
we expecthp � E0S0t=K M .

On the other hand, the product amplitude obtained with the reduced model does not ex-
hibit any change of dynamics overtM and keeps on increasing linearly with time. Thist1

behaviour of the product amplitude is therefore a signature of the steady state regime.

Besides, as shown on Fig. 4.13 c) the widthwp of the product distribution P(x; t ) is
found to be the same using both models. It increases ast1=2 and does not change behaviour
over tM and t? which suggests thatwp is mostly driven by di�usion. Finally, the product
position, de�ned as the location whereP(x; t ) is maximum, is also found to increase ast1=2

as shown on Fig. 4.13 d). A sharp change in the dynamics ofxp is observed att?. This is
becausexp changes direction. Fort � t?, the product position moves toward the enzyme
rich side with the excess of substrate di�usively entering the enzyme rich region. At larger
times t � t?, the substrate is depleted around the reaction front so that the reaction front
starts to move toward the substrate rich region. As a result, the product position displaces
toward the substrate rich side of the domain in the large times limit.

Figure 4.13: a) Sketch of the product distribution with the di�erent characteristichp, wp

and xp begin graphically de�ned. b) Product amplitudehp over time. c) Product width
wp over time. d) Product position xp over time.
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Amongst the three characteristicshp, wp and xp, the product amplitude seems the more
promissing when aiming at measuringK M and kcat . Hereafter, we focus onhp and derive
a model for it in the steady state regime.

4.3.4 Self-similar solution in the steady state regime

In order to derive an analytical solution for the product amplitudehp, we need to ap-
proximate the source termkcat I in the product conservation law. To this end, we use the
steady state approximation and the initial conditionS0 � E0. Then, we look forP(x; t )
as a self-similar function of the variable ^� = x=

p
4DSP t which yields a model forhp which

depends onK M and kcat only.

Substrate pro�les

The assumptionS0 � E0 allows us to consider that the substrate is not much a�ected by
the chemical reaction for timet � t? which transforms the substrate conservation equation
(4.19b) into:

@S
@t

= DSP
@2S
@x2

(4.29)

The equation (4.29) again readily integrates into:

S(x; t ) =
S0

2
erfc

�
x

p
4DSP t

�
(4.30)

As a result, we can use the substrate pro�le (4.30) instead of solving numerically of for
S(x; t ) which transforms the two species problem (4.28a)-(4.28b) into a problem onP(x; t )
only.

Self-similar solution in the steady state regime

In the steady state regime, we can now combine the relationsES = K M I and E + I = E tot

with our analytical estimate of S(x; t ) to yield:

I (x; t ) =
E0

2

erfc
�

� xp
4D EI t

�
erfc

�
xp

4D SP t

�

2K M
S0

+ erfc
�

xp
4D SP t

� (4.31)

Consequently, we obtain the source term in the product conservation equation (4.19d).
This source term is a function of the self-similar variable ^� = x=

p
DSP t which invites us

to look for P(x; t ) as a function ^� . In addition, we showed in the last subsection that the
product amplitude is linear for tM � t � t?. Hence, in this period of time, we can look
for P(x; t ) in the form:

P(x; t ) = kcatE0 t p̂(�̂ ) (4.32)
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Injecting (4.32) into (4.19d) then yields an equation for ^p(�̂ ):

p̂00 + 2 �̂ p̂0 � 4 p̂ + 2
erfc

�
� �̂= �̂ 1=2

�
erfc (�̂ )

2k̂ + erfc ( �̂ )
= 0 (4.33)

where two new parameterŝk arise:

�̂ =
DEI

DSP
and k̂ =

K M

S0
(4.34)

The equation (4.33) onp̂(�̂ ) can be solved numerically using Broyden's method. This yields
a bell shape function with a maximum value denoted ^pm which is a function of both ^� and
k̂. As a result, we obtain a model for the amplitudehp(t) of P(x; t ) in the steady state
regime which is very similar to the well-mixed model of Micahelis and Menten:

hp(t) = V RD
0 t with V RD

0 = kcatE0 p̂m (�̂; k̂) (4.35)

The variations of p̂m with 1=k̂ = S0=KM are shown on Fig. 4.14 a). Similarly to the
well-mixed Michaelis-Menten model, the reaction speed increases linearly withS0 when
S0 � K M and saturates whenS0 � K M . Nonetheless, in practice, enzymatic assays are
usually performed forS0 around K M and as shown Fig. 4.14 a), ^pm does not have a simple
scaling whenS0 � K M which prevents us from further simpli�cation of p̂m . As a result,
when aiming at �tting experimental data with this model for hp, we will have to solve
numerically for di�erent values of k̂ (�̂ being �xed) in order to �nd K M . The variations of
p̂m with �̂ = DEI =DSP are shown on Fig. 4.14 b) where we see that the magnitude of ^pm

is much less a�ected by the variations of ^� than it is by the variations of k̂.

Figure 4.14: a) Variations ofp̂m with 1=k̂, �̂ being �xed at 0.1 according to the values
suggested by Ristenpartet al. [144]. b) Variations ofp̂m with �̂ , k̂ being �xed at 1.

Comparison to DNS

In order to validate our model for hp(t), we compare our predictions for the amplitude
hp(t) and the normalized shape ^p(�̂ )=p̂m of the product distribution P(x; t ) using both
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the self-similar solution and the full RD model. The corresponding amplitude and shape
functions are shown on Fig. 4.15. The amplitudehp obtained with our self-similar model
corresponds to the solution of the full RD model fortM � t � t? as shown on Fig. 4.15 a).
On the other hand, there is a discrepancy in the product shape functions between the
DNS and the self-similar solution. There are two reasons for this discrepancy. First, we
overestimate the substrate concentration on the enzyme rich side by using the expression
(4.30). Second, we neglect the displacement of the frontxp in our self-similar function.
Looking for P(x; t ) as a function of (x � xp(t))=

p
4DSP t should yield a better agreement

between the product shape functions, but it requires a model forxp(t) to which we did not
have any attempt.

Figure 4.15: a) Product amplitudehp versus time. Red dots is the DNS obtained with the
input parameters of Table 4.2. The solid line is the corresponding solution ofhp = V RD

0 t.
b) Product shape function in the steady state regime. Red dots: Superposition of product
shapes obtained with the full RD model for 1s � t � 500s and plotted againstx=

p
4DSP t.

Black line: p̂(�̂ ) for the corresponding values of ^� and k̂.
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We can draw three conclusions from the work presented in this section:

(i) In RD, when S0 � E0, the product formation present a long reaction-controlled
regime with the intermediate being stationary. This regime last for times between
tM = 1=konS0 and t? = S0=kcatE0.

(ii) In this regime, the RD model reduces to:

@S
@t

= DSP
@2S
@x2

� kcat
E tot S

K M + S
@P
@t

= DSP
@2P
@x2

+ kcat
E tot S

K M + S

for all x and tM � t � t?. This allows us to measureK M and kcat .

(iii) We can also measure the amplitudehp(t) of P(x; t ) in order to measureK M

and kcat and use the following model forhp:

hp(t) = V RD
0 t with V RD

0 = kcatE0 p̂m (�̂; k̂)

4.4 Comparison with experiments in a T-channel

In this section, we study experimentally the steady state kinetics of an enzyme following
the Michaelis-Menten scheme (4.18) in reaction-di�usion. Before going into droplets, we
benchmark our RD model for steady state kinetics using a well described microuidic tech-
nique: The T or Y shaped microchannel. This technique has indeed been already used in
RD to study forward one step reactions [101, 130], immunoassays [148], equilibrated one
step reactions [131, 149], enzymatic reactions in pre-steady state [144], and interdi�usion
dynamics [150, 151].

Here we start by presenting the experimental setup and then we use two �tting protocols
to extract the steady state parametersK M and kcat . First we compare the concentration
maps of product obtained experimentally and numerically to yield measurements ofK M

and kcat . Second, we �t directly on the amplitude ofP(x; t ) and use our model forhp to
extract K M and kcat .

4.4.1 Experiments in a coow geometry

The experiment consists in owing two streams of reagents next to each other in a Y shaped
channel as shown on Fig. 4.16. Our channel is 2 cm long, 1.5 mm wide, and 185� m high.
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Hence there is a good separation of length scalesh � w � l which ensures that the
Hele-Shaw approximation holds true. As a result, we expect the velocity �eld to be along
the channel (y direction on Fig. 4.16), Poiseuille like along the height of the channel (z
direction on Fig. 4.16), and constant along the width of the channel a distanceh apart
from the side walls (x direction on Fig. 4.16). Besides, we choose to inject each species at
a rate Q = 0.5 � L/min which induces a mean velocityU = 60 � m/s in the test section
and which was found to yield well resolved concentration maps.

Figure 4.16: Channel geometry and ow �eld. In our geometryl = 2 cm, w = 1.5 mm and
h = 185 � m. This is a Hele-Shaw cell where the ow is Poiseuille like along thez direction
and nearly constant along thex and y directions.

We also choose to study the same reaction since in section 4.1 as it is well calibrated.
The reaction is the hydrolysis of 4-nitrophenyl� -D-glucopyranoside catalyzed by� -D-
glucosidase from sweet almond, which yields 4-nitrophenol that we observe by absorption
at 405 nm. A typical concentration map of 4-nitrophenol is shown on Fig. 4.17.

In section 4.1 we measuredK M = 9.3 � 3.1 mM and kcat = 0.7 � 0.09 s� 1 for this
reaction which allows us to choose the working concentrations of both the enzyme E and
the substrate S. Two rounds of experiments were done to vary both the substrate and the
enzyme concentrations. In the �rst round, the substrate concentration is kept constant at
S0 = 30 mM and the enzyme initial concentration is varied from 10 to 100� M. In the
second round of experiments, the enzyme concentration is �xed atE0 = 82 � M and the
substrate concentration is varied from 2 to 50 mM.

In addition, the relatively large channel heighth = 185 � m and a bandpass �lter
centered at 405� 2 nm allows us to detect as low as 0.1 mM of 4-nitrophenol (see ap-
pendix A.2 for calibration curves), which is far below the reactionK M , already measured
around 10 mM in section 4.1. On the other hand, the limit of solubility of the substrate
was found to be around 70 mM. As a result, this reaction is ideal to test our RD model as
it allows us to perform experiments on a wide range of substrate concentrations aroundK M .

The next step of our approach consists in �tting our experimental maps of 4-nitrophenol
(Fig. 4.17) with concentration maps from our RD model for steady state kinetics. Hereafter
we discuss the equivalence of our RD model and the advection-di�usion-reaction model
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Figure 4.17: Experimental maps of 4-nitrophenol obtained by owing a solution of� -D-
glucosidase at 82� M next to a solution of 4-nitrophenyl � -D-glucopyranoside at 50 mM.
The bu�er is PBS at pH = 7.4. The calibration curve to transform optical densities into
product concentrations in shown in appendix A.2.

conventionally used in coow microchannels.

4.4.2 From an advection-di�usion-reaction model to a RD model

As the reagents are owed next to each other in our channel geometry, they meet through
di�usion across the interface separating the two streams of reagents while being advected
down the channel by the mean ow. As a result, when an enzyme E is owed next to its
substrate S, the product P forms a triangular layer along the channel as shown on Fig. 4.17.
This stationary pattern can be modeled by a 2D reaction-advection-di�usion model of the
form:

~U:r P = DSP r 2P + R (4.37)

whereR is the source term for product formation.

This equation (4.37) is analogous to our RD model under several key assumptions:

� First, the ow must be along the y direction ~U = U ~ey which reduces the advection
term ~U:r P to U@P=@y. This a fair assumption owing to the good separation of
length scale of our channel geometryh � w � l .

� Second, we assume that the ow velocityU is constant and equal to the height
averaged velocity. Then, with the space-time relationy = Ut induced by the ow,
the advection term can also be written as~U:r P = @P=@t. This assumption consists
in neglecting near wall e�ects such as hydrodynamic dispersion [99], and entrance
e�ects [131] for which the 3D velocity pro�le must be taken into account. This
assumption holds true near the central line of the channel on which we focus.

� Third, we consider depth averaged concentration maps of species. As a result, di�u-
sion has not to be taken into account along thez direction.



4.4. Comparison with experiments in a T-channel 133

� Fourth, advection dominates di�usion along they direction. This is veri�ed when
Pe � 1 with Pe the P�eclet number based onh de�ned as Pe = Uh=DSP . In our
experiment, we measuredDSP = 0.7� 10� 9 m2/s and we haveh = 185 � m and U =
60 � m/s. This yields Pe = 93 which validates this assumption.

While the �rst three assumptions rely mostly on the channel high aspect ratio, the last
assumption relies on the ow velocity we impose. Special care must thus be taken in the
choice of the ow rate at which experiments are performed. Under these four assumptions,
the model (4.37) reduces to:

@P
@t

= DSP
@P
@x2

+ R (4.38)

with t = U=yand R the source term from the Michealis-Menten scheme (4.18). In addition,
no ux boundary conditions can be applied at the walls of the channel and the reagent
are initially separated as we choose the origin of axes to be at the Y junction as shown on
Fig. 4.17. This allows us to use all the results from the last section.

4.4.3 Direct �t using DNS

With the values of K M and kcat from section 4.1 and the initial concentrations, we can
estimate the transition timestM and t? in order to identify the asymptotic regime that we
observe in our experiment. The �rst transition time tM = 1=konS0 can be estimated by
tM � K M =kcatS0 with kon = ( ko� + kcat)=KM � kcat=KM . This yields tM � 0.4 s. The
second transition timet? = S0=kcatE0 is calculated to bet? = 265 s. In addition, our 2 cm
long channel translates into a 300 s long time window for observation with a mean velocity
U = 60 � m/s. As a result, we mostly observe the reaction-controlled asymptotic regime
with the intermediate being stationary.

We can thus look forK M and kcat by �tting our experimental concentration maps with
the following model:

@S
@t

= DSP
@2S
@x2

� kcat
E tot S

K M + S
with S(x; 0) = S0 Ĥ (x � 0) (4.39a)

@P
@t

= DSP
@2P
@x2

+ kcat
E tot S

K M + S
with P(x; 0) = 0 (4.39b)

which is derived from the general model (4.19a)-(4.19d) by assuming the global conser-
vation of the enzyme (4.27), and that the intermediate is stationary. Best �t pro�les are
shown on Fig. 4.18 fortM � t � t?. There is a very good agreement between our sim-
ulations and our experiments as both the amplitude, the width and the position of the
numerical and experimental product distributions match. This �t was obtained with our
choice ofDEI to match the width of the distributions.
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Figure 4.18: Experimental product pro�les and best �t pro�les in the caseE0 = 82 � M,
S0 = 30 mM, DSP = 0.7 � 10� 9 m2/s, DEI = 1.2� 10� 9 m2/s, kcat = 1 s� 1, K M = 6 mM.
With these values we havetM � 0.4 s andt? � 300 s. Here we focus on the time window
tM � t � t?. The value ofDEI has been chosen so as to �t the width of the distributions.

Best �t pro�les are found by solving the problem (4.39a)-(4.39b) for di�erent values of
K M and kcat and minimizing the error:

error =
jjP sim(x; t ) � Pexp(x; t )jj

jjP sim(x; t )jj
(4.40)

whereP sim and Pexp are the simulated and the experimental product space-time diagrams
respectively. This yields the error map shown on Fig. 4.19 a), and the measurementsK M

= 6.1 � 0.2 mM and kcat = 1.0 � 0.1 s� 1 which compare well with our other measure-
ments done in the well-mixed case in the section 4.1. The margin of error onK M and kcat

are calculated by taking the value of eitherK M or kcat at which the residue, shown on
Fig. 4.19 b) for K M and Fig. 4.19 c) forkcat , increases by 1% from the miminum value.

This �rst �tting protocol yields K M and kcat in a single experiment which transposes
standard multiple dose response experiments in a much more simpler format. However, it
requires to resolve the full space-time diagramsP(x; t ). Hereafter we use another �tting
protocol which consists in �tting on the product amplitude only.
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Figure 4.19: a) Error map againstK M and kcat . b) Error against K M with kcat �xed at its
best �t value kcat = 1:0. c) Error againstkcat with K M �xed at its best �t value K M = 6:1.

4.4.4 Fit on the product amplitude

We can also use our benchmark experiment to validate experimentally our self-similar
model for P(x; t ):

P(x; t ) = kcatE0 t p̂(�̂ ) (4.41)

wherep̂ is the solution of:

p̂00+ 2 �̂ p̂0 � 4p̂ + 2
erfc (� �= �̂ ) erfc (� )

2k̂ + erfc ( �̂ )
= 0 (4.42a)

with p̂(0) = 0 and �̂ =
x

p
4DSP t

(4.42b)

To this end, we compare both the amplitude (denotedhp) and the shape function (denoted
p̂=p̂m with p̂m the maximum value ofp̂) that we obtain experimentally with the solution
of our model. Denotinghp the product amplitude, we have shown in section 4.1 that:

hp(t) = V RD
0 t (4.43a)

with V RD
0 = kcatE0p̂m (4.43b)

where p̂m was shown to depend onS0=KM and DEI =DSP in section 4.1. As a result, the
product amplitude depends on bothK M and kcat while the product shape function depends
on K M only.

We use the values ofK M and kcat obtained in the last subsection by �tting the full
product pro�le, namely K M = 6.1 � 0.2 mM andkcat = 1.0 � 0.1 s� 1, in order to compute
the product amplitude and shape functions. The comparison between our predictions and
our measurements ofhp is shown on Fig. 4.20 a) for di�erent values ofS0. The product
amplitude increases e�ectively linearly with time in the �rst instants after the reaction
start and our model proves successful to represent this initial linear increase at the dif-
ferent substrate concentrations. We also compare the product shape functions obtained
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Figure 4.20: Self-similar solution for product formation. a) Product amplitude. Coloured
dots are experiments at varyingS0 and �xed E0 = 82 � M. Solid lines are corresponding
product amplitude hp = kcatE0 p̂m t calculated with DSP = 0.7 � 10� 9 m2/s, DEI = 1.2�
10� 9 m2/s, K M = 6.1 mM and kcat = 0.8 s� 1. b) Product shape function. Coloured dots:
Superposition of 40 product shape functions between t = 0.2 s and t = 40 s in the caseS0

= 30 mM. Solid line: Corresponding shape function from the model.

experimentally and via our model. As shown on Fig. 4.20 b), the experimental product
distribution is indeed self-similar as the product shapes obtained at di�erent time points
collapse on a single curve when plotted against ^� = x=

p
4DSP t. In addition, this curve

is found to compare well with our prediction forp̂=p̂m . This con�rms the validity of our
model in the �rst instants after the reaction start.

Our self-similar model for the product amplitudehp(t) = V RD
0 t is further con�rmed by

comparing the dependency ofV RD
0 with varying S0 and E0. The corresponding curves with

the values ofK M and kcat obtained in the last subsection are shown on Fig. 4.21 a) and
Fig. 4.21 b) with dashed lines. The sigmoid shape ofV RD

0 with S0 (Fig. 4.21 a)) as well
as the linear increase ofV RD

0 with E0 (Fig. 4.21 b)) are well captured. However, the slope
of V RD

0 with E0 (dashed line) is badly represented and settingK M = 5:1 and kcat = 1:30
yields the best �t (solid black line on Fig. 4.21 b)). As the results presented on Fig. 4.21 b)
correspond to a second round of experiments, this di�erence inK M and kcat is presumably
due to varying degrees of enzyme viability from one batch to another.

This shows that our self-similar model for product formation allows us to extractK M

and kcat by �tting on V RD
0 only. By doing so, we follow a very similar approach to standard

protocols used for well-mixed assays and much simpler than studying the full space time
diagram P(x; t ).

Another concern is the time window over which our model applies. Indeed, the product



4.4. Comparison with experiments in a T-channel 137

Figure 4.21: a) Initial slopeV RD
0 against S0. b) Initial slope V RD

0 against E0. In both
graphs, red dots correspond to experiments, dashed lines to predicitions from the model
with K M = 6.1 mM and kcat = 0.8 s� 1, and solid lines to best �ts with the model which
yield K M = 5.7 � 0.1 mM and kcat = 0.79 � 0.01 s� 1 in a), and K M = 5.1� 0.3 mM and
kcat = 1.3 � 0.02 s� 1 in b).

amplitude becomes sublinear at large times as shown on Fig. 4.20 a). The initial linear
increase ofhp is also measured to last shorter as the reaction speed is increased by working
with higher substrate concentrations:hp is linear for the �rst 80 s whenS0 = 3 mM and
only up to 30 s whenS0 = 50 mM. This observation is in contradiction with our theoretical
estimate for the ending time of the linear phaset? = S0=kcatE0 in two respects. First we
observe that the actual ending time of the linear phase decreases with increasing substrate
concentrations which should be the other way around according tot? = S0=kcatE0. Second,
the experimental and predicted order of magnitudes oft? do not match. For S0 = 50 mM,
we observe an actual ending time of the linear phase around 30 s while it should be around
600 s according tot? = S0=kcatE0 with E0 = 82 � M and kcat around 1 s� 1.

This discrepancy between the observed and predicted time scalet? highlights the lim-
its of our model at large times. Amongst the good candidates to explain the premature
leveling o� of hp, we can think of the onset of the back reactionE + P ! I which implies
a departure of the reaction from a pure Michaelis-Menten scheme [144], or a signi�cant
adsorption of the enzyme to the PDMS channel walls so that the actual enzyme concentra-
tion available in solution gradually decreases along the downstream directiony [152, 153].

As a result, we expect our model to apply in the very �rst instants after the reaction
start only. This is a strong constraint that we have faced when aiming at fast reactions in
droplets since the time window over which our model applies gets shorter and shorter as
the reaction speed is increased. This is discussed in the next section.
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4.5 Comparison with experiments in droplets

In this section, we use our merging chamber to study fast enzymatic reactions in droplets.
To this end, we use our RD model for steady state kinetics which allows us to extractK M

and kcat from the reaction front that takes place once the droplets are merged.

We start by presenting our experiments and the raw data we extract. Then, we use our
RD model as well as our model for the linear increase of the product amplitude in order
to analyze the �rst instants of the reactions. This allows us to extract measurements for
K M and kcat that we compare to reference measurements performed with a plate reader.

4.5.1 Experiments

With our merging device, the time window for observation in the RD regime is 50 s,
time during which the detection limit has to be passed for some signal to be detected. Two
reactions were tested, both being hydrolyses catalyzed by alkaline phosphatase (AP) which
is known to be a fast enzyme [154, 155] withK M in the � M range andkcat in the 100 s� 1.
The �rst reaction is the hydrolysis of 4-nitrophenyl phosphate to yield 4-nitrophenol. It
is followed by absorption at 405 nm and we achieved a detection limit of 0.1 mM in our
device (see the appendix A.2 for the calibration curve) which is well above the expected
K M . The second reaction is the hydrolysis of 4-methylumbelliferyl phosphate (denoted
MUP) to yield the uorescent product 4-methylumbelliferone. The detection limit is then
around 1 � M which is below the expectedK M . We did not have solubility issues at large
substrate concentrationsS0 � K M in both cases. To be able to work with initial substrate
concentrations aroundK M we have thus chosen to work with the uorescent substrate
MUP.

A basic experiment consists in merging two droplets using our reaction chamber, one
droplet containing the substrate MUP, the other droplet containing the enzyme AP. The
bu�er is TBS with a pH �xed at 8.0. The formation of the uorescent product 4-
methylumbelliferone is then monitored along the daughter droplet for 50 s. To this end,
the uorophores were continuously excited at 360 nm and their uorescent signal read at
450 nm using a standard UV lamp and DAPI �lters. No shutter was used to limit the expo-
sition of the uorophores to UV. Three frames were taken per second with an exposure time
of 200 ms. This yields experimental pictures as shown on Fig. 4.22 a) with the uorescent
product forming at the interface between the two reservoirs of fresh reagents. Once the
intensity is read along thex axis and transposed into a concentration of 4-nitrophenol (see
appendix A.3 for the calibration curve), we obtain a space-time diagram of the product
concentration as on Fig. 4.22 b).
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Figure 4.22: a) A droplet containing a solution of MUP at 100� M (left hand side) has
been merged with a droplet containing a solution of AP at 25 nM (right hand side). The
photograph is taken at t = 16 s. Scale bar is 500� m. b) The uorescent signal is read
along the x axis to yield a space time diagram. The corresponding calibration curve is
shown in the appendix A.3.

4.5.2 Direct �t using DNS

Fitting on K M and kcat using DNS of (4.39a)-(4.39b) was achieved for fairly low reaction
speeds,i.e. at a low enzyme concentration, and by focusing on the initial instant where
the product amplitude is fairly linear. An example of best �t is shown on Fig. 4.23 for
which we �xed E0 = 25 nM, S0 = 100 � M, DSP = 0.6� 10� 9 m2/s, DEI = 0.5� 10� 9 m2/s
and a time window for �tting of 6.4 s. This �t yields K M = 4 � M and kcat = 85 s� 1.
The values of the di�usion coe�cients have been chosen so that the simulated and the
experimental widths of the product pro�les �t. Here again, there is a good agreement
between experiment and theory for both the product height, width and position, although
the model under estimates the width of the product distribution during the �rst seconds
after fusion.

At large times, the experiment and the model stop coinciding mostly because the mea-
sured product amplitude becomes sublinear. For instance, in the case withE0 = 25 nM
and S0 = 100 � M, we measure that the product amplitude starts leveling o� after 7 s
(Fig. 4.24). On the other hand, with K M = 4 � M and kcat = 85 s� 1, we can estimatetM

= 0.5 ms and t? = 48 s. This observation con�rms our observations of the last section of
this premature saturation of the product amplitude. Amongst the good candidates that
could explain this e�ect, we can think of:

� A departure of the reaction from the pure Michaelis-Menten scheme. Alkaline phos-
phatase is indeed inhibited by the free phosphate released as a coproduct of the
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Figure 4.23: Comparison of product pro�les measured in droplets with product pro�les
obtained via DNS of our RD model withE0 = 25 nM, S0 = 100 � M, DSP = 0.6� 10� 9 m2/s,
DEI = 0.5� 10� 9 m2/s, K M = 4 � M and kcat = 85 s� 1.

reaction [156]. As a result, the larger the amount of free phosphates, the lower the
amount of free active enzymes, and hence the reaction slows down.

� The decrease in the amount of enzyme molecules available in solution could also be
induced by the adsorption of the enzyme onto the droplet interface. Ismagilovet al.
have ruled out this option by showing that AP does not adsorb onto a water/FC40
interface covered with a peruorinated OEG based surfactant (using a pendant drop
experiment and a steady state kinetics assay). In my opinion, this option could still
apply in our experiments as we did not use the exact same surfactant (we used a
peruorinated PEG based surfactant) at a very low concentration of 0.1 % (w:w) so
that the coverage of the interface by the surfactant molecules might be imperfect.

� Photobleaching of the uorophores could also be invoked. Indeed, the uorescent
product 4-methylumbelliferone is prone to photobleaching. We measured its time
constant to be around 300 s (see appendix A.3 for the curves). This issue is also
readily addressed by developing a time sharing unit to limit the time exposition of
the uorophores to UV.

Anyhow, we decided to focus on the very �rst instants after reaction start during which
our model applies, and to avoid the complications arising at large times. However, as
the reaction speed is increased, by increasing the enzyme or the substrate concentration,
the linear phase gets shorter and shorter so that �tting the whole space-time diagram of
P(x; t ) is not amenable anymore. Instead, we can extract the initial slope of the product
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amplitude and use our model forhp to measureK M and kcat at varying E0 and S0.

Hereafter, we start by con�rming our self-similar model forP(x; t ) and use to extract
K M and kcat from initial slope measurements.

4.5.3 Fit on the product amplitude

In the �rst place, we use the values ofK M and kcat obtained from our �t on the full product
pro�le shown on Fig. 4.23 in order to con�rm our self-similar model forP(x; t ) in the case
of enzymatic reactions held in droplets. We thus �xK M = 4 � M, kcat = 85 s� 1 and S0

= 100 � M as well asDSP = 0.6� 10� 9 m2/s and DEI = 0.5� 10� 9 m2/s. As shown
on Fig. 4.24 a), our predictions for the amplitude of the product compare well with the
actual initial slopes of the amplitudes we measured at varying enzyme concentrationE0. In
addition, the product shape functions are also in good agreement as shown on Fig. 4.24 b)
in the caseE0 = 25 nM and S0 = 100 � M. This con�rms the validity of our model during
the �rst seconds after the reaction starts in droplets.

Figure 4.24: Reduced model.E0 = 25 nM, S0 = 100 � M, DSP = 0.6� 10� 9 m2/s, DEI =
0.5� 10� 9 m2/s, K M = 4 � M, kcat = 85 s� 1

Nonetheless, best �ts of the product amplitude are achieved for di�erent values of the
steady state parametersK M and kcat which highlights the dispersion of our measurement
of K M and kcat when using our merging device.

To extract a good measurement of these two parametersi.e. representative of our
complete set of experiments, we choose to �rst extract the initial slope for each experiment,
and �t this set of slopes againstS0 and E0 using our model forV RD

0 in a second time:

V RD
0 = kcatE0p̂m (4.44)
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with p̂ the solution of (4.42a) and ^pm the maximum value ofp̂. Two sets of experiments
were performed, one withE0 �xed at 100 nM and S0 varied from 1 � M up to 100 � M, the
other with S0 �xed at 100 � M and E0 varied from 10 nM up to 100 nM.

Figure 4.25: Evolution of the initial slope of the product amplitude against a) the initial
enzyme concentration and b) the initial substrate concentration.

Resulting measurements of the initial slope of the product amplitudeV RD
0 are shown

on Fig. 4.25 with red dots. On this �gure, the dashed lines correspond to the prediction
of V RD

0 using our model (4.44) with the valuesK M = 4 � M, kcat = 85 s� 1 obtained in
the last subsection. On the other hand, the solid lines correspond to best �ts ofV RD

0
against S0 (Fig. 4.25 a)) or E0 (Fig. 4.25 b)) with our self-similar model. These �ts yield
K M = 34 � 0.28 mM and kcat = 150 � 1 s� 1 in the case ofV RD

0 against S0, and K M

= 4.14 � 0.28 mM and kcat = 70 � 1 s� 1 in the case ofV RD
0 against E0. Here again,

margin of error on our measurements are obtained by taking the value of eitherK M or
kcat at which the residue increases by 1% from its miminum value. We also performed a
reference measurement in the plate reader which yieldsK M = 3.84 � 0.02 mM andkcat =
10.8 � 0.1 s� 1 (see appendix A.3).

All these measurements ofK M and kcat are not in full agreement. They correspond to
di�erent rounds of experiments performed with di�erent solutions of reagents, at di�erent
working concentrations (this is especially true for the plate reader experiment for which
E0 is in the pM range) and on di�erent days. The di�erence between the values ofK M

and kcat we obtained is presumably due to varying degrees of enzyme viability from one
batch to another, as well as the lack of precise temperature control for both the on chip
and the plate reader experiments. To con�rm this assumption, a control experiment at
a �xed temperature that uses the exact same solutions in both the reference method and
droplets should be designed.
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4.6 Discussion of Chapter 4

In this last chapter we used our device that pairs droplets on demand to study enzyme
kinetics on di�erent time scales. Slow enzymatic reactions are studied using standard
steady state kinetics. To this end, we used our parallelized chip which allows us to test
six di�erent conditions on a single chip. Once merged, the drops are mixed either using
an outer ow of oil, or passively by di�usion. The product formation is then monitored
and we have demonstrated that standard Michaelis-Menten theory allows us to measure
accurately kinetics parameters such asK M , kcat or K I . In its present form, our chip is
nonetheless complex as it is connected to eight di�erent inputs. Increasing the number
of conditions to be tested therefore requires to generate the di�erent formulations on chip
which is a current topic of research in our group.

On the fast reactions side, we have derived a RD model for steady state kinetics.
The steady state assumption for the intermediate complex was shown numerically to ap-
ply at every positions along the daughter droplet for times betweentM = 1=konS0 and
t? = S0=kcatE0. This allows us to reduce our general four species problem on E, S, I and
P, to a two species problem on S and P only. In the limit ofS0 � E0 we also found a self-
similar solution for P(x; t ) which allows us to derive a model for the amplitude ofP(x; t ).
Then, we have performed two sets of experiments to which we compared our theoretical
predictions. As a benchmark, we started with the study of a slow reaction in a T-shaped
channel for which we showed that our RD model yields accurate measurements ofK M and
kcat . In addition, we have demonstrated that monitoring the product amplitude over time
is su�cient to extract both K M and kcat . This has proven very useful when we turned our
attention to the study of a fast enzymatic reaction in droplets using our merging device.
Working within droplets has indeed proved more challenging. Fitting on the full space-
time diagram P(x; t ) was demonstrated for relatively slow reactions. In order to take into
account the dispersion of our measurements in droplets, we have chosen to �t on the initial
slope of the product amplitude against eitherE0 or S0. This protocol yields values ofK M

and kcat in partial agreement.

Overall, we have validated experimentally our RD model for steady state kinetics using
a T shaped channel. Within droplets we have faced further complications as the reaction
speed was increased. These complications can be addressed by changing our detection
technique. Indeed, a lower detection limit would allow us to decrease the working concen-
trations of both the substrate and the enzyme which has two great advantages. First, as
the reaction speed is decreased the linear increase of the product amplitude should last
longer. Second, we could use the exact same solutions in droplets and in the plate reader
in order to test a reaction in the same conditions using both our merging chamber and the
plate reader. However, the trade o� between space-time resolution and the sensitivity of
the detection technique would certainly have to be reconsidered. Indeed, sub-� M detection
limit are usually achieved by a long time integration and by increasing the light density at
the measurement site using a tight focused laser or a high magni�cation objective [157].



144 Chapter 4. Enzymatic reactions

While the time resolution can be preserved, the space resolution is lost as most of this
technique rely on point measurements. An integrated model based on a space-averaging
of our local model should thus be derived when aiming at a sub-� M detection.



Conclusion

The purpose of my PhD project was the study of biochemical reactions using droplet mi-
crouidics with a close focus on enzyme kinetics. In my opinion, the main achievements
of this work are threefolds.

First, we have developed di�erent strategies to build addressable arrays of droplets.
This has been achieved through the combination of two techniques to manipulate droplets,
namely the rails and anchors to passively guide and trap droplets [42] and a mobile laser
spot to actively select a drop within an array [34]. We have demonstrated the strength of
this approach on three examples by selectively extracting drops from an array, selectively
placing droplets in an array and selectively triggering a chemical reaction in an array of
paired droplets.

Second, we designed an innovative platform to pair droplets without the need to contin-
uously ow the outer phase. Instead, we used gradients of con�nements only to produce,
propel and trap droplets. Thus, di�erent inner phases can be connected in parallel to the
same 2D microchannel and injected sequentially to build well organized arrays of distinct
pairs of droplets where each droplet has been addressed to a trap. As a result, many
di�erent reactions under varying conditions can be tested on a single chip. In addition,
holding droplets stationary allows us to monitor them precisely, thereby extracting high
quality data from the evolution over time of the drops content. Experimentally, we used
our parallelized chip to reproduce standard enzymatic assays on chip by measuring steady
state parametersK M and kcat as well as an inhibition constantK I .

Third, we developed a reaction-di�usion framework to analyze the reaction front that
takes place when two droplets are merged in our device. This work is built on the pioneer
work of G�al� and R�acz [21] which focused on the case of a one step bimolecular reaction.
After having investigated, both theoretically and experimentally, the di�erent regimes of
product formation that arise in the later case, we turned our attention to the case of
enzyme catalyzed reactions following a Michaelis-Menten scheme. Here again, di�erent
regimes of product formation arise. We chose to focus our analyses on the case where the
intermediate complex is stationary and con�rmed our theoretical �ndings experimentally.
This allowed us to measure steady state kinetics parametersK M and kcat of fast enzymatic
reactions using minute amounts of reagents.

145



146 Conclusion

This work has been achieved through a close interplay between experimental, numerical
and experimental investigations. Further developments can be done for each of these three
investigations.

On the theoretical side, the case of enzymatic reactions has great promises. To my
knowledge, the di�usion limited regime, when the reaction follows a Michaelis-Menten
scheme, has indeed not been studied yet, while more complex reaction schemes, involving
product inhibition or burst kinetics for instance, should be investigated in order to cope
with more realistic enzymatic reactions.

On the numerical side, improvements of our �nite di�erences code can be done by im-
plementing an adaptive mesh [158] and a more e�cient time stepping method [159]. The
former improvement would allow us to re�ne the mesh at the front location at all times as
it displaces, while the later would allow us to decrease the computation time.

On the experimental side, our parallelized chip has a great potential to perform many
di�erent reactions on a single chip. To this end, I believe that dilution should be embeded
on chip in order to limit the number of connecting points to the chip. A very nice approach
was suggested by Milleret al. to this end which makes use of Taylor-Aris dispersion to
create a gradient of concentration and "freezes" this gradient into droplets using a ow
focuser. When using gradients of con�nement to generate drops as sketched on Fig. 4.26, we
could make a pulse of substrate in a long thread of a bu�er solution, create a gradient using
Taylor-Aris dispersion, and atomize the gradient into droplets using many side channels
ending in a large reservoir. Thereby, a few hundreds of di�erent substrate concentrations
could be tested on chip in parallel.

Figure 4.26: Gradients of con�nements to store a concentration gradient within droplets

Finally, gradients of con�nement could also be used to formulate highly precisely the
content of a drop which is of prime interest to test the dose response of the activity of an
enzyme in a complex environment with di�erent substrates and inhibitors. As sketched on
Fig. 4.27, this could be achieved by routing small droplets from di�erent inlets toward an
anchoring site, merge the bunch of small droplets once the desired formulation is obtained,
and pair the resulting larger droplet with a drop containing the enzyme.
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Figure 4.27: Gradients of con�nement to precisely formulate the content of a drop with
many species.

In conclusion, we are con�dent that the di�erent tools to handle droplets and moni-
tor chemical reactions presented in this manuscript can lead to numerous applications in
biochemistry in the near future.
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Appendix A

Calibration curves and plate
experiments

In this appendix we present the di�erent reference measurements we performed, either in
the plate reader to get values of kinetic parameters, or in microchannels to calibrate the
gray levels or the uorescent intensities we were recording.

A.1 Reduction of DCPIP by L-ascorbic acid

This reaction is studied in Chapter 3. We veri�ed that Beer's law applies for this reaction
in order to convert the gray levels into concentrations of DCPIP. We thus measured the
absorbance (OD stands for optical density) across a 185� m thick microchannel (i.e with
the same height as our test section) using our detection setup at varying concentrations of
DCPIP.

Figure A.1: Absorbance as a function of the concentration of DCPIP which is varied from
1 � M up to 6 mM. The solid line is y = 0:16x + 0:03.
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As shown on Fig. A.1, the absorbance is e�ectively linear with the concentration of
DCPIP in agreement with Beer's law. From the slope we can also extract the molar
extinction coe�cient � = 8378 M� 1cm� 1 of DCPIP in our conditions.

A.2 Hydrolysis of 4-nitrophenyl � -D-glucopyranoside

This reaction is studied in Chapter 4. The measurements below have been done with
Christopher Bayer. We performed reference measurements of KM , kcat and the IC50 of
the inhibitor DNM (1-deoxynojirimycin hydrochloride) using a plate reader. As shown
on Fig. A.2 a), the measured OD is linear with the concentration of 4-nitrophenol for
concentrations in the hundreds of� M range. This calibration curve yields an extinction
coe�cient of 4-nitrophenol � = 16400 M� 1cm� 1 with a path length of 0.5 cm. With this
calibration, we measured the initial slope of the product formation traces withE0 = 0.1 � M
and S0 varying between 1 and 30 mM in the plate reader. This yields the Michaelis-Menten
curve shown on Fig. A.2 b) where the dashed line corresponds to the best �t obtained for
K M = 8.26 � 0.06� M and kcat = 0.241 � 0.002 s� 1. Then, we turned our attention to the
inhibition of � -D-glucosidase by DNM. We �xedE0 = 0.1 � M and S0 = 23 mM and varied
the initial concentration of inhibitor from 0 up to 1500 nM. This yields the inhibition curve
shown on Fig. A.2 c) from which we measured IC50 = 238� 1 nM.

Figure A.2: a) Calibration curve. Dashed line:y = 0:0082x +0:0483. b) Michaelis-Menten
curve. The dashed line isy = kcatx=(K M + x) which yields K M = 8.26� 0.06� M and kcat =
0.241� 0.002 s� 1. c) Inhibtion curve. The dashed line isy = 1=(1 + x=IC 50) which yields
IC50 = 238� 1 nM

We also calibrated the gray levels of our camera in a 185� m thick microchannel. As
shown on Fig. A.3, Beer's law does not applies at relatively large substrate concentration.
Instead, we have �tted our experimental points withy = a(1 � e� bx).
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Figure A.3: Calibration curve in a 185� m thick microchannel. OD versus concentration
of 4-nitrophenol. The dashed line isy = 1:5 (1 � e� 0:15x ).

A.3 Hydrolysis of 4-Methylumbelliferyl phosphate

This reaction is studied in Chapter 4. We �rst performed reference measurements of
K M and kcat using a plate reader. Our calibration curve shown on Fig. A.2 yields the
extinction coe�cient of 4-methylumbelliferone � = 4800 M� 1cm� 1. Next, we measured the
steady state kinetic parameter of our reaction as shown on Fig A.2 b). We obtainK M =
3.84 � 0.02 � M and kcat = 10.78 � 0.05 s� 1.

Figure A.4: a) Calibration curve of 4-methylumbelliferone in the plate reader. The
dashed line isy = 0:0024x + 0:1241. b) Michaelis-Menten curve. The dashed line is
y = kcatx=(K M + x) which yields K M = 3.84 � 0.02 � M and kcat = 10.78 � 0.05 s� 1

Next, we have calibrated the uorescent levels using our detection setup in microchannel
as shown on Fig. A.6.
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Figure A.5: Calibration curve in a 185� m thick microchannel. Fluorescent intensity versus
concentration of 4-methylumbelliferone. The solid line isy = 2x

Finally, we estimated the photobleaching constant of 4-methylumbelliferone by record-
ing over time the decrease in uorescence of a drop containing 4-methylumbelliferyl phos-
phate at 100� M. Once �tted with y = e� t=� , the photobleaching constant is found to be
� � 300 s which is well above our 50 s long time window for observation in RD.

Figure A.6: Normalized uorescent levels over time of a drop of 4-methylumbelliferyl
phosphate at 100� M. The colored dots correspond to two repeats of the same experiment.
The solid line isy = e� t=275.



Appendix B

Numerical methods

Here we describe the two numerical methods we used to analyze RD fronts. The �nite
di�erences code has been written with Xavier Garnaud. The code for Broyden's method
has been written with S�ebastien Michelin.

B.1 Finite di�erences code

We want to solve numerically our RD problem with the reagent initially separated. We
consider here the case of a one step reaction. For enzymatic reactions, the source term
only changes. In dimensionless form, the problem to be solved is:

@̂a

@̂t
=

@2â
@̂x2

� âb̂ (B.1a)

@̂b

@̂t
=

@2b̂
@̂x2

� âb̂ (B.1b)

@̂c

@̂t
=

@2ĉ
@̂x2

+ âb̂ (B.1c)

with â, b̂, ĉ subjected to the following initial and boundary conditions:

â = Ĥ (x̂ � 0) b̂ = �̂ Ĥ (x̂ � 0) ĉ = 0 (B.2)

and

@̂a
@̂x

=
@̂b
@̂x

=
@̂c
@̂x

= 0 at x̂ = �
p

Da (B.3)

Matrix formulation and non-uniform mesh

We start by writing the set of equations (B.1a)-(B.1c) using matrices and we distinguish
the linear part coming from the di�usion operator L̂ and the non linear part Ĝ(q̂) coming
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from the chemical source and sink terms:

@̂q

@̂t
= L̂ q̂ + Ĝ(q̂) (B.4)

with:

q̂ =

2

4
â
b̂
ĉ

3

5 L̂ =

2

4

@2

@̂x2 0 0
0 @2

@̂x2 0
0 0 @2

@̂x2

3

5 Ĝ(q̂) =

2

4
� âb̂
� âb̂

âb̂

3

5 ; (B.5)

The equation (B.4) is parabolic and can thus be solved iteratively. We now need to dis-
cretize it, de�ne a numerical scheme yielding a recurrence relation, and a time stepping
procedure. As we impose that the reagents are initially separated, sharp gradients of con-
centrations form near the front, especially at early times. As a result, resolving these
gradients requires a high mesh density near the reaction front, while the mesh density can
be lowered away from the front, where pro�les are at. Fortunately, we know that the
front is at x̂ = 0 at early times. Hence we just need to increase the mesh density in this
region.

Mesh re�nement consists in mapping a physical space (^x; t̂) where mesh points are
oddly distributed, with a computing space (̂�; �̂ ) where mesh points are evenly distributed.
Mathematically, this is a change of variable:

x̂ = f (�̂ ) (B.6a)

t̂ = �̂ (B.6b)

where f can be chosen so that it concentrates mesh points in the physical space around
the reaction front. The equation (B.4) is a formulation of the problem (B.1a)-(B.1c) in the
physical space (^x; t̂). We need to rewrite this equation in the computing space (̂�; �̂ ) by
expressingD̂ x̂ = @=@̂x in terms of D̂ �̂ = @=@̂� . This is done by the chain rules:

@̂s
@̂x

=
@̂�
@̂x

@̂s

@̂�
=

1

f 0(�̂ )

@̂s

@̂�
) D̂ x̂ =

1

f 0(�̂ )
D̂ �̂ (B.7a)
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D̂ 2
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f 0(�̂ )2
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In practice, we worked with:

f (x̂) =
p

Da
��

�
3
2

+
b
2

+ a
�

�̂ 5 +
�

5
2

�
b
2

� 2a
�

�̂ 3 + a�̂
�

; (B.8a)

which allows us to choose the values off and its �rst derivatives at the edge of the domain
and at x̂ = 0 (see Fig. B.1).
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Figure B.1: Re�ned mesh used to resolve the reaction zone at early time. Herea = 10� 4,
b = 5 and Da = 106

IMEX scheme

Next, we need to choose a numerical scheme to discretize the equation (B.1a)-(B.1c). Sharp
gradients of concentrations, present especially at early times, make the linear term̂Lq̂ sti�.
When treated explicitly, sti� terms require the use of small time steps, limited by the space
increment size through the CFL condition. This invites us to treat this term implicitly
as linear terms can be inverted e�ciently. On the other hand, we do not want to treat
the non linear part Ĝ(q̂) implicitly as its non linearity makes it ine�cient to invert. We
thus treat Ĝ(q̂) explicitly which yields an overall IMEX scheme (IMplicit-EXplicit scheme).

We want to estimate (B.4) at the time n + 1=2 with a second order accuracy in both
space and time. The linear partL̂ q̂ of the right hand side of (B.4) is estimated using a
Crank-Nicolson approximation:

[L̂ q̂]n+1 =2 �
L̂ q̂n+1 + L̂ q̂n

2
+ o(� t̂2) (B.9)

where centered �nite di�erences are used for the discretization of the operator̂L in the
computing space. The non linear partĜ(q̂) of the right hand side of (B.4) is computed
explicitly by interpolation of G at n � 1, n and n + 1=2. This is the Adams-Brashford
method:

[Ĝ(q̂)]n+1 =2 �
3
2

Ĝ(q̂n ) �
1
2

Ĝ(q̂n� 1) + o(� t̂2) (B.10)

From that we obtain a relation betweenq̂n� 1, q̂n and q̂n+1 :

q̂n+1 � q̂n

� t̂
=

L̂ q̂n=1 + L̂ q̂n

2
+

3
2

Ĝ(q̂n ) �
1
2

Ĝ(q̂n� 1) (B.11)
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which yields the recurrence relation:

q̂n+1 = Â � 1B̂ q̂n +
3
2

Â � 1Ĝ(q̂n ) �
1
2

Â � 1Ĝ(q̂n� 1) (B.12)

with:

Â = (
1

� t̂
�

1
2

L̂ ) B̂ = (
1

� t̂
+

1
2

L̂ ) (B.13)

Thanks to this recurrence relation, we can start from the initial conditions we impose and
walk in time to deduce later times.

Adaptive time stepping

By treating the sti� term L̂ q̂ implicitly, we can adapt the time step � t̂ to the actual
sti�ness of the problem at a given time point, and thus increase �̂t once the initial sharp
gradients have been smoothed out by di�usion. The time stepping procedure consists in
comparing the value of ^qn+1 given by the recurrence relation (B.12) to an estimation ^q? of
q̂n+1 based on an interpolation of ^qn and q̂n� 1. When these two estimations of ^qn+1 are
not too far from each other, the time step is increased, while if their distance� exceeds a
given threshold the time step is decreased. Fig. B.2 shows a cartoon of the time stepping
procedure.

Figure B.2: Time stepping procedure

B.2 Broyden's method for non linear ODEs

Here after we explain Broyden's method on an example extract from the paper by G�al�
and R�acz [21]. The problem to be solved is:

G00(z) � G2(z) � KzG(z) = 0 (B.14)

G(z ! �1 ) !� Kz (B.15)

G(z ! �1 ) ! 0 (B.16)
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Once discretized, this problem becomes a set ofN algebraic equations,N being the number
of points of the mesh. Formally, this can be written as:

F (G) = 0 (B.17)

where F is a discretized version of the ODE (B.14) with the boundary conditions being
included in the conditions ong1 and gN :

F (G) =

8
>>>>>>>>>><

>>>>>>>>>>:

g2 � g1

h
+ K

g3 + g1 � 2g2

h2
� Kz 2g2 � g2

2

:::
gN + gN � 2 � 2gN � 1

h2
� Kz N � 1gN � 1 � g2

N � 1

gN

(B.18)

The next step consists in �nding the valueG? of G = ( g1; :::; gN ) which minimizesF (G).

1D case

When G = g1, the problem is simple. We look forG? so that:

F (G?) = 0 (B.19)

Starting from an initial guess forG, denotedG0, we can developF around G0:

F (G0 + dG) = F (G0) + dG � F 0(G0) (B.20)

This gives a second value ofG, denotedG1 = G0 + dG, closer toG?:

G1 = G0 �
F (G0)
F 0(G0)

(B.21)

Then, successive iterations yield a better estimation ofG?.
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Figure B.3: Descent method in 1D.

ND case

When G = ( g1; :::; gN ), the approach remains the same but Jacobian matrices must be
used instead of standard derivatives. This reads as:

G1 = G0 � J � 1
0 F (G0) (B.22)

As the number of mesh pointsN increases, the rank of the Jacobian matrixJ increases
and inverting J becomes time consuming.

Broyden's method

Instead of inverting J at each iteration, Broyden's method suggests to invert it once at
the �rst iteration, and then deduce the later values ofJ � 1 by interpolation through the
Broyden's formula:

J � 1
1 = J � 1

0 +
(G1 � G0) � J � 1

0 (F (G1) � F (G0))

(G1 � G0) J � 1
0 (F (G1) � F (G0))

(F (G1) � F (G0)) (B.23)

Again, successive iterations then yieldG?.
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Early times reaction front position
for one step reactions

In this appendix, we detail the derivation for the expression of the reaction front position
in the early times limit described in section 3.4. The reaction front position is de�ned as
the �rst moment of the reaction rate r̂ = âb̂ with â and b̂ the dimensionless concentrations
of A and B:

x̂ f =

Z + 1

�1
x̂r̂dx̂

Z + 1

�1
r̂dx̂

(C.1)

In the early times limit, â and b̂ are also expanded in powers of̂t:

â(x̂; t̂) = â0(�̂ ) + t̂ â1(�̂ ) + t2 â2(�̂ ) + ::: (C.2a)

b̂(x̂; t̂) = b̂0(�̂ ) + t̂ b̂1(�̂ ) + t2 b̂2(�̂ ) + ::: (C.2b)

Hence ^r has also an expansion in powers oft̂:

r̂ = â0b̂0 t̂0 +
�
â0b̂1 + â1b̂0

�
t̂1 + ::: (C.3)

where we showed in section 3.3 that:

â0 =
1
2

erfc (�̂ ) and b̂0 =
�̂
2

erfc (� �̂ ) (C.4)

Then, injecting (C.3) into (C.1) yields:

x̂ f = 2

Z + 1

�1
â0b̂0 �̂d �̂

Z + 1

�1
â0b̂0d�̂

t̂1=2 + 2

Z + 1

�1

�
â0b̂1 + â0b̂1

�
�̂d �̂

Z + 1

�1
â0b̂0d�̂

t̂3=2 + O(t̂5=2) (C.5)
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The �rst term of the right hand side of (C.5) is always 0 sincêa0b̂0 �̂ is an odd function
of �̂ . This is consistent with the symmetric casê� = 1 but not with the case �̂ 6= 1. As a
result, we need to estimate the second term of the right hand side of (C.5). To this end,
we inject the expansion of ^a and b̂ into the conservation laws:

@̂a

@̂t
=

@2â
@̂x2

� âb̂ (C.6a)

@̂b

@̂t
=

@2b̂
@̂x2

� âb̂ (C.6b)

and look forâ1 and b̂1. This yields:

â00
1 + 2 �̂ â0

1 � 4â1 � 4â0b̂0 = 0 with â1(� �̂ ) = 0 (C.7a)

b̂00
1 + 2 �̂ b̂0

1 � 4b̂1 � 4â0b̂0 = 0 with b̂1(� �̂ ) = 0 (C.7b)

The equations (C.7a)-(C.7b) can be solved using Broyden's method. Finally, when�̂ < 1,
we obtain to leading order:

x̂ f = 0:51 t̂3=2 (C.8)
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mechanisms of step emulsi�cation.J. Phys. D: Appl. Phys., 2013, 46, 114003.

� Etienne Fradet, Paul Abbyad, Marten H. Vos and Charles N. Baroud. Parallel mea-
surements of reaction kinetics using ultralow-volumes.Lab on a Chip, 2013.
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R�esum�e
La microuidique de gouttes - i.e. l'emploi de gouttelettes comme micror�eacteurs - o�re de nombreux

avantages pour l'�etude des syst�emes biologiques. Dans ce travail de th�ese, nous pr�esentons une nouvelle

approche pour la production et la manipulation de gouttelettes au sein de microcanaux a�n de suivre

l'avancement de r�eactions biochimiques au cours du temps. Contrairement aux approches existantes,

notre dispositif utilise des gradients de con�nement a�n de produire et guider une unique goutte vers son

lieu de stockage. Ce faisant, deux gouttes de contenus di��erents peuvent être appari�ees et fusionn�ees a�n

de d�eclencher une r�eaction chimique. Les r�eactifs n'�etant pas activement m�elang�es, un front de r�eaction

se propage alors le long de la goutte �lle duquel on peut extraire la cin�etique de la r�eaction. Nous

commen�cons par l'�etude de r�eactions simples ayant lieu en une �etape. Un mod�ele 1D de r�eaction-di�usion

permet de repr�esenter la dynamique du front de r�eaction ce qui est v�eri��e en confrontant les solutions

de ce mod�ele, obtenues num�eriquement ou analytiquement, �a des mesures e�ectu�ees en gouttes. Puis,

nous nous int�eressons au cas des r�eactions enzymatiques. Nous d�emontrons d'abord la parall�elisation de

notre technique d'appariement de gouttes a�n de reproduire en microcanal di��erents tests enzymatiques

usuellement e�ectu�es en plaque multipuits. Finalement, nous �etudions le cas des r�eactions enzymatiques

rapides �a l'aide de notre mod�ele de r�eaction-di�usion. L�a encore, la comparaison d'exp�eriences tenues

en gouttes et de pr�ediction issues de notre mod�ele nous permet d'extraire une mesure des param�etres

cin�etiques de la r�eaction mise en jeu.

Mots clefs: Goutte, microuidique, gradient de con�nement, laser, r�eaction-di�usion,

raccordement asymptotique, enzyme

Abstract
Droplet microuidics - i.e. the use of droplets as microreactors - o�ers signi�cant advantages for the

study of biological systems. In this work, we present a new platform for the production and manipulation

of microuidic droplets in view of measuring the evolution of biochemical reactions. Contrary to existing

approaches, our device uses gradients of con�nement to produce a single drop on demand and guide

it to a pre-determined location. In this way, two nanoliter drops containing di�erent reagents can be

placed in contact and merged together in order to trigger a chemical reaction. Then, an analysis of the

observed reaction front yields the reaction rate. We start with the case of one step reactions. We derive

a one dimensional reaction-di�usion model for the reaction front and compare numerical and analytical

solutions of our model to experiments held in our microsystem. Then, we turn our attention to the case

of enzymatic reactions. First, we show how the device operation can be parallelized in order to react an

initial sample with a range of compounds or concentrations and we perform standard well-mixed enzyme

assays with our parallelized chip, thereby mimicking titer plate assays in droplets. Second, we build onto

our reaction-di�usion model to predict the rate of fast enzymatic reactions held in our device. Again,

numerical and analytical solutions of our model are compared to experiments done in droplets which

yields measurements of the kinetic parameters of the reaction at play.

Key words: Droplet, microuidics, gradient of con�nement, laser, reaction-di�usion, asymp-

totics, enzyme
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