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Introduction

Context

People know laser mainly through their daily applications. They can be found in compact-disc players, in the supermarket when reading the bar code or even during fireworks show. More specifically, they can be found in the industry to cut or weld metals or in hospitals for eye surgery. In the research field, the LASER tool (acronym for Light Amplification by the Stimulated Emission of Radiation) is used in a variety of configurations in many scientific fields. In plasma physics, this tool is used to generate very intense and ultra-short laser pulses in order to study the behaviour of ionized media.

Electron acceleration using laser-plasma interaction is a field of research, the rocketing evolution of which testifies the control of powerful laser systems and a better understanding of the underlying physical processes involved in this interaction. This discipline belongs to the study of laser-mater interaction. Ultra-short powerful laser systems have been used in the development of fields such as the harmonic generation, the production of hard X-rays, particle sources, ... These studies have lead to many applications in trans-disciplinary fields: analysis of materials, development of X-UV lasers, surface treatment, chemistry and biology are some examples.

Conventional accelerators allow the generation of electron beams with controlled and excellent properties. However, the accelerating electric field in radio-frequency structures is limited to value of the order of 50 MV/m (i.e. $5 \times 10^7$ V/m), in order to avoid the breaking of the wall of the accelerating structure. Consequently, in order to reach higher energy for particle physics, scientists have built always larger infrastructures. The former electron accelerator at CERN (LEP) allowed the production of 50 GeV electrons collected in a huge storage ring of 27 km in circumference. The size of the building (which also determines the cost) has become a real limit. Moreover, this accelerating technique is not adapted for industrial or medical applications. For instance, the obstruction of such accelerators in a treatment room limits the final energy to 20 MeV, which is misfit for the treatment of tumours located deeper than 10 cm.

The appearance of new accelerating techniques to produce high energy electrons arouses an important interest. The accelerating electric field in a plasma wave is now of the order of TV/m (i.e. $10^{12}$ V/m), which allows a significant shrinking of the accelerating distance. Plasmas are ionised media which can sustain very high electric fields, contrary to standard cavities which are limited by the ionisation of the walls. This technique uses the very high electric field generated by a plasma wave. There exist two methods to drive the plasma wave: either using an electron beam emerging from a conventional accelerator, or using very intense laser pulses. The first technique, which allowed the observation of energy
gains of 2.7 GeV for electrons from SLAC initially at 30 GeV, in only 10 cm of plasma (Hogan et al., 2005), won’t be discussed in this document.

These promising results obtained on the electron energy during the acceleration in plasma waves should not hide the difficulties faced in such media. Currently, even if the properties of the electron beam are excellent according to many criteria (energy, charge, divergence, duration), the control of such properties is still limited. This introduces the work done during my PhD, aiming at a better understanding of the physical mechanisms involved and at the development of adapted applications.

**Goals of the thesis**

This thesis is an experimental study of the electron acceleration to high energy using intense laser pulses. Experiments presented here have been performed at Laboratoire d’Optique Appliquée in Palaiseau. The title of the PhD dissertation “Production of quasi-monoenergetic electron beam and development of applications” suggests two guidelines: on the one hand the improvement of the properties of the electron beam and on the other hand the study of applications which emphasize these properties. The general structure of the document follows these two axes.

**Outline**

The first chapter contains a general description of the accelerations mechanisms in laser-plasma electron acceleration. These techniques have evolved with the laser technology. The generation of shorter laser pulses lead to always higher electron energies.

The experimental results are distributed in chapters 2 and 3. The first one describes the characterization of the electron beam properties and shows unique properties: a quasi-monoenergetic spectrum, a high charge and a low divergence; These exceptional properties have been observed in a restricted range of parameters, the influence of which is presented in detail. Numerical simulations are carried out to help the understanding of the acceleration scenario and statistics of the electron beam are described.

The following chapter describes the observation of fine structures in the electron beam: (i) some electron spectra show oscillations. These are attributed to betatron oscillations, for which an analytical model is described taking into account the longitudinal acceleration. (ii) The measurement of the transition radiation in the visible range confirms that the electron beam has some structures at the laser frequency, that disappears with propagation distance. This is reproduced in simulations detailed in this document. Using the same technique closer to the electron source, spectral interferences have been recorded in the OTR signal, which can be explained by successive electron bunches passing through the interface. This measurement gives access to the delay between electron bunches at the interface. (iii) The measurement in the THz domain confirms that this electron beam has structures shorter than 100 fs. In the same chapter, I also show the properties of the laser: the laser pulse duration, measured with a single-shot autocorrelator, is shortened during the interaction. The transmitted laser energy and the energy dumped into the plasma waves can be estimated using an imaging diagnostic. The Thomson scattering diagnostic is used to visualize the laser propagation where the scattering is
important and an interferometry diagnostic gives the free electron density in the plasma.

The last chapter gathers all applications of the electron beam developed in the laboratory during this thesis. These applications have been selected to emphasize the unique properties of this electron source. I show the results of a γ-ray radiography experiment, some simulations of the dose deposited for radiotherapy treatment, but also the experimental study of water radiolysis in femto-chemistry and the generation of hard X-rays. The radiography shows that the γ-ray source size is smaller than the one obtained with equivalent conventional accelerators. Simulations for radiotherapy show the competitive properties of electron beams in terms of dose deposition, penetration depth and transverse penumbra. Water radiolysis emphasizes the brevity of the electron bunch in order to probe short-lived events. Finally, the generation of intense X-rays requires all the good properties of this electron beam.

This dissertation is followed by three appendices: the analytical method which describes betatron oscillations of electrons in an ionic channel including simultaneous acceleration, the detailed description of the electron spectrometer which has been used to design new spectrometers for future experiments and finally the absolute calibration of the electron spectrometer, which allows to avoid the use of an integrating current transformer.
Chapter 1

Theory and evolution of electron acceleration using laser-plasma interaction

Laser-plasma-based electron acceleration starts in 1979 when plasma waves are proposed to accelerate particles (Tajima and Dawson, 1979). Since this moment, fast and important improvement have been achieved, giving birth to several acceleration mechanisms. This evolution is reproduced in this chapter. First, the physical quantities used in the following are introduced and the example of acceleration in a linear 1D case is presented. This is followed by the list of some non-linear phenomena which are used to describe the history of laser-based electron acceleration. Finally, in order to reach even higher energies, the last models of acceleration are presented.

First, the next two sections introduce the equations and physical quantities used to describe the interaction. These formulas are given in the international unit system (SI).

1.1 Propagation of an electromagnetic wave

1.1.1 Maxwell equations

An electromagnetic wave is a vibration that propagates in space and which contains both an electric and a magnetic component. A laser pulse is an electromagnetic wave. The propagation of an electromagnetic wave in a medium is described by the Maxwell equations:

\[
\begin{align*}
\nabla \cdot \vec{E} &= \frac{\rho}{\varepsilon_0} \quad \nabla \cdot \vec{B} = 0 \\
\nabla \times \vec{E} &= -\frac{\partial \vec{B}}{\partial t} \quad \nabla \times \vec{B} = \frac{1}{c^2} \frac{\partial \vec{E}}{\partial t} + \mu_0 \vec{j}
\end{align*}
\]  

(1.1)

where \( \vec{E} \) and \( \vec{B} \) are the electric and magnetic fields respectively, \( \rho \) and \( \vec{j} \) describe the medium and are the local density and the current density respectively. \( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability of vacuum. \( c \) is the celerity of light. The operator \( \nabla \) corresponds to the spatial partial derivative vector

\[
\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)
\]  

(1.2)
From this set of equations, one obtains the equation of propagation of the electric field. In vacuum ($\rho = 0$ and $\vec{j} = \vec{0}$), this is written:

$$\nabla^2 \vec{E}(\vec{x},t) - \frac{1}{c^2} \frac{\partial^2 \vec{E}(\vec{x},t)}{\partial t^2} = \vec{0}$$

(1.3)

In the frequency domain (for the temporal variable), it becomes:

$$\nabla^2 \vec{E}(\vec{x},\omega) + \frac{\omega^2}{c^2} \vec{E}(\vec{x},\omega) = \vec{0}$$

(1.4)

In a more general case of a propagation in an isotropic medium, one introduces the refractive index $\eta$ in the equation of propagation, which contains the response of the medium

$$\nabla^2 \vec{E}(\vec{x},\omega) + \frac{\omega^2}{c^2} \eta^2(\omega) \vec{E}(\vec{x},\omega) = \vec{0}$$

(1.5)

### 1.1.2 Laser parameters

In general, one uses potentials to describe these fields. There exist a vector potential $\vec{A}$ and a scalar potential $\Phi$ that verify:

$$\begin{cases}
\vec{E} = -\vec{\nabla} \Phi - \frac{\partial \vec{A}}{\partial t} \\
\vec{B} = \vec{\nabla} \times \vec{A}
\end{cases}$$

(1.6)

These potentials are not described uniquely. It is possible to find other solutions with a gauge transformation. We usually work in Coulomb gauge $\vec{\nabla}.\vec{A} = 0$.

In the following, we will use the normalized vector potential $\vec{a}$, defined by:

$$\vec{a} = \frac{e \vec{A}}{m_e c}$$

(1.7)

where $e$ is the electron charge and $m_e$ is its mass.

One also introduces the intensity $I$ (which is in fact an illumination), which is the average of the Poynting vector over an optical cycle:

$$I = c^2 \varepsilon_0 \left< \vec{E} \times \vec{B} \right>_t$$

(1.8)

where brackets design the temporal average on one optical cycle.

### 1.1.3 Gaussian beams

Short laser pulses delivered by laser systems have a broad spectrum which contains many modes locked in phase. This spectrum is usually described simply by a gaussian envelope, thus also leading to a gaussian temporal envelope, which is close to reality. In the same way, the spatial profile of the laser pulse at the focal plane is also represented by a gaussian function. The electric field has the following form for a linearly polarized pulse:

$$\vec{E}(r,z,t) = \frac{E}{2} f(r,z) g(t,z) \exp[-i(k_0 z - \omega_0 t)] \vec{e}_z + \vec{c}c$$

(1.9)
Equation 1.9 contains a carrying envelope with wave number $k_0$ and frequency $\omega_0$ and spatial and temporal information contained in $f(r,z)$ and $g(t)$ respectively. The following gaussian expressions (Eq. 1.10) verify the equation of propagation of the electric field in vacuum in the paraxial approximation. These expressions reproduce accurately the electric field of the laser when the focusing optics have small aperture.

\begin{align*}
g(t,z) &= \exp\left[-2\ln 2 \left(\frac{t-z/c}{\tau_0}\right)^2\right], \\
f(r,z) &= w_0 \sqrt{1 + \frac{z^2}{Z_r^2}} \\
R(z) &= z \left(1 + \frac{Z_r^2}{z^2}\right)
\end{align*}

where $\tau_0$ is the pulse duration at full width at half maximum (FWHM), $w_0$ is the waist of the focal spot (the radius at 1/e of the electric field in the focal plane $z = 0$). $\phi(z)$ is the Gouy phase. Functions $w(z)$ and $R(z)$ represent respectively the radius at 1/e of the electric field and the radius of curvature of the wave front. These functions take the following form:

\begin{align*}
w(z) &= w_0 \sqrt{1 + \frac{z^2}{Z_r^2}} \\
R(z) &= z \left(1 + \frac{Z_r^2}{z^2}\right)
\end{align*}

$Z_r = \pi w_0^2/\lambda_0$ is the Rayleigh length. This physical parameter represents the length where the laser intensity on axis has dropped by a factor 2 compared to the intensity in the focal plane ($z = 0$).

Starting from this expression of the electric field, the following relation exists between the maximal intensity $I_0$ and the power $P$:

\[ I_0 = \frac{2P}{\pi w_0^2} \]

with $P = 2\sqrt{\ln 2} \frac{U}{\pi \tau_0} \sim \frac{U}{\tau_0}$, where $U$ is the energy contained in the pulse.

Then, the following relation lies the maximal intensity $I_0$ and the maximum of the normalized vector potential $a_0$

\[ a_0 = \left(\frac{e^2}{2\pi^2 \epsilon_0 \mu_0 c^5 \lambda_0^2 I_0}\right)^{1/2} \]

The physical quantities will be useful in the following to describe the experiments done.

**Numerical application**

The laser at Laboratoire d’Optique Appliquée delivers an energy of $U = 1$ J on target in $\tau_0 = 30$ fs, which corresponds to an effective power of $P = 33$ TW. The wavelength $\lambda_0$ is 820 nm. An off-axis parabolic mirror with focal length $f = 1$ m focuses the beam down to the diffraction limit $w_0 \sim \alpha \lambda_0 f/d = 18 \mu$m, where $d = 55$ mm is the diameter of the beam before focusing. For an homogeneous circular beam in
near field, the constant $\alpha$ equals 1.22. One estimates around 50% of the energy is contained in the focal spot. One deduces a maximal intensity $I_0 = 3 \times 10^{18}$ W/cm$^2$, which leads to $a_0 = 1.3$.

When $a_0$ exceeds unity, the oscillations of an electron in the laser field become relativistic. In our experimental conditions, the motion of the electrons is relativistic.

### 1.2 Plasma waves

A plasma is a state of matter made of free electrons, totally or partially ionized ions and neutral molecules, the whole medium being globally neutral (as many positive as negative charges). Plasmas are present in our daily life (plasma screens, plasma lamps for instance). More generally, they form a large part of the universe: interstellar plasmas, stars (such as our sun), ...

#### 1.2.1 Plasma parameters

Let’s assume an initially uniform, non-collisional plasma in which a slab of electron is displaced from the equilibrium position. The restoring force which applies on this electron slab, drives them towards the equilibrium position. For the time scale corresponding to the electron motion, one neglects the motion of the ions because of the inertia. This gives in the end oscillations around the equilibrium position at a frequency called the electron plasma frequency $\omega_{pe}$

$$\omega_{pe} = \sqrt{\frac{n_e e^2}{m_e \varepsilon_0}}$$

where $n_e$ is the unperturbed electron density.

This frequency has to be compared to the laser frequency: if $\omega_{pe} < \omega_0$ then the characteristic time scale of the plasma is longer than the optical period of the incoming radiation. The medium can’t stop the propagation of the electromagnetic wave. The medium is said to be transparent or under-dense. On the opposite, when $\omega_{pe} > \omega_0$ then the characteristic time scale of the electrons is fast enough to adapt to the incoming wave and to reflect totally or partially the radiation. The medium is said to be overdense.

These two domains are separated at frequency $\omega_0$, which corresponds to the critical density $n_c = \omega_0^2 m_e \varepsilon_0 / e^2$.

**Numerical application**

For an wavelength $\lambda_0 = 820$ nm, one obtains $n_c = 1.7 \times 10^{21}$ cm$^{-3}$. in our experimental conditions with gas jets, the electrons density ranges in $n_e \in [10^{17}; 10^{20}]$ cm$^{-3}$. We work in an underdense plasma and the laser pulse propagates.

In the 3D case, if one assumes that plasmas are perfect gases, an homogeneous plasma has an electron velocity distribution $f_e(v_e)$ which obeys the Maxwell-Boltzmann relation at thermodynamic equilibrium.:

$$f_e(v_e) = n_e \left( \frac{m_e}{2\pi k_B T_e} \right)^{3/2} \exp \left( -\frac{1}{2} \frac{m_e v_e^2}{k_B T_e} \right)$$
where $k_B$ is the Boltzmann’s constant, $T_e$ is the temperature of the electron gas. The average thermal velocity of the electrons for this distribution is $v_{te} = \sqrt{k_B T_e / m_e}$

### 1.2.2 Fluid equations

Let $f_e(\vec{x}, \vec{v}, t)$ be the distribution function of the electrons in the phase space. This means that the number of electrons between positions $\vec{x}$ and $\vec{x} + d\vec{x}$ with a speed between $\vec{v}$ and $\vec{v} + d\vec{v}$ at time $t$ is given by $f_e(\vec{x}, \vec{v}, t)||d\vec{x}|| ||d\vec{v}||$. The Vlasov equation describes the evolution of the distribution function in the electric $\vec{E}$ and magnetic $\vec{B}$ field of the wave in the non-collisional regime:

$$\frac{\partial f_e}{\partial t} + \vec{v} \cdot \vec{\nabla} f_e - \frac{e}{m_e} (\vec{E} + \vec{v} \times \vec{B}) \frac{\partial f_e}{\partial \vec{v}} = 0 \quad (1.17)$$

In general, we use more explicit expressions of the Vlasov equation. These are fluid equations obtained from the momenta of Eq. 1.17 by integrating over velocities ($\int d^3\vec{v}$), and assuming the the local field equals the average field.

$$\begin{cases} 
\frac{\partial n_e}{\partial t} + \vec{\nabla} \cdot (n_e \vec{v}_e) = 0 \\
\frac{\partial \vec{v}_e}{\partial t} + (\vec{v}_e \cdot \vec{\nabla}) \vec{v}_e = -\frac{e}{m_e} (\vec{E} + \vec{v}_e \times \vec{B}) - \frac{1}{n_e m_e} \vec{\nabla} P_e \Rightarrow
\end{cases} \quad (1.18)$$

The macroscopic quantities are

- the density $n_e(\vec{x}, t) = \int f_e(\vec{x}, \vec{v}, t) \, d^3\vec{v}$

- the velocity $\vec{v}_e(\vec{x}, t) = \frac{1}{n_e(\vec{x}, t)} \int f_e(\vec{x}, \vec{v}, t) \, \vec{v} \, d^3\vec{v}$

- the pressure $P_e(\vec{x}, t) = m_e \int f_e(\vec{x}, \vec{v}, t) (\vec{v} - \vec{v}_e)(\vec{v} - \vec{v}_e)^t \, d^3\vec{v}$

where $\vec{v}^t$ represents the transposed of vector $\vec{v}$.

These two equations 1.18 represent respectively the conservation of mass and the equation of motion. They describe the response of the plasma to an electromagnetic wave.

### 1.2.3 Unidimensional model of the acceleration of electrons in a plasma wave

One studies here the theory of trapping of electrons in a unidimensional relativistic plasma wave (Mora and Amiranoff, 1989). I detail the calculations because I think relevant to understand the acceleration mechanism in a simplified case.
Electric field of the plasma wave

One considers now a periodic sinusoidal perturbation of the electron plasma density in a uniform ion layer. Mechanisms responsible for the excitation of the plasma wave will be described in the following section. The density perturbation $\delta n$ is written:

$$\delta n = \delta n_e \sin(k_p z - \omega_p t) \quad (1.19)$$

where $\omega_p$ and $k_p$ are the angular frequency and the wave number of the plasma wave.

This density perturbation leads to a perturbation of the electric field $\delta \vec{E}$ via the Poisson equation 1.1

$$\nabla \cdot \delta \vec{E} = -\frac{\delta n e}{\varepsilon_0} \quad (1.20)$$

This gives

$$\delta \vec{E}(z,t) = E_0 \frac{\delta n_e}{n_e} \cos(k_p z - \omega_p t) \hat{e}_z \quad (1.21)$$

Because we want to describe the electron acceleration to relativistic energies by a plasma wave, we consider now a plasma wave with a phase velocity is close to the speed of light $v_p = \omega_p / k_p \sim c$. Let $E_0 = m_e c \omega_p / e$. The electric field becomes:

$$\delta \vec{E}(z,t) = E_0 \frac{\delta n_e}{n_e} \cos(k_p z - \omega_p t) \hat{e}_z \quad (1.22)$$

One notice that the electric field is dephased by $-\pi/4$ with respect to the electron density.

Lorentz’s transform

Let’s now describe what happens to an electron placed in this electric field. The goal is to obtain the required conditions for trapping to occur. The following variables are introduced to describe the electron in the laboratory frame: $z$ the position, $t$ the associated time, $\beta$ the velocity normalized to $c$, $\gamma = 1 / \sqrt{1 - \beta^2}$ the associated Lorentz’s factor. In the frame of the plasma wave, let $z', t', \beta'$ and $\gamma'$ represent the equivalent quantities.

The frame linked to the plasma wave is in uniform constant translation at speed $v_p = \beta_p c$. One writes $\gamma_p$ the Lorentz’s factor associated to this velocity. The Lorentz’s transform allows to switch from the laboratory frame to the wave frame:

$$\begin{cases} z' = \gamma_p(z - v_p t) \\ t' = \gamma_p(t - \frac{v_p}{c} x) \\ \gamma' = \gamma_p(1 - \beta \beta') \end{cases} \quad (1.23)$$

In this new frame, without magnetic field, the electric field remains unchanged $\delta \vec{E}'$

$$\delta \vec{E}'(z') = \delta \vec{E}(z,t) = E_0 \frac{\delta n_e}{n_e} \cos(k_p z' / \gamma_p) \hat{e}_z \quad (1.24)$$

Consequently, in terms of potential, the electric field is derived from potential $\Phi'$ defined by

$$\vec{F} = -e \delta \vec{E}' \equiv -\nabla' \Phi' \quad (1.25)$$
This leads to
\[ \Phi'(z') = mc^2 \gamma_p \frac{\delta n_e}{n_e} \sin(k_p z'/\gamma_p) \equiv mc^2 \Phi'(z') \] (1.26)

Finally, one writes the total energy conservation for the particle in this frame compared to the initial energy at the injection time (labelled with subscript 0):
\[ \gamma(z') + \Phi(z') = \gamma_0(z'_0) + \Phi_0(z'_0) \] (1.27)
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Figure 1.2: Electron trajectory in a plasma wave in the phase space \((k_p z - \omega_p t, \gamma)\) for \(\gamma_p = 10\) and \(\delta n_e/n_e = 0.05\). The thick line represents the separatrix. Closed orbits are trapped trajectories and open orbits are untrapped trajectories. The letters match the instants defined in caption of Fig. 1.1.

Electrons, either because the initial velocity is too low, or to high. The curve which separates these two regions is called the separatrix.

This separatrix gives the minimum and maximum energies for trapped particles. This is comparable to the hydrodynamic case, where a surfer has to crawl to gain velocity and to catch the wave. In terms of relativistic factor, \(\gamma\) has to belong to the interval \([\gamma_{\text{min}}; \gamma_{\text{max}}]\) with:

\[
\begin{align*}
\gamma_{\text{min}} &= \gamma_p (1 + 2\gamma_p \delta) - \sqrt{\gamma_p^2 - 1} \sqrt{(1 + 2\gamma_p \delta)^2 - 1} \\
\gamma_{\text{max}} &= \gamma_p (1 + 2\gamma_p \delta) + \sqrt{\gamma_p^2 - 1} \sqrt{(1 + 2\gamma_p \delta)^2 - 1}
\end{align*}
\]

where \(\delta = \delta n_e/n_e\) is the relative amplitude of the density perturbation.

One deduces that the maximum energy gain \(\Delta W_{\text{max}}\) for a trapped particle is reached for a closed orbit with maximum amplitude. This corresponds to the injection at \(\gamma_{\text{min}}\) on the separatrix and its extraction at \(\gamma_{\text{max}}\). The maximum energy gain is then written

\[
\Delta W_{\text{max}} = (\gamma_{\text{max}} - \gamma_{\text{min}})mc^2
\]

For an electron density much lower than the critical density \(n_e \ll n_c\), one has \(\gamma_p = \omega_0/\omega_p \gg 1\) and

\[
\Delta W_{\text{max}} = 4\gamma_p^2 \gamma_p \delta n_e/n_e mc^2
\]

For electron travelling along the separatrix, the time necessary to reach maximal energy is infinite because there exist a stationary point at energy \(\gamma_p\). On other closed orbits, the electron successively gains and loses energy during its rotation of the phase space. In order to design an experiment, one needs an estimation of the distance an electron travels before reaching maximal energy gain. This length, which is called the dephasing length
1.3. Non-linear effects

$L_{\text{deph}}$, corresponds to a phase rotation of $\frac{\lambda_p}{2}$ in the phase space. In order to have a simple analytical estimation, one needs to assume that the energy gain is small compared to the initial energy of the particle and that the plasma wave is relativistic $\gamma_p \gg 1$, then the dephasing length is written

$$L_{\text{deph}} \sim \gamma_p^2 \lambda_p$$  \hspace{1cm} (1.33)

This concept of dephasing length in a 1D case can be refined in a bi-dimensional case. Indeed, if one also takes into account the transverse effects of the plasma wave, this one is focusing or defocusing for the electrons along their acceleration (Mora, 1992). Because these transverse effects are shifted by $\frac{\lambda_p}{4}$ with respect to the pair acceleration/deceleration, the distance over which the plasma wave is both focusing and accelerating is restricted to a rotation of $\frac{\lambda_p}{4}$ in phase space, which decreases by a factor 2 the dephasing length from eq. 1.33.

$$L_{\text{deph}}^{2D} \sim \gamma_p^2 \lambda_p / 2$$  \hspace{1cm} (1.34)

In these formulas, one has considered a unique test electron, which has no influence on the plasma wave. In reality, the massive trapping of particles modifies electric fields and distorts the plasma wave. This is called space-charge effect (Coulomb repulsion force). Finally, this linear theory is difficult to apply to highly non-linear regimes which are explored experimentally. Some non-linear effects concerning short pulses are described in the next section. Nonetheless, these formulas are useful to scale the experiments.

1.3 Non-linear effects

1.3.1 Ponderomotive force

Let’s take a non-relativistic electron for a short while. In a laser field with a weak intensity, the average position of an electron is constant. If one only keeps linear terms in fluid equation 1.18, there remains (Kruer, 1988):

$$\frac{\partial \vec{v}_e^{(l)}}{\partial t} = - \frac{e}{m_e} \vec{E}$$  \hspace{1cm} (1.35)

The electron directly varies with the electric field. Let’s consider now a laser pulse slightly more intense, so that the electron velocity becomes slightly non linear $\vec{v}_e = \vec{v}_e^{(l)} + \vec{v}_e^{(nl)}$ with $\| \vec{v}_e^{(nl)} \| \ll \| \vec{v}_e^{(l)} \|$. The second order terms satisfy the following equation

$$\frac{\partial \vec{v}_e^{(nl)}}{\partial t} = -(\vec{v}_e^{(l)} \cdot \vec{\nabla}) \vec{v}_e^{(l)} - \frac{e}{m_e} (\vec{v}_e^{(l)} \wedge \vec{B})$$  \hspace{1cm} (1.36)

By keeping the low frequency component of the equation of motion, i.e. by averaging over an optical cycle, one obtains

$$m_e \frac{\partial \langle \vec{v}_e^{(nl)} \rangle}{\partial t} = - \frac{\vec{\nabla} I}{2cn_c} \equiv \vec{F}_p$$  \hspace{1cm} (1.37)
\( \vec{F}_p \) is called the ponderomotive force. This force repels charged particles from regions where the laser intensity gradient is large (whatever the sign of the charge). This ponderomotive force derives from a ponderomotive potential which is written as follow:

\[
\phi_p = \frac{I}{2cn_c} = \frac{e^2E^2}{4m_e\omega_0^2}
\]  

(1.38)

**Numerical application**

For an intensity \( I_0 = 1 \times 10^{19} \) W/cm\(^2\) and a wavelength 1 \( \mu \)m, one obtains a ponderomotive potential of \( \phi_p = 1 \) MeV.

Therefore, it is not possible to use the ponderomotive force as an accelerating mechanism to high energies. Nevertheless, it has an important role in the interaction because it drives a strong amplitude plasma wave. Work on the ponderomotive force in the relativistic regime and for a relativistic velocity of the plasma wave has also been reported (Mora and Antonsen, 1996, 1997; Quesnel and Mora, 1998).

### 1.3.2 Laser self-focusing

For a laser intensity above \( 10^{19} \) W/cm\(^2\), the motion of an electron in an intense laser field becomes relativistic. In this case, local properties of the medium vary as function of the laser intensity. In particular, the refractive index in the equation of propagation (eq. 1.5) depends on laser intensity \( \eta(I) = \eta_0 + \eta_2I \). The plasma medium acts as a focusing lens for the electromagnetic field of the laser. If one considers only the relativistic contribution, the critical power for self-focusing \( P_c \) for a linearly polarized laser pulse is written (Sprangle et al., 1987):

\[
P_c = \frac{8\pi\varepsilon_0m_e^2c^5n_c}{\varepsilon^2n_e}
\]  

(1.39)

**Numerical application**

For an electron density \( n_e = 10^{19} \) cm\(^{-3}\), for a laser wavelength \( \lambda_0 = 1 \mu \)m, one obtains a critical power \( P_c = 2 \) TW.

This formula doesn’t account for other phenomena which also modify the refractive index: the plasma wave, the ponderomotive effect on the electrons, the ion channel created by a long prepulse. For instance, the plasma wave tends to defocus the laser pulse, which might prevent the pulse from self-focusing at \( P_c \) (Ting et al., 1990). Then, because of an electron density bump at the front of the plasma wave, the laser field in the first plasma bucket can’t self-focus (Sprangle et al., 1992). Consequently, the laser pulse tends to erodes by the front. In particular, this theory predicts that it’s not possible for a laser pulse shorter than the plasma wavelength to remain self-focused.

In reality, current experiments use very intense laser pulses \( a_0 \gg 1 \) and density perturbations are not linear anymore. Then, consequences on the self-focusing of very short laser pulses are less obvious.
1.3.3 Wave breaking

Up to now, we have considered only linear plasma waves. Under such assumptions, the maximal amplitude of the electric field is \( E_{\text{max}} = E_0 \) for a density perturbation equal to 1 (see Eq. 1.24). \( E_0 \) is called the non-relativistic wave breaking limit for cold plasmas. It reaches 300 GV/m for a density \( 10^{19} \text{ cm}^{-3} \). Please note the four order of magnitude when compared to conventional accelerators. In reality, for high plasma wave amplitudes, the density variation is no longer sinusoidal. The electric field can exceed \( E_0 \) (Dawson, 1959) (see Fig. 1.3).

\[
E_{\text{def}} = \sqrt{2(\gamma_p - 1)}E_0
\]  

(1.40)

This formula is obtained in the case of cold plasmas (where the tensor of pressure is neglected in 1.18). Thermal effects tends to trigger wave breaking before the cold limit (Rosenzweig, 1988; Katsouleas and Mori, 1988).

Figure 1.3: Example of electric field (solid line) and electron density (dashed line) for a non-linear plasma wave.
1.4 Acceleration mechanisms

At first glance, the electric-magnetic field doesn’t seem a good solution to accelerate electrons: the electric field is mainly transverse to the propagation of the wave and its direction alternates every half period of the oscillation. Acceleration mechanisms presented here require an intermediary: the plasma wave. This one is excited by the laser pulse and allows to create a longitudinal electrostatic field favourable to the acceleration of electrons. The general diagram is represented on Fig. 1.4.

![Figure 1.4](image)

**Figure 1.4:** (Color) Principle of laser-plasma acceleration: from the interaction of an intense laser pulse with a gas jet, one obtains an electron beam at the output.

In section 1.2.3, a simple model of the electron acceleration in a plasma wave has been presented. Now, the link between the electric-magnetic field of the laser and the plasma wave has to be described. Several mechanisms have been developed to excite a large-amplitude plasma wave. These acceleration mechanisms have evolved as the laser pulse duration shortened and maximal intensity increased. Initially, the acceleration was well described by linear formulas. Then, as the intensity increased, non-linear mechanisms have appeared (Raman instability (Drake et al., 1974), relativistic self-focusing (Mori et al., 1988), relativistic self-modulation (McKinstrie and Bingham, 1992)) which allowed to reach even higher electric fields and particle beams with unique properties. A major improvement, which is one of the major feature of this thesis, is the measurement of electron beams with a quasi-monoenergetic spectrum. New theories have appeared to explain how to control the properties of this peak in the electron spectrum. These new theories will be introduced in section 1.5.

As explained in the introduction, it is also possible to drive a plasma wave with an electron beam coming from an accelerator. Electrons placed at the front of the bunch excite a plasma wave, in which electrons located at the back of the bunch can gain energy. At SLAC for instance, a gain of 2.7 GeV has been measured after 10 cm of plasma for electrons initially at 30 GeV (Hogan et al., 2005). This approach won’t be described in this document.
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1.4.1 Linear regime

Laser wakefield

Acceleration in a laser wakefield has been introduced by Tajima and Dawson (Tajima and Dawson, 1979). The perturbed electron density driven by the laser pulse is favourable to the acceleration of particles. The electron density profile obtained behind a gaussian laser pulse has been reported for $a_0 \ll 1$ (Gorbunov and Kirsanov, 1987). For a linearly polarized laser pulse with full width at half maximum (FWHM) $\sqrt{2\ln2}L$ (in intensity), the normalized vector potential is written:

$$a^2(z, t) = a_0^2 \exp \left[ - \left( \frac{k_0 z - \omega_0 t}{k_p L} \right)^2 \right]$$  \hspace{1cm} (1.41)

In this case, the associated electric field is

$$\vec{E}(z, t) = E_0 \frac{\sqrt{\pi} a_0^2}{4} k_p L \exp(-k_p^2 L^2/4) \cos(k_0 z - \omega_0 t) \hat{e}_z$$  \hspace{1cm} (1.42)

Equation 1.42 explicitly shows the dependence of the amplitude of the wave with the length of the exciting pulse. In particular, the maximal value for the amplitude is obtained for a length $L = \sqrt{2}/k_p$ (see Fig. 1.5).

![Amplitude of the electric field as function of the length of a gaussian laser pulse for a normalized vector potential $a_0 = 0.3$.](image)

**Figure 1.5:** Amplitude of the electric field as function of the length of a gaussian laser pulse for a normalized vector potential $a_0 = 0.3$.

Numerical application

For an electron density $n_e = 10^{19}$ cm$^{-3}$, the optimal pulse duration equals $L = 2.4$ µm (equivalent to a pulse duration $\tau = 8$ fs). For $a_0 = 0.3$, the maximal electric field is $E = 10$ GV/m.
Beating wave

Initially, laser pulse durations were long compared to the plasma period. In order to have an efficient coupling between the laser pulse and the plasma wave, new techniques had to be developed to generate an electromagnetic wave at the plasma frequency. This requires two copropagating laser pulses with frequency $\omega_1$ and $\omega_2$ having a difference corresponding to the plasma frequency $\omega_2 - \omega_1 = \omega_p$. The overlapping of these two pulses then generates a beating wave at $\omega_p$ which drives resonantly the plasma wave. In this regime, the amplitude of the plasma wave reaches approximately 30% of the initial density, which limits the accelerating field to a few GV/m.

In 1993, Clayton et al. (Clayton et al., 1994) have obtained a final energy of 9.1 MeV for electrons injected initially at 2.1 MeV. Other experiments in this regime have also been carried out at UCLA (Everett et al., 1994) (gain of 30 MeV), at École Polytechnique (Amiranoff et al., 1995) and at Osaka (Kitagawa et al., 1992) for instance.

Physical processes which limit this technique are the motion of the ions, which has to be taken into account for such long pulses, the relativistic dephasing of the plasma wave for higher laser intensity and the growth of instabilities.

1.4.2 Non-linear regime

Self modulated wakefield

Thanks to the development of laser systems with a high power and a short pulse duration (500 fs), which could deliver a large energy (100 J), non linear effects in plasma could be studied. The cumulative effects of the self-focusing and the self-modulation of the laser envelope by the initial perturbation of the electron density generates a train of laser pulses which becomes resonant with the plasma wave. These effects are described on Fig. 1.6. The self-modulated laser wakefield regime has been investigated theoretically (Sprangle et al., 1992; Antonsen and Mora, 1992; Andreev et al., 1992). Their work show that when the laser pulse duration exceeds the plasma period and when the power exceeds the critical power for self-focusing, a unique laser pulse becomes modulated at the plasma wavelength during its propagation. This mechanism, called Raman scattering and which describes the decomposition of an electromagnetic wave into a plasma wave an a frequency shifted electromagnetic wave, gives finally modulations similar to those produced with two laser pulses by the beating wave technique and allows the acceleration of electrons (Joshi et al., 1981).

During experiments carried out in England in 1994 (Modena et al., 1995), the amplitude of the plasma waves reached the wavebreaking limit, where electrons initially belonging to the plasma wave are self-trapped and accelerated to high energies (see Sec. 1.3.3). The fact that the external injection of electrons in the wave is no longer necessary is a major improvement. They have measured an electron spectrum extending up to 44 MeV. This regime has also been reached for instance in the United States at CUOS (Umstadter et al., 1996), at NRL (Moore et al., 2004). However, because of the heating of the plasma by these relatively “long” pulses, the wave breaking occurred well before reaching the cold wave breaking limit, which limited the maximum electric field to a few 100 GV/m. The maximum amplitude of the plasma wave has also been measured to be in the range 20-60% (Clayton et al., 1998).
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Figure 1.6: Self-modulation of the laser envelope and coupling with the plasma wave amplitude. Initially, the laser propagates on a plasma density perturbation (a). This modulates the laser envelope, which increases the coupling with the plasma wave, the amplitude of which increases (b). Finally, the self-modulation mechanism generates a train of laser pulses spaced by a plasma wavelength, which resonantly excites a large amplitude plasma wave (c).
Forced wakefield

These unique properties of laser-plasma interaction at very high intensity, previously explored only on very large infrastructures, became accessible for smaller systems, fitted to university laboratories. These laser systems, also based on chirped pulse amplification (Strickland and Mourou, 1985) and using here Titanium Sapphire crystals, fit in a room of several tens of meters square and deliver on-target energy of 2-3 J in 30 fs. This corresponds to 100 TW-class laser systems which can deliver an intensity of a few $10^{19}$ W/cm$^2$ after focusing. Many publications have shown that these facilities which deliver a modest energy and operate at a high repetition rate, can produce energetic electron beams with a quality higher than larger facilities. For instance, using the laser from “Salle Jaune” at LOA, electrons have been accelerated to 200 MeV in 3 mm of plasma (Malka et al., 2002). The mechanism involved is called forced laser wakefield to distinguish it from the self-modulated regime.

Indeed, thanks to short laser pulses, the heating of the plasma in the forced laser wakefield is significantly lower than in the self-modulated wakefield. This allows to reach much higher plasma wave amplitudes and also higher electron energies. Thanks to a limited interaction between the laser and the accelerated electrons, the quality of the electron beam is also improved. The measurement of the normalized transverse emittance has given values comparable to those obtained with conventional accelerators with an equivalent energy (normalized rms emittance $\varepsilon_n = 3\pi$ mm.mrad for electrons at $55 \pm 2$ MeV) (Fritzler et al., 2004).

Electron beams with maxwellian spectral distributions (exponential decay, see Fig. 1.7), generated by ultra-short laser pulses, have been produced in many laboratories in the world: at LBNL (Leemans et al., 2004), at NERL (Hosokai et al., 2003), and in Europe at LOA (Malka et al., 2001) or at MPQ in Germany (Gahn et al., 1999) for instance.
Bubble regime

More recently, theoretical work based on 3D PIC simulations have shown the existence of a robust acceleration mechanism called the bubble regime (Pukhov and Meyer-ter Vehn, 2002). In this regime, the dimensions of the focused laser are shorter than the plasma wavelength in longitudinal and also transverse directions. Thus, the laser pulse looks like a ball of light with a radius smaller than $10 \mu m$. If the laser energy contained in this volume is high enough, the ponderomotive force of the laser expels efficiently electrons from the plasma radially, which forms a cavity free from electrons behind the laser, surrounded by a dense region of electrons. Behind the bubble, electronic trajectories intersect each other. A few electrons are injected in the cavity and accelerated along the laser axis, thus creating an electron beam with radial and longitudinal dimensions smaller than those of the laser (see Fig. 1.8).

![Figure 1.8: Acceleration principle in the bubble regime.](image)

The signature of this regime is a quasi monoenergetic electron distribution. This contrasts with previous results reported on electron acceleration using laser-plasma interaction. This properties comes from the combination of several factors:

- The electron injection is different from that in the self-modulated or forced regimes. Injection doesn’t occur because of the breaking of the accelerating structure. It is localized at the back of the cavity, which gives similar initial properties in the phase space to injected electrons.
- The acceleration takes place in a stable structure during propagation, as long as the laser intensity is strong enough.
- Electrons are trapped behind the laser, which suppresses interaction with the electric field of the laser.
- Trapping stops automatically when the charge contained in the cavity compensates the ionic charge.
- The rotation in the phase-space also leads to a shortening of the spectral width of the electron beam (Tsung et al., 2004).
Several laboratories have obtained quasi monoenergetic spectra: in France (Faure et al., 2004) with a laser pulse shorter than the plasma period, but also with pulses longer than the plasma period in England (Mangles et al., 2004), in the United States (Geddes et al., 2004), then in Japan (Miura et al., 2005) and in Germany (Hidding et al., 2006). The interest of such a beam in important for applications: it is now possible to transport and to refocus this beam by magnetic fields. With a maxwellian-like spectrum, it would have been necessary to select an energy range for the transport, which would have decreased significantly the electron flux.

1.5 Future of the laser-based acceleration

The building of even more powerfull laser facilities (Petawatt class, i.e. \(10^{15}\) W), allows the prediction to even higher energies. The next step is to reach in routine the symbolic threshold of 1 GeV with these systems. The following theories show that it’s also possible to reach 1 GeV with current 100 TW-class laser systems. In order to scale correctly the next experiments, theoretical studies are carried out for the acceleration to 1 GeV, either by extrapolating the bubble regime to higher energies, or using linear plasma waves which can be controlled more easily. The first one generates the electron beam in a single stage whereas the second one requires also the injection of electron with good initial properties. One says it is a two-stage acceleration process. It might also be possible to study stacks of linear stages (multi-stage approach) but problems of transport of the beam between stages also appear. This multi-stage approach won’t be discussed in the following.

1.5.1 Extension of the bubble regime to higher energies, scaling laws

Fields in a relativistic spherical cavity

Fields in a spherical relativistic cavity have been reported analytically (Pukhov et al., 2004; Lu et al., 2006a). In order to simplify equations, ions are considered immobile on these time scales. However, for very high values of the vector potential, this assumption is no longer valid (Rosenzweig et al., 2005). The origin of the frame is placed at the center of the spherical cavity. Under the quasistatic assumption\(^1\), electric and magnetic fields in the cavity have the following expression:

\[
\begin{align*}
\vec{E}_{\text{cav}}(x,y,z,t) &= E_0 \frac{\omega_{pe}}{c} \begin{pmatrix}
(x - v_pt)/2 \\
y/4 \\
z/4
\end{pmatrix} \\
\vec{B}_{\text{cav}}(x,y,z,t) &= E_0 \frac{\omega_{pe}}{c} \begin{pmatrix}
0 \\
z/4 \\
y/4
\end{pmatrix}
\end{align*}
\]

This dependency of the fields matches pretty well PIC simulations in this regime (Fig. 1.9) (Pukhov et al., 2004). Slight mismatch with the formulas comes from an imperfect spherical structure in the simulations.

Similarity theory

Up to now, analytical equations have been obtained only with perturbative models or 1D non-linear regime. But a fully relativistic 3D theory was still missing to describe correctly

\(^1\)equations depend only on \(\xi = x - v_pt\) instead of \(x\) and \(t\) separately
the interaction. Work has been done to obtain scaling laws to predict the properties of the electron beam (Gordienko and Pukhov, 2005; Lu et al., 2006b). The main results are reproduced here.

The first theory describes the similarity of the equations in an ultra-relativistic regime (Gordienko and Pukhov, 2005). After a strong assumption, these authors give the equations of motion with only three independent parameters: the waist of the laser \(w_0\), the pulse duration \(\tau\) (FWHM) and the similarity parameter \(S = n_e/(a_0 n_c)\). In other words, this similarity theory states that for given \(w_0\) and \(\tau\), the laser pulse propagation and the electron beam properties depend on the variable \(S\). If \(S\) is constant, one says that the propagation is similar: physical quantities can be scaled so that the simulation looks the same. This is shown on Fig. 1.10. Ions are also considered immobile here. Authors have also recently described similarity parameters for ions, which won’t be discussed here.

In this regime (see Sec. 1.4.2), the electron spectrum is quasi monoenergetic and the properties of the electron beam can be described with this theory.

**Assumptions** In order to clarify the validity of the equation, here is a list of the assumptions required.

1. Ultra-relativistic limit: \(a_0 \gg 1\). This assumption is used to normalize the velocity of all the electrons to \(c\). Consequently, all electrons are relativistic, even those which are not trapped (and which form the accelerating structure). The authors try to detail the consequences and the conditions of validity of such an assumption (Pukhov and Gordienko, 2006).

2. Very under-dense plasma: \(S \ll 1\).

3. The waist of the focal spot \(w_0\) is adapted to the cavity: \(k_p w_0 \sim \sqrt{a_0}\). This criterion corresponds to optimal conditions for the bubble regime, according to the authors.

4. The longitudinal length of the laser is smaller than its transverse dimensions: \(c\tau_0 \leq w_0\).

5. The laser pulse duration is much longer than an optical cycle: \(\omega_0 \tau_0 \gg 1\). This is required to define the envelope of the laser.
Figure 1.10: (Color) Principle of similarity. Simulations are shown for a constant parameter $S = 10^{-3}$. Curves with the same color correspond to similar times during the simulation. After a scaling of the axis, curves all look similar. These PIC simulations don’t use the ultra-relativistic assumption from the theory. Parameters: i) $a_0 = 10$, $n_e = 0.01n_c$, ii) $a_0 = 20$, $n_e = 0.02n_c$, iii) $a_0 = 30$, $n_e = 0.03n_c$, iv) $a_0 = 40$, $n_e = 0.04n_c$

One notices that these constraints imply relations between different parameters of the interaction. Usually, it’s not possible to modify only one parameter while keeping the other constants.

**Scaling laws** In these conditions, this theory predicts the properties of the quasi-monoenergetic electron beam obtained:

- The maximum energy of the quasi-monoenergetic peak $E_{\text{mono}}$
  \[
  E_{\text{mono}} \sim 0.65m_ec^2\sqrt{\frac{P}{P_{\text{rel}}}}\frac{c\tau_0}{\lambda_0}
  \] (1.44)
  where $P$ is the power of the pulse, $P_{\text{rel}} = 4\pi\varepsilon_0m_c^2c^5/e^2 \sim 8.5$ GW is the unit of relativistic power

- The number of electron in the quasi-monoenergetic peak is
  \[
  N_{\text{mono}} \sim \frac{1.8}{k_0r_e}\sqrt{\frac{P}{P_{\text{rel}}}}
  \] (1.45)
  where $r_e = e^2/(4\pi\varepsilon_0mc^2)$ is the classical radius of an electron.

- The acceleration length $L_{\text{acc}}$
  \[
  L_{\text{acc}} \sim 0.7Z_R\frac{c\tau_0}{\lambda_0}
  \] (1.46)
  where $Z_R = \pi w_0^2/\lambda_0$ is the Rayleigh length.
• The conversion efficiency of laser energy to electron kinetic energy in the quasi-monoenergetic peak is
  \[ \eta \sim 20\% \]  

The figures which appear in each formula have been obtained from 3D PIC simulations.

**Numerical application**

In order to reproduce the conditions presented in section 1.5.1, one chooses \( a_0 = 10 \) (assumption 1), \( c\tau_0 = 3.3 \mu m \) (assumption 5), \( n_e = 10^{19} \text{ cm}^{-3} \) (assumption 2). Consequently, constraints give the waist of the beam (assumption 3) \( w_0 = \sqrt{a_0 k_p} = 5.3 \mu m \) which is higher than \( c\tau \) (assumption 4). Using equations 1.13 and 1.14, one obtains the laser power \( P = 75 \text{ TW} \). The energy contained in this pulse is \( U = P\tau_0 \sim 0.8 \text{ J} \).

Consequently, predictions give an energy \( E_{\text{mono}} = 126 \text{ MeV} \), a charge of 1.3 nC for an acceleration length of \( L_{\text{acc}} = 0.3 \text{ mm} \).

With an equivalent energy, we have obtained experimentally a quasi-monoenergetic spectrum with an equivalent energy and charge. However, the acceleration length was 3 mm and the waist of the focal spot was 18 \( \mu m \). This theory implies some constraints which don’t allow to explore all sets of parameters.

**Existence**

According to the authors, the optimal conditions for this theory of similarity corresponds to the bubble regime for which assumptions 1, 3 and 4 give conditions on the electrons density which has to be in the range \( n_1 < n_e < n_2 \) (Pukhov and Gordienko, 2006).

\[ n_1 \sim n_c \frac{P_{\text{rel}}}{P}, \quad n_2 \sim n_c \sqrt{\frac{P}{P_{\text{rel}} \left(\omega_0\tau\right)}} \frac{1}{\left(\omega_0\tau\right)^3} \]

This in turns requires the laser power to be above a given threshold

\[ P > P_{\text{rel}}(\omega_0\tau)^2 \]

The cross-hatched area gives the domain of validity on Fig. 1.11. The point represents the experimental conditions at LOA, which is not in this area. Consequently, these formulas can’t be used to estimate the results from our experiments.

**Blow-out theory**

This second theory relies on the calculation of the properties of the electron beam directly from the estimation of usual physical quantities (radius of the cavity, group velocity of the laser, dephasing length, ...) (Lu et al., 2006b). Before giving the scaling laws for the electron beam, here is the list of the assumptions.

**Assumptions**

1. Quasistatic assumption : the laser envelope evolves slowly during the interaction time with an electron. According to the authors, this is one of the main restriction to their theory towards ultra-relativistic intensities. The ponderomotive force applied to the electrons has to give a longitudinal velocity lower than the group velocity of the laser \( a_0 < 2 \sqrt{n_c/n_e} \). This implies that the electron density decreases as \( a_0 \) increases.
Figure 1.11: Electron density range corresponding to assumptions for the theory of similarity (Eq. 1.48) as function of laser power $P$. The point represents the experimental conditions at LOA. This graph corresponds to $\tau = 30$ fs.

2. Relativistic regime: $a_0 > 4$.

3. Very under-dense plasma: $\omega_p^2 \ll \omega_0^2$.

4. The waist of the focal spot $w_0$ is adapted to the cavity: $k_pR \sim k_p w_0 = 2\sqrt{a_0}$. The factor 2 is obtained from numerical simulations and corresponds to the minimization of the oscillations of the laser envelope during the propagation.

5. The depletion length is larger than the dephasing length which is equal to the interaction length: $L_{dp} > L_{deph}^{(3D)}$. The consequence is a minimum pulse duration $c\tau > 2R/3$.

**Results** The authors state that the velocity of erosion of the laser, based on 1D models (Ting et al., 1990; Bulanov et al., 1992; Decker et al., 1996), reproduce quite well the observations in 3D PIC simulations. The depletion length is then written

$$L_{dp} \sim \frac{\omega_0^2}{\omega_p^2} c\tau$$  \hspace{1cm} (1.50)

Because of this depletion, the group velocity of the laser is smaller than the linear group velocity. Electrons injected at the back of the cavity reach its center after a dephasing length:

$$L_{deph}^{(3D)} \sim \frac{2}{3} \frac{\omega_0^2}{\omega_p^2} R$$  \hspace{1cm} (1.51)

where $R$ is the radius of the cavity.

The properties of the electron beam are the following:
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- The energy gain at the dephasing length is

$$ E_{\text{mono}} \sim mc^2 \left( \frac{P}{P_{\text{rel}}} \right)^{1/3} \left( \frac{n_c}{n_e} \right)^{2/3} $$

(1.52)

where $P$ is the laser power and $P_{\text{rel}} = 4\pi \varepsilon_0 m_e^2 c^5 / e^2 \sim 8.5$ GW is the unit of relativistic power.

- The maximum number of particles at this energy is obtained by equating the fields in the cavity:

$$ N \sim \frac{8/15}{k_0 r_e} \sqrt{\frac{P}{P_{\text{rel}}}} $$

(1.53)

where $r_e = e^2 / (4\pi \varepsilon_0 mc^2)$ is the classical radius of an electron.

- The acceleration length is chosen to be equal to the dephasing length in order to have the narrowest spectral width

$$ L_{\text{acc}} \sim \frac{4}{3} \frac{\omega_0^2 \sqrt{a_0}}{\omega_p^2 k_p} $$

(1.54)

for a pulse duration $c\tau = w_0$, the energy yield from laser energy to electron kinetic energy evolves as

$$ \eta \sim \frac{1}{a_0} $$

(1.55)

These formulas differ from the ones described in the similarity theory. The authors explain that the acceleration length is different. In these formulas, the acceleration length $L_{\text{acc}}$ is linked to the dephasing of the electrons in the structure. In the similarity theory, the acceleration length is limited by the breaking of the plasma wave, in order to guarantee a quasi-monoenergetic peak. This also limits the maximum energy of the electrons and these formulas follow different scaling laws.

**Numerical application**

For a laser pulse with $a_0 = 10$, $c\tau_0 = 3.3$ $\mu$m in an electron density $n_e = 10^{19}$ cm$^{-3}$, the assumptions are all verified, and in particular the quasistatic assumption (assumption 1) and the depletion length is equal to the dephasing length (assumption 5). Consequently, predictions give an energy $E_{\text{mono}} = 324$ MeV, a charge of 0.4 nC for an acceleration length $L_{\text{acc}} = 1.2$ mm.

1.5.2 Injection and linear acceleration

Current acceleration techniques rely on highly non-linear mechanisms. Consequently, fluctuations on the parameters of interaction can have a dramatic impact on the stability of the electron beam. Linear methods for laser plasma acceleration allow a better control of the electron beam properties at the output. Theoretical studies and simulations have been carried out in linear structure to reach 1 GeV (Andreev and Kutnetsov, 2000; Gorbunov et al., 2005; Lifschitz et al., 2006). This accelerator requires two stages: the injection of a short electron bunch, produced by current laser-based acceleration techniques, and an
acceleration stage in a linear plasma structure created by a petawatt laser. Powerful laser pulses are focused in a large focal spot \( w_0 \sim 100 \mu m \), which allows to neglect self-focusing effects (even if the ratio \( P/P_c \) doesn’t evolve).

Under these conditions, it is possible to control the final energy and the spectral width of the electron bunch. Analytic formulas can be obtained under some assumptions: the acceleration length is considered to be very small compared to the dephasing length and the properties of the laser don’t evolve, which allows to neglect the phase evolution in the plasma wave (constant electric field). Moreover, Coulomb repulsions in the electron bunch and the influence of accelerated electrons on the plasma wave are neglected. Under these assumptions, the final properties in energy \( E_{mono} \) and in dispersion \( \delta E \) for an electron beam injected at energy \( E_i \) with a dispersion \( \delta E_i \) after an accelerating distance between \( z = -Z_r \) and \( z = Z_r \) are (Lifschitz et al., 2005):

\[
E_{mono} = E_i + \frac{1}{2} \hat{\delta} (k_p w_0)^2 \gamma_p
\]

\[
\delta E = \delta E_i + \frac{1}{2} \hat{\delta} (1 - \cos(2\pi L_b/\lambda_p)) (k_p w_0)^2 \gamma_p
\]

with \( \hat{\delta} = 0.79 \sqrt{\pi a_0^2 L_0/4} \exp -L_0^2/4 \) and \( L_0 = \omega_p \tau_0 / \sqrt{4 \ln 2} \), where \( L_b \) is the initial bunch length and \( \tau_0 \) the laser pulse duration.

### Numerical application

One considers a petawatt-class laser \( P = 1 \) PW, a pulse with a waist \( w_0 = 100 \mu m \) and a duration \( \tau_0 = 30 fs \) which propagates in an electron density \( n_e = 10^{17} \) cm\(^{-3}\) and an electron bunch of length \( L_b = 5 \mu m \). Under these conditions, the normalized vector potential is \( a_0 = 1.76 \), which satisfies approximately the numerical conditions to neglect self-focusing for a large laser waist (Gorbunov et al., 2005).

The final energy is then \( 910 \pm 50 \) MeV for an electron beam initially at \( 170 \pm 25 \) MeV (this corresponds to the quasi-monoenergetic electron beam obtained experimentally and described in the next chapter).

Thanks to a large waist, the maximum acceleration length corresponds to twice the Rayleigh length \( 2Z_r = 8 \) cm. Similar results on the electron beam can be obtained when using a channel for a lower laser energy, corresponding to 100 TW-class laser systems (Malka et al., 2005a). Using a channel to guide the laser pulse, it is possible to have higher energy gains and to control precisely the final energy by the interaction length (see Fig. 1.12).

Simulations have also been performed to illustrate the control of the spectral width. With an energy of \( 10 \) J in an electron density of \( 3 \times 10^{16} \) cm\(^{-3}\) on-axis, a spectral width of \( 2 \% \) at 1.2 GeV has been obtained in the simulation (Malka et al., 2005c) (see figure 1.13).

### 1.5.3 Alternative techniques

It has also been suggested to inject low energy electron in front of the laser pulse (Khachatryan et al., 2004). Hydrodynamic simulations show that the laser pulse overruns the injected electrons, which are trapped in the first arch of the accelerating structure created
Figure 1.12: Electron spectra obtained using a guided laser pulse in the second stage, for acceleration length of 4, 8 and 12 cm. Parameters of the injected electrons: bunch duration 30 fs, energy $170 \pm 20$ MeV, divergence 10 mrad and charge 0.5 nC. Parameters for the channel: on-axis electron density $n_0 = 8.6 \times 10^{16}$ cm$^{-3}$, radius $r_0 = 40 \mu$m, parabolic profile with a density 3$n_0$ at $r_0$. Parameters for the laser: duration 78 fs, power 140 TW, energy 11 J, intensity $4.2 \times 10^{18}$ W/cm$^2$, waist 46 $\mu$m.

Figure 1.13: Electron spectrum using a guided laser pulse in the second stage for an acceleration length of 19 cm. Parameters of injected electrons: bunch duration 30 fs, energy $170 \pm 20$ MeV, divergence 10 mrad and charge 0.5 nC. Parameters for the channel: on-axis electron density $n_0 = 3.0 \times 10^{16}$ cm$^{-3}$, radius $r_0 = 70 \mu$m, parabolic profile with a density 3$n_0$ at $r_0$. Parameters for the laser: energy 10 J, power 160 TW, normalized amplitude $a_0 = 1$. 
behind the laser. However, as in the previous case, the charge in the accelerated bunch is limited to guarantee the validity of the assumptions. But here, Coulomb repulsions, which are neglected for such low energy electrons, might have catastrophic consequences on the quality of the electron beam. Then, the transverse electric field of the laser might also significantly degrade the emittance of the electron bunch when it is being overrun.

There exist other methods emphasizing the control of the injection when using two counter propagating laser pulses. A first beam, the characteristics of which can’t trigger the wave breaking, drives a plasma wave. The injection is controlled by a second counter-propagating pulse with lower intensity. The beating of the two pulses triggers the injection of a small amount of electrons in the accelerating structure (Esarey et al., 1997; Sheng et al., 2004; Fubiani et al., 2004).

The guiding of the laser pulse over longer distances allows also to reach higher energies (Tsung et al., 2004). Using capillary discharges, the team from LBNL has obtained electrons with energy higher than 1 GeV, but detailed results are not known yet.

The development of the acceleration towards higher energies is one of the possibilities of this source. It is also planned to inject an electron beam from a laser-plasma accelerator in these structures. Actually, accelerating cavities in the plasma waves are very short (approximately 10 μm at an electron density of $10^{19}$ cm$^{-3}$) and photocathodes used on conventional accelerators are not adapted. The quasi-monoenergetic electron beam presented in the next chapter is a good candidate for the injection: it is short consequently can be injected so that all electrons can see a similar electric field. Synchronization of the injection with the following accelerating stages is ideal because everything can be driven by the same initial laser pulse splitted in several arms. However, the stability has to be improved before this source can be used as an injector. These issues of the control and the stability of the properties of the electron beam are the center of current development of the laser-plasma electron accelerator. This requires stable laser systems and less extreme operating conditions compared to the specifications of the laser facility.
Chapter 2

Quasi monoenergetic spectrum and optimization

This section presents experimental results based on the characterization of the interaction. For a better clarity, the experimental setup is presented first, followed by examples of the quasi-monoenergetic electron beam obtained and finally the optimization performed to obtain these results.

2.1 Description of the experiment

This section describes the laser system used during the experiments and the experimental setup used for the characterization of the electron beam. Complementary and more detailed explanations on the electron spectrometer are given in Appendix B and C.

2.1.1 Characteristics of the laser in “salle jaune” at LOA

The laser in “salle jaune” (Pittman et al., 2002) at Laboratoire d’Optique Appliquée operated in chirped pulse amplification mode (Strickland and Mourou, 1985) with a Ti:Sapphire crystal in the infrared. It delivers 30 TW laser pulses in 30 fs at a repetition rate of 10 Hz.

The laser system contains a self-modelocked Ti:Sa oscillator, which delivers a train of pulses of 300 mW and 18 fs at a repetition rate of 88 MHz. These pulses are stretched in an aberration-free stretcher and injected in a Dazzler (acousto-optical filter). This device allows an active control of the spectrum and spectral phase of the pulse. A Pockels cell is then used to select pulses at a repetition rate of 10 Hz. The opening gate gives control of the ASE (amplified spontaneous emission) level, which defines the pulse contrast. The 1nJ pulses selected are then amplified in three multi-pass stages, after which the energy reaches sequentially 2 mJ, 200 mJ and 2.5 J. Between amplification stages, spatial filters enhance the fundamental spatial mode which limits hot spots in the beam profile to values below the damage threshold in crystals. The crystal in the third stage is also cryo-cooled, which reduces thermal effects. After entering a secondary vacuum level, pulses are recompressed on a pair of gratings (double pass) and send to the interaction chamber. The compressor efficiency is 55 %, which gives pulses of 30 fs (FWHM) containing an energy of about 1.3 J on target. The pulse contrast on the nanosecond scale is better than $10^6$. 
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In experiments described hereafter, the focused pulse reaches a peak intensity of \( I = 3 \times 10^{18} \text{ W/cm}^2 \) which corresponds to an ASE level below the direct ionization threshold (of the order of \( 10^{14} \text{ W/cm}^2 \)). Thus, the laser propagates in a initially homogeneous medium, which is important for the propagation of the laser.

### 2.1.2 Experimental setup

![Experimental setup diagram](image)

**Figure 2.1:** (Color) Experimental setup. The laser is focused onto the edge of the gas jet. Trajectories of accelerated electrons are bent by the magnetic field of a permanent magnet and crosses a scintillator screen. The emitted light is then imaged onto a CCD camera. The integrating current transformer (ICT) has also been used to estimate the charge.

The experimental setup is shown on figure 2.1. The laser is focused with a parabolic mirror with focal length of 1 m onto the steep gradient at the front of a supersonic helium gas jet with diameter 3 mm. This light gas is fully ionized by the pedestal of the laser pulse. The atomic density profile of the gas jet, measured by interferometry, corresponds to a uniform density at the center and steep gradients (Semushin and Malka, 2001). These interaction conditions are used as a reference in the following.

The electron density is controlled by the pressure from the gas bottle, which allows to scan densities in the range \( n_e \in [10^{17}, 10^{19}] \text{ cm}^{-3} \), i.e. plasma wavelength \( 2\pi c/\omega_{pe} \) between 11 and 110 \( \mu \text{m} \). These values have to be compared to focused laser dimensions: the laser waist at the interaction point is diffraction limited \( w_0 = 18 \mu \text{m} \) and its duration
corresponds to a length $c\tau$ of 9 $\mu$m. The physics involved is therefore the forced laser wakefield or the bubble regime (Sec. 1.4.2).

Behind the interaction point, we place an electron spectrometer. During my first experiments, we used an imaging spectrometer composed of an electromagnet and 4 silicon diodes (Fig. 2.2). This detector was heavy and cumbersome, thus difficult to align along the laser axis. This combination of an imaging spectrometer and diodes gave a high resolution and a good sensitivity to electrons. The energy intercepted by each diode could be varied by modifying the intensity flowing in the electromagnet. However, each shot gave only 4 points, which required the accumulation of many shots with different magnetic fields to reproduce the full spectrum. This measurement was adapted to electron spectra with reproducible properties.

![Figure 2.2: (Color) imaging spectrometer composed of an adjustable magnetic field and 4 silicon diodes.](image)

Recently, we have observed a significant improvement of the properties of the electron beam. By decreasing the pressure, an electron beam with a low divergence could be obtained (10 mrad). At such pressures, the signal on the diodes fluctuated by several orders of magnitude at high energy. We were thinking that we missed interesting features with only 4 diodes. A new single shot electron spectrometer has been developed and set-up on the experiments. This is a light and compact system (see Fig 2.1) which gives the whole spectral information for every shot.

This spectrometer is composed of a permanent magnetic field $B_m = 0.45$ T at the center, which bends the electron trajectory according to their energy, and a scintillator, the
relaxation transition of which is excited by the electron flow, which is imaged onto a CCD camera with a high bits depth (16 bits). We also use an interference filter just in front of the objective to select the central wavelength in the emission spectrum of the phosphor screen. The spectrum amplitude is calibrated either with an integrating current transformer (ICT), placed behind the scintillator, or using an absolute calibration presented in Appendix C (Glinec et al., 2006a). In optimal conditions, the divergence of the electron beam is very low (see next section) and no collimator is used with this spectrometer.

We also usually use a shadowgraphy diagnostic (side view) and a Thomson scattering diagnostic (top view) to look at the interaction and place precisely the laser axis at 1 mm above the center of the nozzle.

### 2.2 Quasi monoenergetic spectra

#### 2.2.1 Improvement of the quality of the electron beam

First, we have measured the electron beam profile as function of the parameters of interaction. The magnets were removed and the scintillating screen was placed perpendicular to the laser axis. Fig. 2.3 shows the evolution of the spatial quality of the electron beam with the electron density. The diameter of the circle corresponds to a divergence of 14°. At high electron density, the signal is nearly homogeneous. As the density is decreased, structures appear in the beam. The signal fluctuates from shot to shot. In these conditions, the plasma wavelength ($\lambda_p = 11 \, \mu m$ for $10^{19} \, cm^{-3}$) is similar to the laser pulse length ($c\tau_0 = 10 \, \mu m$ full width at half maximum (FWHM), but reaches $15 \, \mu m$ at $1/e^2$ of the laser envelope intensity). The regime involved is the SMLFA or the FLWA, for which the acceleration takes place due to the breaking of the accelerating structure, leading to random structures. Moreover, the simultaneous interaction with the electric field of the laser worthens the electron beam quality.

**Figure 2.3:** (Color) Transverse profile of the electron beam as function of the electron density : a) $n_e = 50 \times 10^{18} \, cm^{-3}$; b) $30 \times 10^{18} \, cm^{-3}$; c) $20 \times 10^{18} \, cm^{-3}$; d) $10 \times 10^{18} \, cm^{-3}$; e) $7.5 \times 10^{18} \, cm^{-3}$; f) $6.0 \times 10^{18} \, cm^{-3}$.

When the electron density reaches $n_e = 10^{19} \, cm^{-3}$, there remains only one fine structure, testifying a transition. This is due to a reduced interaction with the laser field and probably to a more robust accelerating structure. The divergence of this real electron
beam is estimated to 6 mrad (FWHM) for Fig. 2.3f. For even lower electron densities (below $6.0 \times 10^{18}$ cm$^{-3}$), the electron beam observed is still very collimated but the signal intensity drops quickly.

The quality of the interaction seems to be excellent at low electron density in terms of divergence and stability. The single shot electron spectrometer was then installed to check also the quality of the electron spectrum.

### 2.2.2 Experimental spectra

This single shot electron spectrometer allows to see the fundamental difference between the two spectra shown in Fig. 2.4. The laser axis is shown in a dashed line. The electrons trajectory is bent to the right by the magnetic field and their impact distance to the laser axis depends on their energy. The more energetic, the closer. Some reference energies have been represented along the horizontal axis (20, 50, 100 and 200 MeV). The vertical axis corresponds to the natural divergence of the electron beam. No collimator is used and the resolution is limited by the divergence of the beam. In particular, the signal on Fig. 2.4a is too divergent to give any information on the electron energy. However, the signal seems to spread over a large energy range, contrary to the signal presented on Fig. 2.4b. Here, a narrow electron signal is recorded at high energy. This quasi-monoenergetic electron beam is a real improvement of the quality of this electron source.

![Figure 2.4](image)

**Figure 2.4:** (Color) Example of spectra obtained for an electronic density: a) $1.5 \times 10^{19}$ cm$^{-3}$, b) $6.0 \times 10^{18}$ cm$^{-3}$. Images have been normalized independently.

This spectrum, obtained at an electron density $6.0 \times 10^{18}$ cm$^{-3}$, is represented on a linear scale after taking into account the energy dispersion along the screen and the stopping power in the scintillating screen in Fig. 2.5. The electron peak appears at $170 \pm 20$ MeV and contains a large charge (estimated to $0.5 \pm 0.2$ nC in the peak). The spectral width is comparable to the spectrometer resolution at this energy (represented by the horizontal line). The second curve comes from a Particle In Cell (PIC) simulation which is presented in the following.

Null tests have been performed to check the origin of the signal: without magnet, the signal is centered on the laser axis, which means these are charged particles. When inserting a 2 mm-thick lead plate just in front of the scintillating screen, one obtains a scattered signal, corresponding to electrons with energy above 3 MeV scattered during propagation.
Figure 2.5: (Color) Superposition of the experimental spectrum (blue crosses), obtained from Fig. 2.4b, and the corresponding PIC simulation (green line) after 2 mm of propagation. The dashed curve is the detection limit. The horizontal lines give the resolution of the spectrometer.

Quasi-monoenergetic spectra were obtained also by other groups and these major results were published in the same issue of the Nature paper (Mangles et al., 2004; Geddes et al., 2004; Faure et al., 2004). Since then, many other laboratories working in the field of particle acceleration using laser-plasma interaction have also obtained quasi-monoenergetic structures (Miura et al., 2005; Hidding et al., 2006; Hsieh et al., 2006; Hosokai et al., 2006; Hafz et al., 2006; Mangles et al., 2006).

These properties are fundamental in order to develop applications of laser-based electron acceleration. Actually, it’s impossible to transport and focus properly an electron beam with a wide spectrum, due to chromaticism of magnetic optics. A reduction of the spectral width (using a monochromator) also lead to a decrease of the flux. Here, the electron beam naturally contains a high charge in a restricted spectral range and its divergence is low. Moreover, due to the acceleration process involved, the electron bunch duration at the output of the plasma is expected to be short (shorter than the plasma wavelength) and should remain short upon propagation (stretching of 50 fs/m due to velocity dispersion for this electron beam).

The expression “quasi monoenergetic” is used in this document to distinguish these spectral properties from laser-plasma interaction from electron beams obtained on conventional accelerators where “monoenergetic” refers to a relative spectral width $\delta E/E$ of the order of 1 percent or below. Here, the spectral width is limited by the resolution of the spectrometer and equals $\delta E/E \approx 20\%$.

### 2.2.3 Comparison to 3D PIC simulations

For a better understanding of the physics involved in this experiment, 3D PIC simulations have been carried out at Virtual Laser Plasma Laboratory (Pukhov, 1999) for the same interaction conditions. The electron spectrum obtained is merged to the experimental one.
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in Fig. 2.5. One can see a quasi monoenergetic spectrum at $175 \pm 25$ MeV containing a similar charge. The electron beam divergence agrees also with the experiments (10 mrad). However, the two spectra are not obtained in exactly the same conditions: the curve from the simulation corresponds to a propagation distance over 2 mm in the plasma.

Figure 2.6: (Color) Snapshot of the 3D PIC simulation. (a) laser intensity profile and (b) electron density in the plane perpendicular to the polarization of the laser and containing the laser axis. The laser beam propagates from left to right and has propagated over 2 mm in the plasma at this time. (c) Phase space of the accelerated electrons.

Fig. 2.6 shows the laser intensity profile, the electron density profile in the plane perpendicular to the polarization of the laser and containing the propagation axis, and the phase space of the accelerated electrons. One clearly sees an ionic cavity created by the laser pulse into the electron density profile. The acceleration process can be summarized as follows: the ponderomotive force of the laser (ie the radiation pressure) expels the
electrons from large intensity gradients. This leads to an electron density bump at front of the pulse and an ionic cavity behind the pulse. Some of the electrons which flow around the cavity and intersect themselves at its back are trapped in the accelerating structure, which forms the cylinder of electrons on the laser axis. The phase space in Fig. 2.6c shows the electron energy as function of its position along the laser axis. The most energetic electrons have dephased with respect to the plasma wave and they have reached the center of the cavity. The laser field is located at the front on the cavity, which reduces the interaction of the electrons with the defocusing laser field.

One also notes that the laser intensity at this time in the simulation is 10 times higher than the intensity in vacuum. This is due to self-focusing which takes place during the first part of the simulation, during which the transverse size of the laser becomes resonant with the plasma wavelength $\lambda_p = 14 \, \mu m$. In the meantime, the laser pulse duration is shortened by the plasma wave. The laser pulse looks like a ball of light which excites a high amplitude plasma wave, thus creating a cavity in its wake. The cavity elongates as electrons are injected in this cavity, and the injection stops when the charge in the cavity compensates the ionic charge. Despite injection at various times, the rotation of the electrons in phase space leads to a shortening of the spectral bandwidth after a dephasing length, which leads to a quasi-monoenergetic electron beam.

### 2.2.4 Absolute calibration of the scintillating screen and discussion about the charge

The measurement of charge using an ICT raises several issues and an independent calibration technique is required. I worked on the absolute calibration of the detection system to provide the direct relation between the number of electrons and the number of counts (Glinec et al., 2006a). This technique also provides with a local information for each pixel, contrary to the ICT which gives a global estimation of charge over an area difficult to estimate. In principle all electron should be flowing in the core of the ICT. In our experiment, some electrons travel inside the coil or in the vicinity of the ICT and their influence is not known. I have considered two extreme cases, where inner and outer diameter (respectively 55 mm and 100 mm) are used to determine the spectral amplitude. Consequently, the intercepted spectral distribution corresponds to electrons with energy above 115 MeV and 55 MeV respectively. Because, the normalization corresponds to different sizes of the electron distribution, the uncertainty on the effective diameter of the device leads to a large errorbar in the amplitude.

Fig. 2.7 shows the evolution of the charge for the same series of shot either using the ICT or the absolute calibration. One notices that the two curves don’t match and that the ICT always overestimates the value from the absolute calibration. The absolute calibration gives a charge of about 63 pC for Fig. 2.4.

Moreover, at low electron density the variation of the signal is about 2 decades for the absolute calibration and only one decade for the ICT, revealing probably a better sensitivity of the absolute calibration. This electronic device is probably sensitive to the huge electro-magnetic field from the laser at the interaction point and therefore was placed as far as possible from the interaction point ($\sim 50$ cm). In order to block low energy electrons, lead shielding was placed around the magnet, because low energy electrons may be integrated by the ICT even if we don’t see them in the scintillator. Without gas (only
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laser), the signal from the ICT dropped to the noise level. Unfortunately despite this careful attention to the ICT, it seems that it still gives a biased estimation of the charge. This conclusion on the inadequacy of the ICT for our experiments may be relevant for many other labs using the same detection system.

![Graph showing the evolution of charge as function of electron density](image)

**Figure 2.7:** Evolution of the charge as function of the electron density using either the ICT (circles) or the number of counts on the CCD (filled diamonds). Both diagnostics shows that the charge is maximum for the optimal electron density where the electron beam quality is the best.

This absolute calibration seems to be the most accurate but one should keep in mind the assumptions implied. Electrons beams from laser-plasma interaction are much shorter than those from conventional structures. This calibration assumes that the calibration of the scintillator screen (Lanex Kodak Fine) performed on a conventional radiofrequency accelerator (at ELYSE) in the range 3-9 MeV can be extended to our experimental conditions. However, for such dense energy deposition, higher atomic levels might be excited and relaxation trajectories might differ from the usual irradiation conditions, which would affect the light yield. Finally, we have never observed any direct evidence of saturation of the scintillator.

Fig. 2.8 shows other examples of quasi-monoenergetic spectra for various experimental configurations. The amplitude is determined using the absolute calibration. Spectrum labelled a) contains a charge of about 9 pC (120 < \( E < 160 \) MeV) and 250 pC (\( E > 55 \) MeV) for image b). This second image shows that this calibration still gives quasi monoenergetic spectra containing a few hundreds of picocoulombs as previously published (Faure et al., 2004). Even if the raw signal shown in inset is very narrow, the peak is significantly broadened during the deconvolution due to a lack of resolution towards high electron energy. Using a more dispersive magnet will improve the resolution at high energy. However, image a) gives a spectral width of 6% (FWHM). One also notices the low amount of low energy electrons for this shot.
Figure 2.8: Spectra obtained after deconvolution of the images shown in inset. The amplitude is determined using the absolute calibration.
2.3 “quasi monoenergetic” regime in a narrow range of parameters

Obtaining such a quasi-monoenergetic spectra was not an easy task and the parameter range where it was observed is very narrow with our present laser system (Glinec et al., 2005). Here, I list the influence of each parameter of the interaction on the measured spectra. The following figures require a choice to be made among the large number of images available. For objectivity, all images in a series and corresponding to the same parameters were observed. Usually we take 3 pictures for each position. The image which represents the most the two others was kept. Such a choice is sometimes difficult, especially when fluctuations are large from shot to shot. I have never intended to choose images to show a particular trend. The trends appeared when assembling the images.

Then, the intensity of the images were normalized separately. CCD camera used are very sensitive (65536 levels) and graphical representation is usually limited to 256 levels. Consequently, without separate normalization, many pictures would be uniform or saturated, which would reduce the interest of the analysis.

When no precision is given, experimental parameters remain unchanged (energy, pulse duration, focal length, electron density, interaction length). But series shown are not obtained during the same experiment. Due to a high sensitivity of the electron beam quality on the experimental setup, it’s not impossible to have a slight mismatch between different series. However, all images for a figure belong to the same series.

2.3.1 Influence of the electron density

As observed on the spatial quality of the electron beam, the electron density is an important parameter of the interaction. Fig. 2.9 shows the evolution of spectra with gas density. The image analyzed previously is located in second position. At lower density, the spectrum remains quasi-monoenergetic but the charge contained in the peak has dropped by a factor 10. This rapid drop of the charge is also represented on Fig2.7 where the signal from the ICT and the scintillator are plotted.

At higher electron density \( n_e = 7.5 - 10 \times 10^{18} \text{ cm}^{-3} \), one observes a transition where quasi-monoenergetic components merge with a maxwellian tail of low energy electrons. This transition happens when the plasma wavelength (10-12 µm) reaches the pulse length (9 µm). This density range can be considered in our experiments as the transition between the bubble regime and force or self-modulated laser wakefield (see Sec 1.4). The images on the right correspond to even higher electron density and they show only a maxwellian tail. This is a typical signature of the electron beam produced when the accelerating structure breaks. Electrons are accelerated at random energies and the divergence increases. The comparison of this figure with Fig. 2.3 shows that structures don’t appear exactly in the same range of densities. These two figures originate from different experiments and the experimental conditions vary slightly between experiments.

One notes that the electron density where the spectral transition appears (i.e. \( n_e = 6.0 \times 10^{18} \text{ cm}^{-3} \)) corresponds also to the maximum charge on Fig. 2.7. In this region, fluctuations are large, because of the sensitivity of non-linear effects to initial parameters. Shot to shot fluctuations of the laser properties (energy, duration) are estimated to 10%, much less than variations observed experimentally.
Equivalent 3D PIC simulations were performed for different electron densities and they reproduce the experimental trend (Malka et al., 2005b). The results are summarized on Fig. 2.10. A 30-fs long laser pulse containing 1 J is focused in a focal spot of diameter 21 µm (at half-maximum). Simulations were performed for a propagation over 2.5 mm for 3 different electron densities: 3, 6 and $12 \times 10^{18}$ cm$^{-3}$. The spectrum at $6 \times 10^{18}$ cm$^{-3}$ corresponds to the one on Fig. 2.5 on a logarithmic scale. At lower density ($3 \times 10^{18}$ cm$^{-3}$), simulations show that a quasi-monoenergetic beam forms at lower energy because the accelerating field of the plasma wave is weaker. After 2.5 mm of propagation, they reach 100 MeV, non-optimal energy, limited by the interaction length. On the opposite hand, in the simulation at high electron density ($12 \times 10^{18}$ cm$^{-3}$), a quasi-monoenergetic beam is formed early during the propagation, after 1 mm. Due to a shorter plasma wavelength, the dephasing length is reached earlier. Then, the spectral peak broadens towards a quasi-thermal Maxwellian distribution. At the end of the simulation, the spectrum doesn’t show the transient structure anymore.

### 2.3.2 Influence of the pulse duration

The distance between the gratings of the compressor is varied. This modifies both the laser pulse duration and its intensity. The energy remains constant. Fig. 2.11 shows that the signal quickly degrades and vanishes as we move away from optimal conditions. At 40 fs, the electron beam is more divergent and contains several peaks. It’s probable that the accelerated electrons also interact with the laser which degrades the quality of the beam.

The reason why the signal vanishes is not obvious. It might come from a decrease in intensity or a longer pulse duration. The first option decreases the influence of nonlinear phenomena such as self-focusing, which might hinder the generation of a strong amplitude plasma wave and might suppress the injection. The pulse duration has to be compared to the plasma period for this electron density, which equals 45 fs at ($n_e = 6.0 \times 10^{18}$ cm$^{-3}$). Consequently, the laser pulse duration remains similar to this period and the
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Figure 2.10: (Color) Comparison of electron spectra from experiments and simulations for several electron densities. The dashed line represents the detection limit.

Figure 2.11: Electron spectra as function of the distance between the gratings. This modifies the pulse duration and its intensity. Images have been normalized independently.
main reason for this rapid evolution of the electron spectrum might be the decrease of the laser intensity: it reduces non-linear effects such as self-focusing, which may prevent the generation of a high amplitude plasma wave and may even suppress the injection. In order to confirm this point, the laser energy has been varied, while keeping the pulse duration constant.

### 2.3.3 Influence of laser energy

The laser energy is varied by shifting the delay between the pump pulse and the infrared pulse or simply by switching off pump lasers. This doesn’t modify the laser focal spot because the 3rd stage is cryogenically cooled and the thermal lens remains constant. The pulse duration is now set to its optimal value again. Results are shown as function of laser energy and electron density on Fig. 2.12. The laser energy given on this figure corresponds to the value obtained after the 3rd amplification stage and before the compressor.

**Figure 2.12**: Electron spectra as function of laser energy and electron density. Images are normalized separately.

First important remark on this particular series: during this experiment, the fluctuations were larger than usually and sometimes the signal of the electron beam extends even on the opposite side of the laser axis! This axis is determined by the average position of the electron beam when there is no magnetic field. During this experiment, experimental conditions were less optimal than in previous experiments and shot to shot fluctuations were higher than usual. But the global trend explained hereafter still holds.

First, this picture confirms previous results: for a given electron density \( n_e = 6.0 \times 10^{18} \text{ cm}^{-3} \), on the first line, the signal vanishes fast as the laser energy is decreased. This testifies the importance of the non-linear effects in this interaction. Then, when decreasing the laser energy, electrons can be obtained again if the electron density is increased. This seizing result is due to the importance of the self-focusing effect in order to enhance laser intensity. The ratio of the laser power to the critical power for self-focusing \( P/P_c \) varies as \( n_e I_0 \) (see eq. 1.39): when laser intensity decreases, the increase of the electron density allows to compensate and keep the self-focusing effect. However, even if electrons are observed again, their energy is weaker (for a constant electron density).
In the other direction (constant laser energy), the decrease of maximal electron energy as the electron density increases can be attributed to the variation of the dephasing length. As explained in chapter 1, the dephasing length corresponds to the estimation of the length over which electrons are both accelerated and focused. For the bi-dimensional linear theory, this length is

\[ L_{\text{deph}}^{2D} \sim \frac{\gamma_p^2 \lambda_p}{2} \] (2.1)

**Numerical application**

Hypothesis for this formula are not fulfilled (perturbed bi-dimensional case), but these linear expressions are useful experimentally to scale the experiment. Here is an estimation of the dephasing length. In our experimental conditions, the dephasing length is about \( L_{\text{deph}}^{2D} \sim 1.9 \) mm for an electron density of \( 6 \times 10^{18} \) cm\(^{-3}\), which is comparable to the diameter of the gas jet and the Raleigh length of the laser. This length drops to 0.5 mm for densities of \( 15 \times 10^{18} \) cm\(^{-3}\). This agrees with the vanishing of transient quasi-monoenergetic structures observed in numerical simulations presented in Sec. 2.3.1 after a short propagation distance.

### 2.3.4 Influence of the aperture of the focusing optics

According to studies carried out before I started my PhD, it seemed that parabolic mirrors of long focal length gave better results (in terms of spatial quality and energy of the electron beam). With this new spectrometer, it is interesting to check these previous studies. We have therefore used parabolic mirrors of different focal lengths \( f = 100 \) cm, 50 cm and 30 cm. Corresponding characteristics are shown in Table 2.1. In particular, the waist has to be compared to the plasma wavelength (14 μm).

<table>
<thead>
<tr>
<th>Focal length [cm]</th>
<th>100</th>
<th>50</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_0 ) [μm]</td>
<td>18</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>( a_0 )</td>
<td>1.3</td>
<td>2.6</td>
<td>4.4</td>
</tr>
<tr>
<td>( Z_r ) [mm]</td>
<td>1.2</td>
<td>0.3</td>
<td>0.14</td>
</tr>
</tbody>
</table>

**Table 2.1:** Waist \( w_0 \), normalized vector potential \( a_0 \) and Rayleigh length \( Z_r \) associated to these focusing optics.

Figure 2.13 shows the electron spectra obtained for different parabolic mirrors and for similar electron densities. For each case, the signal has been optimized in focus and in electron density. Images shown on this figure were not obtained the same day because changing a parabolic mirror requires time to realign and optimize the signal. Consequently, the energy axis on the spectra differs for each parabolic mirror because of slight modifications to the setup (position of the spectrometer).

One notices that the maximum electron energy is lower for the 30-cm focal length. Focal lengths of 50 and 100 cm give spectra with similar properties. Clearly, the acceleration is less efficient when focusing hard and the divergence also increases. Precise reasons for this behaviour are currently being investigated. Various possibilities are being studied. First, there should have no preplasma, even when focusing hard, because no signature of a
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Figure 2.13: Evolution of the electron spectra as a function of the focusing optics. Ticks on the energy scale are different for each image. The electron density is $5.0 \times 10^{18} \, \text{cm}^{-3}$ for the 30 cm parabolic mirror and $6.0 \times 10^{18} \, \text{cm}^{-3}$ for the two others. Images are normalized independently and were not obtained the same day.

Preplasma has even been observed on the shadowgraphy diagnostic, even for the 30 cm focal length. Consequently, all shots were done in similar electron density profile. Another possibility is the interaction length. In the linear case, a laser pulse shorter than the plasma wavelength can’t remain self-focused because of an electron overdensity at the front of the plasma wave (Sprangle et al., 1990). Studies are being carried out to determine if the acceleration could be restricted to a shorter distance for the 30 cm parabolic mirror, for which the acceleration would take place only in the gradient of the gas jet. Non-optimal interaction conditions for this parabola might be the origin of such difference in spectra.

Figure 2.14 shows the evolution of the spatial profile for 100 cm and 30 cm parabola as the electron density is varied. The second line reproduces images from figure 2.3. The electron beam is structured for the two parabola at $20 \times 10^{18} \, \text{cm}^{-3}$. Whereas the stability and the spatial quality improve towards lower electron density for the long focal length, the short one doesn’t show any improvement.

2.4 Stability

When using the 50 cm focal length parabolic mirror from the previous section, we have studied the stability of the electron beam with and without magnetic field. Variations given here are standard deviations.
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Figure 2.14: (Color) Transverse profile of the electron beam for the 30 cm parabolic mirror (top) and 100 cm parabolic mirror (bottom) as function of the electron density. The scintillator is placed perpendicular to the laser axis and magnets were removed. The color scale for each image is determined separately. These two series of shots were not performed the same day.

2.4.1 Beam pointing stability

For each experiment, a reference position on the scintillator without magnetic field had to be defined. We estimated the average position of the electron beam at low electron density, where the electron beam is more collimated and more stable. The fluctuations around this position allow to obtain the uncertainty on the energy spectrum. Here, the electron density is set to $3.0 \times 10^{18} \text{ cm}^{-3}$.

Figure 2.15: Beam pointing fluctuations on the scintillator for 10 successive shots without magnetic field. Images have been normalized to the same gray table.

These 10 images show the fluctuation in a window of 100 mrad. There is usually only a single narrow structure. The divergence of the beam defined as the full angle of the cone with aperture corresponding to the FWHM of the dose profile is $8 \pm 3$ mrad on average and fluctuates by 6 mrad from shot to shot (RMS). From these images, one can estimate the fluctuations of charge of the whole electron beam. For this low electron density, one obtains an average charge of $300 \pm 130 \text{ pC}$ (absolute calibration).
2.4.2 Spectral stability

When applying the magnetic field, measurements of the spectral stability was also performed. Fig. 2.16 represents 10 consecutive shots at the same electron density. Errorbars corresponding to the previous uncertainty from beam pointing fluctuations are represented on the first image. Despite a more intense signal located at high energy, these spectra can’t be qualified as quasi-monoenergetic. The presence of a weak signal at low energy makes it maxwellian-like after deconvolution.

However, the beam is relatively stable. Sometimes, additional structures appear on the images on the right side of the picture. The charge contained in the intercepted spectral range (above 20 MeV) is also relatively stable 200 ± 80 pC. This value is lower than the charge obtained without magnetic field as expected.

![Figure 2.16: Fluctuations in the electron spectra for 10 consecutive shots in the same experimental conditions. Images have been normalized to the same color table.](image)

In this chapter, a significant enhancement of the quality of the electron beam is reported: in optimal configuration, a quasi-monoenergetic electron beam with a low divergence has been measured. This has been achieved using a new kind of electron spectrometer, which gives a broadband single shot spectrum.

The various series presented introduce and illustrate some important parameters of the interaction: the dephasing length, the self-focusing of the laser pulse. It is also shown that quasi monoenergetic electron beams were obtained only in a narrow range of parameters. An increase of the electron density, a lengthening of the laser pulse duration or a decrease in the laser energy make the electron structures vanish. Estimation of the stability of the electron beam were also carried out. This work was performed at the best performances of the laser system, in transition area where fluctuations are still relatively large. Using more powerful laser systems may allow to stabilize the beam above this threshold. This is also a reason why petawatt laser systems are growing all around the world.
This section gathers experimental results concerning the fine structures of the electron beam and the laser beam properties after the interaction.

A correlation between the output angle of the electron with its energy has been observed. This was attributed to an off-axis injection of electrons and an oscillating motion around the laser axis upon propagation. The measurement of the transition radiation shows that the electron beam contains fine structures. Concerning the transmitted laser pulse properties, a temporal shortening has been measured. The transmitted laser energy also allows to estimate the energy dumped into the plasma waves. Thomson scattering diagnostic gives information on the propagation of the laser pulse in the plasma and interferometry diagnostic shows the free electron density in the plasma.

3.1 Oscillations in the spectrum

3.1.1 Experimental results

Observed on several electron spectra during the different experimental campaigns, particular correlation between the electron energy and the average electron ordinate have been recorded. These oscillations reveal a correlation between the output angle and the electron energy. A typical example is shown on Fig. 3.1. This image has been obtained at an electron density $6 \times 10^{18}$ cm$^{-3}$ for the 3 mm-diameter nozzle. What are the physical mechanisms responsible for such oscillations? Among the different possible origins, one can think of the laser electric field, instabilities or betatron (synchrotron) oscillations of the electron beam centroid.

Following arguments allow a reduction of the physical scenarios: The instability of electron beam hosing (Whittum et al., 1991) refers to the resonant coupling between the electron beam centroid along the propagation axis with the walls of an ionic channel. This instability is damped for beams shorter than the plasma period (Krall and Joyce, 1994). This instability gives modulations at the plasma pulsation $\omega_{pe}$. One should expect larger amplitudes at lower electron energy, ie in the tail of the electron beam. Actually, oscillations of the electron centroid is observed here for high electron energies and not for low energies.
The laser hosing instability describes the coupling between a laser pulse and the driven plasma wave. Perturbations of the laser pulse modify the ponderomotive force, thus deforming the plasma wave which is no longer axi-symmetric. In return, this modified electron density profile acts on the tail of the laser pulse. This resonant coupling between perturbed laser pulse and the plasma wave has been observed experimentally (Kaluza et al., 2006) in experimental conditions close to ours. Nevertheless, we usually work at lower plasma density and the Thomson diagnostic has never shown significant oscillations. This effect is described in Ref. (Sprangle et al., 1994; Shvets and Wurtele, 1994) and these theories require an initial laser pulse perturbation (either a lateral shift from the axis of an ionic channel or a spatial chirp of the laser pulse centroid along the propagation axis). In our experimental conditions, the laser pulse length is shorter than the plasma wavelength, which damps this instability. Even in the case of a slight instable motion of the laser beam, the trapped electron would see the same perturbations of the electric field and the electron beam would experience a global deflection. This might be the origin of the electron beam pointing fluctuations for instance. This can’t explain the several periods of modulation of the electron beam observed experimentally.

Apart the instabilities, if the electron overrun the laser pulse, they will be scattered by the electric field. This would mainly involve high energy electrons, i.e. those in front of the bunch. However, the laser pulse polarization is perpendicular to the axis of oscillation observed experimentally. The laser electric field doesn’t seem to be responsible for this effect. Corrections that might arise when the paraxial approximation fails are still very weak, because the first order correction to the electric field is along the propagation axis (Quesnel and Mora, 1998). The correction along the axis of oscillations is of second order in $\varepsilon = 1/(k_0w_0) \sim 7 \times 10^{-3}$ for $w_0 = 18 \mu\text{m}$, which is negligible. Then, Faraday rotation of the laser polarization in the plasma is weak in underdense plasma. Finally, if one assumes that these effects might explain the observed oscillations, then the electric field along the polarization axis would be significantly more intense and would totally disrupt the electron beam. This is not observed experimentally because the electron beam also remains collimated along the horizontal axis. The most accurate interpretation seems to be betatron oscillations, which is described in the following.

When the electron is not on the revolution axis of an ionic channel, a radial restoring force make it oscillate around this axis during propagation (Esarey et al., 2002). For a relativistic particle with a constant Lorentz factor, the oscillation period in a uniform
ionic channel is obtained by solving the equation of motion.

\[
\frac{\partial}{\partial t} \gamma m \vec{v} = -\frac{m\omega_{pe}^2}{2} r \vec{e}_r
\] (3.1)

**Figure 3.2:** Betatron oscillations in a plasma channel for different electron energies.

Their output angle depends on their energy.

A projection along the radial direction gives the equation of an oscillator at the betatron frequency \( \omega_\beta = \omega_{pe}/\sqrt{2\gamma} \). This frequency depends on the electron energy and therefore, for identical injection conditions (identical radius \( r_0 \), velocity \( \vec{v}_0 \)), the electron leaves the interaction area with an output angle depending on their energy (see Fig. 3.2).

The ponderomotive force of the laser excites a plasma wave in its wake, where the radial restoring force is linear as in the case of the ionic channel. But this model doesn’t describe the simultaneous acceleration of the electron by the longitudinal electric field from the wave. I have solved the equations of motion including a constant accelerating field \( E_z \) (see Appendix A. Let’s write \( \beta_0 \) the initial normalized velocity (to \( c \)) and \( \gamma_0 \) the initial relativistic Lorentz factor, \( \beta \) and \( \gamma \) the same quantities at the end of the interaction and \( E_0 = m_e c \omega_{pe}/e \). The electron is assumed to be injected at radius \( r_0 \) and their initial velocity is parallel to the propagation axis. In the paraxial approximation and assuming that \( \sqrt{2\gamma_0 \beta_0 E_0/E_z} \gg 1 \) (verified a posteriori), the output angle is written:

\[
\theta_{E_z}(\gamma) = -\frac{\omega_{pe}}{2c} r_0 \left( \frac{\gamma_0 \beta_0}{\gamma \beta} \right)^{1/4} \sin \left[ \frac{E_0}{E_z} \left( \sqrt{2\gamma \beta} - \sqrt{2\gamma_0 \beta_0} \right) \right]
\] (3.2)

From the experimental image (Fig. 3.1), one obtains the correspondence between the final electron energy and the output angle. This curve is plotted on Fig. 3.3. Recent studies (Lu et al., 2006b) allow to reduce further the number of unknown parameters. The authors give the injection energy in the accelerating structure. The injection takes place at the back of the cavity when the particle velocity equals the plasma wave phase velocity. Taking into account the front edge erosion of the laser pulse, this leads to a reduced phase velocity and finally the following injection energy:

\[
\gamma_0 = \frac{1}{\sqrt{3}} \frac{\omega_0}{\omega_p} \sim 10
\] (3.3)
Figure 3.3: Optimization of the parameters from Eq. 3.2 to the experimental data with $r_0 = 0.35\,\mu m$, $E_0/E_z = 1.6$. (solid line) experimental curve from Fig. 3.1, (dashed line) optimization.

Setting the value of this parameter mainly sets the phase of the sinusoid in Eq. 3.2. The accelerating electric field and the radius of injection still need to be determined. They influence respectively the frequency of the oscillations and their amplitude in this equation. Optimization by the method of least squares gives the curve represented in dashed line on Fig. 3.3. The optimized parameters correspond to a radius of injection $r_0 = 0.35\,\mu m$ and an accelerating field $E_z = 150\,GV/m$. These parameters seems coherent with the values expected for this mechanism. Indeed, one thinks of a radius smaller than the wavelength plasma ($14\,\mu m$) and an accelerating field which allows to reach the maximum energy measured in experiments ($100\,MeV$) in $3\,mm$ of interaction.

The assumptions of this model are strong. It is simply used to illustrate the interpretation suggested. In reality, the interaction is more complex: the electric field might not be the same one for all the electrons because of the screening of the accelerating potential of the wave plasma by the other injected electrons (saturation). The radius of injection can also move during the propagation, possibly because of instabilities mentioned above. But the essential question which remains is “Why on this particular shot, was the injection off-axis?”. It is possible that an initial asymmetry in the laser leads to an asymmetry of the wave plasma and thus off-axis injection.

Similar images were obtained but only under the same experimental conditions. This comes from the fact that the electron beam is collimated and contains a high load only in a restricted range of parameters.

### 3.1.2 Propagation of an asymmetric laser pulse

Simulations were carried out by our colleagues from GoLP in Portugal for an initial asymmetric laser profile. To our knowledge, these are the first 3D PIC simulations carried out for a nonideal laser pulse. These results are still at a preliminary stage but make it already possible to highlight the experimental mechanism involved. In order to minimize the computing time, the parameters of simulation do not reproduce the experimental conditions: a laser pulse of duration $33\,fs$ (FWHM), of energy $5\,J$ centered to $800\,nm$ is propagated
in a plasma of uniform initial electron density $n_e = 7.7 \times 10^{18} \text{ cm}^{-3}$.

Usually, theorists take Gaussian profiles spatially and temporally corresponding to the fundamental mode of propagation in the paraxial approximation. The figure 3.4 shows the transverse profile of intensity initial of the laser pulse voluntarily set to be asymmetric. The radius at $1/e^2$ of the intensity equals 7 and 12 $\mu$m respectively for positive and negative directions on both axes. The corresponding ponderomotive potential $a_0$ reaches a maximum of 6.5. For such intensity, the injection occurs immediately as the laser enter the plasma, which allows the direct relation between the laser profile and the electrons, while skipping the self-focusing section. The simulations is done in a volume of $48 \times 95 \times 95 \mu m^3$ divided in $1874 \times 248 \times 248$ cells. Each cell contains initially 2 particles. The laser propagates along $x_1$ and is polarized along $x_3$.

**Figure 3.4:** (Color) Initial asymmetric laser intensity profile.

Because of this initial laser intensity profile, the ponderomotive force is unbalanced during the propagation of the laser in the plasma, which leads also to an asymmetric plasma wave. In the end, one notes an injection shifted from the laser axis on Fig. 3.5. These images correspond to the electron density profiles in the plane of polarization of the laser and in the perpendicular plane, containing the axis of propagation.

**Figure 3.5:** (Color) Electron density profile after 190 $\mu$m of propagation. The laser propagates from bottom to top. The snapshot was taken in the plane containing the laser axis and the transverse axis perpendicular to the plane of polarization.
According to the simulations, the duration of injection is short relative to the period of motion at the back of the cavity. This helps to confirm the hypothesis of the model described above (see Appendix A): electrons are injected at the same radius and perform betatron oscillations during their propagation.

In order to simulate more particles, this simulation is reproduced in 2D geometry. This new simulation represents a volume of $83 \times 166 \, \mu m^2$, composed of $3274 \times 500$ cells, each containing 81 particles initially. The plasma period is adapted to this 2D geometry and equals $\omega_0/\omega_{pe} = 13$ and the normalized vector potential reaches 3. The laser is polarized in the plane perpendicular to the simulation. Finally, one obtains an asymmetric shape of the plasma wave and an injection shifted on figure 3.6a. The angular distribution as function of the electron energy appears clearly on figure 3.6b after a propagation of 0.8 mm.

![Figure 3.6: (Color) 2D PIC simulation: (a) Electron density after a propagation length of 0.8 mm, (b) angular dependence of the electron distribution with energy.](image)

This study shows that an initial asymmetric laser pulse can lead to an asymmetric plasma wave. The energy-angle correlation observed experimentally has been reproduced, which validates the scenario. These studies on non-ideal interaction conditions are unique and emphasize the dependence of the interaction on the laser pulse fluctuations, inherent to experimental studies.

### 3.2 Transition radiation

Fine structures of the electron beam have also been observed in a different way. We focus here on the transition radiation emitted by a relativistic electron beam at a metal-vacuum boundary (Ginzburg and Frank, 1946; Goldsmith and Jelley, 1959). This technique is commonly used in particle accelerators to measure the electron beam properties such as electron energy and angular distribution (Wartski et al., 1975), the source size and the bunch shape (Shibata et al., 1992), the duration (Kung et al., 1994) or the period of micribunching (Tremaine et al., 1998). Because this is a surface effect, the thickness of this diagnostic can be very thin, which limits the scattering of the electrons, explaining the popularity of such a detector.
3.2.1 Angular and spatial distribution of the OTR

**Figure 3.7:** Transition radiation generated at an interface by an electron. The green area represents the amplitude of the propagating electric field generated at the interface. The divergence of this radiation evolves as $1/\gamma$, where $\gamma$ is the relativistic factor of the particle.

In the visible range, this transition radiation is named Optical Transition Radiation (OTR). When an electron crosses a boundary, an electromagnetic wave is emitted (see Fig. 3.7). The global contribution from all electrons accelerated during the interaction reveals the structures of the electron beam. First, here is a summary of the analytical formulas from two theories giving the angular and the spatial distribution of the electric field generated at an interface.

**Angular distribution**

For a relativistic electron, analytical formulas give the OTR radiation emitted as a function of the azimuthal angle of observation $\theta$ and the properties of the electron at the interface (incidence angle $\psi$, distance to origin $\rho$, polar angle $\phi$ of the projection of the velocity vector on the radiator plane and the normalized momentum $u = \gamma \beta$) (Ter-Mikaelian, 1972; Schroeder et al., 2004). The geometry is represented in Fig. 3.8. The interface is placed at $z = 0$. The normalized electric field is projected along two perpendicular axes $\vec{E}^{(Sch)} = E_\parallel \hat{e}_\parallel + E_\perp \hat{e}_\perp$. The unitary vector $\hat{e}_\parallel$ is in the plane $(x,O,z)$ and the vector $\hat{e}_\perp$ is collinear to $(Oy)$. The normalized components of the electric field are:

$$
\begin{align*}
E_\parallel &= \frac{u \cos \psi [u \sin \psi \cos \phi - \sqrt{1 + u^2} \sin \theta]}{[\sqrt{1 + u^2} - u \sin \psi \cos \phi \sin \theta]^2 - [u \cos \psi \cos \theta]^2} \\
E_\perp &= \frac{u^2 \cos \psi \sin \psi \sin \phi \cos \theta}{[\sqrt{1 + u^2} - u \sin \psi \cos \phi \sin \theta]^2 - [u \cos \psi \cos \theta]^2}
\end{align*}
$$

(3.4)
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Figure 3.8: Definition of parameters for the angular distribution of the electric field. The blue point shows the impact position of the electron trajectory with the radiator plane placed at \((x, O, y)\).

These formulas assume the interface is between a perfect conductor and vacuum. This theory allows to account for the angle of incidence of the electron. For an electron perpendicular to the radiator \(\psi = 0\), the electric field reduces to a much simpler form, which exhibits the \(1/\gamma\) trend of the divergence:

\[
\left\| \vec{E}^{(\text{Sch})}(\theta) \right\|^2 = \frac{\beta^2 \sin^2 \theta}{(1 - \beta^2 \cos^2 \theta)^2}
\]  \(3.5\)

Spatial distribution

Other studies have lead to the spatial electric field distribution from an electron impinging at normal incidence on the radiator (Castellano and Verzilov, 1998). This theory is based on a pseudo-photon description of the electron. The total contribution from the electron and the field reflected by a perfect conductor gives the electric field which establishes. The origin of the coordinates is the intersection point between the electron and the radiator. The expression of the normalized electric field is expressed as function of the cylindrical coordinates: \(z\) the distance to the radiator, \(\rho\) the distance from the projection to the origin and \(\phi\) the corresponding polar angle (which doesn’t appear). The radiation is polarized radially (along \(\vec{e}_r\)). The geometry is shown on Fig. 3.9. The normalized electric field is written:

\[
\vec{E}^{(\text{Ca})}(\rho, z) = \int_0^\infty \frac{t^2}{t^2 + (\beta \gamma)^{-2}} e^{-ikz \sqrt{1 - t^2}} J_1(k \rho t) dt \vec{e}_r
\]  \(3.6\)

where \(k\) is the wave vector of the radiation observed and \(J_1\) is the Bessel function of the first kind. As the authors underline, the argument in the exponential function,
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Figure 3.9: Definition of parameters for the spatial distribution of the electric field. The blue point shows the impact position of the electron trajectory with the radiator plane placed at $(x, O, y)$.

Involving the propagation distance, shows that propagating modes correspond to $t > 1$. Other modes correspond to a quasi-static field which established at the surface of the radiator. The integral can be split into a quasi-static term $\int_0^1$ and a propagating term $\int_1^\infty$ which corresponds to the emitted radiation. In the following, only the later term is computed. Figure 3.10 shows the radial evolution of the amplitude of the electric field for $\gamma = 200$.

Figure 3.10: Amplitude of the electric field from Eq. 3.6 as function of the radius for $\gamma = 200$. 
Calculation of phase

For an electron distribution, the individual contribution of each electron to the electric field contains a phase. This phase includes two terms (see Fig. 3.11): a delay from the propagation of the electron up to the radiator $\delta t_e$, another delay taking into account the angle of observation of the radiation emitted $\delta t_r$. The total delay is $\delta t = \delta t_e + \delta t_r$ and the phase to be introduced in the electric field is $\exp(-i\omega \delta t)$ where $\omega$ is the pulsation of the radiation. In the case of the spatial distribution of the radiation, the calculation is performed at the surface of the radiator and the second delay is zero $\delta t_r = 0$.

Figure 3.11: Illustration of the phase from the propagation of the electrons ($\delta t_e$) and from the emission of radiation ($\delta t_r$).

Here is an analytical example to understand the principle of the measurement. One assumes an point-like source of electrons with identical properties (energy, momentum). This beam is characterized by its temporal distribution $f(t)$. The electrons cross the radiator perpendicular to their direction of propagation. Under these assumptions, the individual amplitude of the electric field $\vec{E}(\theta)$ emitted by each electron is identical. The dephasing term depends only on their time of arrival on the radiator, i.e. on the temporal distribution $f(t)$.

If one computes the angular distribution of the radiation at pulsation $\omega$, one integrates the contribution of all the electrons

$$\vec{E}_{tot}(\theta) = \sum_{k=1}^{N} \vec{E}(\theta) \exp(-i\omega \delta t(k))$$  \hspace{1cm} (3.7)

where $\delta t(k)$ is the delay for electron $k$ to the interface. This can be rewritten using the distribution function $f(t)$ from the source

$$\vec{E}_{tot}(\theta) \propto \vec{E}(\theta) \int f(t) \exp(-i\omega t) dt = \vec{E}(\theta) TF(f)(\omega)$$  \hspace{1cm} (3.8)

The intensity on the detector after integration over the angles of observation becomes

$$I(\omega) \propto \int \left\| \vec{E}(\theta) TF(f)(\omega) \right\|^2 2\pi \sin(\theta) d\theta \equiv I_0 \left| TF(f)(\omega) \right|^2$$  \hspace{1cm} (3.9)
The electric field given in Eq. 3.5 is independent of the pulsation. This relation shows that the signal measured on the spectrometer depends on the Fourier transform of the distribution of the electrons. If structures exist in the electron beam, they will appear in the spectrum at corresponding wavelengths.

This simplified case illustrates the correspondence between the structures of the electron beam and the spectrum of the radiation emitted. In reality, the phase term is more complex and the signal can’t be estimated using only a Fourier transform. A numerical simulation allows to compute the radiation for more complex electron distributions. This is detailed in section 3.2.4.

### 3.2.2 Experimental setup

In order to study the forward coherent radiation emitted by the electron beam, a 100 µm-thick aluminum foil has been added to the previous setup. It is called the radiator and was placed at several distances along the electron path to see the loss of coherence of the radiation emitted by the electron beam. This thickness of aluminium prevents the ASE from the laser from drilling a hole in the foil before the main pulse arrives, also in order to protect diagnostics placed behind. A lens with focal length 300 mm and collection angle $4^\circ$ (width) images the surface of the radiator onto a CCD camera. Using a glass window, the simultaneous measurement of the spectrum in the visible range is performed on an imaging spectrometer containing a grating with 150 lines/mm. The experimental setup is shown on figure 3.12.

The spectral range is limited to 400-850 nm because of a drop in sensitivity outside. Among all the shots, only few can be analysed because of the fluctuations in the signal intensity. The measured spectra are corrected for the instrumental spectral response of the detection system. The calibration was done using a white lamp (Oriel model 63355) with known spectrum, lend by LULI.

### 3.2.3 Imaging diagnostic

Fig. 3.13 shows the images obtained when varying the distance between the interaction point and the radiator. One notices that fluctuations at position 140 mm are large and correspond to shot to shot variations of $\pm 10$ mrad as usually observed on the scintillator screen. As the radiator is moved further away, the size of the OTR signal almost doesn’t change (of the order of 200 µm). The emission remains intense on an area which doesn’t vary proportionally to the distance. One observes only a fraction of the electron distribution, for which the structures in the electron beam persist upon propagation and for which the emission remains partially coherent.

The decrease in the emitted energy as function of the distance to the radiator is shown on Fig. 3.14. The energy has been obtained using the absolute calibration of the detection system (CCD camera and neutral density filters) in the range 400-1000 nm. For a given position, one notices large fluctuations of the signal. The signal drops by several orders of magnitude with distance. This comes from a progressive damping of the structures of the beam during propagation because of the distribution of longitudinal and transverse momenta. For an incoherent emission, the energy level would remain constant, independent of the position of the radiator (because the collection angle is kept constant).
Figure 3.12: (Color) Experimental setup for the measurement of the OTR spectrum and the image of the radiator.
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**Figure 3.13:** Example of images of the radiation emitted at the surface of the radiator for several distances between the source and the radiator. The 3 images at 140 mm have a magnification factor twice lower. The echo on the left is the back reflection on the glass window used for the imaging diagnostic. Images have been normalized independently.

**Figure 3.14:** Evolution of the OTR energy in the range 0.4-1.0 $\mu$m with distance of the radiator, estimated using the absolute calibration. The hatched area corresponds to signal calculated for an incoherent emission using separate electron spectrum measurement.
Here is an estimation of the signal which would have been obtained for an incoherent emission of the OTR radiation. Knowing the angular and spectral distribution of the radiation (Eq 3.4), the collection angle and the spectral response of the CCD, it is possible to compute the number of counts measured for one electron. Experimental electron spectra acquired separately during this experiment were used to retrieve the spectral distribution. The level of signal obtained is shown in the cross-hatched area and is well below the experimental signal whatever the distance. In particular, for a distance of 1.5 mm, the measured signal is 5 orders of magnitude above the incoherent level. The emission is therefore partially coherent, which confirms that information can be obtained on the relative delay between electrons from the distribution (or at least from the fraction of the electron distribution which contributes efficiently to this intense radiation).

### 3.2.4 Spectral analysis

![Normalized intensity vs Wavelength](image)

**Figure 3.15:** Examples of OTR spectrum measured experimentally for a radiator placed at 30 mm, after deconvolution of the instrumental response. The electron density was set to $5.0 \times 10^{18} \text{ cm}^{-3}$. An iris was used with a collection angle (half-width) of a) 3 mrad and b) 8 mrad.

Fig. 3.15 shows two electron spectra obtained after deconvolution of the spectral response of the detection system. For these shots an iris was limiting the collected radiation and the half-angle of collection was respectively 3 and 8 mrad for spectra a) and b). The use of an iris is equivalent to the selection of the radiation from the most energetic electrons. The OTR spectrum is peaked a several wavelengths (430, 570, 590 and 740 nm) and its shape evolves from shot to shot. These spectral peaks reveals electron beam structures at the same wavelength. It has been verified that without gas, no signal was recorded in this range. The physical explanation to this emission is a possible overlapping of the electron beam with the back of the laser radiation in the accelerating cavity. The interaction
of electrons with the laser field has also been published recently when recording the evolution of the ellipticity of the electron beam with the polarisation of the laser (Mangles et al., 2006).

One notes that the wavelength of the peaks differs from the central laser wavelength (810 nm usually). Actually, the laser spectrum is modified during propagation and especially relativistic self-phase modulation and plasma waves lead to a blue shift inside the cavity. It is shown in section 3.3.3 that these effects lead to a blue shift at the back of the laser pulse, where the electrons are. Consequently, it is not surprising that the electron beam is modulated at a wavelength which differs from the central wavelength of the laser.

In order to justify these experimental observations, the OTR spectrum emitted by an electron distribution from PIC simulation at an interface has been computed (using Eqs. 3.4 and 3.6). The electron distribution used comes from the simulation described in Ref. (Faure et al., 2004) with similar experimental conditions. Fig. 3.16 shows the electron beam structure in the plane of polarization of the laser. The amplitude of the oscillations increases as the electron beam overlaps with the laser field, justifying the interpretation of the modulations from the laser electric field. In the simulations, the electron distribution is modulated by a blue-shifted laser field.

The number of electrons is limited to 150000, to limit the computation time. Only electrons with energy above 100 MeV were used. In order to simplify the propagation, Coulomb repulsions were neglected. The electrons propagate along a straight line up to the radiator placed at position $z = 100 \, \mu m$. Electrons arrive at different time and the radiation is emitted at different places on the radiator. The electric field emitted by each electron is then computed by taking into account these delays in the emission.

This distance doesn’t match the experimental conditions, but this helps to illustrate the emitted spectrum from a modulated electron beam. The large number of electrons in the experiment allow the observation of coherent radiation for larger distances. In the simulation, the signal vanishes quickly due to a lower number of electrons.

![Figure 3.16](image)

**Figure 3.16:** Electron density profile from the PIC simulation: (left) in the plane of polarization, (right) perpendicular to that plane. The electrons propagate from left to right. There is a structure in the electron density responsible for the coherent emission observed experimentally. This structure is reproduced to the right with a solid line.

Fig. 3.17 shows OTR signal emitted by the electron beam for the two methods. The
spectrum is peaked at 600 nm, corresponding to the wavelength of the electron beam modulations and this matches the experimental observations. The shape of the spectrum slightly differs between the different methods, which mainly comes from different hypothesis of each theory. Eq. 3.6 assumes that the electron incidence angle is perpendicular to the radiator. One also notices the second harmonic around 300 nm in the simulations. Experimentally, the sensitivity of the CCD camera didn’t allow the observation of the second harmonic.

![Figure 3.17: OTR spectrum after a propagation over 100 µm, simulated with an electron distribution from a PIC simulation, either using Eq. 3.4 (solid line) or Eq. 3.6 (dashed line).](image)

### 3.2.5 Oscillations in the OTR spectrum

Now the radiator is placed at 1.5 mm. For this particular position, we have observed several times spectral modulations (see Fig. 3.18). This looks like interference pattern between two successive coherent sources. The analysis of spectral interferences is commonly used to measure the bunch separation in micro-bunched electron beams. Two coherent sources delayed by \( \tau \) give an intensity \( I(\omega) \) on the detector which oscillates with pulsation:

\[
I(\omega) \propto \left\langle \left| E(\omega) e^{i\omega t} + E(\omega) e^{i\omega(t+\tau)} \right|^2 \right\rangle_t
\]

\[
I(\omega) \propto 2 |E(\omega)|^2 \cos^2 \left( \omega \tau / 2 \right)
\]

From the experimental data, the delay is estimated to \( \tau = 74 \) fs. Let’s consider first the propagation effects: (i) if the average energy of the first electron bunch is higher than that of the second bunch, the separation between the two electron bunches will increase upon propagation to the radiator. (ii) If two electron bunches with the same kinetic energy don’t have the same trajectory, they would reach the radiator at different times. Here are two numerical applications for realistic parameters of the interaction.
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**Figure 3.18:** OTR spectrum showing modulations. Signal below 450 nm contains only noise: the sharp peaks come from X-rays that directly hit the CCD camera.

**Numerical application**

Let assume two electron bunches with identical direction of propagation. Let $\gamma_1 = 40$ and $\gamma_2 = 200$ be their relativistic factor. The delay on the radiator placed at position $L = 1.5$ mm is $\delta t_e \sim (1/\gamma_1^2 - 1/\gamma_2^2)L/(2c) = 1.5$ fs.

Consider now two electron bunches with the same kinetic energy propagating in different directions. The first one is oriented along the laser axis and crosses the radiator perpendicularly to the radiator. The second one makes an angle of $\alpha = 10$ mrad with this axis. This angle allows to observe interferences in the radiation emitted because the distance which separates the two electron beams on the radiator equals $15 \mu m$, which is smaller than the OTR source size, usually estimated to $\gamma \lambda \sim 120 \mu m$ for a 100 MeV-electron emitting at 600 nm. The delay which separates the two bunches on the radiator is $\delta t_e = (1/\cos(\alpha) - 1)L/c = 0.25$ fs.

Both geometrical effects are too weak to explain such a delay. Therefore, the two electrons beams are expected to have an initial separation and to originate from two different (successive) plasma wave buckets. Several electron bunches were already recorded on the same shot using scintillator screens. In that case, one would expect a delay corresponding to the plasma period. In the linear case, this one equals $\tau = 50$ fs for an electron density of $(n_e = 5.0 \times 10^{18} \text{ cm}^{-3})$, which is slightly lower than the observed delay. But in such non-linear interaction, the plasma period might be longer than the linear case due to the relativistic factor of the electrons. The geometrical effects described before may also account for a small additional delay.

**Numerical application**

The non-linear plasma period is written $\tau_p^{NL} = \sqrt{\gamma_e} \tau_p$, where $\gamma_e$ is the relativistic factor of the electron in the plasma wave. If one neglects other sources of delay to the measured value, this gives a relativistic factor of $\gamma_e = 2.3$. 

When the radiator is placed at 1.5 mm from the source, the additional phase coming from the transverse extension of the electrons bunch is negligible compared to $2\pi$. For a usual divergence of the electron beam of $\theta_0 = 5$ mrad (half angle), this phase term equals $\pi\theta_0^2/\lambda = 0.23$ at a wavelength of $\lambda = 500$ nm. Consequently, the OTR emission depends only on the longitudinal (temporal) structure of the electron beam.

For instance, the main features of the observed spectrum in Fig. 3.18a) are reproduced in Fig. 3.18b) using the temporal profile shown in the inset. The first pulse is modulated at 550 nm by the laser pulse in order to produce a peak in the radiation spectrum. The second bunch, delayed by 75 fs, is not under the influence of the laser (not modulated) and creates a broadband OTR spectrum over the optical wavelengths which interferes with the peaked spectrum. There exist various realistic temporal profiles that allow to reproduce the observed modulations. Here, it is assumed that both electron bunches have the same electron spectrum corresponding to a measured one. The first and second bunches respectively contain 70% and 30% of the charge and have a duration of 10 fs and 3 fs (FWHM). Because the second electron bunch is not expected to be modulated, a fundamental result is the requirement of an ultra-short bunch duration (a few femtoseconds) in order to reproduce the signal level obtained in Fig. 3.14. These durations depend weakly on the other parameters of the electron distribution (distribution profile, fraction of charge contained in each bunch, shape and amplitude of the modulations in the first bunch).

The interference of coherent OTR signal in the spectral domain has shown the generation of successive electron bunches in laser-plasma interaction. These are the different electron bunches which are observed usually on the electron spectrometer.

These results show the measurement of electron beam structures which generate a coherent radiation in the visible range. This radiation, coming from modulation of the electron beam by the blue-shifted laser electric field, loses coherence during propagation of the electron beam in vacuum. The frequency shift behind the laser pulse is presented in section 3.3.1 to explain the temporal shortening of the laser pulse. The structure of the electron beam can be even more complex and can contain several bunches, which leads to interference patterns in the radiation spectrum of femtosecond electron bunches. Very short electron bunches are necessary to reproduce the energy level measured experimentally.

**3.2.6 Measurements in the terahertz range**

Similar measurement were done in another frequency range from 8 to 10 $\mu$m (Faure et al., 2006). This corresponds to frequencies of the order of 30 THz. This experiment was performed in collaboration with the Laboratoire d’Optique et Biosciences. The experimental setup is shown on Fig. 3.19. The same radiator as before is placed at position $L = 3$ mm from the electron source. The radiation is recorded using a nitrogen-cooled HgCdTe infrared detector. This detector is sensitive to wavelengths shorter than 12 $\mu$m and its absolute calibration is known. The angle of collection is limited to $\theta_0 = 10$ mrad. In this study, the size of the electron beam on the radiator $\theta_0 L$ is shorter than the radiation wavelength, which imply spatial coherence of the signal. This detector is sensitive to the to the temporal coherence of the electron bunch and the measurement is sensitive to electron beam structure around 8-10 $\mu$m. This wavelength is comparable to the bunch duration. If the electron bunch has structures of 30-50 fs, one should observe a coherent
signal around 10 $\mu$m.

Formulas given previously for the OTR radiation are still valid here, and more generally for frequencies below the critical frequency of the metal. This one is defined as the plasma frequency corresponding to the free electron density ($\sim 10^{16}$ Hz) (Jackson, 1925, p285).

![Experimental setup for the measurement of radiation in the range 8-10 $\mu$m.](image)

**Figure 3.19:** Experimental setup for the measurement of radiation in the range 8-10 $\mu$m.

![Global transmission including germanium filters, silicon filters, glass wedge and interference filter.](image)

**Figure 3.20:** Global transmission including germanium filters, silicon filters, glass wedge and interference filter.

The measurement of the electron beam duration in the THz domain has already been used on conventional accelerators (Kung et al., 1994). This method was also used for electron beams originating from laser-plasma interaction in the range (Leemans et al., 2004). It is also possible to measure the bunch duration using electro-optic diagnostic (Yan et al., 2000; Wilke et al., 2002). This is based on the measurement of the rotation of polarization induced by the electric field from the electron beam as it propagates close
to a birefringent crystal. However, the geometry of such experiments makes very difficult the measurement of electron bunches shorter than 100 fs.

The global transmission of the filters (germanium, silicon, glass wedge, interference filter) is shown on Fig. 3.20. It is maximal at 8-10 µm and strongly damped for the laser wavelength. We checked that no signal was recorded without gas, when the laser directly hits the radiator. With gas, we have measured an intense signal at 8-10 µm. Using the calibration of the detection system, the energy is estimated to \( \frac{dW}{d\lambda} = (6.5 \pm 3) \times 10^{-10} \) J/µm.

During this experiment, we have also measured the electron spectrum using the scintillator. It can be used to estimate the incoherent level of radiation by integrating the contribution from each electron.

\[
\frac{d^2W}{d\omega d\Omega} \bigg|_{Inc} = \frac{e^2}{4\pi^3 \varepsilon_0 c} \sum_{n=1}^{N} \left\| \vec{E}^{(n)} \right\|^2
\]

(3.12)

where \( N \) is the number of electron above 50 MeV, \( \left\| \vec{E}^{(n)} \right\| \) is the norm of the electric field emitted by electron \( n \) for an incidence angle set to zero (Eq. 3.5). The OTR radiation propagates with a divergence angle of \( 1/\gamma \). Due to a collection angle of 10 mrad, the radiation emitted by electrons below 50 MeV contribute weakly to the measured signal.

Fig. 3.21 shows the level of signal measured and the estimation in the incoherent case using Eq. 3.12. The incoherent level is below the measurement by three orders of magnitude. Consequently a part of the radiation emitted is coherent and the electron beam has temporal structures shorter than 50 fs.

**Figure 3.21:** Spectral energy emitted: (point) measurement on the detector using the calibration of the experimental setup, (dashed line) level obtained for an incoherent emission.

Fig. 3.22 shows the evolution of the infrared signal and the number of electrons as function of the electron density. The optimum of coherent signal corresponds to optimal
interaction conditions, when the electron spectrum contains high-energy particles. Due to relatively large errorbars, it can’t be said if the signal evolves linearly or quadratically with the charge.

![Graph](image)

**Figure 3.22:** Infrared signal and number of electrons as function of the electron density. Errorbars on the infrared signal correspond to the electromagnetic noise on the measurement. Double errorbars are applied on the signal from electrons: one from the level of noise (on the left of circles) and the other from statistical fluctuations (in the middle of circles).

Finally, this measurement shows a partially coherent radiation, generated by an electron beam containing sub 50 fs structures. When trying to reproduce the observed level of signal using several realistic bunch profiles, the electron bunch duration needs to be shorter than 100 fs (FWHM) (Faure et al., 2006).

### 3.3 Laser pulse properties

Previous diagnostics were focused on the properties of the electron beam. The transmitted laser spectrum was also measured (Faure et al., 2005). I start by presenting some mechanisms responsible for the shortening of the laser pulse duration.

#### 3.3.1 Origin of temporal shortening

In plasma, the propagation of the electric field depends on the refractive index of the medium (see Eq. 1.5). In the frame of a weakly relativistic interaction where the plasma response can be linearized, the index of refraction in under dense plasma \( \omega_p \ll \omega_0 \) and with a linearly polarized laser field is

\[
\eta = 1 - \frac{\omega_p^2}{\omega_0^2} \left( 1 + \frac{\delta n}{n} - \frac{\langle a^2 \rangle_t}{2} \right)
\]  

(3.13)
where there are two kinds of corrections, which depend on position \( \xi = z - ct \):

- \( \delta n/n \) is the electron density perturbation from the plasma wave. For long laser pulses, this gives birth to self-phase modulation instability, presented in Sec. 1.4.2.

- \( \langle a^2 \rangle t/2 \) is the relativistic correction to the refractive index. This term is responsible for relativistic self-phase modulation and relativistic self-focusing. Operator \( \langle \cdot \rangle \) is the average over an optical cycle.

The frequency shift obtained from the variation of refractive index is:

\[
\delta \omega = \omega_0 \int \frac{\partial \eta}{\partial \xi} \, dz
\]  
(3.14)

Individual frequency shifts are shows on Figs. 3.23b-c. In the end, the intense part of the laser pulse stands in a red-shifted area (Fig. 3.23d). This local variation of the index of refraction also leads to a local variation of the laser group velocity

\[
v_g = \frac{\partial \omega}{\partial k} = c \left( 1 - \frac{1}{2} \frac{\omega_p^2}{\omega_0^2} \left( 1 + \frac{\delta n}{n} - \frac{\langle a^2 \rangle}{2} \right) \right)
\]  
(3.15)

This is shown on Fig. 3.23e. The front of the laser pulse propagates slower than its back. This leads to a temporal shortening of the laser pulse during propagation.

This 1D explanation corresponds to simplified hypothesis but help to understand the origin of the obtained results.

### 3.3.2 Laser spectrum broadening

The transmitted laser pulse is significantly damped by the use of the reflexion on a glass wedge and 5 \( \mu \)m-thick pellicle. The laser light is collected using a spherical mirror and the pulse exits through a 300 \( \mu \)m-thick Mylar foil. The B-integral can be neglected in this window. Fig. 3.24 shows the two diagnostics used simultaneously: a single shot auto-correlator and a spectrometer. The beam is once again damped using pellicles and a glass wedge to adapt the intensity to the sensitivity of the CCD camera. An 8-bit CCD camera is used in the autocorrelator and a 16 bits Andor CCD is mounted on the spectrometer. The laser is focused on the slit of an imaging spectrometer containing a grating with 300 lines/mm.

Fig. 3.25 gives the transmitted laser spectrum for several electron densities, after deconvolution from the spectral response from the grating and the CCD. Without gas, the spectral width is 35 nm (FWHM). With gas, one notices an important red-shift, signature of the effect from plasma waves and relativistic effects. The spectral width reaches 100-150 nm (FWHM), which corresponds to a Fourier transform limit of 7-8 fs. Of course the spectral broadening is a consequence of temporal shortening but no evidence is given here. Consequently, a single shot auto-correlator has been used to measured the pulse duration.

### 3.3.3 Temporal shortening of the laser pulse

A single shot autocorrelator (Rebibo, 2000) has been used to measure the pulse duration. It contains a 50 \( \mu \)m-thick and type I BBO crystal. A prism used in reflection splits the
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Figure 3.23: Principle of laser pulse shortening: a) Laser intensity and electron density perturbation, b) frequency shift from relativistic correction, c) frequency shift from plasma wave, d) sum, e) group velocity dispersion.

Figure 3.24: Experimental setup for the simultaneous measurement of laser pulse duration and spectrum.
Figure 3.25: Transmitted laser spectrum for several electron densities.
laser beam in two parts which are sent in the crystal with an incidence angle of 5°. The minimum pulse duration that could be measured was 10 fs and includes the resolution from the geometry 2 fs and the phase matching from the BBO crystal which limits the measurement to 10 fs pulses.

Fig. 3.26 gives the signal obtained with and without gas. A significant pulse shortening is observed with gas. Without gas, the autocorrelation signal gives a FWHM width of 53 ± 2 fs. Hypothesis on the temporal shape of the pulse must be done to retrieve the temporal width of the pulse. The assumption of a Gaussian pulse leads to an initial laser pulse duration of 38 ± 2 fs (FWHM). With gas, the width of the autocorrelation signal shrinks down to 14 ± 2 fs (FWHM). Here, it’s less easy to give an estimation of the temporal profile. Assuming extreme cases, a square pulse profile would lead to a width of 14 fs (FWHM), and a Gaussian pulse (best case) would lead to a duration of 9.9 ± 1.4 fs (FWHM) which is close to the resolution of the detector. There exist more complex temporal shapes that can lead to a thin autocorrelation trace even if the laser pulse has a large envelope (Trebinos, 2002). Even if such modulations of the laser pulse in under-dense plasmas is not very likely, complementary measures using Spider or Frog techniques are necessary.

With gas, the image is smoother than without gas. In reality, this “auto-correlator” gives the temporal correlation between two separated parts of the same laser beam. Consequently, one should not expect a perfectly symmetric signal. The correlation in the beam coming from amplification stages, even if spatially filtered, gives inhomogeneities without gas. Image 3.26a gives the raw correlation of the beam, which contains intensity and phase inhomogeneities. On the opposite, during propagation of the beam in the plasma, non-linear effects mix the spatial information and lead to a better correlation of different parts of the beam. At the output, laser diffraction also mixes the information in near field where the measurement is done. Consequently, the correlation of two different parts of the beam is much more symmetric and vertically homogeneous with gas. The plasma smooths the laser. However, this effect doesn’t appear so clearly on every shot.

Figure 3.26: Signal obtained on the single shot autocorrelator with and without gas, for an electron density of $7.5 \times 10^{18}$ cm$^{-3}$.
Finally, there are also secondary peaks in the autocorrelation signal with gas. This can be reproduced mathematically if one introduces, for instance, three secondary peaks in the temporal laser pulse profile. This may happen if the laser pulse doesn’t completely fit in the first plasma bucket. In particular, when the electron density in increased (plasma wavelength decreases), one observes a modulated autocorrelation signal rather than a temporal shrinking (Faure et al., 2006) (see Fig. 3.27). This also refers to the difference between self-modulated laser wakefield acceleration (Sec. 1.4.2) and forced laser wakefield acceleration (Sec. 1.4.2).

![Autocorrelation signal for two different electron densities](image)

**Figure 3.27**: Autocorrelation signal for two different electron densities: a) $7.5 \times 10^{18}$ cm$^{-3}$ and b) $10^{19}$ cm$^{-3}$. The dashed curve represents the autocorrelation profile without gas. The insert on a) represents a possible shape which gives this autocorrelation trace.

Finally, the laser pulse was likely to be shortened from 38 fs to 10-14 fs when the laser pulse duration is close to the resonance with the plasma wavelength. Additional measurements are necessary to confirm this temporal shortening. The compression efficiency was
estimated to $20 \pm 5\%$ of the initial energy. Such properties are interesting because the spectral band of amplification of crystals limits the laser pulse duration to values of about 30 fs. Other techniques which allow pulses shorter than 10 fs are used at lower energy (self-modulation in capillary tubes, optical parametric amplification). Their use at higher laser energy still needs to be demonstrated.

### 3.3.4 Transmitted laser intensity

![Figure 3.28](image1.png)

**Figure 3.28:** Experimental setup: Imaging of scattering foil, interferometry and Thomson diagnostic.

A simple diagnostic to visualize the transmitted laser intensity after the interaction point was set up (see Fig. 3.28). The imaging screen is a sheet of optical paper, placed perpendicular to the laser axis at a distance of 36 cm from the interaction point. This very thin scattering foil is imaged onto a CCD camera. Two glass wedges used in reflexion and neutral density filters are used to damp the radiation intensity. Fig. 3.29 shows the intensity profile measured with and without gas. Without gas, the signal is rather homogeneous in a ring corresponding to the natural divergence of the beam. With gas, a fraction of laser energy is scattered during the interaction. One observes a scattered radiation much wider superimposed with the fraction of light which remains in the cone of initial divergence.

![Figure 3.29](image2.png)

**Figure 3.29:** Spatial intensity distribution on the scattering foil for different electron densities. On the left, image without gas. Images have been normalized to the same color table.
When integrating the intensity over the solid angle corresponding to the natural divergence of the beam, one can estimate the fraction of signal contained in this area as function of the electron density. Fig. 3.30 summarizes this trend. The higher the electron density, the more scattered the radiation.

![Figure 3.30: Fraction of laser intensity integrated over the whole scattering foil (circles) or in the cone of natural divergence of the laser beam (filled diamonds).](image)

If the scattering foil is optically thin, then it acts as an attenuating filter on the incident radiation. It is considered here that the measured signal is proportional to laser intensity. In that case, curve 3.30 gives the fraction of energy contained in the laser cone after interaction. One notices that for an electron density of $6.0 \times 10^{18} \text{ cm}^{-3}$, the transmission is about $40\% \pm 10\%$ in the laser cone. This value matches with the estimation on the single shot autocorrelator for the same aperture. When using the whole collected signal, $20\% \pm 10\%$ of laser energy is estimated to be scattered outside the laser cone. Finally, $40\% \pm 10\%$ of laser energy was damped in the plasma waves and a fraction of this energy is transferred to electron kinetic energy.

### 3.3.5 Thomson scattering

Electromagnetic dipole radiation emitted during the motion of an isolated electron in the laser electromagnetic field is called Thomson scattering. The emission lobe of this radiation at the laser frequency is directed along the vertical axis (perpendicular to the optic table). A mirror and a lens have been placed above the nozzle to collect the light and image the plasma onto a CCD (see Fig. 3.28). Fig. 3.31 shows an example of image. One notes an intense signal where the laser is focused, followed by a weaker tail on a longer distance. Sometimes, we have observed several successive peaks, probably linked to successive refocus of the laser pulse. This diagnostic allows to visualize the propagation of the laser.

The physical meaning of the signal recorded is not obvious. The signal measured $S$ depends on the laser intensity $I(y)$ and the electron density $n_e(y)$ (see Eq. 3.16) (Thomson, 1928). In the case of a very weak intensity, so that the plasma density perturbation is negligible, the signal depends only on the integral of the laser intensity along a line of
Figure 3.31: Example of Thomson scattering image. The laser is focused in the gradient of the gas jet density profile and propagates from left to right. Dashed line represents the output of the 3 mm diameter nozzle in the background.

\[ S \propto \int I(y)n_e(y)dy \]  \hspace{1cm} (3.16)

But in our very non-linear experimental conditions, the electron density is greatly modified by the propagation of the laser pulse and the signal gives no longer direct information on the laser intensity (Chiron et al., 1996). For instance, if the laser ponderomotive force expells all the electrons radially, the cavity in which stands the laser pulse doesn’t contribute to Thomson scattering due to a lack of electron. Therefore, it’s incorrect to try to estimate the maximal laser intensity or the interaction length from this diagnostic. In our experiments, the laser power exceeds the critical power for laser self-focusing \( P_c \) and the laser vector potential \( a_0 \) exceeds unity. This interaction is therefore very non-linear and this diagnostic is mainly used to align the laser beam along the center of the nozzle. The control of the interaction length can be reliably obtained by modifying the longitudinal density profile with a second laser pulse (Hsieh et al., 2006). This leads to a more accurate estimation of the local accelerating field of the plasma wave.

Figure 3.32: Intensity of Thomson scattering divided by the electron density for several electron densities. The signal was integrated along the transverse axis. Curves were shifted to avoid overlapping. The laser propagates from left to right.
However, some trends can be seen as the electron density varies. Fig. 3.32 shows the integrated Thomson scattering signal for several electron densities. Because the amplitude of these normalized curves is similar, this means that the Thomson scattered intensity is roughly proportional to the electron density as in the linear case. As the electron density increases, the emission of radiation starts further to the left. For such length (∼0.5 mm), the properties of the laser doesn’t significantly evolve because this length is shorter than the Rayleigh length (see Table 2.1). The critical power for self-focusing $P_c$ depends on the electron density, which varies rapidly in the density gradient of the gas jet. For this interaction parameters, self-focusing starts at a given electron density. The increase of the electron density at the center of the nozzle also shifts the position where this critical density is reached towards the outer part of the nozzle. Self-focusing starts earlier.

### 3.3.6 Interferometry

Very often, this diagnostic is based on Michelson interferometer. But for ultra-short laser pulses, the length of each arm must be tuned to a precision less than 10 microns, which can be difficult. Consequently, a system fulfilling the following criteria was searched for: systematic interferences, adjustable interference and maximal interference amplitude. Sagnac interferometer fulfills these requirements. The probe beam is split in two arm (labelled 1 and 2 on Fig. 3.28) using a beam splitter and the two pulses follow exactly the same optical path but in opposite direction. Interferences are automatic and their amplitude is 100%. The delay between the two pulses above the nozzle depends on the size of the ring (2 ns in our experimental conditions). The experiment was set up so that the interaction of the main beam with the plasma takes place between the two snapshots of the plasma from the interferometer. Pulse 1 is the reference and crosses the gas jet before the main pulse. Pulse 2 reads the plasma density profile after interaction and contains all the information about the refractive index. This diagnostic is used at 400 nm using a BBO doubling crystal. We use a filter BG 38 to damp the laser wavelength at 800 nm by 5 orders of magnitude each time and to let the 400 nm go through. Radiation at 400 nm goes back to the laser system and are suppressed by the compressor. This allow protection of the laser system.

![Figure 3.33: Interferometry diagnostic](image)

**Figure 3.33:** Interferometry diagnostic: (top) fringe pattern without interaction, (bottom) interferogram 17 ps after beginning of interaction. The laser propagates from left to right.
Fig. 3.33 shows the fringe pattern and an example of interferogram 17 ps after the beginning of the interaction for another 3 mm diameter nozzle. Fourier analysis leads to the phase map. A filter is applied to select frequencies around the fundamental wave number $k_i$ of the interferogram. The spectrum is then shifted by $-k_i$ and the inverse Fourier transform is applied. The low frequency part of the modulation remains, corresponding to phase shift by the plasma. This phase shift $\phi$ depends on the integral of the refractive index $\eta(x)$ along a line of sight.

$$\phi = \int (\eta(x) - 1) k_i dx$$

(3.17)

where $k_i$ is the wave number of the pulses in the spectrometer. For very underdense plasmas, the refractive index depends on the electron density as

$$\eta(x) = 1 - \frac{n_e(x)}{2n_c}$$

(3.18)

Under the assumption of an axi-symmetric density profile around the laser axis, the Abel inversion allows the retrieval of the electron density profile $n_e(r)$. This last part of the analysis is very sensitive to noise and initial parameters. Fig. 3.34 is the density map obtained after signal deconvolution. This map shows the free electron density, those removed from their initial Helium atom during the propagation of the main laser beam. The laser propagates at 1 mm above the output of the nozzle, from left to right. Numerical noise appears at the border of the image due to the analysis. One notices that density gradients are very sharp longitudinally, and that laser defocuses beyond focal plane (located at the entrance of the gas jet). A cut in electron density at position 3200 $\mu$m is drawn on the right side. The electron density reaches $16 \times 10^{18}$ cm$^{-3}$, which is in fairly good agreement with independent measurement of atomic density, giving a maximal electron density of between 17 and $20 \times 10^{18}$ cm$^{-3}$ at this pressure (method described in Ref. (Semushin and Malka, 2001)). Fluctuation on top of the curve strongly depend on the analysis and have no physical meaning. This lineout, taken at the entrance of the gas jet, corresponds to the location where the laser is focused. The width of the ionized area is around 150 $\mu$m (FWHM) at this location.

In this section, correlation of the output angle of the electron beam with the electron energy was recorded, arising from an off-axis injection. The electron beam is modulated by the laser pulse at a frequency which appears using OTR radiation. The same measurement has also shown that a second electron bunch might be accelerated also in the next plasma bucket. The measurement in another spectral window indicates that this electron beam has temporal structures shorter than 30-50 fs, which gives an upper limit on the pulse duration. Finally, the laser itself is strongly modified and temporally shortened during this interaction down to intense pulses of 10-14 fs. Measuring the transmitted laser intensity, the laser energy which was dumped into the plasma waves was estimated to 40 % in our experimental conditions. Two other diagnostics allow to see the laser propagation : Thomson scattering gives the position where laser radiation is scattered on the plasma electrons and interferometry diagnostic gives the free electron density in the plasma, after the laser pulse has passed.
Figure 3.34: (Color) Electron density map in the plane containing the laser axis ($Oz$) and the vertical axis, 17 ps after beginning of interaction (left). The laser pulse propagates from left to right. Transverse lineout at position 3200 $\mu$m (right).
Chapter 4

Applications of laser-based electron beams

The subject of this thesis also concerns the applications of these electron sources. The group Particle Sources by Laser (SPL) promotes applications which emphasize the original properties of this electron source. $\gamma$-ray radiography, radiotherapy, the study of water radiolysis and the generation of a collimated and energetic X-ray are some examples of the use of electron beams developed in our laboratory. I have worked only on the first two applications. However, I also present activities lead by other groups. The study of water radiolysis using ultra-short electron beams is the research topic of Y.A. Gauduel’s group and the mechanism of X-ray emission by betatron oscillations has been discovered in laser plasma-interaction by the group of A. Rousse.

Each application emphasizes some properties of the electron source. The $\gamma$-ray radiography with submillimeter resolution requires a small electron source with low divergence. Radiotherapy with the electron beam is based on a quasi-monoenergetic spectrum, with low divergence and the high energy of the electrons. For water radiolysis experiments, the brevity and the collimation of the electron bunch are essential characteristics to improve the temporal resolution of the signal. Finally, the generation of X-ray flash using the betatron mechanism requires all the assets of this source (electron energy, collimation, brevity and charge ...). Here are the results obtained in each field.

4.1 Application to radiography

Electron beams produced with 20 MeV conventional accelerators are difficult to focus to a spot size smaller than 1 mm due to the emittance of the beam (Lin, 1998; Haase et al., 2002). Consequently, the $\gamma$ source, which is the bremsstrahlung radiation produced by the electrons as they slow down in a medium with high atomic number, has a spot size of a few millimeters. In our experimental conditions, the electron source size is lower than the focused size of the laser (18 $\mu$m) and the beam has a low divergence. Consequently, it’s possible to generate a secondary source with small dimensions.

High resolution radiography of dense objects having fine structures has allowed to estimate the size of this secondary source to a few hundreds of microns. The properties of the sub-millimetre $\gamma$-ray source are consistent with Monte-Carlo simulations (Glinec et al., 2004).
This secondary source is very promising for non-invasive control of dense material (Chen et al., 2002) or medical applications (Kainz et al., 2004) or in field of research where the transverse size of the $\gamma$-ray source must be reduced. These experiments were done in collaboration with CEA DAM Île -de-France.

### 4.1.1 High resolution radiography

Experimental parameters correspond to optimal ones except the electron density ($n_e = 7.5 \times 10^{18} \text{ cm}^{-3}$) which was slightly higher than in previous chapters in order to stabilize the properties of the electron beam from shot to shot. A maxwellian-like electron distribution (exponential decay) with an electron temperature $T = 40 \text{ MeV}$ is shown in Fig. 4.1. When magnets are removed, the transverse dose profile corresponds to a cone of $1^\circ$ (FWHM) (shown in the inset of Fig. 4.1).

![Figure 4.1: Electron spectrum fitted by a maxwellian distribution of temperature $T = 40 \text{ MeV}$, and dose deposition profile in the scintillator shown in inset. The dashed curve the detection limit.](image)

The experimental setup is shown on Fig. 4.2. The electron beam is converted into $\gamma$ rays in a 2.5 mm-thick tantalum target, placed at 3 mm from the center of the nozzle. The bremsstrahlung radiation produced during the scattering of the electron beam in the target is used to radiograph a spherical hollow object made in tungsten, placed at 220 mm from the nozzle. On the inner part, an axi-symmetric sinusoidal structure is etched on the inner part. These internal structures are shown on the $A - A'$ cut of this object on Fig. 4.3. For the left (right) side respectively, each oscillation of the 6 (5) periods of the sinusoidal curve correspond to a rotation of $11^\circ$ ($13^\circ$) and an amplitude of 1.9 mm (2.4 mm). The mean radius of the sinusoid from the center is 7.85 mm, which gives a thickness of 0.67 cm of tungsten along the laser axis (line of sight passing through the center of the object). For a controlled density of $18.064 \pm 0.015 \text{ g/cm}^3$, this gives an areal density of 12.1 $\text{ g/cm}^2$ along the laser axis. The axis of symmetry is chosen perpendicular to the laser axis.

The transmitted radiation is damped by the object and then detected on a $\gamma$ camera composed of a Bismuth-Germanium-Oxide (BGO) scintillator, the surface of which is imaged onto a CCD camera. The imaging system is composed of a plane mirror, an objective with focal length of 105 mm, an intensifying screen and a CCD with $1300 \times 1340$ pixels. The size of each bar of the BGO crystal (600$\mu$m) in this square matrix with edge
160 mm limits the resolution of the detector. The scintillator is placed at a distance 1.6 m from the electron source. This makes a magnification factor of 7.3, which corresponds to a BGO bar size of 80 µm in the object plane. This choice of the magnification factor is a compromise between a correct spatial resolution and a dose deposition level high enough to be detected on the γ camera. The nozzle-to-object length is chosen large enough to limit the problem of parallelism which might blur the fine details on the radiography. In order to limit the noise on the image, electrons are removed from the laser axis using a magnetic field. This allows a reduction of radiation generated in material other than tantalum (especially in the object itself). An aluminum foil was added to scatter the electron beam and improve the contrast of the image. After several tries with different thicknesses, a thickness of 7.5 mm was chosen. Combination of magnets and aluminum foil allows an efficient reduction of noise generated in the object.

![Figure 4.2: Experimental setup.](image)

Figure 4.2: Experimental setup. Electrons are accelerated during the interaction between the laser pulse and the gas jet and then slowed down in the tantalum target, which generates γ rays. Electrons are then removed from the laser axis with an intense magnetic field and an aluminum diffuser. The transmitted radiation intensity is then imaged onto a γ camera.

The experimental radiography obtained is shown on the right side of the 3D cut of the object on Fig. 4.3. The radiography shown has been corrected for the inhomogeneities (using a radiography without the object) in order to suppress the grid of the BGO matrix and to take into account the emission lobe of the γ radiation. All sinusoidal lobes can clearly be seen. From this image, the radial profile of the object can be reconstructed.

### 4.1.2 Retrieval of the internal profile of the object

This paragraph contains information transmitted by L. Le Dain.

The retrieval of the radial profile of the object has been done at CEA DAM Île-de-France with numerical tools developed during J.M. Dinet’s thesis (Dinet, 1990). This axi-symmetric object is visualized perpendicular to the axis of revolution, which is adapted for a classical Abel reconstruction (Bracewell, 1999). This direct method is too sensitive to noise (especially close to the symmetry axis). A regularization on the data is introduced in the reconstruction process to reduce the sensitivity to the noise. Non-physical variation between two neighbor pixels is avoided. Fig. 4.4 represents the density field reconstructed for two kinds of regularization. This reconstructed profile reproduces all internal structures. A relatively high level of noise appears in the center of the object.
Figure 4.3: (left) 3D cut of the object, revealing the internal structure, (right) radiography of the 20 mm-diameter object. The experimental image has been corrected using a reference shot without the object.

Figure 4.4: Radial profile of the object obtained from radiographs in Fig. 4.3. The two images correspond to two different parameters of the regularization process.
Then, a detection of contour is applied on the image. The algorithm is described in the following:

- Localization of zeroes of the Laplacian function calculated with local polynomial approximations on a moving window on the image (Qiu and Bhandarkar, 1996; Abraham et al., 2006). The validity of contours is given by a measurement of contrast.

- Contours are extracted manually by following maximal values.

![Figure 4.5](image)
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**Figure 4.5:** (Color) Internal contour of the object. This represents the radius of the contour as function of the angle from the center : (blue) theoretical contour, (red) retrieved contour.

In order to estimate the quality of the processing, the contour is compared to the theoretical contour from the manufacturer. Fig. 4.5 shows the open contour reconstructed from the radiography image and the theoretical contour. Thanks to good experimental data and a reduced blur, the two contours match very well. This experimental contour is also represented in green on the image on the right in Fig. 4.4.

4.1.3 Estimation of the $\gamma$-ray source size

The high resolution radiography presented above requires a small secondary source size. Even if the experiment was not designed to measure initially the source size, one can estimate it from radiographs and compare the results to Monte-Carlo simulations.

The radiography of an object with sharp edges was done to estimate the secondary source size. A 20 mm-thick steel plate in which square holes are drilled was used. A picture of this object is shown in Fig. 4.6. The radiography of the smallest holes is shown in the right side of the picture. Lines from the manufacturing process are also visible. This image is comparable to images obtained using the knife edge technique to estimate the source size. The signal was integrated over 5 horizontal lines around the central square on the radiography. The size is computed from using the derivative of this signal, which gives a source size of $450 \pm 15\mu m$ (FWHM).

This estimation contains several sources of error, which may lead to an over-estimation of the real size.

- the intrinsic detector blur ($\sim 170 \mu m$ in the plane of the object).
Figure 4.6: (left) Photo of the 20 mm-thick steel plate with square holes. The radiograph corresponds to the circle. (right) Radiography of holes with length 1.0, 0.75 and 0.4 mm used to estimate the $\gamma$-ray source size.

- the alignment of the 20 mm thick plate, which must be perfectly perpendicular to the laser axis, to reproduce a knife edge.

- noise on the radiography from electrons which may still generate $\gamma$-rays in the object itself.

Whatever, the spatial quality of the $\gamma$-ray source can be controlled and enhanced by placing the conversion target closer to the source or by decreasing the target thickness or even by using a more dispersive magnet to avoid using an aluminum foil.

Monte-Carlo simulations were carried out to estimate the properties of the radiation produced in the conversion target (Glinec et al., 2004). Simulations in the article give the radiation spectrum and allow the estimation of the divergence of the $\gamma$-ray beam to approximately $3^\circ$ (FWHM). The conversion efficiency of the kinetic energy from the electrons in radiation is about 49% in the tantalum target and about 3% in the aluminium target. Consequently, the contribution of this aluminium foil to the radiation can be neglected.

This experiment allowed the production of energetic and collimated secondary photon source, the size of which was estimated to be $450 \pm 15 \mu m$ experimentally. The retrieved radial profile of the object testifies of a high resolution of the initial radiograph.

For this application a quasi-monoenergetic electron beam is not necessary. Actually, the process of bremsstrahlung radiation leads to a broadband $\gamma$ spectrum which is almost independent of the spectral structures of the electrons beam. Consequently, constraints on the generation of the electron beam are less strict, and shot to shot stability is improved. Commercial 100 TW laser systems are compact and affordable. Several fields of science might benefit from small and short $\gamma$ sources. A snapshot of dense objects in motion can be obtained for aeronautics or defense. Evolution of structures under constraints and submillimeter cracks detection might have an interest in the car industry.
4.2 Application to radiotherapy

Currently, 99% of radiotherapy is done with X ray beams. However, the dose deposition profile is not the best fitted to this application. Fig. 4.7 shows the depth dose deposited by different particles. Due to Bragg peak, protons deposit their energy at a depth corresponding to their energy. These particles are the most adapted to radiotherapy because they minimise the dose deposited in safe tissues but the production cost of such beams prevents from a rapid development. Moreover, the intensity modulated technique is rather limited for proton beams due to a slow motion of the heavy gantry. A seductive alternative is currently under development: proton beams can be produced from the interaction of a laser with a solid target. This is the second research topic of the SPL group at LOA. The study of the adequacy of proton beams from laser-plasma interaction to radiotherapy has already been published Malka et al. (2004). Such systems benefit from a reduced radioprotection because the proton beam can be produced in the treatment room and the transport of laser radiation up to the patient is cheap. This may also increase the speed of the gantry due to a reduced weight for intensity modulated protontherapy.

![Figure 4.7: Comparison of the depth dose profile for different particles.](chart.png)

However, treatment using photons remains the more frequent. Electron beams from conventional accelerators with a modest size adapted to treatment rooms in hospitals have an output energy of about 20 MeV, which is not adapted to deep-seated tumors (above 10 cm). Feasibility studies for therapy with electron beams with energy 6-25 MeV from laser-plasma interaction (Kainz et al., 2004; Chiu et al., 2004) showed that these structures might be an alternative to conventional radiofrequency accelerators.

Recent development in radiotherapy, such as intensity modulated radiotherapy or volume scan with light ion beams, have significantly improved the conformity of the dose to a volume while sparing organs at risk (Oelfke and Bortfeld, 2003; Lomax, 1999). When combined with energy modulation, modulation in depth is also possible (Hyödynmaa et al., 1996; Asell et al., 1997; Ma et al., 2000; Olofsson et al., 2004; DesRosiers et al., 2000; Yeboah et al., 2002). However, the maximum penetration depth for electron beams from conventional electron accelerators and the low quality of the transverse penumbra at this energy prevents from their use. These drawbacks can be avoided if the
electron energy is increased above 50 MeV. Under such conditions, the penetration depth becomes longer and the transverse penumbra sharper. On the opposite hand, the longitudinal penumbra is also increased. Assets of high energy electrons (150-250 MeV) for clinical applications has been recently investigated (Yeboah et al., 2002; Yeboah and Sandison, 2002). The authors compare the capabilities of prostate treatment using intensity modulated radiotherapy for photon, proton and high-energy electron beams. The conclusions states that best conformity to the volume is obtained for proton beam but covering rate for electron and photon beams are comparable. Moreover, electron beam provides a better lateral protection of safe tissues compared to photons.

A detailed study has been published in the range 150 - 250 MeV (DesRosiers et al., 2000). Simulations are performed for various configurations of the electron beam from a conventional accelerator (counter-propagating, perpendicular, ...). In order to fulfill this study and to show the interest of these compact sources for radiotherapy, I have simulated the dose deposited by a quasi-monoenergetic electron beam from our laser-plasma accelerator. The dose profile in a water phantom is computed for the electron distribution presented in Sec. 2.2. The study is carried out for two different geometries. On the one hand, the electron beam is used as it exits the interaction point. On the other hand, the electrons are refocused onto the target using different magnetic optics to improve the lateral gradient of the dose profile. A discussion is then drawn on the applicability of such beams. These simulations are performed in collaboration with DKFZ in Germany and this study has just been published (Glinec et al., 2006b).

### 4.2.1 Simulation parameters

Monte Carlo simulations with the code Geant4 (et al, 2003) were performed in order to show the dosimetric properties of this electron beam. We first assume that the low energy part of the spectrum can be removed. For instance, one can imagine adding a chicane to stop all low energy electrons. We will focus all the simulations on the high energy peak. Since electrons are accelerated in a small region with dimensions comparable to the laser waist, we will use a point-like electron source, the energy of which is distributed along a Gaussian shape with a width of 40 MeV (FWHM), centered at 170 MeV. The initial angular spread is chosen to be independent of the electron energy and corresponds to a Gaussian width of 10 mrad FWHM. A total of $10^5$ electrons are used in the simulation. This value is lower than the measured number of electrons, which is about $3 \times 10^9$. This choice is a compromise between the time needed to complete the simulations and the statistical fluctuations. All output values are normalized with respect to the incident bunch charge. In order to obtain the dose for a single laser shot, one needs to multiply the normalized dose (in Gy/nC) by the charge of an electron bunch (0.5 nC). The following simulations are performed for a single shot, but our laser system can operate at 10 Hz.

In the simulations, the electrons are propagated in vacuum up to a water phantom, even if in practice the electrons will have to travel in the air up to the patient. Scattering in the air was studied in Ref. (DesRosiers et al., 2000). It appears that the beam spread in air after a propagation over 100 cm corresponds to an angular spread of 5.4 mrad FWHM for 200 MeV electrons. This value overestimates the spread at lower distances. If one assumes that a quadratic sum is representative of the convolution of the initial divergence with the spread in the air, we obtain a divergence of 11.4 mrad at 100 cm from the electron
source. This should be compared to the initial divergence (10 mrad). The conclusion of
the article states that “For beams below 200 MeV, this distance should not be greater
than 70 cm”. We will neglect scattering in the air in this study.

We have computed the dose deposition profile in this water target. Its thickness was
40 cm and the transverse dimension was chosen to be much broader than the transverse
spread of the electron beam. We plotted the dose distribution in a longitudinal plane
from a $4 \times 4 \times 40$ cm box, placed on the propagation axis ($Oz$), and divided in
$100 \times 100 \times 100$ cells. The geometry of the simulation is shown on Fig. 4.8

![Geometry of the simulation](image)

**Figure 4.8:** (Color) Geometry of the simulation.

### 4.2.2 Direct irradiation

The source to surface distance (SSD) has been set to 4 different distances: 15 cm, 30 cm,
60 cm, 100 cm. In the following, another geometry is discussed (Sec. 4.2.3), where the
electron beam is refocused using magnetic fields and which will be referred as SSD $= -30$
cm. The physical processes described by Geant4 included discrete events (elastic scattering,
photon production, ionization) and continuous energy loss (collisional and radiative
stopping powers). The free parameter called CutRange was set to 100 µm. It describes
the propagation range of secondary particles, thus requiring more computation time for lower
values. The production of neutrons was studied in (DesRosiers et al., 2000), where they
conclude that the relative biological effectiveness should be increased by a factor $< 1.03$
in order to account for neutron production and radioactivity. This point is not discussed
here.

### Dose distribution

Fig. 4.9 shows the isodose curves for this laser-plasma electron source. For each simu-
luation, the following isodoses are represented: 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50 Gy/nC.
The dose distributions show a forward peaked pattern in depth, with a slight broaden-
ing due to the electron scattering. In the first 10 cm of the phantom, the shape of these
curves strongly depends on the initial electron distribution. This effect is damped for
larger depths in the phantom, where electron scattering leads to a similar dose profile in
all cases. However, even for SSD of 100 cm, these isodoses remain relatively parallel to
the central axis. For instance, the 0.1 Gy/nC curve extends up to 34 cm longitudinally...
Table 4.1: Dependence of maximum dose with the source to surface distance. The negative SSD corresponds to a configuration presented in Sec. 4.2.3 without exceeding 4 cm transversely. The value of the maximum dose increases as the SSD decreases, since the energy is concentrated in the width of the electron bunch impinging into the phantom, as seen in Table 4.1. Multiple scattering collisions occur during the electron propagation, explaining why the energy is distributed further laterally as the depth increases.

<table>
<thead>
<tr>
<th>SSD [cm]</th>
<th>15</th>
<th>30</th>
<th>60</th>
<th>100</th>
<th>-30 (focused)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peak dose value [Gy/nC]</td>
<td>61</td>
<td>18</td>
<td>4.7</td>
<td>2.0</td>
<td>20</td>
</tr>
</tbody>
</table>

Figure 4.9: Isodose curves for different levels: 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50 Gy/nC. The distance from source to surface is: a) 15 cm, b) 30 cm, c) 60 cm, d) 100 cm. The two axis are on a different scale.

Longitudinal and transverse dose profiles

The depth dose distribution integrated over the transverse direction is shown in Fig. 4.10. This curve is the same for all simulations presented here, since the angular distribution and the spectrum remain unchanged. It represents the longitudinal profile that would be obtained if a series of shots with small separation (compared to the transverse profile) irradiates the whole area to be treated. This curve has a broad peak around 20 cm from
the entrance. For a deep seated tumor (20 cm for instance), this electron beam provides a better sparing of tissues at risk when compared to conventional photon beams, for which the depth dose peak is located in the first 5 centimeters. The control of the central energy of this electron beam would allow to fit the position of the peak with the depth of the tumor. This peak is the consequence of several factors:

- the collisional stopping power for electron in water increases dramatically at low energy
- the secondary particles are emitted mainly in the forward direction and they will deposit their energy deeper in the medium
- the electron flow becomes less laminar as the depth increases. The electron track becomes curved and looses directionality at large depths, which increases the energy deposited at a given depth.

Due to an electron range larger than the thickness of the water phantom, one should obtain a dose signal over the whole depth of the phantom.

![Figure 4.10: Integrated depth dose curve.](image)

Fig. 4.11 shows the central-axis dose and the transverse profile at 10 cm depth for different SSD. Because of the lateral scattering, the electrons diverge from the central axis of the pencil beam, which explains the decreasing dose profile on central axis of Fig. 4.11a. Then, Coulomb scattering is mainly responsible for the quasi-Gaussian shape of the lateral profiles. The values of the lateral spread at various depths are given in Table 4.2. In this section, the lateral spread is defined as the radial distance between 90% and 20% of the maximum dose at a given depth, for a single shot. The width of the transverse profiles increases with depth and also with the SSD. This electron beam can deliver a high dose with sharp penumbra deep inside the tissues.

The values in Table 4.2 are difficult to compare with the study of DesRosiers et al., where their simulations use larger irradiation fields. This explains why we avoid using the term “penumbra” in this section, and prefer the word “spread”. We will introduce in Sec. 4.2.4 the numerical factor needed to simulate the penumbra width for a laterally broader irradiation field.
Figure 4.11: Dose profiles for all simulations: a) longitudinal along propagation axis, b) transverse at 10 cm depth for different source to surface distances.

<table>
<thead>
<tr>
<th>SSD [cm]</th>
<th>15</th>
<th>30</th>
<th>60</th>
<th>100</th>
<th>-30 (focused)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Longitudinal Distance [cm]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_{90%}$</td>
<td>1.4</td>
<td>2.1</td>
<td>2.6</td>
<td>3.1</td>
<td>4.3</td>
</tr>
<tr>
<td>$R_{20%}$</td>
<td>6.8</td>
<td>9.8</td>
<td>16</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td><strong>Transverse Spread [cm]</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at $z=1$ cm</td>
<td>0.10</td>
<td>0.18</td>
<td>0.36</td>
<td>0.57</td>
<td>0.17</td>
</tr>
<tr>
<td>at $z=5$ cm</td>
<td>0.16</td>
<td>0.23</td>
<td>0.40</td>
<td>0.63</td>
<td>0.18</td>
</tr>
<tr>
<td>at $z=10$ cm</td>
<td>0.36</td>
<td>0.41</td>
<td>0.53</td>
<td>0.73</td>
<td>0.35</td>
</tr>
<tr>
<td>at $z=15$ cm</td>
<td>0.65</td>
<td>0.67</td>
<td>0.77</td>
<td>0.97</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 4.2: Longitudinal distance and transverse spread for a single shot. $R_{90\%}$ and $R_{20\%}$ represent depths of 90% and 20% of the maximum dose respectively, along the central axis. The transverse spread is defined as the radial distance between 90% and 20% of the maximum dose at a given depth. The negative DSS corresponds to a geometry discussed in Sec. 4.2.3. The unit is one centimeter.
As the distance to the water phantom increases, the initial lateral spread increases. In practice, the scale of the gantry, the shielding from radiation from the laser-plasma interaction point prevents from using short SSD. It would be interesting to study a modified electron distribution which would give similar or even better dose deposition profiles for larger distances from the laser-plasma interaction point. Using a magnetic system (typically a quadrupole triplet), it is possible to refocus an electron beam further. We will study this point in the next section.

### 4.2.3 Converging electron beam

One assumes that a compact magnetic field is applied on the electron beam in order to refocus it further. A cartoon with necessary items is shown on Fig. 4.12. In such conditions, the low-energy electrons can be removed with a compact 20 cm-long monochromator (optional), the electron beam can be refocused with a 20 cm-long quadrupole triplet and shielding can be added around the interaction point. A more compact system which combines the monochromator and the focusing system has already been presented for a proton beam (Fourkal et al., 2003). This idea can be extended to electrons. The geometry of this system won’t be discussed here. The laser propagates up to the interaction point. Dangerous radiations are produced after the interaction, which means that shielding is necessary starting from this place. This system has to be small in order to fit in a treatment room. The geometry of the radioprotection won’t be discussed here either. The studies carried out in the previous section are still valid if the electron beam is refocused outside the water volume. But now, it’s also possible to focus inside the phantom.

![Figure 4.12: Drawing of a monoenergetic laser-plasma accelerator. The laser is focused using an off-axis parabolic mirror in a gas jet to accelerate electrons. The electron beam is filtered (by a monochromator) and refocused (using a quadrupole triplet) outside the chamber under vacuum.](image)

The spectral width of the electron distribution leads to chromatic aberrations when is is refocused, i.e. electrons with different energies won’t be refocused at the same distance. First, it is possible to decrease the spectral width with the monochromator. Second, the spectral width might be narrower because the measurement is limited by the spectrometer resolution. We have measured other spectra even narrower (see Fig. 2.8). In this last simulation presented here, one neglects the chromatic aberration which depend on the geometry of the magnetic system used. An achromatic magnetic system has already been studied (Raischel, 2001). The electron beam is set to refocus at position \( z = 30 \text{ cm} \) without phantom. The magnification factor is -1, which means that the spatial distribution at the surface of the phantom is the same as in the diverging 30 cm case. The electron beam still propagate in vacuum.
As expected, the maximal dose is higher when electrons are refocused in the target (20 Gy/nC in Table 4.1). The position of this maximum is now shifted to 2.9 cm inside the phantom. The dose deposition at this depth is now higher than in the diverging case (14 Gy/nC at 2.9 cm). Figure 4.11a shows the dose along the central axis of this simulation. One notes that the two curves start at the same level. Over the first 6 cm, the focusing effect is balanced by the scattering. The electron flux is more concentrated along the axis, as shown in Table 4.2. Consequently, the dose along the central axis doesn’t fall as fast as in the diverging case, but rather shows a peak in depth in the phantom. Actually, the longitudinal and transverse dose distributions are similar to values obtained in the diverging case for an SSD of 15 cm.

In this configuration, the transverse gradient length evolves slower than in the diverging 30 cm case (see Table. 4.2) and the isodoses remain parallel to the central axis during the first 6 cm (compare Fig. 4.13 and Fig. 4.9b). This allow a better control of the exposure of tissues at risk in the neighborhood of the area under treatment. The angular distribution mainly affects the shape of the isodoses. The effect of the initial divergence is damped after a short propagation in the medium. This scattering also reduces the impact of chromatic aberrations.

4.2.4 Discussion

Regarding the use of one single electron bunch, the focusing of the electron bunch would be useful for stereotactic radiosurgery of subcentimetric lesions, such as cerebral arteriovenous malformations or metastasis, located at depths distal to 10 cm, since the energy deposition is concentrated very locally around the central axis of the spot.

From the results presented above for a single bunch of electrons, it is possible to study the adequacy of the dose distribution for laterally broader irradiation fields, more likely to be applied for clinical use. In the following, we discuss the potential of VHE laser-accelerated electrons scanned laterally in order to irradiate larger fields. Simulations showing multi-beam configuration will be presented elsewhere. The aim is to achieve high
homogeneous dose profiles in the target volume and steep gradients at the field edges in order to spare normal tissues and organs at risk, i.e. narrow lateral penumbras are needed in depth. We recall that for one single bunch of electrons, quasi-Gaussian lateral dose profiles were found, with standard deviation at a given depth denoted \( \sigma \). This standard deviation is obtained from Table 4.2 by dividing the transverse spread by 1.33. This implies that in order to achieve homogeneous lateral dose profiles at that depth, we have to assume that

- the interval between the spots is lower than the \( \sigma \) of the dose kernels
- the lateral extent of the field should exceed 3.5 times the \( \sigma \) of the dose kernels.

Under these conditions, a lateral electronic equilibrium along the central axis of the beam can be achieved, and a high dose can be homogeneously applied over the lateral extent of the target volume.

Since the \( \sigma \) of the electron dose kernel increases with depth, the shape of the central axis dose distribution is expected to be strongly dependent on the size of the field. In particular one should expect the dose along the central axis to drop faster at larger depths for decreasing field sizes. This effect can be observed in the study of DesRosiers et al for 1 cm and 5 cm field radii.

One can estimate, for a given depth, the size of the field necessary to achieve a flat lateral dose profile and also the width of the corresponding 90%-20% lateral penumbra. This penumbra, corresponding to the convolution of this gaussian distribution with a heaviside function (to reproduce the semi-infinite irradiation field), is obtained by multiplying \( \sigma \) by the convolution factor 2.12. We find a \( \sigma \) of about 0.31 cm for a SSD of 30 cm, at 10 cm depth, which would lead to a width of the lateral penumbra of about 0.65 cm, provided that the field size exceeds 1.1 cm radius. These estimations are in agreement with the results of DesRosiers et al, although their study was performed for VHE electrons having a narrower initial energy spread than our experimental beam. They obtained, for instance, a lateral penumbra of 0.69 cm at 10 cm depth using 200 MeV electrons. This analysis shows that one should expect for the dose distributions resulting from scanned VHE laser-accelerated electron beams lateral penumbras whose widths are in the same order of magnitude than those from 15 MV photon beams.

Here is an estimation of the treatment speed. For a 5 cm \( \times \) 5 cm irradiation field, this makes a total of 256 positions on a grid with a distance of 0.31 cm between two consecutive shots. Provided that the accelerated charge is reduced to deliver every shot the required dose established from the treatment planning (typically 1.8 - 2.2 Gy), the irradiation would last 26 seconds. The tuning of the dose deposition can be operated by selecting more or less electrons in the monochromator or by adjusting the interaction parameters.

The dose deposition profile for a SSD of 100 cm is also interesting from a clinical point of view: it provides an important dose deep in the volume (1 Gy/nC), with a moderate energy deposition at the entrance of the phantom (max of 2 Gy/nC). These values are closer to the requirements of radiotherapy. The distance between two consecutive shots becomes larger (\( \sigma = 0.55 \) cm), which makes the treatment faster, but the lateral penumbra for a semi-infinite irradiation field also becomes larger (1.2 cm at 10 cm depth). This configuration is adapted if there is no sensitive tissue in the vicinity of the region under treatment.
The same analysis can be performed for the focused electron beam. The main difference is that the width of the lateral dose distributions is significantly decreased at 10 cm depth. In order to get an homogeneous dose coverage of the tumor target volume by scanning, the interval between the beam spots needs to be reduced. However the big advantage is that increased lateral gradients are obtained at the field edges. In particular one would get a lateral penumbra of 0.55 cm for the scanning of the focused electron bunch in comparison to 0.65 cm for the unfocused one.

An important point of discussion is the large dose rate delivered by one single bunch of VHE laser-accelerated electrons. For instance, in the focusing 30 cm case we have a maximum dose of 10 Gy in a single laser shot (20 Gy/nC and 0.5 nC/shot). The values obtained for a single shot are far above the conventional dose applied during a treatment (typically 1.8 to 2.0 Gy). However, it is possible to control and reduce the number of accelerated electrons by adjusting the interaction parameters (laser energy, pulse duration, electron density, ...), as shown in Chapter 2. For instance, by decreasing the electron density to $3 \times 10^{18}$ cm$^{-3}$, we were able to produce a VHE electron beam having a similar spectral quality but with a ten times lower charge. The noise level prevented detection of lower charge at even lower electron densities. The main difficulty that remains concerns the stability of the electron beam from shot to shot. This issue is being studied currently by all research groups working in this field. Because the fluency is very high, additional studies are necessary to determine if biological effects depends on the bunch duration.

Therefore, we believe that VHE electron beams produced by laser-plasma interaction could have a clinical potential, at least for similar indications as those treated by high-energy conventional photons. Further studies are currently in progress to extend the present dosimetric study and to investigate in detail the feasibility of scanned VHE laser-accelerated electrons for intensity-modulated radiation therapy.

In practice, the fast evolution of laser technology leads to a reduction of the size and cost of the laser system. The safety is also increased because the laser light can propagate from the laser facility up to the interaction point without needing any shielding, which will be located mainly after the interaction point. One may also manipulate the electron beam, filter it and refocus it, with a magnetic field to improve the dose deposition properties. This compact laser system is expected to be of interest when the overall dimensions are restricted by the room volume. Since the electron beam direction follows the laser propagation axis, the point scanning technique can be achieved by moving the final focusing optics and the nozzle (in a gantry).

Since this electron source is pulsed, the radiotherapy could be combined with a detection of motion in tissues, to improve the quality of the exposure. Many studies are currently being done in the field of adaptive radiotherapy.

### 4.3 Application to femtolysis

The interaction of an electron beam with matter induces molecular damage often irreversible. Thus, the irreversible effects of ionizing radiation were the main topic of the previous section, dedicated to destruction of cancerous cells. During their interaction with biological media, the ionizing radiation (photon or particles) induce early physico-
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chemical transformations. These ultra-fast radical events, which take place on a very short time \(10^{-14} - 10^{-10}\) s, are responsible for molecular, cell or tissue damages observed on long time scales (second, day, month). The understanding of these radical events requires spectroscopic studies with an ultra-high temporal resolution (Gauduel and Rossky, 1994; Gauduel et al., 2000).

With FWHM of 3 to 10 ps (Kozawa et al., 1999; Wishart, 2001; Belloni et al., 2005), the temporal characteristics of pulsed electron sources, obtained by conventional linear accelerators (Linac), are a real limitation to the study of ultra-fast radical events. New opportunities appear with electrons beams produced during laser-plasma interaction and which provide electron bunches shorter than 100 fs. The study in real-time of radical events induced by the interaction of relativistic particles with media of biological interest becomes accessible. The knowledge acquired during the last years in radical femtochemistry of low energy (\(< 10\) eV) in liquid phase (Gauduel et al., 1998, 2000) are essential to start femtochemistry of high energy (\(\sim\) MeV). The project Water Femtolysis, the solvent of life, which is developed at LOA, aims at this better understanding.

The initial work has began before I started my PhD. However, I present a brief summary of some results (Gauduel et al., 2004; Brozek-Pluska et al., 2005) which concern the development of high-energy femtochemistry in liquid phase, when using an electron beam from a TW laser.

For a better understanding of early damages induced by ionizing radiation on water molecules, time-resolved absorption spectra have been recorded. One of the goals is to understand the coupling between secondary electron and liquid hole induced in the formation of the OH radical and the hydronium ion (hydrated proton). Due to a high oxidizing potential, the OH radical has a major role in radiobiology, radiotherapy and radio-induced cell destruction.

The experimental setup is shown on Fig. 4.14. An off-axis parabolic mirror (a) with focal length of 30 cm was used to generate and electron source with energies below 15 MeV (b) in a gas jet with electron density \(1 \times 10^{19}\) cm\(^{-3}\). The spectrum (c) is represented by a maxwellian distribution of temperature 4.5 \(\pm\) 0.5 MeV. In order to reduce the direct influence of the laser beam and in order to limit the perturbation of the liquid medium by low energy electrons (\(< 2\) MeV), a 1 mm-thick copper foil (d) was inserted between the electron source and the water target (e). The angular distribution of the electron beam was recorded separately on a stack of radiochromic films, spaced by copper foil to slow down electrons and to select the energy range recorded by each sensitive radiochromic film.

An infrared probe of duration 30 fs, centered at 820 nm and having spectral width of 40 nm (FWHM) allows the analysis of s-p transition of secondary electrons removed from their water molecule by relativistic electrons, and stabilized by interaction with these molecules. The hydrated electron with a configuration of type s, represents the most reducing potential elementary radical of the water molecule. The understanding of its early coupling with the OH radical and the hydronium ion \(H_3O^+\) is studied in the frame of the Femtolysis project.

The intensity of the probe pulse was below \(10^{-3}\) J cm\(^{-2}\) in order to neglect the direct excitation of the medium. The signal was measured on a high dynamical range CCD camera (16 bits) (f). A delay line allows a precise control of the delay between the electron bunch and the absorption signal. Another advantage of laser-plasma interaction is the perfect synchronisation of the excitation by the electron beam and the optical reading
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Figure 4.14: (Color) experimental setup for the radiolysis experiment. The electron beam excites water molecules at 294 K. The variation in absorption of a 30-fs long laser pulse is measured on a high dynamic-range CCD camera. The delay between excitation and optical reading is controlled by a delay line.

by the infrared probe. The absorption signal is represented on Fig. 4.15. This curve is obtained by comparing the measured signal with and without the electrons along the line of sight intercepted by one pixel. One obtains an absorption signal which reaches a maximum 3.5 ps after the excitation and which decays on longer time scales.

Figure 4.15: Absorption signal for different position of the delay line. Each dot corresponds to an average over several shots.

The analysis of this signal is rather complex because the excitation and the measurement are done along perpendicular axis. It means that electrons continue propagating while reading the absorption signal. Thus, the measured signal contains the individual absorption response taken at different times. One measures actually the convolution between the unique sample and the response functions of the experimental setup. After estimating the global convolution functions of the electron beam and the measurement itself, the absorption signal for a single sample after its excitation is obtained by deconvolution.
The amplitude of the absorption signal gives the average density of solvated electrons produced. The primary radiolytic yield $Ge_{\text{hyd}}^-$ has been estimated to $6.8 \pm 0.5$ molecules / 100 eV at time 3.5 ps (Brozek-Pluska et al., 2005). This yield is expressed per unit of dose, which is estimated to $15.5 \pm 1$ Gy on the axis by Monte-Carlo method. The authors insist on the fact that this yield is higher than the predictions from stochastic models of water radiolysis (Pimblott and La Verne, 1998; Muroya et al., 2002) for which data are extrapolated from much longer time scales. Quantum systems involved on such short time scales are more complex than those used up to now to describe the evolution of this elementary radical.

These preliminary experimental data show that these numerous evanescent quantum systems have to be taken into account to reproduce the absorption curves at short interaction times. The ionization trajectories of the water molecules leading to hydration of secondary electrons and the generation of OH radicals useful for radiotherapy occurs in spurs during the prethermal regime ($\sim 10^{-13} - 10^{-12}$ s).

Complementary studies are necessary to confirm the values of all the free parameters in such systems. However, the innovative aspects of the Femtolysis project for radiobiology and its potential applications in radiotherapy are the results of synergy between experiments in high-energy femtochemistry and spatio-temporal predictions in ionization spurs obtained using numerical simulations based on quantum chemistry methods.

### 4.4 Application to the generation of X-ray radiation (betatron mechanism)

The laser-plasma accelerator can be used to generate a broad-band, collimated and energetic X-ray source. The generation of this radiation is based on the oscillations of the electron bunch around the central axis of the ionic channel, created by the laser. In other words, electrons undergoing an acceleration will emit radiation (Jackson, 1925). The electric fields that bend the electron trajectory are so intense that this radiation extends to the X-ray domain (a few keV, subnanometer wavelength). I point out that in section 3.1, we have studied the oscillations of the isocenter of the electron beam. Even without such oscillations of the center, individual oscillations of the electrons still exist.

The mechanism responsible for the generation of the synchrotron radiation has been studied for laser-plasma interaction (Whittum et al., 1990; Esarey et al., 2002; Kiselev et al., 2004). This radiation has been measured at Laboratoire d’Optique Appliquée by A. Rousse’s team (Rousse et al., 2004; Ta Phuoc et al., 2005). This X-ray source is different from other existing sources: the generation of high order harmonics is limited to wavelength of the order of 10 nm. The generation of radiation using $K-\alpha$ sources allows to reach subnanometric wavelengths, but their emission occurs in $4\pi$ steradians which limits its application.

The experimental setup is shown on figure 4.16. After the interaction, electron trajectories are bent using a magnetic field (0.3 T over a length of 20 cm). A beryllium filter cut radiation below 1 keV. The radiation profile is measured directly on axis by an X-ray CCD camera, placed at 50 cm from the interaction point. The sensitivity of this camera limits the observation of X-rays to energies below 10 keV. The divergence of the radiation is estimated to 50 mrad (FWHM) in this spectral range. The radiation spectrum is estimated
by inserting different filters in front of the CCD. Measurements have been done with 25 µm beryllium (1-10 keV), and adding either 40 µm-thick aluminium filter (4-10 keV) or a 25 µm-thick copper filter (6-10 keV). This is represented on figure 4.17. Taking into account the spectral shape, the authors estimate the number of photons to exceed $10^8$ per shot, per steradian and in 0.1% bandwidth. This value corresponds to the optimal electron density for the generation of synchrotron radiation, which is $n_e = 10^{19}$ cm$^{-3}$ in 3 mm of helium gas. This optimum is correlated to the quality of the electron source. Below this density, the number of electrons drops fast, which also decreases the X-ray signal. For higher electron densities, the X-ray signal also drops because the electron beam quality degrades: the number of electron at high energy decreases, the divergence of the electron beam increases.

**Figure 4.16:** Experimental setup for the measurement of X-ray created by betatron mechanism.

In conventional structures, this radiation is generated when the electron beam passes though an undulator, composed of magnets with alternative polarity. But the forces which act on the electron beam in laser-plasma interaction are much higher than the forces from the magnets. Thus, the oscillation wavelength is shorter and the X-ray emission spectrum extends towards higher energies. The compactness of such system is an asset. The number of photons also depends on the number of oscillations in the structure and a longer interaction length might be necessary to increase the intensity of the radiation.

Such a source can be used for time-resolved X-ray diffraction experiments, for absorp-
tion experiments and X-ray spectroscopy experiments. The use of this electron source for coherent amplification of X-ray radiation (XFEL) is currently being investigated. Finally, the generation of X-ray radiation by Thomson scattering on a second laser pulse is also being studied in the laboratory.
Conclusion and perspectives

Conclusion

The interaction of an ultra-intense and ultra-short laser pulse with a gas jet allows the production of an electron beam with original properties. By adjusting the parameters of the interaction, a quasi-monoenergetic electron beam has been obtained experimentally after an acceleration length of 3 mm. This beam is energetic, collimated and with a short initial duration. The charge contained in the bunch is about a hundred of pC. The detailed dependency of the properties of the electron beam with interaction parameters has revealed the important role of self-focusing effects and pulse shortening. Particle simulations show that these processes lead to the creation of a cavity behind the laser pulse, where the acceleration takes place. Electrons that are trapped have similar injection properties and undergo the accelerating field of the plasma wave without being disturbed by the transverse electric field of the laser. In such conditions of interaction, the electron beam obtained is quasi monoenergetic.

These properties have been obtained in a narrow range of parameters. For laser parameters, the lengthening of the laser pulse makes the electron beam immediately vanish. The decrease of the laser energy shows that the electron density has to be increased to recover the electron beam. The modification of the aperture of the focusing optics reveals that the electron beam is less energetic when the laser is tightly focused. Numerical studies are currently being done to explain this trend. For plasma parameters, the increase of the electron density breaks the spatial quality of the electron beam. It becomes polyenergetic, with a maxwellian spectrum and a larger divergence. At lower density, we have also obtained a quasi-monoenergetic spectrum but the charge drops quickly. Statistics of the electron beam were also shown to reveal the difficulty to obtain quasi-monoenergetic spectra in a reproducible way.

Finer structures of the electron beam have been observed and interpreted using physical models. The electron beam has structures at the laser wavelength and at the plasma wavelength which have been observed using coherent emission of radiation at a metal-vacuum interface. Independently, a correlation between the output angle and the electron energy has been measured and attributed to betatron oscillation during the propagation of the beam. Finally, the properties of the transmitted laser have also been measured. Using a single shot autocorrelator, we have shown a temporal shortening of the laser pulse, signatures of non-linearities in the propagation of the pulse. This interaction gives not only an electron beam with unique properties but also a very short laser pulse (10-14 fs) after being filtered by the plasma. No other method is known yet to generate such short laser pulses containing such a large energy (efficiency of 20%). The measurement of the
transmitted laser energy allows the estimation of the fraction of energy transmitted to the plasma waves as function of the electron density.

The electron spectrometer developed and used during this thesis is described in detail. Analytical formulas are summarized and the expression for the dispersion has been used to build two new spectrometers, the resolution of which are adapted to higher electron energies for future experiments. Two independent methods have been used to determine the amplitude of the spectrum. The first one is based on the normalization to the charge measured by an integrating current transformer. The second one is the absolute calibration of the scintillator. The efficiency of the scintillator is extrapolated from measurements done on a conventional pulsed accelerator. Results obtained with these two methods differ and the mismatch is finally attributed to a parasited signal from the ICT despite numerous test to get rid of electromagnetic noise.

These electron beams are currently produced by laser systems working at high repetition rate (10 Hz), which is an asset for applications. With present technological evolution, a 100 TW laser system is affordable (a few millions euros) and should allow to reach 1 GeV. Industrials also develop compact laser systems adapted to university labs or hospitals. In order to promote the properties of this source, the group Particle Sources by Laser has always looked for new applications.

A γ-ray radiography experiment has been carried out in collaboration with the team from CEA DAM Île-de-France. This non-destructive inspection approach has allowed the visualization of small-scale details and the reconstruction of the radial profile of the object. Thanks to submillimetric resolution of this secondary radiation source, high quality images have been obtained.

The dose deposition of a quasi monoenergetic electron beam in a water volume has been simulated using Monte-Carlo technique to show the interests of such a source for radiotherapy. During this collaboration with the team from DKFZ, we have shown that such a treatment could compete with those done by conventional techniques. Contrary to previous studies on laser-plasma interaction, the available dose is now adapted to the treatment which leads to a reasonable treatment time.

The application of short electron sources to water radiolysis, perfectly synchronized with the probe beam for the measurement, allows to probe subpicosecond time scales, which is not accessible with classical methods.

Finally, betatron oscillations performed by the electron during their acceleration also generates an energetic, collimated X-ray flash adapted to diffraction or absorption studies.

**Perspectives**

It has been shown that the electron beam produced has a high spatial and spectral quality. The charge density is high and the repetition rate is useful for applications. The applications developed during this thesis aim at showing the relevance of this source directly in medicine for new treatments. For this, dose simulations have been performed. The following part of this study should be the exposure of a phantom to visualize this dose deposition profile. For biology and short time scales femtochemistry, the significant improvement of the divergence of the electron beam leads to a better temporal resolution for the femtochemistry experiment. A new experimental campaign should emphasize the
importance of transient quantum states. This study of the behaviour of matter irradiated by ultra-short dense energy deposition is a new field and I am convinced that this accelerator will be a precious tool for many studies in this field. Moreover, this primary electron source can be used to generate secondary $\gamma$-ray sources for non-destructive inspection of dense objects and the high-resolution visualization in car industry or also the motion of fast objects in aeronautics. In the X-ray domain, the oscillations of the electron beam produce a broad-band, intense, collimated and short X-ray radiation which will be used in absorption experiments and time-resolved spectroscopy measurements. Then, studies are carried out to inject this electron beam inside classical undulators to amplify coherently the X-ray radiation (XFEL).

Developments are being done to increase and stabilize the energy of the electrons. Two methods exist to increase the electron energy: either by extrapolating this acceleration regime to even higher laser intensities and energies, over longer acceleration lengths, or by injecting this first quasi monoenergetic electron bunch into a linear accelerating structure (acceleration in two stages). The guiding of laser pulses can be used to increase the interaction length.

In addition to the increase of the electron energy beyond 1 GeV, efforts must also be done to stabilize the beam. The acceleration in a linear stage allows a direct control of the average energy of the electrons and the spectral width of the distribution. Studies are performed to enhance the control of the electron injection. The electron beam obtained during this thesis has the required properties as an injector: it has to be ultra-short, so that all electrons experience the same accelerating field, it must deliver an important charge and its must have good spatial (spatial) and spectral (monochromaticity to transport of the second stage) qualities. Then, the use of a second counter propagating laser can also control the injection time in the plasma wave initially below the wavebreaking limit.

Our experimental conditions were very close to this transition where quasi-monoenergetic structures appear and this interaction can naturally stabilize above this threshold. Some theoreticians call this an asymptotic convergence towards higher intensities (Gordienko and Pukhov, 2005). Current laser developments also lead to more stable systems, which should decrease shot-to-shot fluctuations linked to non-linear mechanisms and therefore to initial fluctuations of the interaction. This initial self-focusing section in the density gradient of the gas jet is crucial and requires additional studies.

The large number of petawatt-class laser systems currently being built all around the world are evidence of this international competition. Big projects are currently being built in Europe, in the field of laser-plasma interaction at very high intensity among which I can cite those in which Laboratoire d’Optique Appliquée is involved: the project Propulse, consortium of research laboratories, companies and physicians, aims at the production of high-energy protons for medical applications. The project XFEL (acronym for X Free Electron Laser) wants to produce intense coherent X-ray radiation with an electron beam. Finally, the project ELI (acronym for Extreme Light Infrastructure), lead by our director Gérard Mourou, will be a large-scale infrastructure to address the need for more powerful systems for many research topics concerning laser-plasma interaction at ultra high intensity.
Appendix A

Betatron oscillation model

This appendix contains an analytic model describing the betatron oscillations of a relativistic electron also undergoing a constant longitudinal force.

A.1 Analytical equations

Here are the equations of motion for a relativistic electron in a constant longitudinal field and a linear radial restoring force (which leads to oscillations) (see Fig. A.1).

Assumptions of the model are:

- The acceleration length is much less than the dephasing length (in order to consider a constant accelerating field).
- The electron is injected at radius $r_0$, with an initial energy $\gamma_0 mc^2$, and an initial velocity parallel to the propagation axis.
- One considers small oscillation angles (paraxial approximation) $v_r \ll v_z$.

Figure A.1: Example of trajectory for an electron undergoing a linear radial restoring force and a constant longitudinal accelerating force.
The electron undergoes a force \( \vec{F} \)

\[
\vec{F} = eE_z \vec{e}_z - \frac{m \omega^2_{pe} r}{2} \vec{e}_r
\]  

(A.1)

In order to simplify, I set \( E_z > 0 \) to avoid any confusion in the final equations. The equation of motion for a relativistic electron in this field is

\[
\frac{d}{dt}(\gamma m \vec{v}) = \vec{F}
\]

(A.2)

One projects this equation along the two axis

\[
\frac{d}{dt}(\gamma v_z) = \frac{e}{m} E_z
\]

(A.3)

\[
\frac{d}{dt}(\gamma v_r) = -\frac{\omega^2_{pe} r}{2}
\]

(A.4)

The first equation A.3, describes the energy gain in the accelerating field

\[
\gamma v_z - \gamma_0 v_{z,0} = \frac{e}{m} E_z t
\]

(A.5)

Using the assumption of small oscillation angles, one has \( v_z \sim \beta c \), which gives

\[
\gamma \beta = \frac{e E_z}{mc} t + \gamma_0 \beta_0 \equiv a t + b
\]

(A.6)

The second equation in the system A.4 contains all the physics of the oscillations

\[
\frac{d}{dt}(\gamma v_r) = \gamma' v_r + \gamma v'_r = -\frac{\omega^2_{pe} r}{2}
\]

(A.7)

Introducing a new variable \( d = \omega^2_{pe}/2 \), equation A.7 can be rewritten as follow :

\[
(a t + b) \ddot{r} + a \dot{r} + d \ r = 0
\]

(A.8)

The solution of such a differential equation is not trivial. For \( r(0) = r_0 \) and \( \dot{r}(0) = 0 \) the solution is :

\[
r(t) = \frac{\pi \sqrt{d b}}{a} r_0 \left[ J_1 \left(2 \sqrt{d b/a}\right) Y_0 \left(2 \sqrt{d(b+at)/a}\right) - Y_1 \left(2 \sqrt{d b/a}\right) J_0 \left(2 \sqrt{d(b+at)/a}\right) \right]
\]

(A.9)

where \( J_0 \) and \( J_1 \) are Bessel functions of the first kind of order 0 and 1 respectively, \( Y_0 \) and \( Y_1 \) are the Bessel function of second kind of order 0 and 1 respectively.

Using the approximation of small angles, one has \( \theta \approx v_r/v_z \approx v_r/c \). Then, the angle relative to the propagation axis is

\[
\theta(t) = -\frac{\pi d \sqrt{b}}{a \sqrt{b + at}} r_0 \left[ J_1 \left(2 \sqrt{d b/a}\right) Y_1 \left(2 \sqrt{d(b+at)/a}\right) - Y_1 \left(2 \sqrt{d b/a}\right) J_1 \left(2 \sqrt{d(b+at)/a}\right) \right]
\]

(A.10)
A.2. Optimisation of parameters

Using the physical variables and using Eq. A.6, this becomes

\[
\theta_{E_z}(t) = -\theta_0 \frac{E_0}{E_z} \sqrt{\gamma_0 \beta_0} \left[ J_1 \left( \frac{E_0}{E_z} \sqrt{2 \gamma_0 \beta_0} \right) Y_1 \left( \frac{E_0}{E_z} \sqrt{2 \gamma_0 \beta_0} \right) - Y_1 \left( \frac{E_0}{E_z} \sqrt{2 \gamma_0 \beta_0} \right) J_1 \left( \frac{E_0}{E_z} \sqrt{2 \gamma_0 \beta_0} \right) \right] \tag{A.11}
\]

where \( E_0 = mc \omega_{pe} / e \) and \( \theta_0 = \frac{\pi \omega_{pe}}{2c} r_0 \)

One can try to simplify this equation by adding additional assumptions. If one assumes that \( \sqrt{2 \gamma_0 \beta_0 E_0 / E_z} \gg 1 \), then one can use the following equivalents

\[
\begin{align*}
J_0(x) & \rightarrow \sqrt{\frac{2}{\pi \chi}} \sin(x + \pi/4) \\
J_1(x) & \rightarrow \sqrt{\frac{2}{\pi \chi}} \sin(x - \pi/4) \\
Y_0(x) & \rightarrow -\sqrt{\frac{2}{\pi \chi}} \cos(x + \pi/4) \\
Y_1(x) & \rightarrow -\sqrt{\frac{2}{\pi \chi}} \cos(x - \pi/4)
\end{align*}
\]

\[
\theta_{E_z}(t) = -\frac{\theta_0 (\gamma_0 \beta_0)^{1/4}}{\pi (\gamma \beta)^{3/4}} \sin \left[ \frac{E_0}{E_z} \left( \sqrt{2 \gamma \beta} - \sqrt{2 \gamma_0 \beta_0} \right) \right] \tag{A.12}
\]

Equation A.12 shows that the amplitude of the oscillations decreases because of the acceleration to relativistic energies. Here, the equation of motion is described by three parameters: the amplitude of the oscillations (controlled by \( \theta_0 \)), the frequency of the oscillations (controlled by \( E_z \)) and the phase of the oscillations (linked to the injection energy \( \gamma_0 \)).

Without accelerating electric field (\( E_z = 0 \)), one obtains the usual equation of oscillation with frequency \( \omega_\beta = \omega_{pe} / \sqrt{2 \gamma_0 \beta_0} \), which is commonly used to describe betatron oscillations.

A.2 Optimisation of parameters

In this section, we use Figure 3.1 from section 3.1.

The injection energy can be estimated using simple arguments. In the bubble regime, the injection is localised at the back of the bubble. If one refers to the separatrix introduced in Sec 1.2.3, one sees that the injection energy to enter the separatrix is equal to the Lorentz factor associated to the plasma wave: \( \gamma_0 = \gamma_p \sim \omega_0 / \omega_p \). The electron has to travel longitudinally at the speed of the plasma wave to be trapped. Recent studies (Lu et al., 2006b) have also taken into account the speed of erosion of the laser, which decreases its group velocity and therefore the velocity of the plasma wave. Consequently, the injection energy becomes:

\[
\gamma_0 = \frac{\omega_0}{\sqrt{3} \omega_p} \tag{A.13}
\]
For an electron density of \( n_e = 6 \times 10^{18} \text{ cm}^{-3} \), one obtains \( \gamma_0 \sim 9.5 \). There remain two parameters: \( \theta_0 \) and \( E_z \).

Let’s justify now the assumption made to simplify the asymptotic expressions of the Bessel functions. Here is a fast estimation for an electric field \( E_z \) of 100 GV/m and a plasma frequency of \( 1.4 \times 10^{14} \text{ rad/s} \). Then, \( \frac{E_0}{E_z} \sqrt{2\gamma_0\beta_0} \) gives 10.4, which holds the assumption \( \frac{E_0}{E_z} \sqrt{2\gamma_0\beta_0} \gg 1 \) a priori. One can check a posteriori that this assumption is still valid when the optimization is finished.

Figure A.2: Optimization of the parameters from eq. A.12 to the experimental data with following parameters: \( \theta_0 = 0.25 \), \( E_0/E_z = 1.6 \). (solid line) experimental data, (dashed line) optimization.

Optimal parameters are \( E_0/E_z = 1.6 \) and \( \theta_0 = 0.25 \). Knowing the electron density, we obtain the accelerating field \( E_z = 150 \text{ GV/m} \). Such an accelerating field is plausible because it corresponds to values reported in equivalent PIC simulations (Tsung et al., 2004). One can express the injection radius from \( \theta_0 \) which equals \( r_0 = 0.35 \mu\text{m} \) which is well below the size of the cavity.

This model can be criticized and/or refined. In reality the electric field is not constant, the injection is not necessarily parallel to the propagation axis but this leads to much more complex equations. This model contains the essential features to explain such an electron spectrum: an accelerating force and a restoring force which triggers the oscillations. Values obtained are consistent with the physical process. One still has to understand what triggered such oscillations of the mean direction of the electrons as function of the energy. It might be possible that an asymmetric laser field leads to an asymmetric injection, or that the laser axis has shifted during propagation.
Appendix B

Description of the electron spectrometer

In this appendix, I give analytic formulas and experimental work carried out to characterize this detector. This whole study was used to design two new and larger spectrometers, one being designed to see electrons accelerated to 1 GeV. Many other teams working in laser-plasma field also use this kind of detector.

B.1 Experimental setup

![Experimental setup](image)

**Figure B.1:** (Color) Experimental setup used to measure the electron spectrum.

Figure B.1 illustrates the detection setup. Electrons coming from the plasma are dispersed while they travel in the magnetic field and then hit the scintillator. We image the surface of the scintillator on a CCD camera with large dynamical range (16 bits). The relaxation radiation emitted by the atoms from the scintillator is recorded to monitor the electron spectrum along the horizontal axis and the divergence along the vertical axis. The charge can be estimated using the ICT, center on the laser axis. We measure this way the number of electrons collected by this device after dispersion. This corresponds to the energetic part of the spectrum.

The description of the spectrometer is split in two parts: the first one to remind the electron trajectory in this magnetic field, up to the detector, and the second one which
concerns the detection system composed of the scintillator and the imaging system (in Appendix C).

The magnet is composed of two rectangular NdFeB magnets of length $L_m = 5$ cm, width $l_m = 2.5$ cm and thickness 1 cm, separated by a distance of 1 cm. The magnetic field, measured at the center with a magnetic Hall probe, gives $B_m = 0.45$ T. Here is a summary of analytical formulas giving the trajectory for an electron.

### B.2 Analytic trajectory

#### B.2.1 For a rectangular magnet

In this part, we consider a uniform magnetic field, equal to $B_m$ in the magnet and null outside. The radius of curvature $R$ for a relativistic electron of energy $E_0$ in this magnetic field is given by

$$B_m R = \frac{\sqrt{E_0(E_0 + 2mc^2)}}{ec}$$

(B.1)

where $e$ represents the charge of an electron and $c$ the celerity of light. We can consider that observed electrons have an energy much larger than the rest energy, which simplifies this relation to $B_m R = E_0/(ec)$

The geometrical parameters which describe the system are $D_s$ the source-to-magnet distance, $D_l$ the magnet-to-scintillator distance, along the laser axis, $\theta_l$ the angle of the scintillator with respect to the transverse axis. Different parameters are defined on figure B.2.

![Diagram](image)

**Figure B.2:** (Color) Definition of parameters used in the text.

The trajectory of an electron can be described by simple geometric shapes: a straight line outside the magnetic field and a circle’s arc in the magnet. The origin of the frame is taken at the entrance in the magnet. The electrons arrives along $(Ox)$, perpendicular to the surface of the magnets. If the electron exits on the opposite side, the intersection of his circular trajectory with the magnet in $P$ has coordinates:

$$(x_P, y_P) = (L_m, R - \sqrt{R^2 - L_m^2})$$

(B.2)

In our experiments, the holder of the magnets prevents electrons from exiting by the side. Electrons that exit by the opposite side follow the relation $y_P < \delta l_m$, where $\delta l_m$ is the maximum ordinate of the marget.
B.2. Analytic trajectory

Point C, which is at the intersection of the tangent to the electron trajectory when it enters and exits the magnet, is defined by $OC = CP$. This gives the following coordinates:

$$(x_C, y_C) = \left( \frac{x_P^2 + y_P^2}{2x_P}, 0 \right)$$  \hspace{1cm} (B.3)

Finally, the intersection in $N$ of the electron trajectory with the scintillator by linear trajectory is written:

$$(x_N, y_N) = \left( Dl - y_N \tan(\theta_l), \frac{(Dl - x_C)y_P}{x_P - x_C + y_P \tan(\theta_l)} \right)$$  \hspace{1cm} (B.4)

### B.2.2 For a circular magnet

Expression B.4 remains valid for a circular magnet with uniform magnetic field, center $C$ and radius $R_m = OC$. One simply needs to replace $x_C$ by $R_m$.

### B.2.3 Adjustment to the magnetic field measured experimentally

In the previous paragraph, the magnetic field was assumed to be uniform. In reality, because nothing has been done to close the field lines, reality is far from this simplified geometry. The real magnetic field has a gradient length comparable to the distance between the poles. In order to take this into account, the real magnetic field has been measured step by step with a Hall probe.

#### Magnetic field at every position in the dipole approximation

It is not possible to measure the three components of the magnetic field for each position. In order to simulate the electron trajectories, I have written a program that gives all this information. I assume that all materials are magnetically transparent and I compute the total magnetic field from elementary dipoles in the magnet. The magnetic field radiated by a dipole placed in $P$ and measured in $M$ is written

$$d^3 \vec{B}(M) = \frac{\mu_0}{4\pi} \vec{\nabla}_M \left( \frac{d \vec{M} \cdot \vec{r}}{r^3} \right)$$  \hspace{1cm} (B.5)

where $\mu_0$ is the vacuum permeability, $\vec{\nabla}_M$ is the operand of partial derivatives in $M$, $d \vec{M} = \tilde{m} dx_P dy_P dz_P$ is the elementary dipole magnetic momentum and $\vec{r} = \vec{PM}$ is the relative position of $M$ with respect to $P$.

The idea is to basically integrate this equation over the volume defined by the two magnets ($P$ coordinates). It is possible to integrate analytically the magnetic field along some axes for rectangular and circular magnets. This won’t be detailed because more complex commercial programs are also available.

On Fig. B.3, one sees the experimental measurements, the result of the computation and the uniform magnetic field used previously. The amplitude of the computed curve has been adjusted to match the measurement at the center of the magnet. The adequacy is really correct between calculations and measurements. One notices that the magnetic
fields reverses sign outside the magnet, which decreases the overall efficiency of the magnet. Because nothing has been done to guide the field lines, it is not surprising that the magnetic field changes sign outside.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure_b3.png}
\caption{Comparison of the measured magnetic field $B_z$ along the laser axis (plus) to numerical calculations (solid line) and the effective magnetic field used for analytical formulas (dashed line).}
\end{figure}

**Dispersion**

We introduce now the effective magnetic field $B_{m}^{\text{eff}}$ which will be used in analytical formulas. Its expression is

$$B_{m}^{\text{eff}} = \frac{1}{L_m} \int_{-\infty}^{+\infty} B_z(x)dx$$

(B.6)

where $B_z(x)$ is the component along $(Oz)$ of the magnetic field measured along the propagation axis of the laser. In our experimental conditions, the effective magnetic field equals $B_{m}^{\text{eff}} = 0.41$ T.

Dispersion curves obtained for the calculated magnetic field and for analytical formulas are shown in Fig. B.4. The two curves are almost indistinguishable, which justifies the use of analytic formulas in the following. The uncertainty arising from their separation is negligible from the uncertainty due to the transverse size of the electron beam on the scintillator.

**B.2.4 Dispersion power**

The resolution of this spectrometer is mainly limited by the divergence of the electron beam. This was not taken into account in the analytic formulas from the previous section, because the electrons trajectory was supposed to be perpendicular to the magnet surface. It has to be understood that even for a perfectly monoenergetic electron beam, the low divergence would give a circular signal (actually elliptic) on the detector around
the average deviation. The divergence angle can be measured in the transverse direction (non-dispersive because the influence of the magnetic field is negligible). For underdense plasmas, we have measured a divergence of 10 mrad, which weakly depends on the electron energy above 20 MeV for the best shots. In this study, the focusing force of the magnetic field from the edge effect will be neglected (Humphries, 1986). Here is an estimation of these edge effects in the plane perpendicular to the dispersion plane. For thin magnetic lenses, the focal length for an electron of divergence $\theta_s \ll 1$ is $f \sim 2R/\theta_s$, where $R$ is the gyroradius of the electron. If one considers a beam with electron of 100 MeV, with divergence 10 mrad impinging on magnets with a magnetic field of 1 T, the focal length would be 67 m, which is much longer than the size of the experiment.

The relative resolution in energy is defined as the energy range corresponding to the divergence of the electron beam around the average energy $E_0$, divided by $E_0$. As the detector is bent, the longitudinal spread of the electron beam on the detector, to the lowest order is $\delta_s = L_{tot} \theta_s / \cos(\theta_{\perp})$, where $L_{tot}$ represents the total length of the electron trajectory from the interaction point to the Lanex and $\theta_{\perp} = \theta_l - \theta_e$ is the angle between the normal to the scintillator and the electron trajectory. $\theta_e$ is the angle of the electron with respect to the $(Ox)$ axis (see Fig. C.2) and is written

$$\theta_e = \arctan \left( \frac{y_P}{x_P - x_C} \right) \quad (B.7)$$

Assuming that $\delta_s \ll s_N \ll L_{tot}$, where $s_N = y_N / \cos(\theta_l)$ is the path length along the detector, the resolution for an energy $E_0$ is:

$$\frac{\delta E}{E_0} = \frac{\delta_x}{E_0} \cdot \frac{ds_N}{dE} \quad (B.8)$$
Table B.1: Experimental parameters, explained in the text

The equivalent for high energies is:

\[ \frac{\delta E}{E_0} \sim \frac{(D_s + D_l)R\theta_s}{(D_l - L_m/2)L_m} \]  

(B.9)

This resolution degrades linearly with the electron energy $E_0$ (included in the the expression of the radius of curvature $R$).

**Numerical application**

For the experimental parameters summarized in Table B.1, one obtains a relative resolution of 6, 14, 27 and 53% for electrons with energy 20, 50, 100 and 200 MeV respectively.
B.3 Development of new spectrometers

The main objectives of current experiments is the measurement of energetic electrons. Adapted spectrometers are necessary. When the length of the magnet is much larger than the two other lengths \((D_s \ll D_l \text{ and } D_l \sim L_m)\), then Eq. B.9 becomes \(2R \theta_s/L_m\) which evolves as the inverse of \(B_m L_m\). Thus, in order to improve the resolution, one has to increase the dispersing power of the magnet (linked to the product \(B_m L_m\)) either by increasing the magnetic field, or by increasing the magnet length.

Figure B.5: (Color) Pictures of the 10 cm long magnet (on the left) and the 40 cm long one (on the right).

The maximal magnetic field of rare earth magnets is about 1.3 Tesla in the gap. We have ordered two new magnets with a magnetic field of \(B_m = 1\) T between the two poles (see Fig. B.5). The lengths of these magnets are 10 cm and 40 cm. The first one will give a higher resolution that the home-made magnet for energetic electrons (\(\approx 100\) MeV). The 40 cm-long spectrometer will be used to record electrons with energise of the range of 1 GeV for future experiments. Thanks to the work of the manufacturer to close the field lines, the effective magnetic field has be estimated to be \(B_{m,\text{eff}} = 1.3\) T for the 10 cm one, which is this time higher than the magnetic field at the center. This testifies a higher quality for this kind of magnet (the magnetic field doesn’t change sign outside). This compact spectrometer gives a resolution of 10% at 200 MeV for this divergence, which is much better than the one used previously. However, the resolution is 49% at 1 GeV, which is not acceptable.

The second spectrometer designed for 1 GeV is much longer and the geometry needs to be modified. In particular, the scintillator has to be placed much further away, which will also lead to an increase of the diameter of the electron beam (because of the divergence). However, with parameters from Table B.2, the resolution at 1 GeV is equal to 18%. We hope also that the divergence of the electron beam will be smaller at this energy,
Which would also improve the resolution. This magnet, open on one side, also allows the measurement of less energetic electrons, which will leave the magnet by the sides. The distance between the poles has also been increase to 2 cm because the magnet is longer, which gives a final effective field of $B_{\text{eff}}^m = 0.87$ T longitudinal.

This appendix summarizes the work done to build a single shot electron spectrometer. Analytical formulas which give the impact position on the scintillator and the resolution are given. The analytic dispersion is also compared to measurements to adapt the value of the effective magnetic field. Using a compact home-made spectrometer, we have measured new properties of the electron beam : a quasi monoenergetic peak at high energy. However, even if the raw image shows a narrow signal, the deconvolved spectrum is broadened. Consequently, a more dispersive magnet is necessary for this kind of experiment and also a second longer magnet for acceleration to the GeV level. Calculations have been performed to estimate the length of the magnet to reach a sufficient resolution at high energy (200 MeV and 1 GeV).

<table>
<thead>
<tr>
<th>Modified parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>10 cm spectrometer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal magnetic field</td>
<td>$B_m$</td>
<td>1.1 T</td>
</tr>
<tr>
<td>Effective magnetic field</td>
<td>$B_{\text{eff}}^m$</td>
<td>1.3 T</td>
</tr>
<tr>
<td>Length of the magnet</td>
<td>$L_m$</td>
<td>10 cm</td>
</tr>
<tr>
<td>Width of the magnet</td>
<td>$l_m$</td>
<td>10 cm</td>
</tr>
<tr>
<td>Shift</td>
<td>$\delta l_m$</td>
<td>5 cm</td>
</tr>
<tr>
<td>Magnet-scintillator distance</td>
<td>$D_l$</td>
<td>17 cm</td>
</tr>
<tr>
<td>Source-magnet distance</td>
<td>$D_s$</td>
<td>6 cm</td>
</tr>
<tr>
<td><strong>40 cm spectrometer</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal magnetic field</td>
<td>$B_m$</td>
<td>0.85 T</td>
</tr>
<tr>
<td>Effective magnetic field</td>
<td>$B_{\text{eff}}^m$</td>
<td>0.87 T</td>
</tr>
<tr>
<td>Length of the magnet</td>
<td>$L_m$</td>
<td>40 cm</td>
</tr>
<tr>
<td>Width of the magnet</td>
<td>$l_m$</td>
<td>8 cm</td>
</tr>
<tr>
<td>Shift</td>
<td>$\delta l_m$</td>
<td>4 cm</td>
</tr>
<tr>
<td>Magnet-scintillator distance</td>
<td>$D_l$</td>
<td>55 cm</td>
</tr>
<tr>
<td>Source-magnet distance</td>
<td>$D_s$</td>
<td>10 cm</td>
</tr>
</tbody>
</table>

Table B.2: List of modified parameters for the new magnets.
Appendix C

Determination of the amplitude of the electron spectrum

Initially, the amplitude of the spectrum was determined from the charge measured by the ICT. This appendix presents the absolute calibration, based on the global yield of the detection system to obtain the number of electrons.

The light from the scintillator is emitted by phosphor grains (Giakoumakis and Miliotis, 1985). We will assume that the energy emitted in the visible range is proportional to the energy deposited in the chemical layer \( \text{Gd}_2\text{O}_2\text{S:Tb} \). The energy deposition in pure gadolinium oxysulfide (GOS) is independent of the electron energy above 1 MeV, which is shown in the next paragraph. In order to represent the electron spectrum on a linear scale, one has to take into account the dispersion of electrons. This is based on equations from appendix B.2. Then, the two calibration methods are presented.

C.1 Simulation of the energy deposition in the scintillator

First, I justify that the energy deposition from the electrons in the scintillator can be considered constant above 1 MeV. The equivalent thickness of pure GOS, which emits light, is 44 \( \mu \text{m} \) for the Lanex Kodak Fine.

The use of tabulated values for the stopping power (total or collisional), published in (ICRU), implies no propagation of secondary particles. In other words, all secondary particles deposit their energy at the place where they have been created. In reality, one has to take into account the propagation of these secondary particles (mainly photons and electrons), which can leave the scintillator and deposit the energy further away. Monte-Carlo simulations such as Geant4 (et al, 2003) allow to simulate all the particles required. Therefore, I’ve simulated the propagation of electrons in a 44 \( \mu \text{m} \)-thick GOS target. The dose deposition is represented on Fig. C.1. The solid line above 1 MeV is almost horizontal, which means that the effective dose deposition in 44 \( \mu \text{m} \) of pure GOS is independent of the energy of the electrons above 1 MeV.

In order to check the computation of dose, I’ve added the energy of secondary particles that left the scintillator to this curve. The obtained curve matches perfectly the tabulated values for the collisional stopping power. Then, if I also add the energy of secondary photons which left the target, the new curve also matches perfectly the total stopping
Figure C.1: Energy deposition in pure Gadolinium Oxysulfide from: tabulated values of the collisional stopping power (ICRU) (dashed line), total stopping power (points) and from the Monte-Carlo simulation (solid line).

For energies below 1 MeV, there is a peak which doesn’t match the tabulated values. Actually, the simulation is not adapted to represent these energies: below 0.3 MeV, electrons lose all their energy and nothing exits from the GOS, which give a straight line with slope 1. Between 0.3 MeV and 1 MeV, the electron energy varies during the propagation in the simulation and the dose deposition increases as the electron loses energy. A correct calculation of the stopping power requires an electron energy large compared to the energy lost in the medium, which is not fulfilled for low energies. For information, the minimum energy for an electron for which the penetration depth exceeds the thickness of the target is 0.12 MeV. The penetration depth $\rho$ is the average integrated path length that an electron can travel before stopping and is defined in the continuous slowing down approximation by:

$$\rho(E) = \int_{E}^{0} \frac{1}{dE/dx(E)} dE \quad (C.1)$$

where $dE/dx$ is the effective stopping power of the particle.

In reality, Lanex Kodak Fine contains several layers of different materials (the description of which is given in Table C.1). The dose deposition calculated in the full scintillator confirms that the energy deposition is constant above 1 MeV.

Such simulations have already been done for other type of detectors (Tanaka et al., 2005) (Film Fuji BAS-SR2025). Their detector contains elements which are excited in a metastable state by the incoming radiation (electrons). The optical reading in a scanner triggers the forced desexcitation of these levels. The authors had already concluded for their system that the energy deposition became energy-independent above 1 MeV and verified it experimentally for electrons of 11.5, 30 and 100 MeV.
### C.2 Calibration of the scintillator at Elyse

<table>
<thead>
<tr>
<th>Shielding</th>
<th>Material</th>
<th>Density (g/cm$^3$)</th>
<th>Thickness (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium foil</td>
<td>aluminium</td>
<td>2.7</td>
<td>0.0100</td>
</tr>
<tr>
<td>Kodak Lanex Fine protective coating</td>
<td>cellulose acetate</td>
<td>1.32</td>
<td>0.0010</td>
</tr>
<tr>
<td>plastic substrate</td>
<td>poly(ethylene terephtalate)</td>
<td>1.38</td>
<td>0.0178</td>
</tr>
<tr>
<td>scintillator</td>
<td>Gd$_2$O$_2$S + binder</td>
<td>4.25</td>
<td>0.0084</td>
</tr>
<tr>
<td>protective coating</td>
<td>cellulose acetate</td>
<td>1.32</td>
<td>0.0005</td>
</tr>
</tbody>
</table>

Table C.1: Composition of the scintillator.

![Image](image_url)

**Figure C.2:** (Color) Scintillator, imaging system and associated parameters.

The description of the scintillator and the imaging system have already been described for incident X-rays (Radcliffe et al., 1993) and protons (Boon, 1998). We have used the scintillator Kodak Lanex Fine which is composed of several layers (Schach von Wittenau et al., 2002) (see Table C.1). In particular, it contains a mixture of phosphor grains in a urethane binder (see Fig. C.2). The areal density of the phosphor is $h_S = 33$ mg/cm$^2$ for this scintillator. The thickness of pure scintillator is obtained by dividing $h_S$ by the density of GOS (7.44 g/cm$^3$). One obtains a thickness of 44 $\mu$m, which is the value used before. The following is dedicated to the calibration of this powder contained in the scintillator, since only this part emits visible light.

However, as explained by S. N. Boon, there exist no information on the efficiency of scintillators for proton or electron beams. The intrinsic conversion efficiency $\varepsilon$ in
Gd₂O₂S:Tb, which is the fraction of deposited energy which is converted into visible light in the material, has been measured only for X-ray beams (Giakoumakis et al., 1989). The different measurements gave values between 15% and 20%. For several reasons, these values are not correct for electrons: (i) manufacturers don’t know if the scintillator is linear for such electron fluence, (ii) the intrinsic conversion efficiency depends on the nature and the energy of the radiation. Previous studies have been carried out only for X-rays in the range 20-70 keV.

The calibration of this scintillator for electrons has thus been performed on the accelerator Elyse at Orsay (Belloni et al., 2005). This is a radiofrequency accelerator used for radiolysis. The photocathode delivers electrons which are accelerated to a maximum energy of 9 MeV using radiofrequency cavities and each pulse contains a maximum of 5 nC. We have been working at a repetition rate of 1 Hz in order to ensure that the scintillator didn’t heat. Electron bunches had a duration of 15 ps. At the output of the accelerator, electrons travel through a 12 µm-thick aluminium foil and then propagate in air (see Fig. C.3). They travel through the core of the ICT and then through the scintillator placed perpendicular to the beam and imaged onto a 16 bit Andor CCD camera, looking at an angle of 45° at a distance of 61 cm from the surface of the scintillator. The exposure time was the same as during the experiments (90 ms), which is much longer than the relaxation time of the scintillator (of the order of a millisecond). We have also used an interference filter at 546 nm to reproduce the usual experimental conditions. The scattering of the electrons in the aluminium foil implies all these elements to be placed as close as possible from each other to avoid loosing any signal. Because all electrons travel through the core of the ICT and because there is no electromagnetic noise, this device gave a reliable charge contained in the electron bunch, matching the value obtained independently with a Faraday cup placed in the beam. The dark current level was negligible. We have been working at three different energies: 3.3, 4.8 and 8.5 MeV.

The scintillator response is linear as function of the charge (see Fig. C.4). Figure C.5 shows the ratio between the integrated number of counts on the CCD and the measured charge from the ICT for the three electron energies. This ratio is independent of the electron energy, in accordance with simulations of the energy deposition presented above (in
C.2. Calibration of the scintillator at Elyse

Fig. C.1). The error bars are larger at 8.5 MeV because the signal contains X-rays that can perturb the ratio. Using the experimental geometry and formulas presented previously, one obtains the fraction of kinetic energy of an electron which has been converted into visible light per unit of thickness of pure scintillator $\varepsilon dE/dx = 1.8 \pm 0.2$ MeV/cm. Using the results from the Monte-Carlo simulation, this leads to $\varepsilon = 16\% \pm 2\%$, which is surprisingly close to the value for X-rays (Giakoumakis et al., 1989). This value is independent of the geometry and the detection system. It can be used for other scintillators (Gd$_2$O$_2$S:Tb) for which the areal density is known.

Figure C.4: Evolution of the measured signal as function of the charge at 3.3 MeV.

Figure C.5: Ratio of the number of counts measured on the CCD camera to the number of electron contained in the bunch at 3.0, 4.8 and 8.5 MeV. The error bars account for statistical fluctuations of the ratio for each energy and for the analysis.
C.3 Absolute calibration

Assuming that the intrinsic conversion efficiency can be used in our experimental conditions, it is possible to obtain the relation between the number of electrons which travelled through the scintillator and the number of counts on the CCD by estimating the global response of the optical system.

C.3.1 Conversion in photons in the scintillator

The equivalent number of photons $N_{cr}$ created at the central wavelength in the scintillator for each incident electron is

$$\frac{dN_{cr}}{dN_{el}} = \frac{1}{\varepsilon} \frac{dE}{dx} \delta x$$  \hspace{1cm} (C.2)

where $\delta x = h_S / (\rho_{GOS} \cos(\theta_\perp))$ is the equivalent thickness of pure phosphor crossed by an electron and $E_{ph}$ is the energy of a photon at 546 nm. Other lines in the emission spectrum will be damped by the interference filter placed in front of the camera.

C.3.2 Collection by optics

Created photon experience multiple elastic scattering in the medium and at its interfaces, because of the variation of index of refraction. The fraction of light which escapes the screen has already been estimated (Radcliffe et al., 1993). By extrapolating this curve to the areal density of our scintillator, the transmission factor becomes $\zeta = 22\%$. The angular distribution is close to a Lambertian law (cosine) (Giakoumakis and Miliotis, 1985). According to that article, this law is adapted to radiations leading to homogeneous dose deposition along the thickness of the scintillator. The authors also stress that the incidence angle of the electron on the screen has no influence on the angular distribution at the rear side. Finally, the number of photons collected by the detector by each pixel of the camera, for each created photon is

$$\frac{dN_{coll}}{dN_{cr}} = \zeta \, g(\theta_{CCD}) \, \delta \Omega \, q_l \, q_Q \, q_{IF}$$  \hspace{1cm} (C.3)

where $g(\theta_{CCD}) = \cos(\theta_{CCD})/\pi$ is the normalized Lambertian law, evaluated at the observation angle of the camera, $\delta \Omega$ is the solid angle of collection. $q_l$, $q_Q$ and $q_{IF}$ are transmission factors of the lens, the quartz window in front of the CCD and the interference filter respectively. The transmission of the interference filter is the fraction of light energy in the visible range of the emission spectrum of the scintillator which is transmitted.

C.3.3 Yield of the camera

We have been using a CCD camera from Andor, model DV420-FI for the detection. The quantum efficiency (number of electrons produced for an optical photon) of the camera at -20$^\circ$C and at wavelength 546 nm is $QE = 26\%$ and $r = 7$ electrons are required to make one count on the CCD (for a readout time of 16 $\mu$s per pixel). These data are provided by the manufacturer. The yield of the CCD is

$$\frac{dN_{cts}}{dN_{coll}} = \frac{QE}{r}$$  \hspace{1cm} (C.4)
Finally, the measurement gives the number of counts $C_{\text{ts}}(E_0)$ corresponding to each pixel of the CCD. The initial spectrum is obtained using the following formula:

$$\frac{dN_{\text{el}}(E_0)}{dE} = \frac{C_{\text{ts}}(E_0)}{\delta s_{\text{pix}}} \frac{dN}{dE} \frac{dN_{\text{cts}}}{dN_{\text{coll}}} \frac{dN_{\text{coll}}}{dN_{\text{cr}}} \frac{dN_{\text{cr}}}{dN_{\text{el}}}$$

(C.5)

where $\delta s_{\text{pix}}$ is the size of a pixel projected along the scintillator.

This absolute calibration is compared to another calibration method using an integrating current transformer.

### C.4 Use of an integrating current transformer

We have been using the combination of an Integrating Current Transformer (Bergoz ICT-055-070-20:1) and a Beam Charge Monitor (Bergoz BCM-RRS/B) to obtain the charge contained in a part of the spectrum. This second device integrates the signal from the ICT and holds a constant voltage proportional to the measured charge at the output. The value given by this device can be inaccurate for several reasons:

- This electrical device is not designed to measure electron bunches as short as 100 fs. When the electron bunch is very short, the signal from the ICT can oscillate because of the excitation of a resonance in the circuit. However, the measurement unit (BCM) integrates these oscillations and is expected to give a reliable measurement as explained in the documentation.

- The influence of electrons that travel in the surrounding area of the ICT or inside the coil itself isn’t known, even if we know that a perfect ICT should give a null contribution from all electrons travelling outside. Normally, all electrons should flow inside the core of the ICT.

- The electronic system is also sensitive to the electromagnetic field from the laser and the one generated at the interaction point. Thus, the ICT has been placed as far as possible from the interaction point ($\sim 50$ cm). The ICT was also shielded from direct exposure to the laser light by inserting a perforated teflon mask in from of it.

- Finally, this device is also sensitive to the huge amount of low energy electrons which are sent in all directions from the interaction point. Their contribution to the measured signal can significantly alter the impact of the measurement. In order to block these low-energy electrons, we have placed lead shielding all around the magnet.

After additional null tests, the signal given by the ICT seemed to be consistent with our expectations. The absolute calibration which has been available later during my thesis has given lower charge.

The number of counts on the camera is corrected for the energy dispersion. The number of electrons $dN_{\text{el}}/dE$ with energy between $E_0$ and $E_0 + dE$ is proportional to $f(E_0)$

$$f(E_0) = C_{\text{ts}}(E_0) \frac{dN}{dE}(E_0)$$

(C.6)
where \( \text{Cts}(E_0) \) is the number of counts corresponding to energy \( E_0 \) (integrated along the non-dispersive axis), \( ds_N/dE \) represents the energy dispersion. The final spectrum \( dN_{el}/dE \) is obtained from \( f(E_0) \) by normalizing the signal above \( E_{ICT} \) (minimum energy intercepted by the ICT) to the number of electrons collected by the ICT. However, the effective diameter is difficult to determine and the cutoff energy has been set to the two extreme diameters of the ICT (internal and external). This leads to large error bars when using this calibration method.

Two independent methods are proposed to determine the amplitude of the electron spectrum: either using the absolute calibration of the detector, or using an integrating current transformer. A detailed description of all physical parameters involved in this calculation is given in the text. These two methods are compared in the section with experimental results (Sec. 2.2.4). However, these two methods suffer from drawbacks: the ICT is sensitive to electromagnetic perturbation and to very-low-energy electrons, the response from the scintillator can differ from the one measured on the conventional accelerator when exposed to a brief electron beam with a large fluency.
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