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Quelques modèles mathématiques en chimie quantique et propagation

d’incertitudes

Ce travail comporte deux volets.

Le premier concerne l’étude de défauts locaux dans des matériaux cristallins. Le
chapitre 1 donne un bref panorama des principaux modèles utilisés en chimie quantique
pour le calcul de structures électroniques.

Dans le chapitre 2, nous présentons un modèle variationnel exact qui permet de décrire
les défauts locaux d’un cristal périodique dans le cadre de la théorie de Thomas-Fermi-
von Weiszäcker. Celui-ci est justifié à l’aide d’arguments de limite thermodynamique. On
montre en particulier que les défauts modélisés par cette théorie ne peuvent pas être chargés
électriquement.

Les chapitres 3 et 4 de cette thèse traitent du phénomène de pollution spectrale. En
effet, lorsqu’un opérateur est discrétisé, il peut apparaître des valeurs propres parasites, qui
n’appartiennent pas au spectre de l’opérateur initial. Dans le chapitre 3, nous montrons
que des méthodes d’approximation de Galerkin via une discrétisation en éléments finis pour
approcher le spectre d’opérateurs de Schrödinger périodiques perturbés sont sujettes au
phénomène de pollution spectrale. Par ailleurs, les vecteurs propres associés aux valeurs
propres parasites peuvent être interprétés comme des états de surface. Nous prouvons qu’il
est possible d’éviter ce problème en utilisant des espaces d’éléments finis augmentés, con-
struits à partir des fonctions de Wannier associées à l’opérateur de Schrödinger périodique
non perturbé. On montre également que la méthode dite de supercellule, qui consiste à im-
poser des conditions limites périodiques sur un domaine de simulation contenant le défaut,
ne produit pas de pollution spectrale. Dans le chapitre 4, nous établissons des estima-
tions d’erreur a priori pour la méthode de supercellule. En particulier, nous montrons que
l’erreur effectuée décroît exponentiellement vite en fonction de la taille de la supercellule
considérée.

Un deuxième volet concerne l’étude d’algorithmes gloutons pour résoudre des problèmes
de propagation d’incertitudes en grande dimension. Le chapitre 5 de cette thèse présente
une introduction aux méthodes numériques classiques utilisées dans le domaine de la propa-
gation d’incertitudes, ainsi qu’aux algorithmes gloutons. Dans le chapitre 6, nous prouvons
que ces algorithmes peuvent être appliqués à la minimisation de fonctionnelles d’énergie
fortement convexes non linéaires et que leur vitesse de convergence est exponentielle en
dimension finie. Nous illustrons ces résultats par la résolution de problèmes de l’obstacle
avec incertitudes via une formulation pénalisée.

Some mathematical models in quantum chemistry and uncertainty

quantification

The contributions of this thesis work are two fold.

The first part deals with the study of local defects in crystalline materials. Chapter 1
gives a brief overview of the main models used in quantum chemistry for electronic structure
calculations.
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In Chapter 2, an exact variational model for the description of local defects in a periodic
crystal in the framework of the Thomas-Fermi-von Weiszäcker theory is presented. It is
justified by means of thermodynamic limit arguments. In particular, it is proved that the
defects modeled within this theory are necessarily neutrally charged.

Chapters 3 and 4 are concerned with the so-called spectral pollution phenomenon. In-
deed, when an operator is discretized, spurious eigenvalues which do not belong to the spec-
trum of the initial operator may appear. In Chapter 3, we prove that standard Galerkin
methods with finite elements discretization for the approximation of perturbed periodic
Schrödinger operators are prone to spectral pollution. Besides, the eigenvectors associated
with spurious eigenvalues can be characterized as surface states. It is possible to circum-
vent this problem by using augmented finite element spaces, constructed with the Wannier
functions of the periodic unperturbed Schrödinger operator. We also prove that the super-
cell method, which consists in imposing periodic boundary conditions on a large simulation
domain containing the defect, does not produce spectral pollution. In Chapter 4, we give
a priori error estimates for the supercell method. It is proved in particular that the rate of
convergence of the method scales exponentially with respect to the size of the supercell.

The second part of this thesis is devoted to the study of greedy algorithms for the
resolution of high-dimensional uncertainty quantification problems. Chapter 5 presents
the most classical numerical methods used in the field of uncertainty quantification and an
introduction to greedy algorithms. In Chapter 6, we prove that these algorithms can be
applied to the minimization of strongly convex nonlinear energy functionals and that their
convergence rate is exponential in the finite-dimensional case. We illustrate these results
on obstacle problems with uncertainty via penalized formulations.
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Quelques modèles mathématiques en

chimie quantique et propagation

d’incertitudes

Cette thèse est scindée en deux sujets.

Une première partie traite du travail qui a été effectué pour le calcul de structures
électroniques en chimie quantique. Le chapitre 1 présente les principaux modèles
utilisés pour les molécules, les cristaux parfaits et les cristaux avec défauts locaux,
ainsi que le contexte dans lequel s’inscrivent les résultats obtenus au cours de cette
thèse. Un intérêt particulier est porté à la modélisation des cristaux, ainsi qu’aux
méthodes numériques utilisées pour simuler leurs propriétés.

Le chapitre 2 présente des résultats obtenus avec Eric Cancès sur la modélisation
d’un défaut local dans un matériau cristallin dans le cadre de la théorie de Thomas-
Fermi-von Weiszäcker. Ce travail a fait l’objet d’un article Local defects are always
neutral in the Thomas-Fermi-von Weiszäcker theory qui a été publié dans le jour-
nal Archive for Rational Mechanics and Analysis. Le but est de dériver un modèle
variationnel exact dans le cadre de cette théorie afin de décrire la réponse de la
densité de charge électronique du cristal à une perturbation de la densité de charge
des noyaux du cristal, initialement parfaitement périodique. L’idée pour y parvenir
est identique à celle utilisée dans l’article de Cancès, Deleurence et Lewin, A new
approach to the modeling of local defects in crystals: The reduced Hartree-Fock case,
Comm. Math. Phys., 2008, où une démarche similaire est menée dans le cadre du
modèle Hartree-Fock réduit. Il s’agit de soustraire l’énergie totale du cristal par-
fait à l’énergie totale du cristal perturbé. Bien sûr, ces deux quantités sont infinies
et donner un sens rigoureux à cette soustraction n’est pas évident. Ceci est fait
dans le chapitre 2 au moyen d’une limite thermodynamique. Par ailleurs, il est
prouvé que le modèle de Thomas-Fermi-von Weiszäcker ne permet pas d’expliquer
l’existence de défauts chargés électriquement, contrairement au cas de la théorie de
Hartree. Ceci montre que ce modèle n’est pas adapté pour modéliser les défauts d’un
matériau semiconducteur, qui peuvent avoir une charge électrique non nulle, mais
uniquement les défauts au sein d’un matériau métallique. Des propriétés supplé-
mentaires de la réponse électronique du cristal sont obtenues dans le cas particulier
où le cristal parfait de référence est considéré comme un jellium, c’est-à-dire que la
densité électronique et nucléaire de ce cristal sont supposées être constantes.

Les chapitres 3 et 4 de la thèse sont consacrés à l’étude du phénomène de pollu-
tion spectrale, plus particulièrement pour les opérateurs de Schrödinger périodiques
perturbés. Il s’agit d’un travail commun avec Eric Cancès et Yvon Maday qui a
donné lieu à deux articles, Periodic Schrödinger operators with local defects and
spectral pollution, qui a été accepté pour publication dans le journal SIAM Journal
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on Numerical Analysis et Non-consistent approximations of self-adjoint eigenprob-
lems: Application to the supercell method , qui a été soumis au journal Numerische
Mathematik. Let d ∈ N∗. Un opérateur de Schrödinger périodique perturbé est de
la forme H = −1

2
∆ + Vper + W sur L2(Rd), où ∆ est l’opérateur de Laplace, Vper

est un potentiel périodique qui appartient à L2
loc(R

d) et W une perturbation de ce
potentiel telle que W ∈ L∞(Rd) et W (x) −→

|x|→∞
0. Dans le cadre de théories de champ

moyen, comme Hartree ou Kohn-Sham, la structure électronique d’un cristal avec
défaut est entièrement caractérisée par la décomposition spectrale d’un opérateur
de ce type. L’opérateur de Schrödinger périodique non perturbé Hper = −1

2
∆+Vper

forme un opérateur auto-adjoint, borné inférieurement, de domaine H2(Rd) et dont
le spectre est purement continu. Ce dernier est composé d’une réunion d’intervalles
de R, appelés bandes. Un intervalle de R situé entre deux bandes est appelé un
gap spectral. L’opérateur perturbé H est aussi un opérateur auto-adjoint, borné in-
férieurement, de domaine H2(Rd). D’après le théorème de Weyl, comme W est une
perturbation compacte de l’opérateur Hper, les spectres essentiels des opérateurs H
et Hper sont identiques. Par contre, le spectre de H peut comporter des valeurs pro-
pres discrètes, soit inférieures à l’infimum du spectre essentiel de Hper, soit situées
dans un gap spectral.

Dans les chapitres 3 et 4, on étudie certaines méthodes numériques pour calculer
ces valeurs propres discrètes, ainsi que les vecteurs propres associés. Le princi-
pal problème rencontré est le phénomène de pollution spectrale. En effet, lorsque
l’opérateur H est approximé par une suite d’opérateurs discrets, il peut arriver qu’il
existe une suite de valeurs propres de ces opérateurs discrets qui converge vers une
limite qui n’appartient pas au spectre de H . Cette limite est alors appelée une valeur
propre parasite de H . Il s’agit d’un phénomène bien connu et qui peut être constaté
lorsque l’on utilise la méthode la plus naturelle pour définir la suite d’opérateurs
discrétisés, c’est-à-dire une méthode de Galerkin sur un domaine de simulation fini
avec une discrétisation en éléments finis et des conditions aux bords de Dirichlet. Ce
phénomène avait déjà été constaté auparavant, notamment par Boulton et Levitin.
Dans le chapitre 3, nous montrons que les vecteurs propres des opérateurs discrétisés
associés à une suite de valeurs propres convergeant vers une valeur propre parasite
de l’opérateur H sont localisés au bord du domaine de simulation et peuvent ainsi
être interprétés comme des états de surface. Nous disposons par ailleurs d’une car-
actérisation plus précise des ces valeurs propres et vecteurs propres parasites en
dimension 1.

D’autres méthodes numériques sont étudiées, en particulier la méthode de super-
cellule. Celle-ci consiste à imposer des conditions de bord périodiques sur le domaine
de simulation au lieu de conditions de Dirichlet. Dans le chapitre 3, il est montré
que lorsque cette méthode est utilisée avec une discrétisation en modes de Fourier,
il n’y a pas de pollution spectrale: la suite des spectres des opérateurs discrétisés
converge exactement vers le spectre de l’opérateur H . Par ailleurs des estimations
d’erreur a priori de la méthode sont prouvées dans le chapitre 4. En particulier,
l’erreur liée à la taille de la supercellule décroît exponentiellement vite.

Une dernière méthode numérique, basée sur l’utilisation d’espaces d’éléments
finis augmentés, est étudiée dans le chapitre 3. Cette méthode consiste à enrichir les
espaces de discrétisation d’éléments finis avec conditions de bord de Dirichlet avec

8



des fonctions de Wannier associées à l’opérateur non perturbé. Nous prouvons que
l’utilisation de ces espaces d’éléments finis augmentés permet d’éviter le phénomène
de pollution spectrale à l’intérieur d’un des gaps spectraux de l’opérateur H .

Cette thèse comporte également un second volet, axé sur l’utilisation d’algorithmes
gloutons pour résoudre des problèmes de propagation d’incertitudes en grande di-
mension. Le chapitre 5 est conascré à l’état de l’art des méthodes numériques
utilisées dans le domaine de la propagation d’incertitudes. Nous présentons égale-
ment le principe des algorithmes gloutons, qui sont plus particulièrement étudiés
dans cette thèse, leur lien avec la Progressive Generalized Decomposition et leur
intérêt pour résoudre des problèmes en grande dimension. Une brève liste des dif-
férentes méthodes numériques utilisées actuellement pour éviter la malédiction de
la dimensionalité est détaillée.

Dans le chapitre 6, on étudie et prouve la convergence d’un algorithme glouton
pour résoudre un problème de minimisation d’une fonctionnelle fortement convexe,
non-quadratique, définie sur un espace de fonctions dépendant d’un grand nombre
de variables. On prouve également que dans le cas où les problèmes considérés
sont définis sur des espaces de dimension finie, alors la vitesse de convergence de
l’algorithme est exponentielle. Ce travail a été motivé par une collaboration avec
l’entreprise Michelin, dont le but est de résoudre un problème de l’obstacle avec
des coefficients aléatoires. Nous illustrons la convergence de l’algorithme sur ce
problème, en utilisant une formulation pénalisée de l’inéquation variationnelle con-
sidérée.
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Chapter 1

Electronic structure calculations in

solid state physics

1.1 Introduction

The aim of this chapter is to give a brief description of the main models used in
quantum chemistry and solid state physics, for finite systems and periodic crystals
with or without local defects. We will present the most common numerical methods
used in the latter field. It is assumed here that the reader already has some knowl-
edge about quantum mechanics. If not, a very good physical introduction can be
found in [100]. The reader can also find a mathematical description of the models
that are presented here in [42]. The contributions of this thesis are summarized in
Sections 1.4.2 and 1.6.2.

There exists a wide variety of models to describe the electronic structure of
materials at the atomic scale. We will focus here on nonlinear mean-field models
on the one hand, and on linear empirical models on the other hand. In the rest of
this Section, we will present the reference ab-initio model of nonrelativic quantum
theory for a finite system, namely the many-body Schrödinger model. Unfortunately,
this model leads to a very high-dimensional problem, except when the number of
electrons is very small, and direct numerical approaches cannot be carried out in
practice.

Nonlinear mean-field models, which are approximations of the many-body Schrödinger
model, are easier to deal with from a numerical point of view. Among them, the
Hartree-Fock (HF) and Density Functional Theory (DFT) models are the most
widely used. The presentation of these models for finite systems, periodic crystals
and crystals with local defects is done respectively in Sections 1.2, 1.3 and 1.4 of
this chapter. Section 1.5 will be devoted to the description of linear semi-empirical
models. Lastly, a short review of the numerical methods used for the discretization
and the resolution of these problems is detailed in Section 1.6.

The contributions of this thesis work are two fold. A first part of the work is
dedicated to the determination of an exact variational model to describe local defects
in a host periodic crystalline material within the Thomas-Fermi-von Weiszäcker
framework. This will be detailed in Section 1.4.2 and Chapter 2, which present the
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results and proofs contained in the article [38] published in Archive for Rational
Mechanics and Analysis.

A second part will be devoted to the study of numerical methods for linear semi-
empirical mean-field models for crystals with local defects, and in particular to the
study of the so-called spectral pollution phenomenon. Section 1.6.2 presents a short
introduction to this issue along with a summary of our contributions. Chapters 3
and 4 detail all our theoretical results and proofs which were gathered in two articles
[40] and [41] currently in review.

Many-body Schrödinger model

In the sequel, we will work in atomic units, which implies that

~ = 1, e = 1, me = 1, 4πε0 = 1,

where ~ is the Planck constant, e the elementary charge, me the mass of the electron,
and ε0 the electric permittivity of the void.

In the vast majority of quantum chemistry computations, the nuclei are as-
sumed to behave like classical particles. This approximation is called the Born-
Oppenheimer approximation, and we will always work in this framework from now
on.

Let us consider a physical system composed of

• M nuclei, that are assumed to be point charges, whose positions in R3 and
electric charges are denoted by R1, · · · , RM , and z1, · · · , zM respectively;

• N electrons, which are not described by their positions or velocities in R3, but,
as they are considered as quantum particles, by their wavefunction ψe(x1, · · · , xn),
where for all 1 ≤ i ≤ N , xi is a vector of R3 and ψe ∈

⊗N
i=1 L

2(R3) ≈ L2(R3N )
such that ‖ψe‖L2(R3N ) = 1. Since electrons are fermionic particles, the Pauli ex-
clusion principle implies that the wavefunction ψe must be antisymmetric with
respect to the exchange of two particles. In other words, for any permutation
p of the set {1, · · · , N}, it holds that

ψe(xp(1), · · · , xp(N)) = ε(p)ψe(x1, · · · , xN),

where ε(p) is the signature of the permutation p. We will denote by
∧N
i=1 L

2(R3)

the set of antisymmetric functions of
⊗N

i=1 L
2(R3).

For any normalized ψe ∈ ∧N
i=1 L

2(R3), we introduce the density operator Γψe

which is the trace-class operator on L2(R3N) defined by (using the bracket notation):

Γψe := |ψe〉〈ψe|.

The density matrix of ψe is denoted by τψe(x, y) and defined for almost all x, y ∈ R3

as

τψe(x, y) = N

ˆ

R3(N−1)

ψe(x, x2, · · · , xN )ψe(y, x2, · · · , xN) dx2 · · · dxN .
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It is the kernel of a trace-class operator γψe on L2(R3), called the order 1 density
operator of ψe. Lastly, let us introduce the electronic density ρψe associated with
the wavefunction ψe, defined for almost all x ∈ R3 as

ρψe(x) := N

ˆ

R3(N−1)

|ψe(x, x2, · · · , xN )|2 dx2 · · · dxN = τψe(x, x).

We have voluntarily omitted to write the dependence of the wavefunction ψe on
the spin variables. Actually, an electron is an elementary particle of spin 1/2. Thus,
its spin variable, denoted by σ, can only take two different values, denoted by |+〉
(spin up) and |−〉 (spin down). Let Σ := {|+〉, |−〉}. Taking into account the spin
would amount to considering a wavefunction ψe belonging to the space

N∧

i=1

L2(R3 × Σ).

For the sake of simplicity, we will ignore the spin in this thesis work.

The usual Born-Oppenheimer approximation consists in assuming that the nuclei
are point classical particles that are evolving in the effective potential

W (R1, · · · , RM) := I(R1, · · · , RM) +
∑

1≤k<l≤M

zkzl
|Rk − Rl|

.

There are two terms in the definition of the potential W :

• The term
∑

1≤k<l≤M
zkzl

|Rk−Rl| is due to the repulsive Coulomb forces between
the nuclei;

• The term I(R1, · · · , RM) corresponds to the effective potential created by the
electrons.

In particular, the molecular configurations of minimal energy of the system are
obtained by solving

inf
(R1,···RM )∈R3M

W (R1, · · · , RM). (1.1)

Problem (1.1) is called the geometry optimization problem.

The value of the potential I(R1, · · ·RM) for given fixed positions of the nuclei is
obtained by solving the electronic problem:

I(R1, · · · , RM) = inf
{〈
ψe, H

(R1,···RM )
e ψe

〉
, ψe ∈ He, ‖ψe‖L2(R3N ) = 1

}
, (1.2)

where

H(R1,··· ,RM )
e := −

N∑

i=1

1

2
∆xi

+

N∑

i=1

V (xi) +
∑

1≤i<j≤N

1

|xi − xj |
,

He :=
∧N
i=1H

1(R3) denotes the set of antisymmetric functions of
⊗N

i=1H
1(R3), and

for almost all x ∈ R3,

V (x) = −
M∑

k=1

zk
|x− Rk|

.
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Indeed, I(R1, · · · , RM) corresponds to the fundamental energy of the electronic

Hamiltonian H
(R1,··· ,RM )
e on the space of all admissible wavefunctions. This Hamil-

tonian H
(R1,··· ,RM )
e is composed of three terms:

• −∑N
i=1

1
2
∆xi

corresponds to the kinetic energy of the electrons;

• ∑N
i=1 V (xi) models the Coulomb interactions induced by the nuclei on the

electrons;

• ∑1≤i<j≤N
1

|xi−xj | denotes the Coulomb interactions between electrons.

In the sequel, we will focus on the resolution of the electronic problem (1.2)
for a given nuclear configuration (R1, · · · , RM) and denote by He the electronic

Hamiltonian H
(R1,··· ,RM )
e in order to simplify the notation. Unfortunately, a direct

approach for the resolution of (1.2) amounts to discretizing functions over the space
R3N , which is impossible to do in practice, except when the number of electrons
N in the system is very small. This is the reason why nonlinear or linear mean-
field models have been introduced in Quantum Chemistry in order to reduce the
dimension of the discretized problem while providing a good approximation of the
many-body Schrödinger model. Any model which will be presented below writes as
a minimization problem of a given energy functional. A minimizer is called a ground
state and the corresponding value of the energy functional will be called the ground
state energy.

1.2 Nonlinear mean-field models for finite systems

1.2.1 The Hartree-Fock model

Slater determinants

The Hartree-Fock model [139, 142] is a variational approximation of the electronic
problem (1.2), which consists in reducing the minimization set of problem (1.2) to
the set of wavefunctions ψe that can be written as a Slater determinant. Recall that
a Slater determinant is a function of the form

ψe(x1, · · · , xN) =
1√
N !

∣∣∣∣∣∣∣

φ1(x1) · · · φ1(xN )
...

. . .
...

φN(x1) · · · φN(xN )

∣∣∣∣∣∣∣

where (φ1, · · · , φN) is an orthonormal family of L2(R3). Such a function is in He =∧N
i=1H

1(R3) if and only if each φi is in H1(R3). In quantum chemistry, the functions
(φ1, · · · , φN) are called molecular orbitals.

Let us denote by

WN :=

{
Φ = (φi)1≤i≤N , φi ∈ H1(R3),

ˆ

R3

φiφj = δij , 1 ≤ i, j ≤ N

}
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the set of all families of N molecular orbitals and

SN :=

{
ψe ∈ He, ∃Φ = (φi)1≤i≤N ∈ WN , ψe =

1√
N !

det(φi(xj))

}
,

the set of all functions of He that can be written as a Slater determinant of finite
energy. Then, the Hartree-Fock problem reads

IHF = inf{〈ψe, Heψe〉, ψe ∈ SN}. (1.3)

It holds that for all Φ = (φi)1≤i≤N ∈ WN , if ψe ∈ SN is the Slater determinant
associated with Φ, then

〈ψe, Heψe〉 = EHF (Φ),

where

EHF (Φ) =

N∑

i=1

1

2

ˆ

R3

|∇φi|2 +

ˆ

R3

ρΦV

+
1

2

ˆ

R3

ˆ

R3

ρΦ(x)ρΦ(y)

|x− y| dx dy − 1

2

ˆ

R3

ˆ

R3

|τΦ(x, y)|2
|x− y| dx dy.

In the above expression,

ρΦ(x) = ρψe(x) =

N∑

i=1

|φi(x)|2

and

τΦ(x, y) = τψe(x, y) =
N∑

i=1

φi(x)φi(y).

The Hartree-Fock problem therefore reads

IHF = inf{EHF (Φ), Φ ∈ WN}. (1.4)

It is typically an ab-initio model since no empirical parameter needs to be tuned. The
first term in the expression of EHF (Φ) represents the kinetic energy of the electrons,
the second the electrostatic interaction between nuclei and electrons. The third term
corresponds to the classical Coulomb energy of the electronic charge distribution

ρΦ. Lastly, the term −1
2

´

R3

´

R3

|τΦ(x,y)|2
|x−y| dx dy is called the exchange energy term

and its origin is purely quantum, since it originates from the antisymmetry of the
wavefunction. Since the minimization set SN is smaller than the minimization set
of the original electronic problem (1.2), the fundamental energy given by (1.3), or
equivalently by (1.4), is an upper bound of the fundamental energy of (1.2). The
difference between these two energies is called the correlation energy.

Let us also point out that the restriction of the minimization set to the Slater
determinants SN has disadvantages. Actually, the energy functional EHF (Φ) is not
quadratic with respect to Φ, whereas the energy functional 〈ψe, Heψe〉 appearing in
(1.2) is quadratic with respect to the wavefunction ψe.
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The existence of a minimizer to problem (1.4) was proved for neutral or positively
charged systems, i.e. when Z :=

∑M
k=1 zk ≥ N (see [139, 142]). The question of

uniqueness is an intricate one and some answers for closed-shell atoms may be found
in [99].

In the case when there exists a minimizer Φ = (φi)1≤i≤N ∈ WN of (1.4), up
to replacing Φ by UΦ with a well-chosen unitary matrix of RN×N , the functions
(φi)1≤i≤N satisfy the following set of nonlinear eigenvalue equations

HHF
Φ φi = λiφi, 1 ≤ i ≤ N,

where λ1 ≤ · · · ≤ λN are the lowest N eigenvalues (counting multiplicities) of the
operator HHF

Φ on L2(R3) which is defined as follows

HHF
Φ ψ = −1

2
∆ψ + V ψ +

(
ρΦ ∗ | · |−1

)
ψ −

ˆ

R3

γΦ(·, y)
| · −y| ψ(y) dy.

The essential spectrum of HHF
Φ is equal to [0,+∞) and HHF

Φ possesses at least N
negative eigenvalues.

Density operators

For any Hilbert space H, we denote by B(H) (respectively S(H), S1(H) and S2(H))
the set of the operators on H which are bounded (respectively self-adjoint, trace-class
and Hilbert-Schmidt).

The Hartree-Fock problem can also be rewritten using the order 1 density op-
erator formalism. For Φ = (φi)1≤i≤N ∈ WN , if ψe ∈ SN is the Slater determinant
associated with Φ, then

γΦ = γψe =

N∑

i=1

|φi〉〈φi|.

For all Φ ∈ WN , γΦ ∈ S1(L
2(R3)) ∩ S(L2(R3)), τΦ is the kernel of γΦ and

Tr(γΦ) =

ˆ

R3

ρΦ = N.

The Hartree-Fock problem can be rewritten in an equivalent manner as a minimiza-
tion problem over density operators γ [136] as follows:

IHF = inf
{
EHF (γ), γ ∈ LN

}
, (1.5)

where

LN :=
{
γ ∈ S1(L

2(R3)) ∩ S(L2(R3)), 0 ≤ γ ≤ 1, Tr(γ) = N,

Tr
(
(1 − ∆)1/2γ(1 − ∆)1/2

)
< +∞

}
,

EHF (γ) =
1

2
Tr (−∆γ) +

ˆ

R3

V ργ +
1

2

ˆ

R3

ˆ

R3

ργ(x)ργ(y)

|x− y| dx dy

−1

2

ˆ

R3

ˆ

R3

|τγ(x, y)|2
|x− y| dx dy,
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τγ(x, y) is the kernel of γ, and ργ is the density associated with γ, namely ργ(x) =
τγ(x, x). In the expression of EHF (γ), we have used the following notation

Tr(−∆γ) := Tr(|∇|γ|∇|) = Tr
(
(−∆)1/2γ(−∆)1/2)

)
.

Then, γ is a minimizer of (1.5) if and only if γ = γΦ for some Φ ∈ WN which is a
minimizer of (1.4).

Other models

The reduced Hartree-Fock (rHF) model is a simplified version of the Hartree-Fock
problem using the density operator formalism. It reads

IrHF = inf
{
ErHF (γ), γ ∈ LN

}
,

where

ErHF (γ) =
1

2
Tr (−∆γ) +

ˆ

R3

V ργ +
1

2

ˆ

R3

ˆ

R3

ργ(x)ργ(y)

|x− y| dx dy

is the Hartree-Fock energy without the exchange-term. For a study of the reduced
Hartree-Fock theory, we refer to [171].

As explained above, the Hartree-Fock theory consists in restricting the minimiza-
tion set of the full electronic problem (1.2) to the set of Slater determinants SN . One
way to improve the model is to take finite linear combinations of Slater determinants
as a minimization set. More precisely, the multiconfigurational self-consistent field
(MCSCF) reads

IMCSCF = inf{〈ψe, Heψe〉, ψe ∈ SKN },
where

SKN :=



ψe =

∑

I={i1,··· ,in}⊂{1,··· ,K}
cI

1√
N !

det(φi1 , · · · , φiN ), (φi)1≤i≤K ∈ WK ,
∑

I

c2I = 1



 ,

and K is an integer greater than N . The analysis of this model for finite systems
was done in [129, 91, 133].

1.2.2 Density Functional Theory

The principle of Density Functional Theory (DFT), and of all the models which
are derived from it, is the reformulation of problem (1.2) with the density (and
not anymore the wavefunction) as the main variable. The key advantage of this
method is that problems are then formulated over the domain R3 instead of R3N .
The theoretical justification of this approach was first done by Hohenberg and Kohn
[111] and was later developped by Levy and Lieb [137]. Indeed, the Hohenberg-Kohn
theorem [111] states that the energy and the electronic density of the ground state
of the electronic problem (1.2) can be found by solving a problem of the form

I(R1, · · · , RM) = inf

{
F (ρ) +

ˆ

R3

ρV, ρ ∈ L1(R3),

ˆ

R3

ρ = N

}
,
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where F is a functional of the electronic density ρ.

Let us define
FN :=

{
ψe ∈ He, ‖ψe‖L2(R3N ) = 1

}
,

and rewrite He under the following form

He = HV = H1 +

N∑

i=1

V (xi),

where

H1 := −
N∑

i=1

1

2
∆xi

+
∑

1≤i<j≤N

1

|xi − xj |
, (1.6)

in order to highlight the dependence of the Hamiltonian on the potential V . The
minimization problem (1.2) can then be rewritten as

I(R1, · · · , RM) = I(V ) = inf {〈ψe, HVψe〉, ψe ∈ FN} . (1.7)

We also denote by
IN := {ρ, ∃ψe ∈ FN , ρψe = ρ}

the set of all electronic densities associated with some admissible wavefunction. It
is proved in [137] that IN can be characterized equivalently as

IN =

{
ρ ≥ 0,

√
ρ ∈ H1(R3),

ˆ

R3

ρ = N

}
.

The DFT relies on the following elementary calculus [111, 137]:

I(V ) = inf {〈ψe, HVψe〉, ψe ∈ FN}

= inf

{
inf {〈ψe, H1ψe〉, ψe ∈ FN , ρψe = ρ} +

ˆ

R3

ρV, ρ ∈ IN
}

= inf

{
FLL(ρ) +

ˆ

R3

ρV, ρ ∈ IN
}
,

where
FLL(ρ) := inf {〈ψe, H1ψe〉, ψe ∈ FN , ρψe = ρ}

is called the Levy-Lieb functional. It is universal in the sense that it does not depend
on the molecular system under consideration (which only comes into play through
the potential V and the number of electrons N).

Another approach to DFT, with density operators, is detailed below. Let us
recall that for any wavefunction ψe ∈ FN , also called pure state, we can associate a
density operator Γψe on L2(R3N ) defined by

Γψe := |ψe〉〈ψe|.
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The mixed states are defined as the set of convex combinations of pure states. They
are described by density operators of the form

Γ =
+∞∑

i=1

pi|ψie〉〈ψie|, 0 ≤ pi ≤ 1,
+∞∑

i=1

pi = 1, ψie ∈ FN , i ∈ N∗. (1.8)

Let us denote by DN the set of density operators of the form (1.8), which is the
convex hull of the set of density operators associated with pure states. The electronic
density which corresponds to a density operator Γ of the form (1.8) is then given by

ρΓ(x) =

+∞∑

i=1

piρψi
e
(x),

where ρψi
e

is the electronic density of the pure state ψie. It can be easily checked that

Tr(Γ) =
+∞∑

i=1

pi‖ψie‖2
L2(R3N ) = 1,

Tr(H1Γ) =
+∞∑

i=1

pi〈ψie, H1ψ
i
e〉,

Tr(HV Γ) =
+∞∑

i=1

pi〈ψie, H1ψ
i
e〉 +

ˆ

R3

ρΓV.

Actually, the minimization on pure states (1.7) is equivalent to a minimization
over mixed states, in other words,

I(V ) = inf {Tr(HV Γ),Γ ∈ DN} .
Besides,

{ρ, ∃Γ ∈ DN , ρΓ = ρ} = IN .
Thus, with similar arguments as above, it holds that

I(V ) = inf

{
FL(ρ) +

ˆ

R3

ρV, ρ ∈ IN
}
,

where the Lieb functional FL(ρ) is defined by

FL(ρ) := inf {Tr(H1Γ), Γ ∈ DN , ρΓ = ρ} .

These two approaches enable us to rewrite (1.2) as a minimization problem
on the electronic density rather than on the wavefunction. However, the main
drawback of the DFT theory is that there is no explicit expression for the Levy-
Lieb and Lieb functionals FLL and FL. Very recent results by Cotar, Friesecke and
Kluppelberg [62] show that in the case of two electrons and in the semiclassical limit,
exact expressions of these functionals can be obtained with the use of an optimal
transport map associated with a given density ρ. In practice though, approximations
of the functionals FLL or FL have to be used, and most of them derive from exact
evaluations of these functionals on reference systems. A wide variety of models exist
in the literature, and we only present here two important classes of DFT models:
the Thomas-Fermi and the Kohn-Sham type models.
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1.2.3 Thomas-Fermi type models

Thomas-Fermi type models belong to the so-called class of orbital-free models, which
means that the approximate functional F (ρ) is expressed as an explicit function of
ρ and its derivatives. The reference system in this case is a homogeneous electron
gas. The basic three models of this type are:

• the Thomas-Fermi (TF) model

F (ρ) = CTF

ˆ

R3

ρ5/3 +
1

2

ˆ

R3

ˆ

R3

ρ(x)ρ(y)

|x− y| dx dy;

• the Thomas-Fermi-von Weiszäcker (TFW) model

F (ρ) = CW

ˆ

R3

|∇√
ρ|2 + CTF

ˆ

R3

ρ5/3 +
1

2

ˆ

R3

ˆ

R3

ρ(x)ρ(y)

|x− y| dx dy;

• the Thomas-Fermi-Dirac-von Weiszäcker (TFDW) model

F (ρ) = CW

ˆ

R3

|∇√
ρ|2 +CTF

ˆ

R3

ρ5/3−CD
ˆ

R3

ρ4/3 +
1

2

ˆ

R3

ˆ

R3

ρ(x)ρ(y)

|x− y| dx dy;

where the values of the Thomas-Fermi constant CTF and of the Dirac constant CD
are given by

CTF =
35/3π4/3

10
and CD =

3

4

(
3

π

)1/3

.

Several values for the von Weiszäcker constant CW have been proposed in the litera-
ture (see e.g. [80]). Thomas-Fermi type models are not very much used nowadays in
quantum chemistry computations. However they are still of interest from a mathe-
matical point of view, since they are simpler but contain some difficulties which are
encountered in more realistic quantum models.

The minimization problem associated with Thomas-Fermi type models then
writes

ITF t = inf

{
F (ρ) +

ˆ

R3

ρV, ρ ≥ 0,
√
ρ ∈ H1(R3),

ˆ

R3

ρ = N

}
. (1.9)

Let us point out that, in this formulation, N does not need to be an integer but
may be an arbitrary positive real number.

In all these models, the energy functional F (ρ) is the sum of the self-interaction
Coulomb energy of the system

1

2

ˆ

R3

ˆ

R3

ρ(x)ρ(y)

|x− y| dx dy

and of an approximation of the kinetic energy of the electrons.

The oldest model of this family, the Thomas-Fermi model was proposed by
Thomas [175] and Fermi [85] in 1927. The kinetic energy of the electrons is ap-
proximated by

CTF

ˆ

R3

ρ5/3
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which is the electronic kinetic energy associated with a system of non-interacting
electrons in a homogeneous gas [114, 146]. An exhaustive mathematical analysis of
the Thomas-Fermi model may be read in [140]. The Thomas-Fermi model suffers
from several major drawbacks. Firstly, it cannot account for the existence of neg-
atively charged ions. Indeed, problem (1.9) admits a unique minimizer if and only
if N ≤ Z. Secondly, atomic bonding in molecules cannot be explained within this
theory: the ground state energy of a system with two nuclei continuously decreases
as the distance between the two nuclei increases.

The addition of an inhomogeneity correcting term

CW

ˆ

R3

|∇√
ρ|2

by von Weiszäcker [181] in the expression of the approximate kinetic energy enables
one to get rid of these problems. This quantity is also the first order correction to the
Thomas-Fermi kinetic energy in a semiclassical approximation to the Hartree-Fock
theory [121]. In particular, there exists Nc ∈ R+, Nc > Z such that (1.9) admits a
unique minimizer if and only if N ≤ Nc [28].

In the TFDW model, the Dirac correction

−CD
ˆ

R3

ρ4/3

enables one to take into account exchange effects. However, due to this term, the
TFDW functional is no more convex, unlike in the case of the TF and TFW theories,
and thus the analysis of this problem is more difficult. It can be carried out by means
of concentration-compactness arguments that are exposed in [141, 128]. A very good
review of this family of models can be found in [135].

1.2.4 Kohn-Sham type models

The reference system for the Kohn-Sham type models [119] is a system of N elec-
trons without interaction. The Hamiltonian H1, which was defined by (1.6), is then
replaced by

H0 = −
N∑

i=1

1

2
∆xi

.

The Hamiltonian H0 is then used to obtain a kinetic energy functional, which will
have two different forms depending on whether the approach is the one by Levy-Lieb
(pure states) or the one by Lieb (mixed states).

In the first case, the Kohn-Sham functional is given by

T̃KS(ρ) = inf {〈ψe, H0ψe〉, ψe ∈ FN , ρψe = ρ} . (1.10)

Unfortunately, the function T̃KS admits an expression that can be used in practice
only in the case when the minimizer in (1.10) is a Slater determinant. It is proved
that it is not always the case [137]. Nevertheless, the approach adopted in most
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numerical methods is to restrict the minimization set FN to the set of Slater deter-
minants SN . An approximation of the Kohn-Sham functional T̃KS(ρ) is considered,
namely

TKS(ρ) = inf

{
1

2

N∑

i=1

ˆ

R3

|∇φi|2, Φ = (φi)1≤i≤N ∈ WN , ρΦ =
N∑

i=1

|φi|2 = ρ

}
.

This problem of representation of the minimizers is avoided if the kinetic en-
ergy functional is derived from the Lieb mixed states formulation. The resulting
functional, called the Janak functional, reads

TJ(ρ) = inf {Tr(H0Γ), Γ ∈ DN , ρΓ = ρ} .

Let us denote by

W :=

{
Φ = (φi)i∈N∗ , φi ∈ H1(R3),

ˆ

R3

φiφj = δij

}
,

and by

NN :=

{
ν = (ni)i∈N∗ , 0 ≤ ni ≤ 1,

+∞∑

i=1

ni = N

}
.

Then, it is rigorously proved that TJ(ρ) can be equivalently rewritten as

TJ (ρ) = inf

{
1

2

+∞∑

i=1

ni

ˆ

R3

|∇φi|2, Φ = (φi)i∈N∗ ∈ W, ν = (ni)i∈N∗ ∈ NN ,

+∞∑

i=1

ni|φi|2 = ρ

}
.

The functionals TKS and TJ associated with the Hamiltonian H0 are reasonably
good approximations of the kinetic energy of the electrons. However, they cannot
be expressed as an explicit function of ρ or its derivatives, unlike in orbital-free
models.

The Coulomb energy

J(ρ) =
1

2

ˆ

R3

ˆ

R3

ρ(x)ρ(y)

|x− y| dx dy

represents the electrostatic energy of a classical charge distribution ρ and gives a
reasonable approximation of the interaction energy between the electrons of a system
of electronic density ρ.

In the case of the HF model, we have seen that the energy of a Slater determi-
nant (for the Hamiltonian H1) was composed of the kinetic energy, the Coulomb
energy and the exchange energy, and that the difference between the Hartree-Fock
energy and the exact fundamental energy of (1.2) was called the correlation energy.
The same terminology is used in the Kohn-Sham type models, in which the errors
made on the kinetic energy and electronic repulsion energy are gathered in a single
functional Exc(ρ), called the exchange-correlation functional. It is defined by

Exc(ρ) := FLL(ρ) − TKS(ρ) − J(ρ),
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or by
Exc(ρ) := FL(ρ) − TJ(ρ) − J(ρ),

depending on whether the Levy-Lieb or Lieb DFT approaches are adopted.

The standard Kohn-Sham model originates from the Levy-Lieb approach and
reads as the following minization problem

ISKS = inf{ESKS(Φ), Φ ∈ WN}, (1.11)

where for all Φ = (φi)1≤i≤N ∈ WN ,

ESKS(Φ) =
N∑

i=1

1

2

ˆ

R3

|∇φi|2 +

ˆ

R3

ρΦV

+
1

2

ˆ

R3

ˆ

R3

ρΦ(x)ρΦ(y)

|x− y| dx dy + Exc(ρΦ).

The Lieb approach leads to the extended Kohn-Sham model, which reads

IEKS = inf{EEKS(ν,Φ), Φ ∈ W, ν ∈ NN},

where for all Φ = (φi)i∈N∗ ∈ W and all ν = (ni)i∈N∗ ∈ NN ,

EEKS(ν,Φ) =

+∞∑

i=1

1

2

ˆ

R3

ni|∇φi|2 +

ˆ

R3

ρν,ΦV

+
1

2

ˆ

R3

ˆ

R3

ρν,Φ(x)ρν,Φ(y)

|x− y| dx dy + Exc(ρν,Φ),

where

ρν,Φ :=
+∞∑

i=1

ni|φi|2.

The extended Kohn-Sham model can be rewritten in an equivalent manner (like
in the case of the HF model) using order 1 density operators associated to mixed
states, which are defined by

γν,Φ =

+∞∑

i=1

niφi(x)φi(y), Φ = (φi)i∈N∗ ∈ W, ν = (ni)i∈N∗ ∈ NN .

It indeed holds that
IEKS = inf

{
EEKS(γ), γ ∈ LN

}
, (1.12)

where

EEKS(γ) :=
1

2
Tr(−∆γ) +

ˆ

R3

ργV + J(ργ) + Exc(ργ).

A huge number of candidate expressions for the exchange-correlation functional
can be found in the literature. Among them, let us mention
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• the Local Density Approximation (LDA) where Exc(ρ) is assumed to be of the
form

Exc(ρ) =

ˆ

R3

g(ρ(x)) dx,

where g : R+ → R;

• the Gradient Corrected Approximation (GCA) where Exc(ρ) is also assumed
to depend locally on the gradient of the density, i.e.

Exc(ρ) =

ˆ

R3

h(ρ(x),∇ρ(x)) dx,

with h : R+ × R3 → R.

In practice, the LDA functional is mainly used with the definition of g which derives
from interacting uniform electron gas calculations and was introduced by Kohn
and Sham [119]. For the GGA functional, there exist a lot of different choices
for the function h in the literature (see e.g. [13, 125, 159, 160]). Let us point out
that the extended Kohn-Sham model with no exchange-correlation energy functional
(Exc = 0) is strictly equivalent to the reduced Hartree-Fock model introduced in
Section 1.2.1.

It is known that for neutral or positively charged systems, the standard [127]
and extended [6] Kohn-Sham LDA problem does have a minimizer and some partial
results exist for the Kohn-Sham GGA problem in the case of N = 2 electrons [6].

Typically, for the extended Kohn-Sham LDA problem [6], provided that Z ≥ N
and that g is a C1 function from R+ to R, twice differentiable on R∗

+ and satisfying
the following assumptions

• g(0) = 0;

• g′ ≤ 0;

• ∃0 < β− ≤ β+ < 2
3

such that sup
ρ∈R+

|g′(ρ)|
ρβ− + ρβ+ <∞;

• ∃1 ≤ α < 3
2

such that limsupρ→0+
g(ρ)
ρα < 0,

then, problem (1.12) admits a minimizer γ. This minimizer satisfies the self-consistent
equation

γ = 1(−∞,ǫF )(H
EKS
γ ) + δ,

for some ǫF ≤ 0, where

HEKS
γ = −1

2
∆ + V + ργ ∗ | · |−1 + g′(ργ),

and where δ is a self-adjoint operator on L2(R3) such that 0 ≤ δ ≤ 1 and Ran(δ) ⊂
Ker(Hγ − ǫF ). The minimizer is unique if ǫF /∈ σ(Hγ).
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1.3 Nonlinear mean-field models for periodic crys-

tals

1.3.1 Thermodynamic limit

In this section, we are going to present nonlinear mean-field models used in quantum
chemistry for the computation of the electronic structure of crystalline materials.
These are composed of an infinite set of nuclei arranged periodically in space. Hope-
fully, the ground state electronic density will inherit the same periodicity, so that
it will be possible to reduce the problem posed over the entire space to a prob-
lem posed only on a unit cell of the lattice with periodic (for Thomas-Fermi type
models) or quasiperiodic (for Hartree-Fock or Kohn-Sham type models) boundary
conditions. However, the fact that the density has the same periodicity as the nu-
clear distribution (i.e. that there is no symmetry breaking) is not obvious at all.
This question can, in some particular cases, be answered by means of thermodynamic
limit arguments.

Let us first introduce some notation. Let R be a periodic lattice of Rd with
d ∈ N∗ and Γ a unit cell of R such that 0 is in the interior of Γ. The lattice R can
be defined as follows:

R =

{
d∑

i=1

uiai, (ui)1≤i≤d ∈ Zd

}
,

where (ai)1≤i≤d forms a basis of Rd and is said to be a basis of R. An admissible
choice for the unit cell Γ is

Γ =

{
d∑

i=1

xiai, (xi)1≤i≤d ∈
[
−1

2
,
1

2

)d}
.

We define the reciprocal lattice of R as

R∗ =

{
d∑

i=1

uia
′
i, (ui)1≤i≤d ∈ Zd

}
,

where the basis (a′
i)1≤i≤d satisfies the following relationships

ai · a′
j = 2πδij, 1 ≤ i, j ≤ d.

This definition of R∗ does not depend on the choice of the basis of R. The Wigner-
Seitz cell of a lattice, or Dirichlet zone, is defined as the Voronoï cell associated with
the point 0. In other words, it is defined as the set of points of Rd which are closer
to the point 0 than to any other point of the lattice. The Wigner-Seitz cell of the
reciprocal lattice is called the first Brillouin zone of the crystal and is denoted by
Γ∗. We define

L2
per(Γ) :=

{
u ∈ L2

loc(R
d), u R-periodic

}
,

and
H1

per(Γ) :=
{
u ∈ L2

per(Γ), ∇u ∈
(
L2

per(Γ)
)d}

.
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Now, in the case of a perfect crystal, d = 3 and R is the periodic crystalline
lattice. We assume that there are M nuclei inside the unit cell Γ, and denote by
R1, · · · , RM ∈ Γ and z1, · · · , zM ∈ R+ their positions and charges. The nuclear
charge density of the crystal is then

µper =
∑

R∈R

M∑

k=1

zkδRk+R,

where δx denotes the Dirac mass at a point x ∈ R3. Let Z :=
∑M

k=1 zk be the total
nuclear charge per unit cell.

For all L ∈ N∗, let ΓL := LΓ be an assembly of L3 unit cells. We may consider
the finite system composed of all the nuclei whose positions are located inside ΓL
and of L3Z electrons. Let us assume that, for each L ∈ N∗, this system admits an
electronic ground state whose associated density and energy are denoted respectively
by ρL and IL.

Figure 1.1: Thermodynamic limit for perfect periodic crystals

Then, the thermodynamic limit problem can be stated as follows: does there exist
a scalar Iper ∈ R and an electronic density ρper (which we expect to be R-periodic)
such that

ρL −→
L→∞

ρper

IL
L3 −→

L→∞
Iper

}
in a certain sense?

This question is difficult and there are very few models for which an answer has
been found.

The periodic Coulomb potential is defined as the unique solution G ∈ L2
per(Γ) of

{
−∆G = 4π

(
− 1

|Γ| +
∑

R∈R δR

)
,

´

Γ
G = 0.

Let

m := lim
|x|→0

G(x) − 1

|x| .
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We define

Vper(x) = −
M∑

k=1

zkG(x− Rk), for almost all x ∈ R3.

For all L ∈ N∗, let us also denote by

UL :=
1

2

∑

R,R′ ∈ R ∩ ΓL,
1 ≤ k, l ≤M,

R +Rk 6= R′ +Rl

zkzl
|(Rk +R) − (Rl +R′)| ,

the energy of the Coulomb interaction between the nuclei which are located inside
ΓL.

1.3.2 Thomas-Fermi models

This problem of the thermodynamic limit was first tackled by Lieb for the Thomas-
Fermi model [135], then by Catto, Le Bris and Lions for the Thomas-Fermi-von
Weiszäcker theory [50]. Let us state more precisely the results in [50], which are
summarized in [49].

For L ∈ N∗, the TFW energy functional of the finite system composed of the
nuclei located inside ΓL reads

ETFW
L (ρ) = CW

ˆ

R3

|∇√
ρ|2 + CTF

ˆ

R3

ρ5/3 +
1

2

ˆ

R3

ˆ

R3

ρ(x)ρ(y)

|x− y| dx dy

+

ˆ

R3

(
∑

R∈R∩ΓL

V (x−R)

)
ρ(x) dx,

where V (x) = −∑M
k=1

zk

|x−Rk| for almost all x ∈ R3. Let

ITFWL = inf

{
ETFW
L (ρ) + UL, ρ ≥ 0,

√
ρ ∈ H1(R3),

ˆ

R3

ρ = L3Z

}
,

and ρL be the unique minimizer of the above problem.

Let us also introduce the periodic TFW problem

ITFWper = inf

{
ETFW

per (ρ), ρ ≥ 0,
√
ρ ∈ H1

per(Γ),

ˆ

Γ

ρ = Z

}
, (1.13)

where

ETFW
per (ρ) = CW

ˆ

Γ

|∇√
ρ|2 + CTF

ˆ

Γ

ρ5/3 +

ˆ

Γ

ρVper

+
1

2

ˆ

Γ

ˆ

Γ

ρ(x)ρ(y)G(x− y) dx dy.

Then, there exists a unique minimizer ρper of problem (1.13) and the following
convergence results hold [50]:
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• Convergence of the energy per unit volume:

lim
L→∞

1

L3
ITFWL = ITFWper +

M

2
.

• Convergence of the density: As L goes to infinity,
√
ρL converges to

√
ρper

for the strong topology of H1
loc(R

3) and the strong topology of Lploc(R
3), 1 ≤ p ≤

∞.

Besides, denoting by u0
per =

√
ρper, the function u0

per satisfies the Euler-Lagrange
equation

HTFW
per u0

per = ǫ0Fu
0
per,

where

HTFW
per := −CW∆ +

5

3
CTF |u0

per|4/3 +

ˆ

Γ

G(· − y)|u0
per(y)|2 dy + Vper (1.14)

is the periodic TFW Hamiltonian, and ǫ0F is the Lagrange multiplier of the constraint
´

Γ
|u0

per|2 = Z. Besides, it holds that ǫ0F = inf σ(HTFW
per ).

The thermodynamic limit problem for the TFDW model, and more generally for
non-convex orbital-free models, remains open.

1.3.3 Bloch theory

Before describing the reduced Hartree-Fock and Kohn-Sham models used for perfect
crystals, let us recall here the basics of Bloch theory, which was first introduced by
Floquet [89] in the one-dimensional setting, then by Bloch [19] in the general case.

For all q ∈ Γ∗, we denote by

L2
q(Γ) :=

{
φ ∈ L2

loc(R
d) | e−iq·xφ(x) ∈ L2

per(Γ)
}
.

This space, endowed with the scalar product

〈φ, ψ〉L2
q(Γ) :=

ˆ

Γ

φψ,

is a Hilbert space isomorphic to L2
per(Γ). The associated norm is denoted by ‖·‖L2

q(Γ).

The set
⋃
q∈Γ∗ L2

q(Γ) is called the set of Bloch functions.

Let us now consider the space

1

|Γ∗|

ˆ ⊕

Γ∗

L2
q(Γ) dq

:=

{
(φq)q∈Γ∗ | φq ∈ L2

q(Γ), q 7→ ‖φq‖2
L2

q(Γ) measurable,

ˆ

Γ∗

‖φq‖2
L2

q(Γ) dq < +∞
}
.

Endowed with the scalar product defined by

∀φ = (φq)q∈Γ∗ , ψ = (ψq)q∈Γ∗ ∈ 1

|Γ∗|

ˆ ⊕

Γ∗

L2
q(Γ) dq, (φ, ψ) :=

1

|Γ∗|

ˆ

Γ∗

〈φq, ψq〉L2
q(Γ) dq,
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this space is a Hilbert space.

Denoting by S(Rd) the Schwartz space

S(Rd) :=

{
f ∈ C∞(Rd), ∀α, β ∈ Nd, sup

x∈Rd

|xα∂βf(x)| < +∞
}
,

the Bloch decomposition theorem states that the linear map U : S(Rd) → 1
|Γ∗|

´ ⊕
Γ∗ L

2
q(Γ) dq,

defined by

∀φ ∈ S(R3), Uφ = ((Uφ)q)q∈Γ∗ , with (Uφ)q(x) =
∑

R∈R
e−iq·Rφ(x+R),

can be uniquely extended to a unitary operator U from L2(Rd) onto 1
|Γ∗|

´ ⊕
Γ∗ L

2
q(Γ) dq.

Its inverse, denoted by U∗, is defined for all φ = (φq)q∈Γ∗ ∈ 1
|Γ∗|

´ ⊕
Γ∗ L

2
q(Γ) dq as

follows

∀R ∈ R, (U∗φ)(x− R) =
1

|Γ∗|

ˆ

Γ∗

e−iq·Rφq(x) dq for almost allx ∈ Γ.

The fact that U is an isometry then means that for all φ ∈ L2(Rd),

φ(x) =
1

|Γ∗|

ˆ

Γ∗

φq(x) dq, (1.15)

where for almost all q ∈ Γ∗ and x ∈ Rd,

φq(x) =
∑

R∈R
e−iq·Rφ(x+R) ∈ L2

q(Γ),

and

‖φ‖2
L2(Rd) =

1

|Γ∗|

ˆ

Γ∗

‖φq‖2
L2

q(Γ) dq.

The decomposition (1.15) is called the Bloch transform of φ.

Now, let A be a bounded self-adjoint operator on L2(Rd) which commutes with
the translations of the periodic lattice, i.e. such that

∀R ∈ R, τRA = AτR,

where for all φ ∈ L2(Rd) and R ∈ R,

(τRφ)(x) = φ(x− R).

Then, the operator A admits a Bloch transform in the sense that there exists a
unique function q ∈ Γ∗ 7→ Aq ∈ B(L2

q(Γ))∩S(L2
q(Γ)) in L∞(Γ∗,B(L2

q(Γ))), such that
for all φ ∈ L2(R3) and almost all q ∈ Γ∗,

(UAφ)q = Aq(Uφ)q,

i.e.

(Aφ)(x) =
1

|Γ∗|

ˆ

Γ∗

(Aφ)q(x) dq =
1

|Γ∗|

ˆ

Γ∗

(Aqφq)(x) dq.
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The following symbolic notation is used

A =
1

|Γ∗|

ˆ ⊕

Γ∗

Aqdq.

Besides, it holds that
sup
q∈Γ∗

‖Aq‖B(L2
q(Γ)) = ‖A‖B(L2(Rd)).

If A is a positive self-adjoint operator on L2(Rd), then for any q ∈ Γ∗, Aq is positive,
and we can define

TrΓ(A) :=
1

Γ∗

ˆ

|Γ∗|
TrL2

q(Γ)(Aq) dq ∈ R+ ∪ {+∞}. (1.16)

1.3.4 Hartree-Fock and Kohn-Sham models

The Bloch formalism introduced in the preceding section is central in the definition
of Kohn-Sham and Hartree-Fock type models for periodic crystals. In these settings,
the electronic structure of a perfect crystal is described by density operators γ
satisfying the following properties

• γ is a self-adjoint operator on L2(R3) satisfying 0 ≤ γ ≤ 1 in the sense of
operators (Pauli principle);

• γ commutes with all the translations of the lattice, i.e.

∀R ∈ R, τRγ = γτR.

According to the results in Section 1.3.3, such an operator γ can be decomposed as

γ =
1

|Γ∗|

ˆ ⊕

Γ∗

γq dq,

where γq ∈ B(L2
q(Γ)) satisfies 0 ≤ γq ≤ 1 for almost all q ∈ Γ∗ in the sense of

operators on L2
q(Γ). We can also define TrΓ(γ) as in (1.16) and this quantity will be

equal to the number of electrons per unit cell. Let us point out that

TrΓ(γ) =

ˆ

Γ

ργ ,

where the non-negative R-periodic function

ργ(x) =
1

|Γ∗|

ˆ

Γ∗

τγq(x, x) dq

is the electronic density associated with γ. We also set

TrΓ(−∆γ) :=
1

|Γ∗|

ˆ

Γ∗

TrL2
q(Γ)(−∆qγq) dq,

where ∆q is the Laplace operator, seen as an operator on L2
q(Γ). Naturally, in the

expression above, we have used the usual convention

TrΓ(−∆γ) := TrΓ((−∆)1/2γ(−∆)1/2)
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and
TrL2

q(Γ)(−∆qγq) := TrL2
q(Γ)((−∆q)

1/2γq(−∆q)
1/2).

For all density operators γ such that TrΓ(−∆γ) < +∞, it holds that
√
ργ ∈ H1

per(Γ).
We then define

Lper :=
{
γ ∈ S(L2(R3)) | 0 ≤ γ ≤ 1, ∀R ∈ R, τRγ = γτR, TrΓ((1 − ∆)γ) < +∞

}
.

For a perfect crystal with Z electrons per unit cell, the extended Kohn-Sham
model then writes

IEKSper = inf

{
EEKS

per (γ), γ ∈ Lper, TrΓ(γ) =

ˆ

Γ

ργ = Z

}
, (1.17)

where the extended Kohn-Sham energy is given by

EEKS
per (γ) :=

1

2
TrΓ(−∆γ) +

ˆ

Γ

Vperργ +
1

2

ˆ

Γ

ˆ

Γ

G(x− y)ργ(x)ργ(y) dx dy + Exc(ργ),

where Exc is a well-chosen exchange-correlation functional.

In the case of the reduced Hartree-Fock model (Exc = 0), Catto, Le Bris and
Lions proved in [53] that problem (1.17) has a minimizer γper and that all minimizers
of (1.17) share the same electronic density ρper = ργper. Cancès, Deleurence and
Lewin proved that this minimizer is actually unique [36], is an orthogonal projector
on L2(R3) (i.e. γ2

per = γ∗per = γper) and satisfies the self-consistent equation

γper = 1(−∞,ǫ0F ](Hper),

where Hper is the periodic Schrödinger operator on L2(R3) defined by

Hper = −1

2
∆ + Vper, (1.18)

the mean-field potential Vper being given by

Vper(x) =

ˆ

Γ

G(x− y)ρper(y) dy + Vper(x),

and where ǫ0F is called the Fermi level. The value of ǫ0F can be determined by using
the closing relationship

ˆ

Γ

ρper(x) dx = Z.

Catto, Le Bris and Lions proved the convergence of the thermodynamic limit of
the reduced Hartree-Fock model to the periodic problem (1.17). They also exhibited
a periodic problem that is thought to correspond to the thermodynamic limit of the
full Hartree-Fock model [51, 54, 53, 52, 93] (the exchange term requires some special
treatment). We will not give here the form of the periodic Hartree-Fock problem for
the sake of brevity. Proving the convergence of the thermodynamic limit in the full
Hartree-Fock case remains an open problem.

Let us also mention the results by Fefferman[84], and by Hainzl, Lewin and
Solovej [108, 109] who investigated the thermodynamic limit for the many-body
Schrödinger equation (1.2). They proved the convergence of the energy per unit cell
but the convergence of the density remains an open issue.
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1.4 Nonlinear mean-field models for periodic crys-

tals with local defects

Real crystalline materials are not perfectly periodic. Defects, such as vacancies,
impurities, dislocations etc. are present inside the material and are accountable for
some physical behaviors of the crystals, such as plasticity for instance. We will here
only address the issue of modeling one single point defect in a crystalline material.
Extended defects or randomly distributed point defects [124] will not be considered
in this work.

Figure 1.2: Crystal with local defects

For the sake of simplicity, we will consider smeared nuclei. In other words, the
nuclear charge distribution µper of the periodic host crystal will be approximated by

µper(x) =
∑

R∈R

M∑

k=1

zkχ(x− (Rk +R)),

where χ ∈ C∞
c (R3) is a smooth, radial, non-negative function with compact support

such that
´

R3 χ = 1. Let us then denote by

Vper(x) = −
ˆ

Γ

G(x− y)µper(y) dy.

1.4.1 Reduced Hartree-Fock model

The mathematical analysis of the electronic structure of crystals with defects within
the rHF framework has been initiated in [36]. This work is based on a formally
simple idea, which is very similar to that used in [55, 105, 106] to properly define
a quantum electrodynamical (QED) model for atoms and molecules. The general
principle consists in considering the defect (the atom or the molecule in QED) as a
quasiparticle embedded in a well-characterized background (a perfect crystal in our
case, the polarized vacuum in QED), and to build a variational model allowing one
to compute the ground state of the quasiparticle. In [36], such a variational model
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Figure 1.3: Crystal with local defects

is obtained by passing to the thermodynamic limit on the difference between the
ground state density matrices obtained respectively with and without the defect.

The analysis done in [36] holds for insulating or semiconductor crystals. Such
materials are characterized by the fact that the Fermi level ǫF lays in a gap of
σ(Hper), the spectrum of the mean-field HamiltonianHper of the periodic host crystal
defined by (1.18). We therefore assume in this section that there exist Σ−,Σ+ ∈ R
with Σ− < Σ+ such that ǫF ∈ (Σ−,Σ+) and (Σ−,Σ+) ∩ σ(Hper) = ∅.

Figure 1.4: Insulating and conducting materials

The local defect we consider introduces a local perturbation ν(x) of the nuclear
charge distribution. The rHF ground state density of the crystal in the presence of
the defect can be written as

γ = γper +Q

where γper is the ground state density operator of the host perfect crystal and Q
a self-adjoint operator on L2(R3). Although Q is not trace-class in general, both
the operators Q++ := γperQγper and Q−− := (1 − γper)Q(1 − γper) are trace-class.
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Actually, Q belongs to the Banach space

Q := {Q ∈ S2(L
2(R3)) ∩ S(L2(R3)), Q++ ∈ S1(L

2(R3)), Q−− ∈ S1(L
2(R3)),

|∇|Q ∈ S2(L
2(R3)), |∇|Q++|∇| ∈ S1(L

2(R3)), |∇|Q−−|∇| ∈ S1(L
2(R3))}.

For all Q ∈ Q, we define Tr0(Q) as

Tr0(Q) := Tr(Q++ +Q−−).

The associated electronic density ρQ can be defined in a weak sense by

∀ξ ∈ C∞
c (R3), Tr0(Qξ) =

ˆ

R3

ρQξ.

We also define for all Q ∈ Q,

Tr0(HperQ) := Tr(|Hper − κ|1/2(Q++ −Q−−)|Hper − κ|1/2) + κTr0(Q),

where κ is an arbitrary real number belonging to the gap (Σ−,Σ+). Actually, this
expression does not depend on the choice of κ.

The energy functional of the defect model can then be written as

ErHF
ν (Q) := Tr0(HperQ) −

ˆ

R3

ˆ

R3

ρQ(x)ν(y)

|x− y| dx dy +
1

2

ˆ

R3

ˆ

R3

ρQ(x)ρQ(y)

|x− y| dx dy.

The minimization set where the density operator Q must be chosen is

K := {Q ∈ Q, −γper ≤ Q ≤ 1 − γper} .

The condition −γper ≤ Q ≤ 1 − γper is enforced to ensure that 0 ≤ γ ≤ 1.

Cancès, Deleurence and Lewin [36] considered two types of physical settings.
The first one gives rise to the minimization problem

IrHFν (ǫF ) := inf
{
ErHF
ν (Q) − ǫFTr0(Q), Q ∈ K

}
, (1.19)

for a fixed value of ǫF ∈ (Σ−,Σ+). In this model, the charge of the defect is
controlled by the Fermi level ǫF (which thus plays the role of a chemical potential).
This problem admits a minimizer Qν,ǫF , which may not be unique. However, all
the minimizers of (1.19) share the same density ρQν,ǫF . Besides, Qν,ǫF satisfies the
self-consistent equation

Qν,ǫF = 1(−∞,ǫF )(HQν,ǫF ) − γper + δ,
HQν,ǫF = Hper + (ρQν,ǫF − ν) ∗ | · |−1,

(1.20)

where δ is a self-adjoint finite-rank operator such that 0 ≤ δ ≤ 1 and Ran(δ) ⊂
Ker(HQν,ǫF − ǫF ). The non-uniqueness of the minimizer of (1.19) relies in the finite-
rank operator δ. Actually, if ǫF /∈ σ(HQν,ǫF ), Qν,ǫF is unique. Besides, if ν ∈ L1(R3)∩
L2(R3), it is proved that ρQν,ǫF ∈ L2(R3) and thus W := (ρQν,ǫF − ν) ∗ | · |−1 is such
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Figure 1.5: Spectra of the Hamiltonian for the perfect crystal (below) and for the
crystal with a local defect (above)

that its Fourier transform belongs to L1(R3). Thus, W ∈ L∞(R3), W(x) −→
|x|→∞

0,

and W is a compact perturbation of the operator Hper.

The second setting consists in considering the minimization of the energy func-
tional ErHF

ν (Q) with a charge constraint, namely

IrHFν (q) := inf
{
ErHF
ν (Q), Q ∈ K, Tr0(Q) = q

}
, (1.21)

where the charge q ∈ R of the defect is given. Actually, the existence of a minimizer
for problem (1.21) is equivalent to each of these conditions

• any minimizing sequence for (1.21) is precompact in Q and converges towards
a minimizer Qν,q;

• the HVZ type inequalities

∀q′ ∈ R \ {0}, IrHFν (q) < IrHFν (q − q′) + IrHF0 (q′)

are satisfied.

The set of real numbers q ∈ R which satisfy these properties form a nonempty closed
interval of R. When these conditions hold, the minimizer is not necessarily unique,
but the associated density ρQν,q is. Besides, there exists a Fermi level ǫν,qF ∈ [Σ−,Σ+]
such that Qν,q is a minimizer for problem (1.19) with ǫF = ǫν,qF . This minimizer
satisfies the self-consistent equations (1.20) for an operator δ such that 0 ≤ δ ≤ 1
and Ran(δ) ⊂ Ker(HQν,q − ǫν,qF ). The operator δ is finite-rank if ǫν,qF ∈ (Σ−,Σ+).
Otherwise, it is trace-class.

We refer to [70] for a complete description of these models and of the theoretical
results proved in [36]. Note that, still in the rHF setting, the dynamical version of the
variational model obtained in [36] is nothing but the random phase approximation
(RPA), widely used in solid-state physics. The well-posedness of the nonlinear RPA
dynamics, as well as of each term of the Dyson expansion with respect to the external
potential, is proved in [44].

1.4.2 Thomas-Fermi type models

The derivation of an exact variational model within the TFW framework was done
by Eric Cancès and myself in [38] and the theoretical results and proofs of this article
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are presented in Chapter 2 of this manuscript. Let us use the same notation as those
used in Section 1.3.2 for the description of the periodic host crystal.

Let us first introduce the Coulomb space C, which is the set of electronic densities
whose Coulomb energy is finite:

C :=
{
ρ ∈ S ′(R3) | ρ̂ ∈ L1

loc(R
3), | · |−1ρ̂(·) ∈ L2(R3)

}
.

Endowed with the inner product,

D(ρ1, ρ2) := 4π

ˆ

R3

ρ̂1(k)ρ̂2(k)

|k|2 dk,

C is a Hilbert space. Typically, in the case when
√
ρ1,

√
ρ2 ∈ H1(R3), it holds that

D(ρ1, ρ2) =

ˆ

R3

ˆ

R3

ρ1(x)ρ2(y)

|x− y| dx dy,

and we recognize the more familiar expression of the Coulomb energy already en-
countered in previous contexts.

The general approach is essentially the same as the one adopted in the rHF
setting. The crystal is assumed to have a nuclear distribution given by µ = µper + ν
where ν(x) is the perturbation induced by the local defect.

The TFW electronic state of this system is described by a function v related to
the electronic density ρ by the relation

v =
√
ρ−√

ρper =
√
ρ− u0

per.

We will see in Chapter 2 that the function v belongs to the minimization set

Q+ :=
{
v ∈ H1(R3), v ≥ −u0

per, u
0
perv ∈ C

}
.

The ground state electronic density of the crystal with a local defect ν is then given
by

ρν = (u0
per + vν)

2

where vν is the only minimizer of

ITFWν = inf
{
ETFW
ν (v), v ∈ Q+

}
,

the energy functional ETFW
ν (v) being defined as follows

ETFW
ν (v) := 〈(HTFW

per − ǫ0F )v, v〉H−1(R3),H1(R3)

+ CTF

ˆ

R3

(
|u0

per + v|10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
perv + v2)

)

+
1

2
D(2u0

perv + v2 − ν, 2u0
perv + v2 − ν),

with HTFW
per given by (1.14).
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Actually, within this theory, and unlike in the rHF case, local defects are always
neutrally charged, i.e. the nuclear charge of the defect is fully screened by the crystal
in a weak sense. If we denote by ρ0

ν = ν + ρper − ρν = ν − (2u0
pervν + v2

ν), it holds
that

lim
r→0

1

|Br|

ˆ

Br

|ρ̂0
ν(k)| dk = 0, (1.22)

i.e. 0 is a Lebesgue point of the Fourier transform τ̂ν of ρ0
ν . In the case when

ρ0
ν ∈ L1(R3), then ρ̂0

ν ∈ C(R3) ∩ L∞(R3) and (1.22) implies that the charge of the

defect
´

R3 ρ
0
ν = ρ̂0

ν(0) = 0. This means in particular that the TFW model cannot be
used to model insulating or semiconductor crystals, in which charged defects can be
observed.

A similar full screening effect had already been proved for the Thomas-Fermi
model in the case when the host crystal is an homogeneous medium [135].

1.5 Linear models

For any operator A on L2(R3), we denote by σd(A) the discrete spectrum of A, i.e.
the set of the isolated eigenvalues of A of finite multiplicity. The essential spectrum
of A is defined as σess(A) = σ(A) \ σd(A) where σ(A) denotes the spectrum of A.

1.5.1 Linear models for finite systems

The mean-field Hamiltonian of a model of Hartree-Fock or Kohn-Sham type can
always be rewritten as a self-adjoint operator on L2(R3) of the form

H = −1

2
∆ + V

where V is an operator (not necessarily local) modeling the nuclei-electrons and
electrons-electrons interactions.

In linear models, the operator V is a multiplication operator by an effective po-
tential V(x) designed by physicists to qualitatively reproduce some of the properties
of the system under study. Such operators are called Schrödinger operators and
the eigenvectors associated with the discrete spectrum are called bound states. For
finite systems, the effective potential V is a compact perturbation of the operator
−∆. Since the spectrum of −∆ as an operator on L2(R3) with domain H2(R3) is
purely absolutely continuous and equal to [0,+∞), it results from the Weyl’s the-
orem [163] that σess(H) = σess(−∆) = [0,+∞). If the system is stable, H also has
some negative discrete eigenvalues.

In the case of an extended Kohn-Sham LDA or Hartree-Fock type model, the
ground state of a finite system is given by

γ = 1(−∞,ǫF ](H),

where ǫF is a negative Fermi level chosen to ensure that Tr(γ) = N . Thus, if H has
at least N discrete negative eigenvalues, a ground state γ is given by

γ =

N∑

i=1

|φi〉〈φi|,
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where Φ = (φi)1≤i≤N ∈ WN satisfies

Hφi = λiφi, 1 ≤ i ≤ N, (1.23)

λ1 ≤ · · · ≤ λN being the lowest N discrete eigenvalues of H (counting multiplicities).

There exists a ground state if and only if the operator H possesses at least N
negative discrete eigenvalues (counting multiplicities). This ground state is unique
if and only if one of the two following conditions is satisfied:

• If the operator H has at least N +1 discrete negative eigenvalues, its (N +1)st

eigenvalue λN+1 is such that λN+1 > λN ;

• The operator H has at most N negative discrete eigenvalues.
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Figure 1.6: Spectrum of H

1.5.2 Linear models for perfect crystals

In the case of Hartree-Fock or Kohn-Sham models for periodic crystalline materials
(see Section 1.3), the corresponding mean-field Hamiltonian can be written under
the form

Hper = −1

2
∆ + Vper (1.24)

with Vper an R-periodic operator, where R is the crystalline lattice.

In linear models, the operator Vper is replaced with a multiplication operator
by a R-periodic function Vper(x) chosen a priori, like in [60] for instance. It is
then important to know precisely the spectral decomposition of the operator Hper =
−1

2
∆ + Vper in order to have access to the ground state density operator γper =

1(−∞,ǫF ](Hper).

Operators of the form (1.24), with Vper a periodic function, are called periodic
Schrödinger operators and appear in many physical contexts, apart from the study
of crystalline materials in solid state physics. They can also model the properties
of photonic crystals when they are considered as operators on L2(R2). Thus, it is
interesting to study their properties as operators on L2(Rd), with d ∈ N∗ an arbitrary
dimension.

If Vper ∈ Lploc(R
d) with p = 2 if d ≤ 3, p > 2 if d = 4 and p > d/2 if d ≥ 5, then

Hper is a bounded from below, self-adjoint operator on L2(Rd), with domain H2(Rd).
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Besides, Hper commutes with all the translations of the lattice, and can therefore be
decomposed using Bloch theory (which is also valid for unbounded operators, see
[163]):

Hper =
1

|Γ∗|

ˆ ⊕

Γ∗

Hq dq,

where for all q ∈ Γ∗, Hq is an unbounded self-adjoint operator on L2
q(Γ). Actually,

it is proved that for all q ∈ Γ∗,

Hq = −1

2
∆ + Vper,

and Hq has a compact resolvent on L2
q(Γ). Thus, for all q ∈ Γ∗, there exists a non-

decreasing sequence (εn,q)n∈N∗ and an orthonormal basis (ψn,q)n∈N∗ of L2
q(Γ) such

that for all n ∈ N∗ and all q ∈ Γ∗,

Hqψn,q = εn,qψn,q.

Denoting by φn,q(x) = e−iq·xψn,q(x), it can be easily checked that (φn,q)n∈N∗ is an
orthonormal basis of L2

per(Γ) composed of the eigenvectors of the self-adjoint operator
Hq on L2

per(Γ) defined by

Hq = −1

2
∆ − iq · ∇ +

|q|2
2

+ Vper.

More precisely, for all q ∈ Γ∗ and n ∈ N∗,

Hqφn,q = εn,qφn,q.

As the application q ∈ Γ∗ 7→ Hq is analytic, the functions q ∈ Γ∗ 7→ εn,q are Lips-
chitz. Besides, it can be proved [163] that the spectrum of Hper is purely absolutely
continuous and

σ(Hper) =
∞⋃

n=1

bn, where bn =
⋃

q∈Γ∗

{εn,q} = [Σ−
n ,Σ

+
n ], Σ−

n = min
q∈Γ∗

εn,q, Σ+
n = max

q∈Γ∗
εn,q.

An interval (a, b) with a, b ∈ R such that a < b, a, b ∈ σ(Hper) and (a, b)∩σ(Hper) = ∅
is called a gap of the operator Hper.

Figure 1.7: Spectrum of Hper

Besides, since γper = 1(−∞,ǫF ](Hper), it holds that

γper =
1

|Γ∗|

ˆ ⊕

Γ∗

γq dq,
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where for all q ∈ Γ∗,

γq = 1(−∞,ǫF ](Hq) =
+∞∑

n=1

1(−∞,ǫF ](εn,q)|ψn,q〉〈ψn,q|.

The electronic density associated with the operator γper is then given by

ρper(x) =
1

|Γ∗|

ˆ

Γ∗

+∞∑

n=1

1(−∞,ǫF ](εn,q)|ψn,q(x)|2 dq,

and the Fermi level ǫF is chosen in order to ensure that
´

Γ
ρper = Z.

1.5.3 Linear models for crystals with local defects

In the case when d = 3, when a local defect is present inside the periodic crystalline
material, the perturbation of the periodicity of the arrangement of the nuclei in-
duces a perturbation of the potential Vper. For an arbitray dimension d ∈ N∗, the
associated perturbed Schrödinger operator reads

Hdef = −1

2
∆ + Vper + W = Hper + W,

where W is a potential such that W ∈ L∞(Rd) and W(x) −→
|x|→+∞

0.

The potential W is a compact perturbation of Hper. Thus, the operator Hdef is
self-adjoint and bounded from below on L2(Rd), with domain H2(Rd). Furthermore,
from Weyl’s theorem [163], σess(Hdef) = σess(Hper). However, there may appear some
discrete eigenvalues inside the spectral gaps of the periodic Schrödinger operator
Hper. Chapters 3 and 4 of this thesis will be concerned with the computation of
these discrete eigenvalues.

Figure 1.8: Spectrum of Hdef
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1.6 Numerical methods

In this section, we present some of the most common numerical methods used for
electronic calculations of crystals with or without local defects. For the sake of
brevity, we do not deal here with computations done for finite systems and refer to
[42, 126, 186].

1.6.1 Electronic structure calculations of perfect periodic crys-

tals

Density Functional Theory models

Let us describe here the most common numerical methods used to discretize the
Thomas-Fermi-von Weiszäcker model. Let us recall that the periodic TFW problem
for a perfect periodic crystal reads as follows:

ITFWper =

{
ETFW

per (ρ), ρ ≥ 0,
√
ρ ∈ H1

per(Γ),

ˆ

Γ

ρ = Z

}
,

where

ETFW
per (ρ) = CW

ˆ

Γ

|∇√
ρ|2 + CTF

ˆ

Γ

ρ5/3

+

ˆ

Γ

ρVper +
1

2

ˆ

Γ

ˆ

Γ

G(x− y)ρ(x)ρ(y).

This minimization problem has a unique minimizer ρper and u0
per =

√
ρper is such

that u0
per ∈ H1

per(Γ), u0
per ≥ 0 on R3 and

HTFW
per u0

per = −CW∆u0
per+

(
5

3
CTF |u0

per|4/3 + Vper +

ˆ

Γ

G(· − y)|u0
per(y)|2 dy

)
u0

per = ǫ0Fu
0
per,

where ǫ0F is the infimum of the spectrum of HTFW
per .

A first standard way of discretizing this minimization problem is to use finite
element methods. We will not detail this method and concentrate more on the
planewave discretization method, whose numerical analysis has recently been pub-
lished in [35].

Let us assume for the sake of simplicity that R = Z3. We denote by R∗ = 2πZ3

the dual lattice of R, and by ek(x) = 1
|Γ|1/2e

ik·x the planewave with wavevector

k ∈ R∗. The family (ek)k∈R∗ forms an orthonormal basis of L2
per(Γ,C) and for all

u ∈ L2
per(Γ,C),

u(x) =
∑

k∈R∗

ûkek(x) with ûk = (ek, u)L2
per

=
1

|Γ|1/2
ˆ

Γ

u(x)e−ik·x dx.

For Nc ∈ N, we denote by

VNc =





∑

k∈R∗, |k|≤2πNc

ckek, ∀k, c−k = c∗k



 .
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For all v ∈ L2
per(Γ,C), the orthogonal projection of v on VNc is given by

ΠNcv =
∑

k∈R∗, |k|≤2πNc

v̂kek.

For Ng ∈ N∗, we denote by φ̂FFT,Ng the discrete Fourier transform on the cartesian

grid GNg := 1
Ng

Z3 of the continuous R-periodic function φ. In other words, φ̂FFT,Ng =(
φ̂
FFT,Ng

k

)
k∈R∗

where

φ̂
FFT,Ng

k =
1

N3
g

∑

x∈GNg∩Γ

φ(x)e−ik·x = |Γ|−1/2
∑

K∈R∗

φ̂k+NgK .

We now introduce the subspaces

W 1D
Ng

=





Span
{
eily, l ∈ 2πZ, |l| ≤ 2π

(
Ng−1

2

)}
(Ng odd),

Span
{
eily, l ∈ 2πZ, |l| ≤ 2π

(
Ng

2

)}
⊕ C

(
eiπNgy + e−iπNgy

)
(Ng even),

and W 3D
Ng

= W 1D
Ng

⊗W 1D
Ng

⊗W 1D
Ng

. It is possible to define the interpolation projector

INg from the set of R-periodic continuous functions onto W 3D
Ng

by [INg(φ)](x) = φ(x)
for all x ∈ GNg . In particular, when Ng is odd, it holds

INg(φ) = |Γ|1/2
∑

k∈R∗, |k|∞≤2π
“

Ng−1

2

”
φ̂
FFT,Ng

k ek.

The planewave discretization of the TFW model is obtained by choosing

• an integer Nc ∈ N∗, and consequently a finite dimensional Fourier space VNc ;

• a cartesian grid GNg with step size 1
Ng

where Ng ≥ 4Nc + 1;

and by considering the finite dimensional minimization problem

ITFWNc,Ng
= inf

{
ETFW
Ng

(vNc), vNc ∈ VNc ,

ˆ

Γ

|vNc|2 = N

}
, (1.25)

where

ETFW
Ng

(vNc) = CW

ˆ

Γ

|∇vNc|2 + CTF

ˆ

Γ

INg(|vNc|10/3) +

ˆ

Γ

INg(Vper)|vNc|2

+
1

2

ˆ

Γ

ˆ

Γ

G(x− y)|vNc(x)|2|vNc(y)|2 dx dy.

The minimization problem (1.25) has at least one minimizer, and any minimizer
uNc,Ng of (1.25) satisfies the Euler-Lagrange equation

−CW∆uNc,Ng+ΠNc

[(
INg

(
5

3
CTF |uNc,Ng |4/3 + Vper

)
+ V Coulomb

|uNc,Ng |2

)
uNc,Ng

]
= ǫ

Nc,Ng

F uNc,Ng ,
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where for almost all x ∈ R3, V Coulomb
|uNc,Ng |2(x) =

´

Γ
G(x − y)|uNc,Ng(y)|2 dy and where

ǫ
Nc,Ng

F is the smallest eigenvalue of the discrete finite dimensional Hamiltonian

H
TFW,Ng

|uNc,Ng |2
= −CW∆ + INg

(
5

3
CTF |uNc,Ng |4/3 + Vper + V Coulomb

|uNc,Ng |2

)

defined on VNc by the Fourier matrix

Mkl = CW |k|2δkl +
5

3
CTF

̂(
|uNc,Ng |4/3

)FFT,Ng

k−l + (̂Vper)
FFT,Ng

k−l

+4π
̂(|uNc,Ng |2)

FFT,Ng

k−l
|k − l|2 (1 − δkl).

The following a priori error estimates hold [35]:

Theorem 1.6.1. Assume that

∃m > 3, C ≥ 0, ∀k ∈ R∗, |V̂per,k| ≤ C|k|−m. (1.26)

For each Nc ∈ N, and Ng ≥ 4Nc + 1, let uNc,Ng be a minimizer to (1.25) such
that 〈uNc,Ng , u

0
per〉L2

per(Γ) ≥ 0. Then, for Nc large enough, uNc,Ng is unique and the
following estimates hold true

‖uNc,Ng − u0
per‖Hs

per(Γ) ≤ Cs,ε
(
N−(m−s+1/2−ε)
c +N3/2+(s−1)

c N−m
g

)
,

|ǫNc,Ng

F − ǫ0F | ≤ Cε
(
N−(2m−1−ε)
c +N3/2

c N−m
g

)
,

|ITFWper − ITFWNc,Ng
| ≤ Cε

(
N2m−1−2ε
c +N3/2

c N−m
g

)
,

for all −m + 3/2 < s < m + 1/2 and ε > 0, and for some constants Cs,ε > 0 and
Cε > 0 independent on Nc and Ng.

Let us point out that similar a priori error estimates were derived in [35] for the
Kohn-Sham LDA model without numerical integration.

Linear models

Recall that

γper = 1(−∞,εF ](Hper) =
1

|Γ∗|

ˆ ⊕

Γ∗

+∞∑

n=1

1(−∞,εF ](Hq) dq.

Thus, computing the spectral decomposition of the operator Hper on L2(R3) is
equivalent to computing, for all q ∈ Γ∗, the spectral decomposition of Hq on L2

q(Γ).
But, the latter is an easy task, since Hq is a bounded below self-adjoint operator on
L2
q(Γ) with purely discrete spectrum.

Here again for the sake of simplicity, we will assume that R = Z3 with unit cell

Γ =
[
−1

2
, 1

2

)3
. Let q = (qx, qy, qz) ∈ Γ∗ = [−π, π)3. Let us mention here two classical
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methods for computing the spectral decomposition of the operator Hq. The first
one consists in considering a variational approximation of the operator Hq on L2

q(Γ)
using finite elements discretization spaces with quasi-periodic boundary conditions.
In other words, if T denotes a mesh of R3 (a properly defined set of tetrahedron
(T )T∈T ) invariant with respect to translations of the lattice R, then, for k ∈ N∗, we
consider the discretization space

Pk = {u ∈ C(Γ,C), ∀T ∈ T , u|T is a polynomial function of degree at most k} .

Then, computing the spectral decomposition of Hq can be done in practice by com-
puting the eigenvalues and associated eigenvectors of the finite-dimensional gener-
alized eigenvalue problem

{
find (ψk, λk) ∈ Vk × R such that ‖ψk‖L2

q(Γ) = 1 and

∀φk ∈ Vk, h(ψk, φk) = λk〈ψk, φk〉L2
q(Γ),

where the sesquilinear form h is defined as

∀φ, ψ ∈ H1
loc(R

3,C), h(φ, ψ) =

ˆ

Γ

∇φ∗ · ∇ψ +

ˆ

Γ

Vperφ
∗ψ,

and where Vk ⊂ L2
q(Γ) ∩H1

loc(R
3,C) is the finite dimensional space

Vk =

{
u ∈ Pk, ∀x, y, z ∈ R, u

(
−1

2
, y, z

)
= e−iqxu

(
1

2
, y, z

)
,

u

(
x,−1

2
, z

)
= e−iqyu

(
x,

1

2
, z

)
, u

(
x, y,−1

2

)
= e−iqzu

(
x, y,

1

2

)}
.

Recall that the spectral decomposition of Hq on L2
q(Γ) is closely related to the

spectral decomposition of the operator

Hq = −1

2
∆ − iq · ∇ +

1

2
|q|2 + Vper

on L2
per(Γ). Thus, computing the spectral decomposition of the operator Hq on

L2
q(Γ) is equivalent to computing the spectral decomposition of Hq on L2

per(Γ). The
latter is usually done by using a planewave (Fourier) discretization of L2

per(Γ).

1.6.2 Electronic structure calculations of perfect periodic crys-

tals with defects

Galerkin approximations

A first intuitive way of carrying out electronic structure computations on periodic
crystals with local defects is to consider Galerkin approximations of the spectrum
of the associated periodic perturbed Schrödinger operator. The major problem of
this method is that it may lead to the phenomenon of spectral pollution, see [131]
for instance.

50



This phenomenon is well-known in quantum and relativistic physics [21, 22, 24].
A prototypical example was given by Szegö [97]: let f ∈ L∞

per(0, 1) be a real-valued,
piecewise continuous function. Consider the bounded self-adjoint operator T on
L2

per(0, 1) defined as (Tu)(x) = f(x)u(x). The operator T then has a band spectrum
σ(T ) = ess-range(f). Let us now denote by TN the matrix of T in the Fourier basis
(e2iπnx)−N≤n≤N . Then,

lim
N0→∞

⋃

N≥N0

σ(TN ) = Conv(σ(T )),

where Conv(B) denotes the convex hull of a subset of B ⊂ R. This means that,
even if a natural discretization space (here a Fourier space) is chosen to approximate
an operator, the discretization may produce spurious eigenvalues, i.e. real numbers,
that do not belong to the spectrum of the operator, but are the limit of a sequence
of eigenvalues of the discretized operators.
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Graph of the function f Spectrum of T lim
N0→∞

[

N≥N0

σ(TN ) Spectrum of TN

Figure 1.9: Example of spectral pollution

Chapter 3 is concerned with the results proved in [40]. We show that a standard
finite element discretization for linear perturbed periodic Schrödinger operator in-
deed leads to spectral pollution, and that the spurious states can be characterized
as surface states in a certain sense.

A way to avoid spectral pollution while using Galerkin approximations is to
consider a method inspired by a recent work by Lewin and Séré [134]: provided
that the discretization spaces (Vn)n∈N are chosen so that Vn = V +

n ⊕ V −
n with V +

n ⊂
Ran(P ) and V −

n ⊂ Ker(P ) with P a well-chosen orthogonal projector, it is possible
to avoid spectral pollution in some regions of the spectrum.

This method can be applied in practice to perturbed periodic Schrödinger op-
erators by considering the so-called Wannier functions, which form an orthonormal
basis of the range of the spectral projector 1(−∞,ǫF )(Hper). It will also be studied in
Chapter 3 of this thesis.

Supercell method

The so-called supercell model is the current state-of-the-art method to compute the
electronic structure of a crystal with a local defect. In this approach, the defect and
as many atoms of the host crystal as the available computer resources can accomo-
date, are put in a large box, called the supercell, and Born-von-Karman periodic
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boundary conditions are imposed to the single particle orbitals (and consequently
to the electronic density).

Figure 1.10: The supercell method: periodic boundary conditions

The proof of the convergence of the supercell method was carried out by Cancès,
Deleurence and Lewin in [36] for the rHF model and by Cancès and myself in [38]
for the TFW model. The proof of the convergence in the framework of the Thomas-
Fermi-von Weiszäcker theory will be presented in Chapter 2.

In a joint work with Eric Cancès and Yvon Maday [41], we proved that the
supercell method for linear perturbed Schrödinger operators with a planewave dis-
cretization, is spectral pollution free for the computation of the electronic properties
of periodic crystals in the presence of a local defect. A priori estimates are derived
for the approximation of discrete eigenvalues and associated eigenvectors, taking
planewave discretization and numerical integration into account. This is the subject
of Chapter 4 of this thesis work.

So far, the convergence rate of the supercell method has not been studied for
nonlinear mean-field models.

We have seen that in electronic structure calculations, the state-of-the-art tech-
niques for computing electronic properties of local defects in periodic crystals are
to use periodic boundary conditions. Let us mention that other boundary condi-
tions based on Dirichlet-to-Neumann operators are used in other fields, such as wave
propagation in periodic media containing a local perturbation [87, 88].
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Chapter 2

Local defects are always neutral in

the Thomas-Fermi-von Weiszäcker

theory of crystals

The results of this chapter were the object of an article which appeared in Archive
for Rational Mechanics and Analysis. An exact variational model for the description
of local defects in crystalline materials in the Thomas-Fermi-von Weiszäcker theory
of crystals is derived and justified by means of thermodynamic limit arguments. We
prove that, within this theory, local defects are necessary electrically neutral and
additional results are proved in the case when the host crystal is homogeneous.
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Local defects are always neutral in the

Thomas-Fermi-von Weiszäcker theory of crystals

Eric Cancès and Virginie Ehrlacher
Université Paris-Est, CERMICS, Project-team Micmac, INRIA-Ecole des Ponts,

6 & 8 avenue Blaise Pascal, 77455 Marne-la-Vallée Cedex 2, France

Abstract

The aim of this article is to propose a mathematical model describing the electronic
structure of crystals with local defects in the framework of the Thomas-Fermi-von Weizsäcker
(TFW) theory. The approach follows the same lines as that used in E. Cancès, A.
Deleurence and M. Lewin, Commun. Math. Phys., 281 (2008), pp. 129–177 for the
reduced Hartree-Fock model, and is based on thermodynamic limit arguments. We prove
in particular that it is not possible to model charged defects within the TFW theory of
crystals.

2.1 Introduction

The modelling and simulation of the electronic structure of crystals is a prominent topic
in solid-state physics, materials science and nano-electronics [116, 161, 173]. Besides its
importance for the applications, it is an interesting context for mathematicians for it gives
rise to many interesting mathematical and numerical questions.

The mathematical difficulties originate from the fact that crystals consist of infinitely
many charged particles (positivitely charged nuclei and negatively charged electrons) in-
teracting with Coulomb potential. Of course, a real crystal contains a finite number of
electrons and nuclei, but in order to understand and compute the macroscopic properties
of a crystal from first principles, it is in fact easier, or at least not more complicated, to
consider that we are dealing with an infinite system.

The first mathematical studies of the electronic structure of crystals were concerned
with the so-called (zero-temperature) thermodynamic limit problem for perfect crystals.
As opposed to real crystals, which contain local defects (vacancies, interstitial atoms,
impurities) and/or extended defects (dislocations, grain boundaries), perfect crystals are
periodic arrangements of nuclei and electrons, in the sense that both the nuclear density
and the electronic density are R-periodic distributions, R denoting some discrete periodic
lattice of R3. The thermodynamic limit problem for perfect crystals can be stated as
follows. Starting from a given electronic structure model for finite molecular systems, find
out an electronic structure model for perfect crystals, such that when a cluster grows and
“converges” (in some sense, see [50]) to some R-periodic perfect crystal, the ground state
electronic density of the cluster converges to the R-periodic ground state electronic density
of the perfect crystal.
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For Thomas-Fermi like (orbital-free) models, it is not difficult to guess what should
be the corresponding models for perfect crystals. On the other hand, solving the ther-
modynamic limit problem, that is proving the convergence property discussed above, is
a much more difficult task. This program was carried out for the Thomas-Fermi (TF)
model in [140] and for the Thomas-Fermi-von Weizsäcker (TFW) model in [50]. Note that
these two models are strictly convex in the density, and that the uniqueness of the ground
state density is an essential ingredient of the proof. The thermodynamic limit problem for
perfect crystals remains open for the Thomas-Fermi-Dirac-von Weisäcker model, and more
generally for nonconvex orbital-free models.

The case of Hartree-Fock and Kohn-Sham like models is more difficult. In these mod-
els, the electronic state is described in terms of electronic density matrices. For a finite
system, the ground state density matrix is a non-negative trace-class self-adjoint operator,
with trace N , the number of electrons in the system. For infinite systems, the ground state
density matrix is no longer trace-class, which significantly complicates the mathematical
arguments. Yet, perfect crystals being periodic, it is possible to make use of Bloch-Floquet
theory and guess the structure of the periodic Hartree-Fock and Kohn-Sham models. These
models are widely used in solid-state physics and materials science. Here also, the thermo-
dynamic limit problem seems out of reach with state-of-the-art mathematical tools, except
in the special case of the restricted Hartree-Fock (rHF) model, also called the Hartree
model in the physics literature. Thoroughly using the strict convexity of the rHF energy
functional with respect to the electronic density, Catto, Le Bris and Lions were able to
solve the thermodynamic limit problem for the rHF model [53].

Very little is known about the modelling of perfect crystals within the framework of
the N -body Schrödinger model. To the best of our knowledge, the only available results
[84, 108] state that the energy per unit volume is well defined in the thermodynamic limit.
So far, the Schrödinger model for periodic crystals is still an unknown mathematical object.

The mathematical analysis of the electronic structure of crystals with defects has been
initiated in [36] for the rHF model. This work is based on a formally simple idea whose
rigorous implementation however requires some effort. This idea is very similar to that
used in [106, 107] to properly define a no-photon quantum electrodynamical (QED) model
for atoms and molecules. Loosely speaking, it consists in considering the defect (the atom
or the molecule in QED) as a quasiparticle embedded in a well-characterized background
(a perfect crystal in our case, the polarized vacuum in QED), and to build a variational
model allowing to compute the ground state of the quasiparticle.

In [36], such a variational model is obtained by passing to the thermodynamic limit in
the difference between the ground state density matrices obtained respectively with and
without the defect. In order to avoid additional technical difficulties, the thermodynamic
limit argument in [36] is not carried out on clusters of atoms of increasing sizes, with
vanishing boundary conditions at infinity (as in [50, 53]), but on the supercell model.
Recall that the supercell model is the current state-of-the-art method to compute the
electronic structure of a crystal with a local defect. In this approach, the defect and as
many atoms of the host crystal as the available computer resources can accomodate, are
put in a large, usually cubic, box, called the supercell, and artificial periodic boundary
conditions are imposed to the single particle orbitals (and consequently to the electronic
density). The limitations of the supercell methods are well-known: first, it gives rise to
spurious interactions between the defect and its periodic images, and second, it requires
that the total charge contained in the supercell is neutral (otherwise, the energy per unit
volume would be infinite). In the case of charged defects, the extra amount of charge
must be compensated in one way or another, for instance by adding to the total physical
charge distribution of the system a uniformly charged background (called a jellium). It
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is well-known that this procedure generates unphysical screening effects. Other charge
compensation methods have been proposed, but none of them is completely satisfactory.
Note that the above mentioned sources of error vanish in the thermodynamic limit, when
the size of the supercell goes to infinity: both the interaction between a defect and its
periodic images and the density of the jellium go to zero in the thermodynamic limit.

The variational model for the defect, considered as a quasiparticle, obtained in [36]
has a quite unusual mathematical structure. The rHF ground state density matrix of an
insulating or semiconducting crystal in the presence of a local defect can be written as

γ = γ0
per +Q

where γ0
per is the density matrix of the host perfect crystal (an orthogonal projector on

L2(R3) with infinite rank which commutes with the translations of the lattice) and Q a self-
adjoint Hilbert-Schmidt operator on L2(R3). Although Q is not trace-class in general [43],
it is possible to give a sense to its generalized trace

Tr 0(Q) := Tr (Q++)+Tr (Q−−) where Q++ := (1−γ0
per)Q(1−γ0

per) and Q−− := γ0
perQγ

0
per

(as γ0
per is an orthogonal projector, Tr = Tr 0 on the space of the trace-class operators on

L2(R3)), as well as to its density ρQ. The latter is defined in a weak sense

∀W ∈ C∞
c (R3), Tr 0(QW ) =

ˆ

R3

ρQW.

The function ρQ is not in L1(R3) in general, but only in L2(R3)∩C, where C is the Coulomb
space, that is the space of charge distributions with finite Coulomb energy. An important
consequence of these results is that

• in general, the electronic charge of the defect can be defined neither as Tr (Q) nor
as

´

R3 ρ;

• it may happen that ρQ ∈ L1(R3) but Tr 0(Q) 6=
´

R3 ρQ (while we would have ρQ ∈
L1(R3) and Tr 0(Q) = Tr (Q) =

´

R3 ρQ if Q were a trace-class operator). In this
case, Tr 0(Q) and

´

R3 ρQ can be interpreted respectively as the bare and renormalized
electronic charges of the defect [43].

For a given nuclear charge of the defect, the bare (resp. the renormalized) electronic charge
of the defect can a priori take several values [37], depending on the choice of the Fermi level
(i.e. of the chemical potential of the electrons). Yet, if the Coulomb energy of the nuclear
charge ν of the defect is small enough and if m is integrable, the bare and renormalized
electronic charges of the defect are independent of the choice of the Fermi level, and are
respectively equal to 0 and L0

1+L0

´

R3 ν, where 0 < L0 <∞ is a constant depending only on
the host crystal [43]. Consequenly the renormalized total charge is given by

ˆ

R3

ν − L0

1 + L0

ˆ

R3

ν =

´

R3 ν

(1 + L0)
.

This means that the charge ν is partially screened by a factor 1 < (1 + L0) < ∞. Full
screening would correspond to L0 = +∞; in this case, the renormalized total charge would
be equal to zero (neutral defect).

Note that the reason why, in general, Q is not trace-class and ρQ is not in L1(R3), is
a consequence of both the infinite number of particles and the long-range of the Coulomb
interaction. No such singular behavior arises if the long-range Coulomb potential with
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kernel 1
|x−x′| is replaced by the short-range Yukawa potential with kernel e−κ|x−x′|

|x−x′| (κ > 0

being a fixed paramater).
Note also that, still in the rHF setting, the dynamical version of this variational model

is nothing but the random phase approximation (RPA), widely used in solid-state physics.
The well-posedness of the nonlinear RPA dynamics, as well as of each term of the Dyson
expansion with respect to the external potential, is proved in [44].

Let us emphasize that the results in [36, 43] are limited to insulators and semicon-
ductors, characterized in the rHF setting by the fact that there is a positive gap between
the Zth and (Z + 1)st bands of the spectrum of the mean-field Hamiltonian of the perfect
crystal, where Z is the number of electrons per unit cell. The mathematical arguments
in [36, 43] cannot be straightforwardly adapted to the “metallic” case (absence of gap be-
tween the Zth and (Z + 1)st bands). In [140], Lieb and Simon have proved full screening
for the TF model, under the assumption that the host crystal is a homogeneous medium.
As far as we know, the mathematical study of the electronic structure of crystals with
local defects has not been completed for the TFW model [135]. We prove in the present
work that defects are always neutral in the TFW theory of crystals (i.e. that the nuclear
charge ν of the defect is fully screened by the crystal). This means in particular that the
TFW model cannot be used to model insulating or semiconducting crystals, for which the
screening effect is only partial, and in which charged defects can be observed.

The article is organized as follows. In Section 2.2, we present the periodic TFW model
used in condensed phase computations. After recalling the mathematical structure of the
TFW model for perfect crystals (Section 2.3.1), we propose a variational TFW model for
crystals with local defects (Section 2.3.2). We prove that this model is well-posed and that
the nuclear charge of the defect is fully screened, so that the defect is globally neutral. In
Section 2.3.3, we provide a mathematical justification of the model introduced in Section 2.3
based on bulk limit arguments. In Section 2.3.4, we focus on the special case when the host
crystal is a homogeneous medium, that is when both the nuclear and electronic densities of
the host crystal are uniform (and opposite one another). The technical parts of the proofs
are collected in Section 2.4.

2.2 The periodic Thomas-Fermi-von Weiszäcker model

In this section, we describe the Thomas-Fermi-von Weiszäcker (TFW) model with pe-
riodic boundary conditions, used to perform computations in the condensed phase. In
Section 2.3.3, we will use this periodic model to pass to the thermodynamic limit and
construct a rigorously founded TFW model for crystals with local defects.

Let R be a periodic lattice of R3, that is a subgroup of R3 of the form

R = Za1 + Za2 + Za3,

where (a1, a2, a3) is a triplet of linearly independent vectors of R3. The reciprocal (or dual)
lattice R∗ associated with R is defined as

R∗ = Za∗1 + Za∗2 + Za∗3

where (a∗1, a
∗
2, a

∗
3) is the triplet of linearly independent vectors of R3 characterized by ai·a∗j =

2πδij . A unit cell is a semi-open convex polyhedron Γ ⊂ R3 such that (Γ +R)R∈R forms a
partition of the space R3. The Wigner-Seitz cell of R is the unit cell defined as the Voronoi
cell of the origin, that is the set of points of R3 which are closer to 0 than to any other
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point of R. Lastly, we denote by Γ∗ the first Brillouin zone, that is the Wigner-Seitz cell
of the reciprocal lattice R∗. If for instance R = aZ3 (cubic lattice of edge length a > 0),
then R∗ = 2π

a Z3. The Wigner-Seitz cell of R is Γ = (−a
2 ,

a
2 ]3 and its first Brillouin zone is

Γ∗ = (−π
a ,

π
a ]3.

We introduce the usual R-periodic Lp spaces defined by

Lpper(Γ) :=
{
v ∈ Lploc(R

3) | v R-periodic
}
,

and endow them with the norms

‖v‖Lp
per(Γ) :=

(
ˆ

Γ
|v|p
)1/p

for 1 ≤ p <∞ and ‖v‖L∞
per(Γ) := ess-sup|v|.

In particular,

‖v‖L2
per(Γ) = (v, v)

1/2
L2

per(Γ)
where (v,w)L2

per(Γ) :=

ˆ

Γ
vw.

Any function v ∈ L2
per(Γ) can be expanded in Fourier modes as

v(x) =
∑

k∈R∗

ck(v)
eik·x

|Γ|1/2 where ck(v) =
1

|Γ|1/2
ˆ

Γ
v(x)e−ik·x dx.

The convergence of the above series holds in L2
per(Γ,C), the space of locally square inte-

grable R-periodic C-valued functions.
For each s ∈ R, the R-periodic Sobolev space of index s is defined as

Hs
per(Γ) :=

{
v(x) =

∑

k∈R∗

ck(v)
eik·x

|Γ|1/2
∣∣∣∣
∑

k∈R∗

(1 + |k|2)s|ck(v)|2 <∞, ∀k ∈ R∗, c−k = ck

}

(throughout this article, z denotes the complex conjugate of the complex number z), and
endowed with the inner product

(v,w)Hs
per(Γ) :=

∑

k∈R∗

(1 + |k|2)sck(v)ck(w).

Recall that H0
per(Γ) = L2

per(Γ), (·, ·)H0
per(Γ) = (·, ·)L2

per(Γ),

H1
per(Γ) =

{
v ∈ L2

per(Γ)
∣∣∇v ∈

(
L2

per(Γ)
)3}

, (v,w)H1
per(Γ) =

ˆ

Γ
vw +

ˆ

Γ
∇v · ∇w,

and (H−σ
per(Γ))′ = Hσ

per(Γ). The condition ∀k ∈ R∗, c−k = ck implies that the functions
of Hs

per(Γ) are real-valued; this is the reason why there is no complex conjugates in the
physical space definitions of the inner products (·, ·)L2

per(Γ) and (·, ·)H1
per(Γ).

We also introduce the R-periodic Coulomb kernel GR defined as the unique function
of L2

per(Γ) solution of the elliptic problem





−∆GR = 4π

(
∑

R∈R
δR − |Γ|−1

)
,

GR R-periodic, min
R3

GR = 0.
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It is easy to check that

GR(x) =
1

|Γ|

ˆ

Γ
GR +

∑

k∈R∗\{0}

4π

|k|2
eik·x

|Γ| .

The R-periodic Coulomb energy is then defined for all f and g in H−1
per(Γ) by

DR(f, g) =

(
ˆ

Γ
GR

)
c0(f)c0(g) +

∑

k∈R∗\{0}

4π

|k|2 ck(f)ck(g).

For all (f, g) ∈ L
6/5
per(Γ) ⊂ H−1

per(Γ), it holds

DR(f, g) =

ˆ

Γ

ˆ

Γ
GR(x− y)f(x)g(y) dx dy

=

ˆ

Γ
(GR ⋆R f)(y)g(y) dy =

ˆ

Γ
(GR ⋆R g)(x)f(x) dx,

where ⋆R denotes the R-periodic convolution product:

∀(h, k) ∈ L1
per(Γ) × L1

per(Γ), (h ⋆R k)(x) =

ˆ

Γ
h(x− y)k(y) dy =

ˆ

Γ
h(y)k(x− y) dy.

Let ρnuc be a function of H−1
per(Γ) modelling a R-periodic nuclear charge distribution.

The corresponding R-periodic TFW energy functional is defined on H1
per(Γ) and reads

ETFW
R (ρnuc, v) = CW

ˆ

Γ
|∇v|2 + CTF

ˆ

Γ
|v|10/3 +

1

2
DR(ρnuc − v2, ρnuc − v2), (2.1)

where
CTF =

10

3
(3π2)2/3 (Thomas-Fermi constant) and CW > 0

(several values for CW have been proposed in the literature, see e.g. [80]). From a physical
viewpoint, ρ = v2 represents the electronic density. The first two terms of ETFW

R (ρnuc, v)
model the kinetic energy per simulation cell and the third term the Coulomb energy of the
total R-periodic charge distribution ρtot = ρnuc − v2.

The electronic ground state with Q electrons in the simulation cell is obtained by
solving the minimization problem

IR(ρnuc, Q) = inf

{
ETFW

R (ρnuc, v), v ∈ H1
per(Γ),

ˆ

Γ
v2 = Q

}
. (2.2)

For the sake of simplicity, we assume here that the nuclear charge density is in H−1
per(Γ).

This allows us to collect all the Coulomb interactions in a single, non-negative term (the
third term in the right hand side of (2.1)). On the other hand, this excludes point-like
charges represented by Dirac measures. It is however possible to extend our analysis to
point-like nuclei, by reasoning as in [18, section 3.2.2].

The following result is classical. We will however provide a proof of it in Section 2.4
for the sake of completeness.

Proposition 2.2.1. Let ρnuc ∈ H−1
per(Γ) and Q > 0.
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1. Problem (2.2) has a minimizer u such that u ∈ H3
per(Γ) →֒ C1(R3) ∩ L∞(R3) and

u > 0 in R3. The function u satisfies the Euler equation

−CW∆u+
5

3
CTFu

7/3 +
(
GR ⋆R (u2 − ρnuc)

)
u = ǫFu, (2.3)

where ǫF is the Lagrange multiplier of the constraint
´

Γ u
2 = Q.

2. The functions u and −u are the only two minimizers of problem (2.2).

As a consequence of Proposition 2.2.1, the ground state electronic density is always
uniquely defined in the framework of the periodic TFW model.

2.3 The Thomas-Fermi-von Weiszäcker model for

crystals

We now focus on crystals. More precisely, we consider two kind of systems:

• a reference R1-periodic perfect crystal with nuclear distribution

ρnuc
per ∈ H−1

per(Γ1),

where Γ1 is the Wigner-Seitz cell of R1;

• a perturbation of the previous system characterized by the nuclear distribution

ρnuc = ρnuc
per + ν with ν ∈ C, (2.4)

C denoting the Coulomb space already mentioned in the introduction.

It is defined as

C :=
{
f ∈ S ′(R3) | f̂ ∈ L1

loc(R
3), | · |−1f̂(·) ∈ L2(R3)

}
, (2.5)

where f̂ is the Fourier transform of f , normalized in such a way that ‖f̂‖L2(R3) = ‖f‖L2(R3)

for all f ∈ L2(R3). Endowed with the inner product

D(f, g) := 4π

ˆ

R3

f̂(k) ĝ(k)

|k|2 dk,

C is a Hilbert space. It holds L6/5(R3) ⊂ C with dense embedding and

∀(f, g) ∈ L6/5(R3) × L6/5(R3), D(f, g) =

ˆ

R3

ˆ

R3

f(x) g(x′)
|x− x′| dx dx′.

We recognize in the right-hand-side the usual expression of the Coulomb interaction of the
charge distributions f and g. Let

C′ :=
{
V ∈ L6(R3) | ∇V ∈ L2(R3)

}
.

Endowed with the inner product

(V,W )C′ :=
1

4π

ˆ

R3

∇V · ∇W =
1

4π

ˆ

R3

|k|2 V̂ (k) Ŵ (k) dk,

C′ is a Hilbert space, which can be identified with the dual of C by extention to C′ × C of
the bilinear form 〈·, ·〉C′,C defined on C′ × L6/5(R3) by

∀(V, ρ) ∈ C′ × C, 〈V, ρ〉C′,C =

ˆ

R3

ρV.

The operator −(4π)−1∆ then is a bijective isometry from C′ to C.
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2.3.1 Reference perfect crystal

It is shown in [50] that the ground state electronic density ρ0
per of a crystal with nuclear

charge distribution ρnuc
per ∈ H−1

per(Γ1) can be identified by a thermodynamic limit argument.
It is given by ρ0

per = |u0
per|2 where u0

per ≥ 0 is obtained by solving the minimization problem

IR1(ρ
nuc
per , Z) = inf

{
ETFW

R1
(ρnuc

per , v), v ∈ H1
per(Γ1),

ˆ

Γ1

v2 = Z

}
, (2.6)

where

Z =

ˆ

Γ1

ρnuc
per . (2.7)

Note that problem (2.6) has a unique minimizer (up to the sign) for any value of Z. The
correct value of Z given by (2.7) is obtained in [50] by a thermodynamic limit argument.
As expected, this value implies the charge neutrality condition

ˆ

Γ1

(ρnuc
per − ρ0

per) = 0. (2.8)

The unique non-negative minimizer u0
per to (2.6)-(2.7) satisfies the Euler equation

−CW∆u0
per +

5

3
CTF(ρ0

per)
2/3u0

per +
(
GR1 ⋆R1 (ρ0

per − ρnuc
per )

)
u0

per = ǫ0Fu
0
per, (2.9)

where ǫ0F, the Lagrange multiplier of the charge constraint, which is uniquely defined, is
called the Fermi level of the crystal. From (2.8), we infer that the Coulomb potential
V 0

per = GR1 ⋆R1 (ρ0
per − ρnuc

per ) is the unique solution in H1
per(Γ1) to the R1-periodic Poisson

problem 



−∆V 0
per =

4π

|Γ1|
(
ρ0
per − ρnuc

per

)
,

V 0
per R1-periodic,

ˆ

Γ1

V 0
per = 0.

Using Proposition 2.2.1, we obtain that u0
per ∈ C1(R3)∩L∞(R3), and that u0

per > 0 in R3.
We thus have the following bounds, that will be useful in our analysis:

∃0 < m ≤M < +∞ s.t. ∀x ∈ R3, m ≤ u0
per(x) ≤M. (2.10)

Let us denote by H0
per the periodic Schrödinger operator on L2(R3) with domain H2(R3)

and form domain H1(R3) defined by

∀v ∈ H2(R3), H0
perv = −CW∆v +

5

3
CTF(ρ0

per)
2/3v + V 0

perv.

It is classical (see e.g. [163]) that H0
per is self-adjoint and bounded from below, and that its

spectrum is purely absolutely continuous and made of a union of bands. For convenience,
we will make the abuse of notation consisting in denoting by H0

perv the distribution

H0
perv := −CW∆v +

5

3
CTF(ρ0

per)
2/3v + V 0

perv,

which is well-defined for any v ∈ L
6/5
loc (R3), and belongs to H−1(R3) if v ∈ H1(R3) and to

H−1
per(Γ) if v ∈ H1

per(Γ). We can thus rewrite equation (2.9) under the form

H0
peru

0
per = ǫ0Fu

0
per. (2.11)
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Actually, ǫ0F is in fact the minimum of the spectrum σ of the periodic Schrödinger operator
H0

per (that is the bottom of the lowest energy band). To see that, let us introduce, for
L ∈ N∗, the spectrum σL of H0

per, considered as an operator on L2
per(LΓ1). For each L,

u0
per is in L2

per(LΓ1) and therefore ǫ0F belongs to σL. Using the fact that u0
per > 0 in R3, it

is easy to see that u0
per is actually a ground state, which means that ǫ0F = minσL. It then

readily follows from Bloch-Floquet theory (see e.g. [163]) that

σ =
⋃

L∈N∗

σL.

Therefore ǫ0F = minσ. As a consequence,

∀v ∈ H1(R3), 〈(H0
per − ǫ0F)v, v〉H−1(R3),H1(R3) ≥ 0. (2.12)

2.3.2 Crystals with local defects

We now consider a crystal with a local defect, whose nuclear charge distribution is given
by (2.4). It is convenient to describe the TFW electronic state of this system by a function
v related to the electronic density ρ by the relation

v =
√
ρ− u0

per. (2.13)

Denoting by

ETFW(ρnuc, w) = CW

ˆ

R3

|∇w|2 + CTF

ˆ

R3

|w|10/3 +
1

2
D(ρnuc − w2, ρnuc − w2)

the TFW energy functional of a finite molecular system in vacuo with nuclear charge ρnuc,
we can formally define the relative energy (with respect to the perfect crystal) of the system
with nuclear charge density ρnuc

per + ν and electronic density ρ = (u0
per + v)2 as

ETFW(ρnuc
per + ν, u0

per + v) − ETFW(ρnuc
per , u

0
per)

= 〈(H0
per − ǫ0F)v, v〉 + CTF

ˆ

R3

(
|u0

per + v|10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
perv + v2)

)

+
1

2
D
(
2u0

perv + v2 − ν, 2u0
perv + v2 − ν

)
−
ˆ

R3

νV 0
per + ǫ0Fq, (2.14)

where

q =

ˆ

R3

(
|u0

per + v|2 − |u0
per|2

)
. (2.15)

Of course, the left-hand side of (2.14) is a formal expression since it is the difference of two
quantities taking the value plus infinity. On the other hand, the right-hand side of (2.14)
is mathematically well-defined as soon as q is a fixed real number and v ∈ Q+, where

Q+ :=
{
v ∈ H1(R3) | v ≥ −u0

per, u
0
perv ∈ C

}
.

Indeed, the first three terms of the right-hand side of (2.14) are non-negative, and are finite
if and only if v ∈ H1(R3) and u0

perv ∈ C. Lastly, the requirement v ≥ −u0
per follows from

(2.13). The set Q+ is a closed convex subset of the Hilbert space

Q :=
{
v ∈ H1(R3) | u0

perv ∈ C
}
,

endowed with the inner product defined by

(v,w)Q := (v,w)H1(R3) +D(u0
perv, u

0
perw).
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This formal analysis leads us to propose the following model, which will be justified
in the following section by means of thermodynamic limit arguments: the ground state
electronic density of the perturbed crystal characterized by the nuclear charge density
(2.4) is given by

ρν = (u0
per + vν)

2,

where vν is a minimizer of
Iν = inf {Eν(v), v ∈ Q+} (2.16)

with

Eν(v) := 〈(H0
per − ǫ0F)v, v〉H−1(R3),H1(R3)

+CTF

ˆ

R3

(
|u0

per + v|10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
perv + v2)

)

+
1

2
D
(
2u0

perv + v2 − ν, 2u0
perv + v2 − ν

)
. (2.17)

The following result, whose proof is postponed until Section 2.4, shows that our model
is well-posed.

Theorem 2.3.1. Let ν ∈ C. Then,

1. Existence and uniqueness of the ground state density. Problem (2.16) has a unique
minimizer vν . The function vν is such that u0

per + vν > 0 in R3 and satisfies the
Euler equation

(H0
per − ǫ0F )vν +

5

3
CTF

(
|u0

per + vν |7/3 − |u0
per|7/3 − |u0

per|4/3vν
)

+
(
(2u0

pervν + v2
ν − ν) ⋆ | · |−1

)
(u0

per + vν) = 0. (2.18)

It holds vν ∈ Q ∩H3(R3) and there exists some constant C ∈ R+ such that

∀ν ∈ C, ‖vν‖Q ≤ C
(
‖ν‖C + ‖ν‖2

C
)
, (2.19)

‖vν‖H1(R3) ≤ C‖ν‖C , (2.20)

‖vν‖H2(R3) ≤ C
(
‖ν‖C + ‖ν‖3

C
)
, (2.21)

‖vν‖H3(R3) ≤ C
(
‖ν‖C + ‖ν‖5

C
)
. (2.22)

2. Neutrality of local defects. Let us denote by ρ0
ν = ν− (2u0

pervν + v2
ν) the total density

of charge of the defect. It holds

lim
r→0

1

|Br|

ˆ

Br

|ρ̂0
ν(k)| dk = 0. (2.23)

In addition, the Coulomb potential Φ0
ν = ρ0

ν ⋆ | · |−1 generated by ρ0
ν is in L2(R3)∩C′,

and there exists a constant C ∈ R+ such that

∀ν ∈ C, ‖Φ0
ν‖C′ ≤ C

(
‖ν‖C + ‖ν‖2

C
)
, (2.24)

‖Φ0
ν‖L2(R3) ≤ C

(
‖ν‖C + ‖ν‖3

C
)
, (2.25)
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3. Compactness of the minimizing sequences. Any minimizing sequence (vn)n∈N for
(2.16) converges to vν weakly in H1(R3) and strongly in Lploc(R

3) for 1 ≤ p < 6.
Besides, (u0

pervn)n∈N converges to u0
pervν weakly in C.

For any q ∈ R, there exists a minimizing sequence (vn)n∈N for (2.16) consisting of
functions of Q+ ∩ L1(R3) such that

∀n ∈ N,
ˆ

R3

(
|u0

per + vn|2 − |u0
per|2

)
= q. (2.26)

We conclude this section with some physical considerations.

Let ν ∈ L1(R3)∩L2(R3). Assuming that vν ∈ L1(R3)∩L2(R3) (a property satisfied at
least in the special case of a homogeneous host crystal, see Section 2.3.4), then ρ̂0

ν ∈ C0(R3)
and (2.23) simply means that the continuous function ρ̂0

ν vanishes at k = 0, or equivalently
that

ˆ

R3

ρ0
ν = 0. (2.27)

The property (2.23) means that 0 is a Lebesgue point of ρ̂0
ν and that the Lebesgue value

of ρ̂0
ν at 0 is equal to zero. It can therefore be interpreted as a weak form of the neutrality

condition (2.27), also valid when ρ0
ν /∈ L1(R3). Besides, the fact that the Coulomb potential

Φ0
ν belongs to L2(R3) implies in particular that Φ0

ν = ρ0
ν ⋆| · |−1 cannot decay as Q| · |−1 with

Q 6= 0 at infinity, which, in some sense, constitutes another weak form of the neutrality
condition (2.27).

It is interesting to compare our result on the neutrality of local defects in crystals with
the result by Solovej about the asymptotic negative ionization of a molecular system when
the nuclear charge goes to infinity [170, Theorem 2]. In the latter setting, the number K
and the locations (R1, · · · , RK) of the nuclei are fixed. The asymptotic limit considered is
obtained by letting the nuclear charges z′ = (z1, · · · , zL) of the first L nuclei (1 ≤ L ≤ K)
go to infinity, the remaining K − L nuclear charges z′′ = (zL+1, · · · , zK) being kept fixed.
Denoting by Qc(z′, z′′) the charge of the maximally ionized molecule with nuclear charge
(z′, z′′) (i.e. of the lowest energy stable molecular system with nuclear charges (z′, z′′)), it
is proved in [170] that

lim
z′→∞

Qc(z
′, z′′) := Q∞(z′′) < 0.

In the case of a crystal with a local defect, the total nuclear charge also goes to infinity,
but in a different way. The charge does not accumulate at some points (R1, · · · , RL)
as in [170]; it is spread in the whole physical space. We will elaborate further on the
fundamental differences between maximally ionized molecular systems and crystals with
defects in Section 2.3.4.

The third statement of Theorem 2.3.1 implies that there is no way to model a charged
defect within the TFW theory: loosely speaking, if we try to put too many (or not enough)
electrons in the system, the electronic density will relax to (u0

per + vν)
2 and the remaining

(or missing) q −
´

R3 ν electrons will escape to (or come from) infinity with an energy ǫ0F.

2.3.3 Thermodynamic limit

The purpose of this section is to provide a mathematical justification of the model (2.16).
We consider a crystal with a local defect characterized by the nuclear charge distribution
ρnuc = ρnuc

per + ν and, in order to avoid additional technical difficulties, we assume that
ν ∈ L1(R3) ∩ L2(R3).
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In numerical simulations, the TFW ground state electronic density of such a system is
usually computed with the supercell method. For a given L ∈ N large enough, the supercell
model of size L is the periodic TFW model (2.2) with

R = RL := LR1, Γ = ΓL := LΓ1, ρnuc = ρnuc
per + νL, Q = Z L3 + q, (2.28)

where
νL(x) =

∑

z∈RL

(χΓL
ν)(x− z),

χΓL
: R3 → R denoting the characteristic function of the supercell ΓL. Note that νL is the

unique RL-periodic function such that νL|ΓL
= ν|ΓL

. In practice, L is chosen as large as
possible (given the computational means available) to limit the error originating from the
artificial periodic boundary conditions.

It is important to note that u0
per is the unique minimizer (up to the sign) of the supercell

model of size L for ρnuc = ρnuc
per and Q = ZL3, whatever L ∈ N∗. Reasoning as in the

previous section, we introduce the energy functional

EνL(vL) := 〈(H0
per − ǫ0F)vL, vL〉H−1

per(ΓL),H1
per(ΓL)

+CTF

ˆ

ΓL

(
|u0

per + vL|10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
pervL + v2

L)

)

+
1

2
DRL

(
2u0

pervL + v2
L − νL, 2u

0
pervL + v2

L − νL
)
, (2.29)

which is such that

ETFW
RL

(ρnuc
per + νL, u

0
per + vL) − ETFW

RL
(ρnuc

per , u
0
per) = EνL(vL) −

ˆ

ΓL

νLV
0
per + ǫ0Fq, (2.30)

with

q =

ˆ

ΓL

(
|u0

per + vL|2 − |u0
per|2

)
=

ˆ

ΓL

(2u0
pervL + v2

L). (2.31)

While (2.14) and (2.15) are formal expressions, (2.30) and (2.31) are well-defined math-
ematical expressions. The ground state electronic density of the supercell model for the
data defined by (2.28) is therefore obtained as

ρ0,ν,q
L = (u0

per + vν,q,L)2

where vν,q,L is a minimizer of

Iν,qL = inf

{
EνL(vL), vL ∈ Q+,L,

ˆ

ΓL

(2u0
pervL + v2

L) = q

}
, (2.32)

Q+,L denoting the convex set

Q+,L =
{
vL ∈ H1

per(ΓL) | vL ≥ −u0
per

}
.

We also introduce the minimization problem

IνL = inf {EνL(vL), vL ∈ Q+,L} , (2.33)

in which we do not a priori impose the electronic charge in the supercell.

Theorem 2.3.2. Let ν ∈ L1(R3) ∩ L2(R3).
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1. Thermodynamic limit with charge constraint. For each q ∈ R and each L ∈ N∗,
the minimization problem (2.32) has a unique minimizer vν,q,L. For each q ∈ R, the
sequence (vν,q,L)L∈N∗ converges, weakly in H1

loc(R
3), and strongly in Lploc(R

3) for all
1 ≤ p < 6, towards vν , the unique minimizer of problem (2.16). For each q ∈ R and
each L ∈ N∗, vν,q,L satisfies the Euler equation

(H0
per − ǫ0F )vν,q,L +

5

3
CTF

(
|u0

per + vν,q,L|7/3 − |u0
per|7/3 − |u0

per|4/3vν,q,L
)

+
(
(2u0

pervν,q,L + v2
ν,q,L − νL) ⋆RL

GRL

)
(u0

per + vν,q,L) = µν,q,L(u0
per + vν,q,L),(2.34)

where µν,q,L ∈ R is the Lagrange multiplier of the constraint
´

ΓL
(2u0

pervν,q,L +

v2
ν,q,L) = q, and it holds lim

L→∞
µν,q,L = 0 for each q ∈ R.

2. Thermodynamic limit without charge constraint. For each L ∈ N∗, the minimization
problem (2.33) has a unique minimizer vν,L. It holds

(H0
per − ǫ0F )vν,L +

5

3
CTF

(
|u0

per + vν,L|7/3 − |u0
per|7/3 − |u0

per|4/3vν,L
)

+
(
(2u0

pervν,L + v2
ν,L − νL) ⋆RL

GRL

)
(u0

per + vν,L) = 0. (2.35)

The sequence (vν,L)L∈N∗ also converges to vν , weakly in H1
loc(R

3), and strongly in
Lploc(R

3) for all 1 ≤ p < 6. Besides,

ˆ

ΓL

(
νL − (2u0

pervν,L + v2
ν,L)
)
−→
L→∞

0.

2.3.4 The special case of homogeneous host crystals

In this section, we address the special case when the host crystal is a homogeneous medium
completely characterized by the positive real number α such that

∀x ∈ R3, ρnuc
per (x) = ρ0

per(x) = α2 and u0
per(x) = α. (2.36)

In this case, analytical expressions for the linear response can be derived, leading to the
following result.

Theorem 2.3.3. Assume that (2.36) holds for some α > 0. For each ν ∈ C, the unique
minimizer vν of (2.16) can be expanded as

vν = g ⋆ ν + r̃2(ν) (2.37)

where g ∈ L1(R3) is characterized by its Fourier transform

ĝ(k) =
1

(2π)3/2
4πα

CW|k|4 + 20
9 CTFα4/3|k|2 + 8πα2

,

and where r̃2(ν) ∈ L1(R3). In addition, (g ⋆ν) ∈ H3(R3)∩C, r̃2(ν) ∈ H3(R3)∩C∩L1(R3),
and there exists a constant C ∈ R+ such that

∀ν ∈ C, ‖g ⋆ ν‖H3(R3)∩C ≤ C‖ν‖C , (2.38)

‖r̃2(ν)‖H2(R3)∩C ≤ C
(
‖ν‖2

C + ‖ν‖3
C
)
, (2.39)

‖r̃2(ν)‖L1(R3) ≤ C
(
‖ν‖2

C + ‖ν‖4
C
)
, (2.40)

‖r̃2(ν)‖H3(R3) ≤ C
(
‖ν‖2

C + ‖ν‖5
C
)
. (2.41)
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If ν ∈ L1(R3) ∩ C, then (g ⋆ ν) ∈ L1(R3),

‖g ⋆ ν‖L1(R3) ≤ ‖g‖L1(R3)‖ν‖L1(R3), (2.42)

vν ∈ L1(R3) ∩ L2(R3) and

ˆ

R3

(ν − (2u0
pervν + v2

ν)) = 0. (2.43)

Note that for homogeneous host crystals, Q = H1(R3) ∩ C since u0
per is a constant

function. The estimates (2.38) and (2.39) therefore provide bounds for the Q-norm. It
also follows from (2.38)-(2.42) that the first term of the right hand side of (2.37) is in fact
the linear component of the application ν 7→ vν . The second term collects the contributions
of higher orders.

Proof. In the special case under consideration, the Euler equation (2.18) also reads

−CW∆vν +
20

9
CTFα

4/3vν + 2α2
(
vν ⋆ | · |−1

)
= α

(
ν ⋆ | · |−1

)
−α

(
v2
ν ⋆ | · |−1

)
+κν , (2.44)

where

κν = −5

3
CTF

(
|α+ vν |7/3 − α7/3 − 7

3
α4/3vν

)
+ Φ0

νvν

and
Φ0
ν = (ν − 2αvν − v2

ν) ⋆ | · |−1. (2.45)

We therefore obtain (2.37) with

r̃2(ν) = −g ⋆ v2
ν + h ⋆ κν , (2.46)

the convolution kernel h being defined through its Fourier transform as

ĥ(k) =
1

(2π)3/2
|k|2

CW|k|4 + 20
9 CTFα4/3|k|2 + 8πα2

.

Let α0 =
(

162πCW

25C2
TF

)3/2
, β0 =

(
10CTF
9CW

)1/2
, and

ζ±(α) :=

∣∣∣∣∣∣∣∣∣

β0α
2/3

(
1 ±

(
1 − (α0/α)2/3

)1/2
)1/2

if α > α0,

β0α
2/3

((
1

2

(
(α0/α)1/3 + 1

))1/2

± i

(
1

2

(
(α0/α)1/3 − 1

))1/2
)

if 0 < α < α0.

For all ζ ∈ C such that ℜ(ζ) > 0, we denote by Yζ(x) = e−ζ|x|

|x| the Yukawa potential
solution to

−∆Yζ + ζ2Yζ = 4πδ0.

Noticing that

ĝ(k) =
4πα

(2π)3/2CW

1

|k|2 + ζ+(α)2
1

|k|2 + ζ−(α)2
=

α

4πCW
(2π)3/2Ŷζ+(α)(k) Ŷζ−(α)(k),

we obtain
g =

α

4πCW
Yζ+(α) ⋆ Yζ−(α) ∈ L1(R3) ∩ L∞(R3).
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Besides, ĥ(k) = |k|2
4πα ĝ(k), from which we infer

h = − 1

4πα
∆g =

1

8πCW

(
Yζ−(α) + Yζ+(α)

)
− β2

0α
1/3

4π
g ∈ L1(R3).

Note that g and h are real valued (even if 0 < α < α0), and decay exponentially at
infinity. It then follows from Theorem 2.3.1, Lemma 2.4.1, and Lemma 2.4.2 below that
κν ∈ L1(R3) ∩H1(R3) with

‖κν‖L2(R3) ≤ C
(
‖ν‖2

C + ‖ν‖3
C
)
, (2.47)

‖κν‖L1(R3) ≤ C
(
‖ν‖2

C + ‖ν‖4
C
)
, (2.48)

‖κν‖H1(R3) ≤ C
(
‖ν‖2

C + ‖ν‖5
C
)
, (2.49)

for some constant C ∈ R+ independent of ν. For each ν ∈ C,

((1 + |k|2)3 + |k|−2)|(̂g ⋆ ν)(k)|2 = (2π)3((1 + |k|2)3 + |k|−2)|ĝ(k)|2|ν̂(k)|2

= (2π)3((1 + |k|2)3|k|2 + 1)|ĝ(k)|2 |ν̂(k)|
2

|k|2 .

The function k 7→ ((1 + |k|2)3|k|2 + 1)|ĝ(k)|2 being bounded, (g ⋆ ν) ∈ H3(R3) ∩ C and

‖g ⋆ ν‖H3(R3)∩C ≤ C‖ν‖C .

The function v2
ν being in L1(R3) ∩ L3(R3) →֒ L6/5(R3) →֒ C, we deduce from the above

inequality, Sobolev embeddings and (2.20) that

‖g ⋆ v2
ν‖H3(R3)∩C ≤ C‖ν‖2

C .

On the other hand,

|k|−2| ̂(h ⋆ κν)(k)|2 = (2π)3|k|−2|ĥ(k)|2|κ̂ν(k)|2

(1 + |k|2)2| ̂(h ⋆ κν)(k)|2 = (2π)3(1 + |k|2)2|ĥ(k)|2|κ̂ν(k)|2

(1 + |k|2)3| ̂(h ⋆ κν)(k)|2 = (2π)3(1 + |k|2)2|ĥ(k)|2(1 + |k|2)|κ̂ν(k)|2.

The functions k 7→ |k|−2|ĥ(k)|2 and k 7→ (1 + |k|2)2|ĥ(k)|2 being bounded, we infer from
(2.47) and (2.49) that (h ⋆ κν) ∈ H3(R3) ∩ C and that

‖h ⋆ κν‖H2(R3)∩C ≤ C‖κν‖L2(R3) ≤ C ′ (‖ν‖2
C + ‖ν‖3

C
)
,

‖h ⋆ κν‖H3(R3) ≤ C‖κν‖H1(R3) ≤ C
(
‖ν‖2

C + ‖ν‖5
C
)
.

The L1-bound (2.40) is a straightforward consequence of (2.20), (2.46), (2.48) and Young
inequality. Lastly, if ν ∈ L1(R3), then ρ0

ν = ν − (2αvν + v2
ν) ∈ L1(R3), so that ρ̂0

ν is a
continuous function. It follows from (2.23) that ρ̂0

ν(0) = 0, which readily leads to (2.43).

Remark 2.3.1. For a generic ν ∈ C, the function vν , hence the density 2αvν + v2
ν , are

not in L1(R3). This follows from the fact that the nonlinear contribution r̃2(ν) is always
in L1(R3), while the linear contribution g ⋆ ν is not necessarily in L1(R3) since its Fourier
transform

(̂g ⋆ ν)(k) =
4πα

CW|k|4 + 20
9 CTFα4/3|k|2 + 8πα2

ν̂(k)

is not necessarily in L∞(R3).
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Let us finally return to the fundamental difference between finite molecular systems
and crystals as far as maximal ionization is concerned. Let us fix ν ∈ C∞

c (R3), ν ≥ 0,
ν 6= 0, and focus on the dependence of the solution to equation (2.44) with respect to α.
For this purpose, we add an index α to vν and Φ0

ν, and rewrite (2.44) and (2.45) as





−CW∆vν,α +
5

3
CTF

(
|α+ vν,α|7/3 − α7/3 − α4/3vν,α

)
− Φ0

ν,α(α+ vν,α) = 0

−∆Φ0
ν,α = 4π

(
ν − 2αvν,α − v2

ν,α

)

vν,α > −α.
(2.50)

We know from Theorem 2.3.3 that for each α > 0,

Qν,α :=

ˆ

R3

ν − 2αvν,α − v2
ν,α = 0.

The TFW electronic ground state of the maximally ionized molecule with nuclear distri-
bution ν is obtained by solving equation (2.50) for α = 0, which also reads as





−CW∆vν,0 +Wvν,0 = 0

W =
5

3
CTFv

4/3
ν,0 +

(
v2
ν,0 − ν

)
⋆ | · |−1

vν,0 > 0.

(2.51)

Let

Qν,0 :=

ˆ

R3

ν − v2
ν,0.

Denoting by [W ]+ = max(0, [W ]) the positive part of the spherical average [W ] of W , it
results from Gauss Theorem that, for |x| large enough,

[W ]+(x) ≤ 5

3
CTF

[
v
4/3
ν,0

]
(x)+

[(
v2
ν,0 − ν

)
⋆ | · |−1

]
+

(x) ≤ 5

3
CTF

[
v
4/3
ν,0

]
(x)+

max(0,−Qν,0)
|x| .

If Qν,0 were non-negative, [W ]+ would be in L3/2(R3) and the solution vν,0 to (2.51) would
not be in L2(R3) [135, Lemma 7.18]. Therefore

0 = lim
α→0+

Qν,α > Qν,0.

This simple argument allows to better understand why the result on the maximal ionization
of molecules discussed in Section 2.3.2 does not extend to crystals with local defects.

2.4 Proofs

This section is devoted to the proofs of Proposition 2.2.1, Theorem 2.3.1 and Theorem 2.3.2.

In the sequel, we set

CTF = 1 and CW = 1 (in order to simplify the notation).

2.4.1 Preliminary results

We first state and prove a few useful lemmas. Some of these results are simple, or well-
known, but we nevertheless prove them here for the sake of self-containment.
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Lemma 2.4.1. For all 0 < m ≤M <∞ and all γ ≥ 2, there exists C ∈ R+ such that for
all m ≤ a ≤M and all b ≥ −a,

(γ − 1)aγ−2b2 ≤ (a+ b)γ − aγ − γaγ−1b ≤ C
(
1 + |b|γ−2

)
b2. (2.52)

Proof. Let φ(t) = (a + tb)γ . It holds for all t ∈ (0, 1), φ′(t) = γ(a + tb)γ−1b and φ′′(t) =
γ(γ − 1)(a + tb)γ−2b2. Using the identity

φ(1) − φ(0) − φ′(0) =

ˆ 1

0
(1 − t)φ′′(t) dt,

we get

(a+ b)γ − aγ − γaγ−1b = γ(γ − 1)b2
ˆ 1

0
(1 − t)(a+ tb)γ−2 dt.

We obtain (2.52) using the fact that for all t ∈ [0, 1], a(1 − t) ≤ a+ tb ≤M + |b|.

Lemma 2.4.2. There exists a constant C ∈ R+ such that for all Vper ∈ L3
per(Γ) and all

v ∈ H1(R3), Vperv ∈ L2(R3) and

‖Vperv‖L2(R3) ≤ C‖Vper‖L3
per(Γ)‖v‖H1(R3).

Proof. We proceed as [163, Theorem XIII-96]. Let K = x0 + 3Γ where x0 ∈ R3 is such
that Γ and K have the same center, and η ∈ C∞

c (R3) supported in K and such that η ≡ 1
on Γ. It holds

ˆ

R3

|Vperv|2 =
∑

R∈R
‖Vperv‖2

L2(R+Γ) ≤
∑

R∈R
‖Vper‖2

L3
per(Γ)‖v‖2

L6(R+Γ)

≤ ‖Vper‖2
L3

per(Γ)

∑

R∈R
‖η(· −R)v‖2

L6(R3)

≤ C2
0‖Vper‖2

L3
per(Γ)

∑

R∈R
‖∇(η(· −R)v)‖2

L2(R3)

= C2
0‖Vper‖2

L3
per(Γ)

∑

R∈R
‖∇(η(· −R)v)‖2

L2(R+K)

≤ C2
0‖η‖2

W 1,∞(R3)‖Vper‖2
L3

per(Γ)

∑

R∈R
‖v‖2

H1(R+K)

= 27C2
0‖η‖2

W 1,∞(R3)‖Vper‖2
L3

per(Γ)‖v‖H1(R3),

where C0 is the Sobolev constant such that ‖φ‖L6(R3) ≤ C0‖∇φ‖L2(R3) for all φ ∈ H1(R3)

and where ‖η‖W 1,∞(R3) =
(
‖η‖2

L∞(R3) + ‖∇η‖2
L∞(R3)

)1/2
.

Lemma 2.4.3. Let ν ∈ C and v ∈ Q+ ∩H2(R3) such that v > −u0
per in R3. For all ǫ > 0

and q ∈ R, there exists ṽǫ ∈ Q+ ∩ C1
c (R

3) such that

ˆ

R3

(2u0
perṽǫ + ṽ2

ǫ ) = q and |Eν(ṽǫ) − Eν(v)| ≤ ǫ.
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Proof. Let ǫ > 0. As the functions of H2(R3) are continuous and decay to zero at infinity,
there exists δ > 0 such that

∀x ∈ R3, v(x) ≥ −u0
per(x) + δ. (2.53)

For all R > 0, let BR be the ball of R3 centered at zero and of radius R. For η > 0, we
define

vη = (u0
per)

−1F−1
(
χB1/η\Bη

F(u0
perv)

)
,

where F is the Fourier transform and F−1 the inverse Fourier transform. Clearly, vη ∈
H3(R3) →֒ C1(R3) and u0

perv
η ∈ C. In addition, when η goes to zero, (vη)η>0 converges to

v in H2(R3), hence in L∞(R3), and (u0
perv

η)η>0 converges to u0
perv in C. The function Eν

being continuous on Q, this implies that there exists some η0 > 0 such that

vη0 ∈ Q+ ∩ C1(R3) and |Eν(vη0) − Eν(v)| ≤ ǫ/4.

Let χ be a function of C∞
c (R3) supported in B2, such that 0 ≤ χ(·) ≤ 1 and χ = 1 in

B1. For n ∈ N∗, we denote by χn(·) = χ(n−1·) and by vη0,n = χnv
η0 . For each n ∈ N∗,

vη0,n ∈ Q+ ∩ C1
c (R

3) and the sequence (vη0,n)n∈N∗ converges to vη0 in Q when n goes to
infinity. Hence, we can find some n0 > 0 such that

vη0,n0 ∈ Q+ ∩ C1
c (R

3) and |Eν(vη0,n0) − Eν(vη0)| ≤ ǫ/4.

Let

q0 =

ˆ

R3

(2u0
perv

η0,n0 + (vη0,n0)2) and q1 = q − q0.

If q1 = 0, ṽǫ = vη0,n0 fulfills the conditions of Lemma 2.4.3. Otherwise, we introduce for
m large enough the function wm defined as wm = tmχmu

0
per where tm is the larger of the

two real numbers such that
ˆ

R3

(2u0
perwm +w2

m) = 2tm

ˆ

R3

χmρ
0
per + t2m

ˆ

R3

χ2
mρ

0
per = q1.

A simple calculation shows that tm ∼
m→∞

1

2
q1|Γ1|Z−1

(
ˆ

R3

χ

)−1

m−3, and that

lim
m→∞

E0(wm) = 0,

so that there exists m0 ∈ N∗ such that wm0 ∈ Q+ ∩ C1
c (R

3) and 0 ≤ E0(wm0) ≤ ǫ/4. Let
us finally choose some R1 ∈ R1 \ {0} and introduce the sequence of functions (vη0,n0

m0,p )p∈N

defined by
vη0,n0
m0,p (·) = vη0,n0(·) + wm0(· − pR1).

For p large enough, vη0,n0
m0,p belongs to Q+ ∩ C1

c (R3) and satisfies
ˆ

R3

(2u0
perv

η0,n0
m0,p + (vη0,n0

m0,p )2) = q.

Besides,

|Eν(vη0,n0
m0,p ) − Eν(vη0,n0)|

=
∣∣E0(vm0) +D(2u0

perv
η0,n0 + (vη0,n0)2 − ν, (2u0

perwm0 + w2
m0

)(· − pR1))
∣∣

≤ ǫ/4 +
∣∣D(2u0

perv
η0,n0 + (vη0,n0)2 − ν, (2u0

perwm0 + w2
m0

)(· − pR1))
∣∣ .
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As
lim
p→∞

D(2u0
perv

η0,n0 + (vη0,n0)2 − ν, (2u0
perwm0 + w2

m0
)(· − pR1)) = 0,

there exists some p0 ∈ N such that
∣∣D(2u0

perv
η0,n0 + (vη0,n0)2 − ν, (2u0

perwm0 + w2
m0

)(· − pR1))
∣∣ ≤ ǫ/4.

Setting ṽǫ = vη0,n0
m0,p0 , we get the desired result.

The next four lemmas are useful to pass to the thermodynamic limit in the Coulomb
term (Lemmas 2.4.4, 2.4.5 and 2.4.6) and in the kinetic energy term (Lemma 2.4.7).

Lemma 2.4.4. There exists a constant C ∈ R+ such that for all L ∈ N∗,

∀ρL ∈ L1
per(ΓL) ∩ L6/5

per(ΓL), DRL
(ρL, ρL) ≤ C

(
‖ρL‖2

L1
per(ΓL) + ‖ρL‖2

L
6/5
per (ΓL)

)
,

∀vL ∈ H1
per(ΓL), DRL

(v2
L, v

2
L) ≤ C‖vL‖4

H1
per(ΓL).

Proof. It is well-known (see e.g. [50]) that

∀x ∈ Γ1, GR1(x) = |x|−1 + g(x),

with g ∈ L∞(Γ1), and that for all L ∈ N∗,

∀x ∈ R3, GRL
(x) = L−1GR1(L

−1x).

Let I =
{
R ∈ R1 | ∃(x, y) ∈ Γ1 × Γ1 s.t. x− y = R

}
. It holds

∀(x, y) ∈ ΓL × ΓL, 0 ≤ GRL
(x− y) ≤

∑

R∈I
|x− y − LR|−1 + L−1‖g‖L∞ .

Therefore, for all L ∈ N∗,

DRL
(ρL, ρL) =

ˆ

ΓL

ˆ

ΓL

GRL
(x− y)ρL(x)ρL(y) dx dy

≤
∑

R∈I

ˆ

R3

ˆ

R3

χΓL
(x)|ρL(x)|χΓL

(y)|ρL(y)|
|x− y − LR| dx dy + L−1‖g‖L∞‖ρL‖2

L1
per(ΓL)

≤ C ′‖χΓL
ρL‖2

L6/5(R3)
+ ‖g‖L∞‖ρL‖2

L1
per(ΓL)

= C ′‖ρL‖2

L
6/5
per (ΓL)

+ ‖g‖L∞‖ρL‖2
L1

per(ΓL),

where C ′ is a constant independent of L and ρL. Let C1 be the Sobolev constant such that

∀v1 ∈ H1
per(Γ1), ‖v1‖L6

per(Γ1) ≤ C1‖v1‖H1
per(Γ1).

By an elementary scaling argument, it is easy to check that the inequality

∀vL ∈ H1
per(ΓL), ‖vL‖L6

per(ΓL) ≤ C1‖vL‖H1
per(ΓL)

holds for all L ∈ N∗. Thus, for all vL ∈ H1
per(ΓL), we obtain

‖v2
L‖2

L
6/5
per (ΓL)

= ‖vL‖4

L
12/5
per (ΓL)

≤ ‖vL‖3
L2

per(ΓL)‖vL‖L6
per(ΓL) ≤ C1‖vL‖4

H1
per(ΓL),

which completes the proof of Lemma 2.4.4.
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Lemma 2.4.5. Let ν ∈ L1(R3) ∩ L2(R3) and νL ∈ L2
per(ΓL) defined by νL|ΓL

= ν|ΓL
for

all L ∈ N∗. Then
lim
L→∞

DRL
(νL, νL) = D(ν, ν). (2.54)

Proof. Let g1 := |Γ1|−1

ˆ

Γ1

G1 and Γ∗
L be the first Brillouin zone of the lattice RL. Note

that R∗
L = L−1R∗

1 and Γ∗
L = L−1Γ∗

1. Let K > 0. We have

DRL
(νL, νL) = g1L

−1

(
ˆ

ΓL

ν

)2

+
∑

k∈L−1R∗
1\{0}

4π

|k|2 |ck,L(νL)|2

= g1L
−1

(
ˆ

ΓL

ν

)2

+ 4π
∑

k∈BK∩L−1R∗
1\{0}

|Γ∗
L|
|c̃k,L(νL)|2

|k|2

+4π
∑

k∈Bc
K∩L−1R∗

1\{0}

|ck,L(νL)|2
|k|2 , (2.55)

where BK is the ball of radius K centered at 0, Bc
K = R3 \BK ,

ck,L(νL) = |ΓL|−1/2

ˆ

ΓL

νL(x)e−ik·x dx,

and

c̃k,L(νL) = |Γ∗
L|−1/2ck,L(νL) =

1

(2π)3/2

ˆ

ΓL

ν(x)e−ik·x dx.

As ν ∈ L1(R3), |c̃k,L(νL)| ≤ (2π)−3/2‖ν‖L1(R3) for all k and L, ν̂ ∈ L∞(R3), and

∀k ∈ R3, c̃k,L(νL) −→
L→∞

ν̂(k).

Clearly the first term in the right hand side of (2.55) goes to zero when L goes to infinity.
Besides,

∑

k∈BK∩L−1R∗
1\{0}

|Γ∗
L|
|c̃k,L(νL)|2

|k|2 −→
L→∞

ˆ

BK

|ν̂(k)|2
|k|2 dk.

Lastly,

∑

k∈Bc
K∩L−1R∗

1\{0}

|ck,L(νL)|2
|k|2 ≤


 ∑

k∈Bc
K∩L−1R∗

1\{0}

|ck,L(νL)|2
|k|4




1/2
 ∑

k∈Bc
K∩L−1R∗

1\{0}
|ck,L(νL)|2




1/2

≤ 1

(2π)3/2


 ∑

k∈Bc
K∩L−1R∗

1\{0}
|Γ∗
L|

1

|k|4




1/2

‖ν‖L1(R3)‖ν‖L2(R3)

−→
L→∞

1

(2π2K)1/2
‖ν‖L1(R3)‖ν‖L2(R3).

It is then easy to conclude that (2.54) holds true.

Lemma 2.4.6. Let (ρL)L∈N∗ be a sequence of functions of L2
loc(R

3) such that
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1. for each L ∈ N∗, ρL ∈ L2
per(ΓL);

2. there exists C ∈ R+ such that for all L ∈ N∗,
∣∣∣∣
ˆ

ΓL

ρL

∣∣∣∣ ≤ C and DRL
(ρL, ρL) ≤ C;

3. there exists ρ ∈ D′(R3) such that (ρL)L∈N∗ converges to ρ in D′(R3).

Then ρ ∈ C and
D(ρ, ρ) ≤ lim inf

L→∞
DRL

(ρL, ρL). (2.56)

In addition, for any p > 6/5 and any sequence (vL)L∈N∗ of functions of Lploc(R
3) such that

vL ∈ Lpper(ΓL) for all L ∈ N∗, which weakly converges to some v ∈ Lploc(R
3) in Lploc(R

3), it
holds

∀φ ∈ C∞
c (R3), lim

L→∞
DRL

(ρL, vLφ) = D(ρ, vφ). (2.57)

Proof. Let WL the unique solution in H2
per(ΓL) to





−∆WL = 4π

(
ρL − |ΓL|−1

ˆ

ΓL

ρL

)

WL RL-periodic,
ˆ

ΓL

WL = 0.
(2.58)

It holds
1

4π

ˆ

ΓL

|∇WL|2 = DRL
(ρL, ρL) − g1L

−1

(
ˆ

ΓL

ρL

)2

≤ C, (2.59)

where g1 := |Γ1|−1

ˆ

Γ1

GR1 ≥ 0. Hence the sequence (‖∇WL‖L2
per(ΓL))L∈N∗ is bounded.

By Sobolev and PoincarÃ c©-Wirtinger inequalities, we have

∀V1 ∈ H1
per(Γ1) s.t.

ˆ

Γ1

V1 = 0, ‖V1‖L6
per(Γ1) ≤ C1‖V1‖H1

per(Γ1) ≤ C ′
1‖∇V1‖L2

per(Γ1),

and by a scaling argument, we obtain that for all L ∈ N∗,

∀VL ∈ H1
per(ΓL) s.t.

ˆ

ΓL

VL = 0, ‖VL‖L6
per(ΓL) ≤ C ′

1‖∇VL‖L2
per(ΓL),

where the constant C ′
1 does not depend on L. Thus, the sequence (‖WL‖L6

per(ΓL))L∈N∗ is

bounded. Let C̃ ∈ R+ such that

∀L ∈ N∗, ‖WL‖L6
per(ΓL) ≤ C̃ and ‖∇WL‖L2

per(ΓL) ≤ C̃,

and let (Rn)n∈N be an increasing sequence of positive real numbers such that limn→∞Rn =
∞. Let R > 0. For L > 2R,

‖WL‖L6(BR) ≤ ‖WL‖L6
per(ΓL) ≤ C̃ and ‖∇WL‖L2(BR) ≤ ‖∇WL‖L2

per(ΓL) ≤ C̃.

We can therefore extract from (WL)L∈N∗ a subsequence (WL0
n
)n∈N such that (WL0

n
|BR0

)n∈N

converges weakly inH1(BR0), strongly in Lp(BR0) for all 1 ≤ p < 6, and almost everywhere
in BR0 to some W 0 ∈ H1(BR0), for which

‖W 0‖L6(BR0
) ≤ C̃ and ‖∇W 0‖L2(BR0

) ≤ C̃.
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By recursion, we then extract from (WLk
n
)n∈N a subsequence (WLk+1

n
)n∈N such that (WLk+1

n
|BRk+1

)n∈N

converges weakly in H1(BRk+1
), strongly in Lp(BRk+1

) for all 1 ≤ p < 6, and almost ev-
erywhere in BRk+1

to some W k+1 ∈ H1(BRk+1
), for which

‖W k+1‖L6(BRk+1
) ≤ C̃ and ‖∇W k+1‖L2(BRk+1

) ≤ C̃. (2.60)

Necessarily, W k+1|BRk
= W k. Let Ln = Lnn and let W be the function of H1

loc(R
3) defined

by W |BRk
= W k for all k ∈ N (this definition is consistent since W k+1|BRk

= W k).
The sequence (WLn)n∈N converges to W weakly in H1

loc(R
3), strongly in Lploc(R

3) for all
1 ≤ p < 6 and almost everywhere in R3. Besides, as (2.60) holds for all k, we also have

‖W‖L6(R3) ≤ C̃ and ‖∇W‖L2(R3) ≤ C̃.

Letting n go to infinity in (2.58) with L = Ln, we get

−∆W = 4πρ.

We can reformulate the above results as W ∈ C′ and −∆W = 4πρ. As −∆ is an iso-
morphism from C′ to C, we necessarily have ρ ∈ C. From (2.59), we infer that for each
R > 0,

1

4π
‖∇W‖L2(BR) ≤ lim inf

L→∞
DRL

(ρL, ρL).

Letting R go to infinity, we end up with (2.56). By uniqueness of the limit, the whole
sequence (WL)L∈N∗ converges to W weakly in H1

loc(R
3), and strongly in Lploc(R

3) for all
1 ≤ p < 6.

Let p > 6/5, (vL)L∈N be a sequence of functions on Lploc(R
3) such that vL ∈ Lpper(ΓL)

for all L ∈ N∗, and converging to some v ∈ Lploc(R
3) weakly in Lploc(R

3), and φ ∈ C∞
c (R3).

We have, for L large enough,

DRL
(ρL, vLφ) =

ˆ

R3

WLvLφ− g1L
−1

(
ˆ

ΓL

ρL

)(
ˆ

ΓL

vLφ

)

=

ˆ

Supp(φ)
(WLφ)vL − g1L

−1

(
ˆ

ΓL

ρL

)(
ˆ

Supp(φ)
vLφ

)

−→
L→∞

ˆ

Supp(φ)
Wφv = D(ρ, vφ),

which proves (2.57).

Let us introduce for each L ∈ N∗ the bounded linear operator

iL : L2(R3) → L2
per(ΓL) (2.61)

v 7→
∑

R∈RL

(χΓL
v)(· −R)

and its adjoint i∗L ∈ L(L2
per(ΓL), L2(R3)). Note that for all vL ∈ L2

per(ΓL), i∗LvL = χΓL
vL

and iLi
∗
L = 1L2

per(ΓL). As C∞
c (R3) ⊂ H1(R3), the domain of the self-adjoint operator

(H0
per− ǫ0F)1/2, the function (H0

per− ǫ0F)1/2φ is in L2(R3). Using the same abuse of notation
as above, we can also consider H0

per as a self-adjoint operator on L2
per(ΓL) with domain

H2
per(ΓL) and, for each φ ∈ C∞

c (R3), introduce the function i∗L(H0
per − ǫ0F)1/2iLφ, which is

well-defined in L2(R3).
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Lemma 2.4.7. Let φ ∈ C∞
c (R3). The sequence (i∗L(H0

per − ǫ0F)1/2iLφ)L∈N∗ converges to

(H0
per − ǫ0F)1/2φ in L2(R3).

Proof. According to Bloch-Floquet theory [163], each f ∈ L2(R3) can be decomposed as

f(x) =
1

|Γ∗
1|

ˆ

Γ∗
1

fk(x) e
ik·x dk

where fk is the function of L2
per(Γ1) defined for almost all k ∈ R3 by

fk(x) =
∑

R∈R1

f(x+R)e−ik·(x+R).

Recall that

∀(f, g) ∈ L2(R3) × L2(R3), (f, g)L2(R3) =
1

|Γ∗
1|

ˆ

Γ∗
1

(fk, gk)L2
per(Γ1) dk.

The operator H0
per, considered as a self-adjoint operator on L2(R3), commutes with the

translations of the lattice R1 and can therefore be decomposed as

H0
per =

1

|Γ∗
1|

ˆ

Γ∗
1

(H0
per)k dk

where (H0
per)k is the self-adjoint operator on L2

per(Γ1) with domain H2
per(Γ1) defined by

(H0
per)k = −∆ − 2ik · ∇ + |k|2 +

5

3
(ρ0

per)
2/3 + V 0

per.

Let φ and ψ be two functions of C∞
c (R3). Simple calculations show that for L large enough

(i∗L(H0
per − ǫ0F)1/2iLφ,ψ)L2(R3) =

∑

k∈Γ∗
1∩R∗

L

L−3((H0
per − ǫ0F)

1/2
k φk, ψk)L2

per(Γ1), (2.62)

and
‖i∗L(H0

per − ǫ0F)1/2iLφ‖2
L2(R3) = ‖(H0

per − ǫ0F)1/2φ‖2
L2(R3). (2.63)

The sequence (i∗L(H0
per − ǫ0F)1/2iLφ)L∈N∗ therefore is bounded in L2(R3), hence possesses

a weakly converging subsequence.
Besides, the function k 7→ ((H0

per − ǫ0F)
1/2
k φk, ψk)L2

per(Γ1) is continuous on Γ∗
1 since

((H0
per−ǫ0F)

1/2
k φk, ψk)L2

per(Γ1) = ((H0
per−ǫ0F+1)−1

k (H0
per−ǫ0F)

1/2
k φk, (H

0
per−ǫ0F+1)kψk)L2

per(Γ1)

with k 7→ φk and k 7→ (H0
per − ǫ0F + 1)kψk continuous from Γ∗

1 to L2
per(Γ1) and k 7→

(H0
per − ǫ0F + 1)−1

k (H0
per − ǫ0F)

1/2
k continuous from Γ∗

1 to L(L2
per(Γ1)). Interpreting (2.62) as

a Riemann sum, we obtain

lim
L→∞

(i∗L(H0
per − ǫ0F)1/2iLφ,ψ)L2(R3) = ((H0

per − ǫ0F)1/2φ,ψ)L2(R3).

The above result allows to identify (H0
per − ǫ0F)1/2φ as the weak limit of the sequence

(i∗L(H0
per − ǫ0F)1/2iLφ)L∈N∗ , and (2.63) shows that the convergence actually holds strongly

in L2(R3).
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2.4.2 Proof of Proposition 2.2.1

Let (vn)n∈N be a minimizing sequence for (2.2). As each of the three terms of ETFW
R (ρnuc, ·)

is non-negative, the sequence (vn)n∈N is clearly bounded in H1
per(Γ), hence converges, up to

extraction, to some u ∈ H1
per(Γ), weakly in H1

per(Γ), strongly in Lpper(Γ) for each 1 ≤ p < 6
and almost everywhere in R3. Passing to the liminf in the energy and to the limit in
the constraint, we obtain that u satisfies ETFW

R (ρnuc, u) ≤ IR(ρnuc, Q) and
´

Γ u
2 = Q.

Therefore, u is a minimizer of (2.2). As |u| ∈ H1
per(Γ), ETFW

R (ρnuc, |u|) = ETFW
R (ρnuc, u)

and
´

Γ |u|2 =
´

Γ u
2, |u| also is a minimizer of (2.2). Should u be replaced with |u|, we can

therefore assume that u ≥ 0 in R3. Clearly, −u also is a minimizer of (2.2).

Working on the Euler equation (2.3), we obtain by elementary elliptic regularity argu-
ments [102] that u ∈ H3

per(Γ) →֒ C1(R3)∩L∞(R3), and it follows from Harnack’s inequality
[102] that u > 0 in R3.

Lastly, v0 is a minimizer of (2.2) if and only if ρ0 = v2
0 is a minimizer of

inf
{
ETFW
R (ρnuc, ρ), ρ ∈ KR,Q

}
, (2.64)

where

ETFW
R (ρnuc, ρ) = CW

ˆ

Γ
|∇√

ρ|2 + CTF

ˆ

Γ
ρ5/3 +

1

2
DR(ρnuc − ρ, ρnuc − ρ),

and

KR,Q =

{
ρ ≥ 0,

√
ρ ∈ H1

per(Γ),

ˆ

Γ
ρ = Q

}
.

The functional ρ 7→ ETFW
R (ρnuc, ρ) being strictly convex on the convex set K, (2.64) has

a unique minimizer ρ0 and it holds ρ0 = u2 > 0. Any minimizer v0 of (2.2) satisfying
v2
0 = ρ0 > 0, the only minimizers of (2.2) are u and −u.

2.4.3 Existence of a minimizer of (2.16)

The existence of a minimizer of (2.16) is an obvious consequence of the following lemma.

Lemma 2.4.8. It holds

∃β > 0 s.t. ∀ν ∈ C, ∀v ∈ Q+, β‖v‖2
H1(R3) ≤ Eν(v), (2.65)

∀ν ∈ C, ∀v ∈ Q+, ‖u0
perv‖2

C ≤ Eν(v) + ‖v2‖2
C + ‖ν‖2

C , (2.66)

and for each ν ∈ C, the functional Eν is weakly lower semicontiuous in the closed convex
subset Q+ of Q.

Indeed, if (vn)n∈N is a minimizing sequence for (2.16), we infer from (2.65) and (2.66)
that (vn)n∈N is bounded in Q. We can therefore extract from (vn)n∈N a subsequence
(vnk

)k∈N weakly converging in Q to some vν ∈ Q. As Q+ is convex and strongly closed in
Q, it is weakly closed in Q. Hence vν ∈ Q+. Besides, Eν being weakly l.s.c. in Q+, we
obtain

Eν(vν) ≤ lim inf
k→∞

Eν(vnk
) = Iν .

Therefore vν is a minimizer of (2.16).
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Proof of Lemma 2.4.8. Using (2.10), (2.12), Lemma 2.4.1, Lemma 2.4.2, and the non-
negativity of D, we obtain that for all ν ∈ C and all v ∈ Q+,

Eν(v) ≥ 2

3
m4/3‖v‖2

L2(R3),

and

Eν(v) ≥ ‖v‖2
H1(R3) −

(
5

3
M4/3 + |ǫ0F| + 1

)
‖v‖2

L2(R3) − ‖V 0
per‖L3

per(R
3)‖v‖L2(R3)‖v‖H1(R3).

Therefore, there exists some constant β > 0 such that

∀ν ∈ C, ∀v ∈ Q+, Eν(v) ≥ β‖v‖2
H1(R3).

Besides, for all ν ∈ C and all v ∈ Q+,

D(u0
perv, u

0
perv) ≤ 1

2
D(2u0

perv + v2 − ν, 2u0
perv + v2 − ν) +

1

2
D(v2 − ν, v2 − ν)

≤ Eν(v) +D(v2, v2) +D(ν, ν).

Hence (2.66).
Let v ∈ Q+ and (vn)n∈N be a sequence of elements of Q+ weakly converging to v

in Q. As (vn)n∈N is weakly converging, it is bounded in Q, which means that (vn)n∈N and
(u0

pervn)n∈N are bounded in H1(R3) and C respectively. We also notice that (v2
n)n∈N is

bounded in L1(R3) ∩ L3(R3) →֒ L6/5(R3) →֒ C.
Therefore, we can extract from (vn)n∈N a subsequence (vnk

)k∈N such that

• (Eν(vnk
))k∈N converges to I = lim infn→∞ Eν(vn) in R+;

• (vnk
)k∈N converges to some ṽ ∈ H1(R3) weakly in H1(R3), strongly in Lploc(R

3) for
all 1 ≤ p < 6 and almost everywhere in R3;

• (u0
pervnk

)k∈N weakly converges in C to some w ∈ C;

• (v2
nk

)k∈N weakly converges in C to some z ∈ C.

We can rewrite the last two items above as

∀V ∈ C′,
ˆ

R3

u0
pervnk

V −→
k→∞

ˆ

R3

wV, and
ˆ

R3

v2
nk
V −→
k→∞

ˆ

R3

zV.

Together with the strong convergence of (vnk
)k∈N to ṽ in L2

loc(R
3), this leads to u0

perṽ =
w ∈ C and z = ṽ2. This in turn implies that (vnk

)k∈N weakly converges in Q to ṽ. Therefore
ṽ = v. Finally, (vnk

)k∈N converges to v weakly in H1(R3) and almost everywhere in R3

and (2u0
pervnk

+ v2
nk

− ν)k∈N weakly converges to 2u0
perv + v2 − ν in C.

It follows from (2.12) that

〈(H0
per − ǫ0F)v, v〉H−1(R3),H1(R3) ≤ lim inf

k→∞
〈(H0

per − ǫ0F)vnk
, vnk

〉H−1(R3),H1(R3).

By Fatou’s Lemma,
ˆ

R3

(
|u0

per + v|10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
perv + v2)

)

≤ lim inf
k→∞

ˆ

R3

(
|u0

per + vnk
|10/3 − |u0

per|10/3 −
5

3
|u0

per|4/3(2u0
pervnk

+ v2
nk

)

)
.

78



Lastly,

D(2u0
perv + v2 − ν, 2u0

perv + v2 − ν) ≤ lim inf
k→∞

D(2u0
pervnk

+ v2
nk

− ν, 2u0
pervnk

+ v2
nk

− ν).

Consequently,
Eν(v) ≤ lim inf

k→∞
Eν(vnk

) = lim inf
n→∞

Eν(vn),

which proves that Eν is weakly l.s.c. in Q+.

Clearly, the functional Eν is C1 in Q and it holds

∀h ∈ Q, 〈Eν ′(v), h〉Q′ ,Q = 2

(
〈(H0

per − ǫ0F)v, h〉H−1(R3),H1(R3)

+
5

3

ˆ

R3

(
|u0

per + v|7/3 − |u0
per|7/3 − |u0

per|4/3v
)
h

+D(2u0
perv + v2 − ν, (u0

per + v)h)

)
.

The minimization set Q+ being convex, vν satisfies the Euler equation

∀v ∈ Q+, 〈Eν ′(vν), (v − vν)〉Q′,Q ≥ 0. (2.67)

Let uν = u0
per + vν and

V = V 0
per − ǫ0F +

5

3
|uν |4/3 + (2u0

pervν + v2
ν − ν) ⋆ | · |−1.

The function uν satisfies uν ∈ H1
loc(R

3), uν ≥ 0 in R3, and

∀φ ∈ C∞
c (R3),

ˆ

R3

∇uν · ∇φ+

ˆ

R3

V uνφ =
1

2
〈Eν ′(vν), φ〉Q′,Q

=
1

2
〈Eν ′(vν), (vν + φ− vν)〉Q′,Q.

This implies that for all φ ∈ C∞
c (R3) such that φ ≥ 0 in R3,
ˆ

R3

∇uν · ∇φ+

ˆ

R3

V uνφ ≥ 0,

since vν + φ ∈ Q+. Therefore, uν is a non-negative supersolution of −∆u+ V u = 0, with
V ∈ L6

loc(R
3). It follows from Harnack’s inequality (see Theorem 5.2 of [177]) that either

uν is identically equal to zero in R3, or for each bounded domain Ω of R3, there exists
η > 0 such that vν ≥ −u0

per +η in Ω. As the first case is excluded since −u0
per /∈ Q+, (2.67)

implies Eν ′(vν) = 0, which means that vν is a solution in Q+ to the elliptic equation (2.18).

Remarking that

Eν(vν) ≤ Eν(0) =
1

2
D(ν, ν) =

1

2
‖ν‖2

C ,

and using (2.65) and (2.66), we finally get the estimates (2.19) and (2.20).
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2.4.4 Uniqueness of the minimizer of (2.16)

Noticing that

Q+ =
{
v ∈ H1(R3) | (u0

per + v)2 − ρ0
per ∈ C, u0

per + v ≥ 0
}
,

we obtain that v⋆ is a minimizer of (2.16) if and only if ρ⋆ = (u0
per + v⋆)

2 is a minimizer of

inf {G(ρ), ρ ∈ K} (2.68)

where

G(ρ) = J(ρ) +

ˆ

R3

(
ρ5/3 − (ρ0

per)
5/3 − 5

3
(ρ0

per)
2/3(ρ− ρ0

per)

)
+

1

2
D(ρ− ρ0

per − ν, ρ− ρ0
per − ν),

J(ρ) = 〈(H0
per − ǫ0F)(

√
ρ− u0

per), (
√
ρ− u0

per)〉H1(R3),H−1(R3).

and
K =

{
ρ ≥ 0 | √ρ− u0

per ∈ H1(R3), ρ− ρ0
per ∈ C

}
.

To see that K is convex and that G is strictly convex on K, we first introduce the set

K̃ =
{
ρ ≥ 0 | √ρ− u0

per ∈ H1(R3) ∩ E ′(R3)
}

where E ′(R3) denotes the space of the compactly supported distributions, and observe that
for all ρ ∈ K̃,

J(ρ) =

ˆ

R3

(
|∇√

ρ|2 − |∇u0
per|2 +

(
5

3
(ρ0

per)
2/3 + V 0

per − ǫ0F

)
(ρ− ρ0

per)

)
.

Reasoning as in the proof of the convexity of the functional ρ 7→
´

R3 |∇√
ρ|2 on the convex

set
{
ρ ≥ 0 | √ρ ∈ H1(R3)

}
(see e.g. [138]), we obtain that K̃ is convex and that J is

convex on K̃. It then follows that G is strictly convex on K̃. We finally conclude by a
density argument.

As G is strictly convex on the convex set K, (2.68) has at most one minimizer. Therefore,
ρν = (u0

per+vν)
2 is the unique minimizer of (2.68), and vν is the unique minimizer of (2.16).

2.4.5 Properties of the unique minimizer of (2.16)

Throughout this section, C denotes constants independent of ν (but possibly dependent
on ρnuc

per ). The Euler equation (2.18) can be rewritten as

−∆vν + Vνu
0
per = fν + (ν ⋆ | · |−1)u0

per, (2.69)

where
fν = (ǫ0F − V 0

per)vν −
5

3

(
|u0

per + vν |7/3 − |u0
per|7/3

)
+ Φ0

νvν

(recall that Φ0
ν = (ν− 2u0

pervν − v2
ν) ⋆ | · |−1), and where Vν = (2u0

pervν + v2
ν) ⋆ | · |−1 satisfies

−∆Vν = 4π(2u0
pervν + v2

ν). (2.70)
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In addition, we infer from (2.20) the following estimates

‖vν‖C′ ≤ C‖vν‖H1(R3) ≤ C‖ν‖C ,
‖v2
ν‖C ≤ C‖v2

ν‖L6/5(R3) = C‖vν‖2
L12/5(R3)

≤ C‖vν‖2
H1(R3) ≤ C‖ν‖2

C ,

‖Vν‖C′ = ‖2u0
pervν + v2

ν‖C ≤ C
(
‖vν‖Q + ‖v2

ν‖C
)
≤ C

(
‖ν‖C + ‖ν‖2

C
)

‖Φ0
ν‖C′ ≤ C (‖ν‖C + ‖Vν‖C′) ≤ C

(
‖ν‖C + ‖ν‖2

C
)
,

‖fν‖L2(R3) ≤ C
(
‖vν‖H1(R3) + ‖vν‖L2(R3) + ‖vν‖7/3

L14/3(R3)
+ ‖Φ0

ν‖L6(R3)‖vν‖L3(R3)

)

≤ C
(
‖ν‖C + ‖ν‖3

C
)
.

To obtain the bound on fν, we have used Lemma 2.4.1 and Lemma 2.4.2. Adding up (2.69)
and (2.70), we obtain that Wν = vν + Vν is a solution in C′ to

−∆Wν + u0
perWν = f̃ν + (ν ⋆ | · |−1)u0

per, (2.71)

where f̃ν = fν + (8π + 1)u0
pervν + 4πv2

ν ∈ L2(R3), with

‖f̃ν‖L2(R3) ≤ C
(
‖fν‖L2(R3) + (8π + 1)‖vν‖Q + 4π‖vν‖2

L2(R3)

)
≤ C

(
‖ν‖C + ‖ν‖3

C
)

In addition, it follows from (2.20) and (2.70) that

‖Wν‖C′ ≤ ‖vν‖C′ + ‖Vν‖C′ ≤ C
(
‖ν‖C + ‖ν‖2

C
)
.

Since u0
per satisfies (2.10), the elliptic equation

−∆w + u0
perw = f̃ν

has a unique variational solution in H1(R3), which we denote by wν . It holds

‖wν‖C′ ≤ C‖wν‖H1(R3) ≤ C‖f̃ν‖L2(R3) ≤ C
(
‖ν‖C + ‖ν‖3

C
)
.

The function w̃ν = Wν − wν ∈ C′ then is solution to

−∆w̃ν + u0
perw̃ν = (ν ⋆ | · |−1)u0

per, (2.72)

and such that
‖w̃ν‖C′ ≤ ‖Wν‖C′ + ‖wν‖C′ ≤ C

(
‖ν‖C + ‖ν‖3

C
)
.

Introducing ρ̃ν = −(4π)−1∆w̃ν ∈ C, (2.72) also reads

4π
ρ̃ν
u0

per

= (ν − ρ̃ν) ⋆ | · |−1.

Therefore,

4π

ˆ

R3

ρ̃2
ν

u0
per

= D(ν − ρ̃ν , ρ̃ν) <∞,

which proves that ρ̃ν ∈ L2(R3), hence that (ν − ρ̃ν) ⋆ | · |−1 ∈ L2(R3). We also get the
estimates

‖(ν − ρ̃ν) ⋆ | · |−1‖2
L2(R3) ≤ C‖ρ̃ν‖2

L2(R3) ≤ C D(ν − ρ̃ν , ρ̃ν)

≤ C
(
‖ν‖C‖ρ̃ν‖C + ‖ρ̃ν‖2

C
)
≤ C

(
‖ν‖C‖w̃ν‖C′ + ‖w̃ν‖2

C′

)
.
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Thus,
‖(ν − ρ̃ν) ⋆ | · |−1‖L2(R3) ≤ C

(
‖ν‖C + ‖ν‖3

C
)
.

As

Φ0
ν = ν ⋆ | · |−1 − Vν = (ν − ρ̃ν) ⋆ | · |−1 + w̃ν − Vν = (ν − ρ̃ν) ⋆ | · |−1 + vν − wν ,

we obtain Φ0
ν ∈ L2(R3) and

‖Φ0
ν‖L2(R3) ≤ C

(
‖ν‖C + ‖ν‖3

C
)
.

Hence (2.25). Introducing ρ0
ν = ν − (2u0

pervν + v2
ν), the above statement reads

(
ˆ

R3

|ρ̂0
ν(k)|2
|k|4 dk

)1/2

≤ C
(
‖ν‖C + ‖ν‖3

C
)
<∞.

Therefore,

1

|Br|

ˆ

Br

|ρ̂0
ν(k)| dk ≤ 1

|Br|

(
ˆ

Br

|k|4 dk
)1/2

(
ˆ

Br

|ρ̂0
ν(k)|2
|k|4 dk

)1/2

= 3
( r

28π

)1/2
(
ˆ

R3

|ρ̂0
ν(k)|2
|k|4 dk

)1/2

−→
r→0

0.

Rewritting (2.69) as
−∆vν = fν + Φ0

νu
0
per,

we conclude that vν ∈ H2(R3) and that

‖vν‖H2(R3) ≤ C
(
‖vν‖H1(R3) + ‖∆vν‖L2(R3)

)

≤ C
(
‖vν‖H1(R3) + ‖fν‖L2(R3) + ‖Φ0

ν‖L2(R3)

)
≤ C

(
‖ν‖C + ‖ν‖3

C
)
.

Hence (2.21). Lastly, for each 1 ≤ j ≤ 3, the function vjν := ∂vν
∂xj

is a solution in H1(R3) to
the elliptic equation

−∆vjν = −∂V
0
per

∂xj
vν + (ǫ0F − V 0

per)v
j
ν +

35

9

(
|u0

per + vν |4/3 − |u0
per|4/3

) ∂u0
per

∂xj

−35

9
|u0

per + vν |4/3vjν +
∂Φ0

ν

∂xj
u0

per + Φ0
ν

∂u0
per

∂xj
+
∂Φ0

ν

∂xj
vν + Φ0

νv
j
ν .

Using (2.21) and (2.25), we obtain (2.22).

2.4.6 End of the proof of Theorem 2.3.1

We have proven in the previous two sections that:

1. (2.16) has a unique minimizer vν ;

2. if (vn)n∈N is a minimizing sequence for (2.16), we can extract from (vn)n∈N a subse-
quence (vnk

)k∈N which converges to vν , weakly in H1(R3), and strongly in Lploc(R
3)

for all 1 ≤ p < 6, and such that (u0
pervnk

)k∈N converges to u0
pervν weakly in C.

By uniqueness of the limit, this implies that any minimizing sequence (vn)n∈N for (2.16)
converges to vν , weakly in H1(R3), and strongly in Lploc(R

3) for all 1 ≤ p < 6, and that
(u0

pervn)n∈N converges weakly to u0
pervν in C. Lastly, the existence of a minimizing sequence

for (2.16) satisfying (2.26) is a straightforward consequence of Lemma 2.4.3.
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2.4.7 Thermodynamic limit with a charge constraint

Let ν ∈ L1(R3)∩L2(R3). Clearly, vν,q,L is a minimizer of (2.32) if and only if u0
per + vν,q,L

is a minimizer of (2.2) with R = RL, ρnuc = ρnuc
per + νL and Q = ZL3 + q such that

u0
per +vν,q,L ≥ 0 in R3. It follows from Proposition 2.2.1 that (2.32) has a unique minimizer
vν,q,L, which satisfies vν,q,L ∈ H3

per(ΓL) →֒ C1(R3) ∩ L∞(R3) and u0
per + vν,q,L > 0 in R3,

and the Euler equation (2.34) for some µν,q,L ∈ R.
Let α = |Γ1|−1

´

Γ1
u0

per. For L large enough, α2 + q/|ΓL| ≥ 0 and the constant function

zL = −α+
√
α2 + q/|ΓL| satisfies zL ≥ −u0

per everywhere in R3 and
ˆ

ΓL

(2u0
perzL + z2

L) = q.

Using Lemma 2.4.1, Lemma 2.4.5, and the fact that |zL| ≤ CL−3 for some constant C
independent of L, we obtain

EνL(vν,q,L) ≤ EνL(zL)

=

ˆ

ΓL

(
|u0

per + zL|10/3 − |u0
per|10/3 −

10

3
|u0

per|7/3zL
)

+

ˆ

ΓL

(V 0
per − ǫ0F)z2

L

+
1

2
DRL

(
2u0

perzL + z2
L − νL, 2u

0
perzL + z2

L − νL
)

−→
L→∞

D(ν, ν).(2.73)

Besides, reasoning as in Section 2.4.3, we obtain

∀vL ∈ Q+,L, EνL(vL) ≥ β‖vL‖2
H1

per(ΓL), (2.74)

where the constant β > 0 is the same as in (2.65), and

∀vL ∈ Q+,L, DRL
(u0

pervL, u
0
pervL) ≤ EνL(vL) +

1

2
DRL

(v2
L − νL, v

2
L − νL)

≤ EνL(vL) +DRL
(v2
L, v

2
L) +DRL

(νL, νL).(2.75)

We infer from (2.73) and (2.74) that for each q ∈ R, there exists Cq ∈ R+ such that

∀L ∈ N∗, ‖vν,q,L‖H1
per(ΓL) ≤ Cq. (2.76)

By a diagonal extraction process similar to the one used in the proof of Lemma 2.4.6, we can
extract from (vν,q,L)L∈N∗ a subsequence (vν,q,Lk

)k∈N which converges to some ṽν ∈ H1(R3),
weakly in H1

loc(R
3), strongly in Lploc(R

3) for all 1 ≤ p < 6 and almost everywhere in R3

and such that
lim
k→∞

EνLk
(vν,q,Lk

) = lim inf
L→∞

EνL(vν,q,L).

In particular ṽν ≥ −u0
per almost everywhere in R3.

Let us now prove that u0
perṽν ∈ C. First, we notice that it follows from (2.73), (2.75)

and Lemma 2.4.4 that there exists a constant C̃q such that

DRL
(u0

pervν,q,L, u
0
pervν,q,L) ≤ C̃q. (2.77)

Besides, ∣∣∣∣
ˆ

ΓL

u0
pervν,q,L

∣∣∣∣ =
∣∣∣∣
1

2

(
q −

ˆ

ΓL

v2
ν,q,L

)∣∣∣∣ ≤
1

2

(
|q| + C2

q

)
,

and (u0
pervν,q,Lk

)k∈N converges to u0
perṽν strongly in L2

loc(R
3), hence in the distributional

sense. It therefore follows from Lemma 2.4.6 that u0
perṽν ∈ C. Thus, ṽν ∈ Q+.
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As (2.34) holds in H−1
per(ΓL), we can take u0

per as a test function. Using (2.11), we
obtain

µν,q,L

(
ZL3 +

ˆ

ΓL

vν,q,Lu
0
per

)
=

ˆ

ΓL

5

3

(
|u0

per + vν,q,L|7/3 − |u0
per|7/3 − |u0

per|4/3vν,q,L
)
u0

per

+DRL

(
(2u0

pervν,q,L + v2
ν,q,L − νL), (u0

per + vν,q,L)u0
per

)
.

Using (2.76), (2.77) and Lemma 2.4.1, we obtain
∣∣∣∣
ˆ

ΓL

5

3

(
|u0

per + vν,q,L|7/3 − |u0
per|7/3 − |u0

per|4/3vν,q,L
)
u0

per

∣∣∣∣ ≤ C ′
qL

3/2,

∣∣DRL

(
(2u0

pervν,q,L + v2
ν,q,L − νL), (u0

per + vν,q,L)u0
per

)∣∣ ≤ C ′
qL

5/2,
∣∣∣∣
ˆ

ΓL

vν,q,Lu
0
per

∣∣∣∣ ≤
1

2

(
|q| + C2

q

)
,

for some constant C ′
q independent of L, which allows us to conclude that (µν,q,L)L∈N∗ goes

to zero when L goes to infinity.

Note that using Lemma 2.4.6, we can pass to the limit in the Euler equation (2.34) in
the distributional sense, and prove that ṽν satisfies

(H0
per − ǫ0F )ṽν +

5

3

(
|u0

per + ṽν |7/3 − |u0
per|7/3 − |u0

per|4/3ṽν
)

+
(
(2u0

perṽν + ṽ2
ν − ν) ⋆ | · |−1

)
(u0

per + ṽν) = 0. (2.78)

We are now going to prove that Eν(ṽν) ≤ Eν(vν), which implies that ṽν = vν and, by
uniqueness of the limit, that the whole sequence (vν,q,L)L∈N∗ converges to vν weakly in
H1

loc(R
3), and strongly in Lploc(R

3) for all 1 ≤ p < 6.
Let ǫ > 0. From Lemma 2.4.3, there exists vǫν,q ∈ Q+ ∩ C2

c (R
3) such that

ˆ

ΓL

(2u0
perv

ǫ
ν,q + (vǫν,q)

2) = q

and
Eν(vν) ≤ Eν(vǫν,q) ≤ Eν(vν,q) + ǫ.

For L large enough, the RL-periodic function vǫν,q,L defined by vǫν,q,L|ΓL
= vǫν,q|ΓL

is in
the minimization set of (2.32). Using Lemma 2.4.5 and the fact that vǫν,q is compactly
supported, we have for L large enough vǫν,q,L ∈ Q+,L and

EνL(vν,q,L) ≤ EνL(vǫν,q,L) = 〈(H0
per − ǫ0F)vǫν,q, v

ǫ
ν,q〉H−1(R3),H1(R3)

+

ˆ

R3

(
|u0

per + vǫν,q|10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
perv

ǫ
ν,q + (vǫν,q)

2)

)

+
1

2
DRL

(
2u0

perv
ǫ
ν,q,L + (vǫν,q,L)2 − νL, 2u

0
perv

ǫ
ν,q,L + (vǫν,q,L)2 − νL

)

−→
L→∞

Eν(vǫν,q).

Therefore, for each ǫ > 0,
EνL(vν,q,L) ≤ Eν(vν) + 2ǫ,

for L large enough, so that

lim sup
L→∞

EνL(vν,q,L) ≤ Eν(vν). (2.79)
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We are now going to prove that

Eν(ṽν) ≤ lim inf
L→∞

EνL(vν,q,L). (2.80)

For each k ∈ N, we denote by

υ̃k := i∗Lk
vν,q,Lk

and wk := i∗Lk
(H0

per − ǫ0F)1/2vν,q,Lk
,

where the operator iLk
is defined by (2.61). As ‖υ̃k‖L2(R3) = ‖vν,q,Lk

‖L2
per(ΓLk

) and

‖wk‖2
L2(R3) = 〈(H0

per − ǫ0F)vν,q,Lk
, vν,q,Lk

〉H−1
per(ΓLk

),H−1
per(ΓLk

),

we can extract from (υ̃k)k∈N and (wk)k∈N subsequences (υ̃kn)n∈N and (wkn)n∈N which
weakly converge in L2(R3) to some υ̃ ∈ L2(R3) and w ∈ L2(R3) respectively, and such
that

lim
n→∞

Eν(vν,q,Lkn
) = lim inf

L→∞
Eν(vν,q,L).

As (vν,q,Lk
)k∈N converges to ṽν strongly in L2

loc(R
3), we have υ̃ = ṽν . Let us now prove

that w = (H0
per − ǫ0F)1/2ṽν . For each φ ∈ C∞

c (R3), we infer from Lemma 2.4.7 that

(w,φ)L2(R3) = lim
n→∞

(i∗Lkn
(H0

per − ǫ0F)1/2vν,q,Lkn
, φ)L2(R3)

= lim
n→∞

(i∗Lkn
(H0

per − ǫ0F)1/2iLkn
υ̃kn , φ)L2(R3)

= lim
n→∞

(υ̃kn , i
∗
Lkn

(H0
per − ǫ0F)1/2iLkn

φ)L2(R3)

= (ṽν , (H
0
per − ǫ0F)1/2φ)L2(R3) = ((H0

per − ǫ0F)1/2ṽν , φ)L2(R3).

As a consequence, w = (H0
per − ǫ0F)1/2ṽν .

Using the weak convergence of wkn to w = (H0
per − ǫ0F)1/2ṽν , Fatou’s Lemma and

Lemma 2.4.6, we thus obtain

Eν(ṽν) = ‖(H0
per − ǫ0F)1/2ṽν‖2

L2(R3)

+

ˆ

R3

(
|u0

per + ṽν |10/3 − |u0
per|10/3 −

5

3
|u0

per|4/3(2u0
perṽν + ṽ2

ν)

)

+
1

2
D
(
2u0

perṽν + ṽ2
ν − ν, 2u0

perṽν + ṽ2
ν − ν

)

≤ lim inf
n→∞

Eν(vν,q,Lkn
) = lim inf

L→∞
Eν(vν,q,L).

Hence (2.80). Collecting (2.79) and (2.80), we obtain that Eν(ṽν) ≤ Eν(vν) and therefore
that ṽν = vν since ṽν ∈ Q+ and (2.16) has a unique minimizer.

2.4.8 Thermodynamic limit without a charge constraint

Let (vn)n∈N be a minimizing sequence for (2.33). For all η > 0, for n large enough,

β‖vn‖2
H1

per(ΓL) ≤ EνL(vn) ≤ EνL(0) + η =
1

2
DRL

(νL, νL) + η.

Thus, (vn)n∈N is bounded in H1
per(ΓL). Extracting a converging subsequence and passing

to the liminf in the energy, we obtain a minimizer vν,L of (2.33), such that

β‖vν,L‖2
H1

per(ΓL) ≤
1

2
DRL

(νL, νL). (2.81)
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We also get
DRL

(u0
pervν,L, u

0
pervν,L) ≤ C̃, (2.82)

for some constant C̃ independent of L.
Clearly, u0

per + vν,L is a non-negative minimizer of

inf
{
ETFW

RL
(ρnuc

per + νL, wL), wL ∈ H1
per(ΓL)

}
.

Reasoning as in the proof of Proposition 2.2.1, we obtain that u0
per + vν,L is the only non-

negative minimizer of the above problem, and therefore that vν,L is the unique minimizer
of (2.33). Besides, vν,L ∈ H3

per(ΓL), u0
per + vν,L > 0 in R3, and vν,L is solution to the Euler

equation (2.35), which holds in H−1
per(ΓL). Taking u0

per as a test function, we get

ˆ

ΓL

5

3

(
|u0

per + vν,L|7/3 − |u0
per|7/3 − |u0

per|4/3vν,L
)
u0

per

+DRL

(
(2u0

pervν,L + v2
ν,L − νL), vν,Lu

0
per

)
+DRL

(
(2u0

pervν,L + v2
ν,L − νL), (u0

per)
2
)

= 0.

We now remark that the third term can be rewritten as

DRL

(
(2u0

pervν,L + v2
ν,L − νL), (u0

per)
2
)

= g1ZL
2

(
ˆ

ΓL

(2u0
pervν,L + v2

ν,L − νL)

)

+

ˆ

ΓL

(2u0
pervν,L + v2

ν,L − νL)W 0
per, (2.83)

where, as above, g1 = |Γ1|−1
´

Γ1
GR1 and where W 0

per is the unique solution in H2
per(Γ1) to





−∆W 0
per = 4π

(
ρ0
per − |Γ1|−1Z

)

W 0
per R1-periodic,

ˆ

Γ1

W 0
per = 0.

We finally obtain

g1ZL
2

(
ˆ

ΓL

(ν − (2u0
pervν,L + v2

ν,L))

)
=

ˆ

ΓL

5

3

(
|u0

per + vν,L|7/3 − |u0
per|7/3 − |u0

per|4/3vν,L
)
u0

per

+DRL

(
(2u0

pervν,L + v2
ν,L − νL), vν,Lu

0
per

)

+

ˆ

ΓL

(2u0
pervν,L + v2

ν,L − νL)W 0
per.

As the right hand side is bounded by CL3/2 for a constant C independent of L, it holds

lim
L→∞

ˆ

ΓL

(ν − (2u0
pervν,L + v2

ν,L)) = 0.

Proceeding mutatis mutandis as in the previous section, it can be shown that the
sequence (vν,L)L∈N∗ converges weakly inH1

loc(R
3) and strongly in Lploc(R

3) for all 1 ≤ p < 6,
towards the unique minimizer vν of (2.16).
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Chapter 3

Periodic Schrödinger operators with

local defects and spectral pollution

The results of this chapter are gathered in an article, written with Eric Cancès
and Yvon Maday, which was submitted to SIAM Journal of Numerical Analysis .
In this article, we prove that standard Galerkin methods for the discretization of
perturbed periodic Schrödinger operators are prone to spectral pollution and that
the corresponding spurious states can be interpreted as surface states. In a one-
dimensional setting, we can exactly characterize the set of spurious eigenvalues.
This is proved in Section 3.5.1 of this chapter.

We also prove that if periodic boundary conditions (instead of Dirichlet boundary
conditions) are used, if the simulation domain contains an integer number of unit
cells and a Fourier discretization is used, the supercell method does not produce
any pollution. However, when the simulation domain does not contain an integer
number of unit cells, spectral pollution occurs. Numerical simulations, whose results
are presented in Section 3.5.2, were performed to illustrate this situation.

Lastly, another method to circumvent the problem of spectral pollution is pro-
posed. It relies on the use of augmented finite elements discretization using the
so-called Wannier functions associated with the unperturbed periodic Schrödinger
operator. Details on how this method can be implemented in practice are given in
Section 3.5.3.
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Periodic Schrödinger operators with local defects

and spectral pollution1

Eric Cancès2 Virginie Ehrlacher2 Yvon Maday3

Abstract

This article deals with the numerical calculation of eigenvalues of perturbed periodic
Schrödinger operators located in spectral gaps. Such operators are encountered in the
modeling of the electronic structure of crystals with local defects, and of photonic crystals.
The usual finite element Galerkin approximation is known to give rise to spectral pollution.
In this article, we give a precise description of the corresponding spurious states. We then
prove that the supercell model does not produce spectral pollution. Lastly, we extend
results by Lewin and Séré on some no-pollution criteria. In particular, we prove that using
approximate spectral projectors enables one to eliminate spectral pollution in a given
spectral gap of the reference periodic Schrödinger operator.

3.1 Introduction

Periodic Schrödinger operators are encountered in the modeling of the electronic structure
of crystals, as well as the study of photonic crystals. They are self-adjoint operators on
L2(Rd) with domain H2(Rd) of the form

H0
per = −∆ + Vper,

where ∆ is the Laplace operator and Vper a R-periodic function of Lploc(R
d) (R being a

periodic lattice of Rd), with p = 2 if d ≤ 3, p > 2 for d = 4 and p = d/2 for d ≥ 5.
Such operators describe perfect crystals, by contrast with real crystals, in which the

underlying periodic structure is perturbed by the presence of local or extended defects.
In solid state physics, local defects are due to impurities, vacancies, or interstitial atoms,
while extended defects correspond to dislocations or grain boundaries. The properties of
the crystal can be dramatically affected by the presence of defects. In this article, we
consider the case of a d-dimensional crystal with a single local defect, whose properties are
encoded in the perturbed periodic Schrödinger operator

H = H0
per +W = −∆ + Vper +W, W ∈ L∞(Rd), W (x) →

|x|→∞
0. (3.1)
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2Université Paris Est, CERMICS, Projet MICMAC, Ecole des Ponts ParisTech - INRIA, 6

& 8 avenue Blaise Pascal, 77455 Marne-la-Vallée Cedex 2, France, (cances@cermics.enpc.fr,
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3Université Pierre et Marie Curie-Paris 6, UMR 7598, Laboratoire J.-L. Lions, Paris, F-75005
France, and Division of Applied Mathematics, Brown University, 182 George Street, Providence,
RI 02912, USA, (maday@ann.jussieu.fr)
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Note that we do not assume here that W is compactly supported. This allows us in
particular to handle the mean-field model considered in [37]. In the latter model, d = 3
and the self-consistent potential W generated by the defect is of the form W = ρ ⋆ | · |−1

with ρ ∈ L2(R3) ∩ C, C denoting the Coulomb space. Such potentials are continuous and
vanish at infinity, but are not compactly supported in general.

Computing the spectrum of the operator H is a key step to understand the properties of
the system. It is well known that the self-adjoint operator H0

per is bounded from below
on L2(Rd), and that the spectrum σ(H0

per) of H0
per is purely absolutely continuous, and

composed of a finite or countable number of closed intervals of R [163]. The open inter-
val laying between two such closed intervals is called a spectral gap. The multiplication
operator W being a compact perturbation of H0

per, it follows from Weyl’s theorem [163]
that H is self-adjoint on L2(Rd) with domain H2(Rd), and that H and H0

per have the same
essential spectrum:

σess(H) = σess(H
0
per) = σ(H0

per).

Contrarily to H0
per, which has no discrete spectrum, H may possess discrete eigenvalues.

While the discrete eigenvalues located below the minimum of σess(H) are easily obtained
by standard variational approximations (in virtue of the Rayleigh-Ritz theorem [163]), it
is more difficult to compute numerically the discrete eigenvalues located in spectral gaps,
for spectral pollution may occur [24].

In Section 3.2, we recall that the usual finite element Galerkin approximation may
give rise to spectral pollution [24], and give a precise description of the corresponding
spurious states. In Section 3.3, we show that the supercell model does not produce spectral
pollution. Lastly, we extend in Section 3.4 results by Lewin and Séré [134] on some no-
pollution criteria, which guarantee in particular that the numerical method introduced in
[37], involving approximate spectral projectors, and is spectral pollution free.

3.2 Galerkin approximation

The discrete eigenvalues of H and the associated eigenvectors can be obtained by solving
the variational problem

{
find (ψ, λ) ∈ H1(Rd) × R such that
∀φ ∈ H1(Rd), a(ψ, φ) = λ〈ψ, φ〉L2 ,

where 〈·, ·〉L2 is the scalar product of L2(Rd) and a the bilinear form associated with H:

a(ψ, φ) =

ˆ

Rd

∇ψ · ∇φ+

ˆ

Rd

(Vper +W )ψφ.

A sequence (Xn)n∈N of finite dimensional subspaces of H1(Rd) being given, we consider
for all n ∈ N, the self-adjoint operator H|Xn : Xn → Xn defined by

∀(ψn, φn) ∈ Xn ×Xn, 〈H|Xnψn, φn〉L2 = a(ψn, φn).

The so-called Galerkin method consists in approximating the spectrum of the operator H
by the eigenvalues of the discretized operators H|Xn for n large enough, the latter being
obtained by solving the variational problem

{
find (ψn, λn) ∈ Xn × R such that
∀φn ∈ Xn, a(ψn, φn) = λn〈ψn, φn〉L2 .

(3.2)
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According to the Rayleigh-Ritz theorem [163], under the natural assumption that the
sequence (Xn)n∈N satisfies

∀φ ∈ H1(Rd), inf
φn∈Xn

‖φ− φn‖H1 −→
n→∞

0, (3.3)

the Galerkin method allows to compute the eigenmodes of H associated with the discrete
eigenvalues located below the bottom of the essential spectrum. It is also known (see
e.g. [56] for details) that, as H is bounded below, (3.3) implies

σ(H) ⊂ lim inf
n→∞

σ (H|Xn) , (3.4)

where the right-hand side is the limit inferior of the sets σ (H|Xn), that is the set of the
complex numbers λ such that there exists a sequence (λn)n∈N, with λn ∈ σ(H|Xn) for each
n ∈ N, converging toward λ. In particular, any discrete eigenvalue λ of the operator H is
well-approximated by a sequence of eigenvalues of the discretized operators H|Xn . On the
other hand, (3.3) is not strong enough an assumption to prevent spectral pollution. Some
sequences of eigenvalues of σ(H|Xn) may indeed converge to a real number which does not
belong to the spectrum of H:

lim sup
n→∞

σ (H|Xn) * σ(H) in general, (3.5)

where the limit superior of the sets σ (H|Xn) is the set of the complex numbers λ such that
there exists a subsequence (σ(H|Xnk

))k∈N of (σ(H|Xn))n∈N for which

∀k ∈ N, ∃λnk
∈ σ(H|Xnk

) and lim
k→∞

λnk
= λ.

Spectral pollution has been observed in many situations in physics and mechanics, and
this phenomenon is now well-documented (see e.g. [66] and references therein). In [24],
Boulton and Levitin report numerical simulations on perturbed periodic Schrödinger oper-
ators showing that “the natural approach of truncating Rd to a large compact domain and
applying the projection method to the corresponding Dirichlet problem is prone to spectral
pollution”. Truncating Rd indeed seems reasonable since it is known that the bound states
of H decay exponentially fast at infinity [147, 168]. The following result provides details
on the behavior of the spurious modes when the approximation space is constructed using
the finite element method.

Proposition 3.2.1. Let (T ∞
n )n∈N be a sequence of uniformly regular meshes of Rd, invari-

ant with respect to the translations of the lattice R, and such that hn := maxK∈T ∞
n

diam(K)→n→∞ 0.
Let (Ωn)n∈N be an increasing sequence of closed convex sets of Rd converging to Rd, Tn :=
{K ∈ T ∞

n |K ⊂ Ωn} and Xn the finite-dimensional approximation space of H1
0 (Ωn) →֒

H1(Rd) obtained with Tn and Pm finite elements (m ∈ N∗). Let λ ∈ lim supn→∞ σ (H|Xn)\
σ(H) and (ψnk

, λnk
) ∈ Xnk

× R be such that H|Xnk
ψnk

= λnk
ψnk

, ‖ψnk
‖L2 = 1 and

limk→∞ λnk
= λ. Then, the sequence (ψnk

)k∈N, considered as a sequence of functions of
H1(Rd), converges to 0 weakly in H1(Rd) and strongly in Lqloc(R

d), with q = ∞ if d = 1,
q <∞ if d = 2 and q < 2d/(d − 2) if d ≥ 3, in the sense that

∀K ⊂ Rd, K compact,

ˆ

K
|ψnk

|q −→
k→∞

0,

and it holds

∀ǫ > 0, ∃R > 0 s. t. lim inf
k→∞

ˆ

∂Ωnk
+B(0,R)

|ψnk
|2 ≥ 1 − ǫ. (3.6)
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The latter result shows that the mass of the spurious states concentrates on the bound-
ary of the simulation domain Ωnk

.

This phenomenon is clearly observed on the two dimensional numerical simulations re-
ported below, which have been performed with the finite element software FreeFem++ [1],
with Vper(x, y) = cos(x)+3 sin(2(x+y)+1) and W (x, y) = −(x+2)2(2y−1)2 exp(−(x2 +
y2)). We have checked numerically, using the Bloch decomposition method, that there
is a gap (α, β), with α ≃ −0.341 and β ≃ 0.016, between the first and second bands of
H0

per = −∆ + Vper. We have also checked numerically, using the pollution free supercell
method (see Theorem 3.3.1 below), that H = H0

per + W has exactly one eigenvalue in
the gap (α, β) approximatively equal to −0.105. Our simulations have been performed
with a sequence of P1-finite element approximation spaces (Xn)40≤n≤100, where for each
40 ≤ n ≤ 100,

• Ωn =
[
−4π

mn

n
, 4π

mn

n

]2
, with mn =

[
n

(
n− 40

20
+ 5

)]
;

• T ∞
n is a uniform 2πZ2-periodic mesh of R2 consisting of 2n2 isometrical isoceles

rectangular triangles per unit cell.

The spectra ofH|Xn in the gap (α, β) for 40 ≤ n ≤ 100 are displayed on Fig. 3.1. We clearly
see that all these operators have an eigenvalue close to −0.1, which is an approximation of
a true eigenvalue of H. The corresponding eigenfunction for n = 88 (blue circle on Fig. 3.1)
is displayed on Fig. 3.2 (top); as expected, it is localized in the vicinity of the defect. On the
other hand, most of these discretized operators have several eigenvalues in the range (α, β),
which cannot be associated with an eigenvalue of H, and can be interpreted as spurious
modes. The eigenfunction of H|Xn close to −0.290, obtained for n = 88 (blue square on
Fig. 3.1), is displayed on Fig. 3.2 (bottom); in agreement with the analysis carried out
in Proposition 3.2.1, it is localized in the vicinity of the boundary of the computational
domain.
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Figure 3.1: Spectrum of H|Xn in the gap (α, β) for 40 ≤ n ≤ 100
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Proposition 3.2.1 provides a characterization of the spurious eigenstates. Note that for
any λ ∈ Conv(σess(H)) \ σ(H), there exist sequences of simulation domains (Ωn)n∈N and
meshes (T ∞

n )n∈N satisfying the assumptions of Proposition 3.2.1 and such that, if Xn is
the finite-dimensional approximation space of H1

0 (Ωn) →֒ H1(Rd) obtained with Ωn, T ∞
n

and Pm finite elements, then λ ∈ lim infn→∞ σ (H|Xn).
To see this, let us consider for each t > 0 the domain Ωt := B(0, t) and the self-adjoint

operator Ht := −∆+Vper +W on L2(Ωt) with domain H2(Ωt)∩H1
0 (Ωt). The operator Ht

being bounded below, with compact resolvent, its spectrum is purely discrete. We denote
by ǫ1(t) ≤ ǫ2(t) ≤ ǫ3(t) ≤ · · · its eigenvalues counted with their multiplicities. It readily
follows from the min-max principle (see e.g. [163]) that

• for each t > 0, ǫj(t) ↑
j→+∞

+∞;

• for each j ∈ N∗, the function t 7→ ǫj(t) is non-increasing and continuous, and satisfies

ǫj(t) ↓
t→+∞

λj(H) := inf
Yj∈Yj

sup
v∈Yj\{0}

a(v, v)

‖v‖2
L2

≤ minσess(H
0
per),

where Yj is the set of the vector subspaces of H1(Rd) of dimension j.

This implies that for all λ ∈ Conv(σess(H)) \ σ(H), there exists a sequence (tn)n∈N such
that tn −→

n→∞
+∞ and dist(λ, σ(Htn)) −→

n→∞
0. Besides, for all t > 0, if (T ∞

n )n∈N is a sequence

of uniformly regular meshes such that hn := max
K∈T ∞

n

diam(K) goes to 0 as n goes to infinity,

it holds that limn→∞H|Xt
n

= σ(Ht), where Xt
n is the Pm finite-element discretization space

of H1
0 (Ωt) →֒ H1(Rd) built from T ∞

n . Thus, for all λ ∈ Conv(σess(H)) \ σ(H), there exists
an increasing sequence (tn)n∈N of positive real numbers going to infinity, and an increasing
mapping φ : N∗ → N∗ such that

λ ∈ liminf
n→∞

σ(H|Xtn
φ(n)

).

A natural question is of course whether spectral pollution occurs for a given sequence of
simulation domains (Ωn)n∈N and meshes (T ∞

n )n∈N satisfying the assumptions of Propo-
sition 3.2.1. However, it seems difficult to answer this question with a pen and paper
analysis.

Remark 3.2.1. Using the results in [185], it is possible to characterize the spurious states
generated by finite element discretizations of one-dimensional perturbed Schrödinger oper-
ators: for R = bZ and Ωn = [−(n+ t)b, (n+ t)b], the spurious eigenvalues are the discrete
eigenvalues in [min(σ(H0

per)),+∞) \ σ(H) of the operators H+(t) on L2(R+) with domain
H2(R+)∩H1

0 (R+) and H−(t) on L2(R−) with domain H2(R−)∩H1
0 (R−), respectively de-

fined by H±(t) = − d2

dx2
+Vper(x∓tb). Besides, the spurious eigenvectors of H|Xn converge

(in some sense, and up to translation) to the discrete eigenvectors of H±(t). As

 ⋃

t∈[0,b)

σ(H±(t))


 ∩ [min(σ(H0

per)),+∞) = [min(σ(H0
per)),+∞),

any λ ∈ [min(σ(H0
per)),+∞) \σ(H) is a spurious eigenvalue, in the sense that there exists

an increasing sequence (Ωn)n∈N of closed intervals of R converging to R such that

λ ∈ lim inf
n→∞

σ(H|Xn).

We refer to Section 3.5.1 of Appendix 3.5 for a proof and a numerical illustration of this
result. The proof of similar results for d ≥ 2 is work in progress.
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Figure 3.2: A true eigenfunction, localized close to the defect (top), and a “spurious”
eigenfunction, localized close to the boundary (bottom).

Proof of Proposition 3.2.1.

Convergence of (ψnk
)k∈N. We first notice that, since H = −1

2∆+ 1
2 (−∆ + 2Vper)+W , with

W bounded in L∞(Rd) and −∆ + 2Vper bounded below, there exists a constant C ∈ R+

such that
∀ψ ∈ H1(Rd), a(ψ,ψ) ≥ 1

2
‖∇ψ‖2

L2 − C‖ψ‖2
L2 . (3.7)

As
∀k ∈ N, ‖ψnk

‖L2 = 1 and a(ψnk
, ψnk

) = λnk
−→
k→∞

λ,

we infer from (3.7) that the sequence (ψnk
)k∈N is bounded in H1(Rd). It therefore con-

verges, up to extraction, to some function φ ∈ H1(Rd), weakly in H1(Rd), and strongly in
Lqloc(R

d) with q = ∞ if d = 1, q < ∞ if d = 2 and q < 2d/(d − 2) if d ≥ 3. It is easy to
deduce from (3.3) and the continuity of a on H1(Rd) ×H1(Rd) that φ satisfies Hφ = λφ
and therefore that φ = 0 since λ /∈ σ(H) by assumption. Consequently, the whole sequence
(ψnk

)k∈N converges to zero weakly in H1(Rd) and strongly in Lqloc(R
d).

Proof of (3.6). We argue by contradiction. Assume that there exists ǫ > 0 such that

∀R > 0, lim inf
k→∞

ˆ

∂Ωnk
+B(0,R)

|ψnk
|2 < 1 − ǫ.
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As ‖ψnk
‖L2 = 1 for all k, the above inequality also reads

∀R > 0, lim sup
k→∞

ˆ

ΩR
nk

|ψnk
|2 > ǫ,

where ΩR
nk

= {x ∈ Ωnk
| d(x, ∂Ωnk

) ≥ R}. We could then extract from (ψnk
)k∈N a subse-

quence, still denoted by (ψnk
)k∈N, such that there exists an increasing sequence (Rnk

)k∈N

of real numbers going to infinity for which

∀k ∈ N,
ˆ

Ω
Rnk
nk

|ψnk
|2 ≥ ǫ.

In the sequel, we denote by

C0(T ∞
n ) =

{
v ∈ C0(Rd) | ∀K ∈ T ∞

n , v|K ∈ Pm
}

the set of continuous functions built from T ∞
n and Pm-finite elements, by Pn the interpo-

lation operator from C0(Rd) onto C0(T ∞
n ), and by

X∞
n = C0(T ∞

n ) ∩H1(Rd).

The space X∞
n is an (infinite dimensional) closed subspace of H1(Rd). Obviously Xn →֒

X∞
n . We then introduce a sequence (χnk

)k∈N of functions of C∞
c (Rd) such that for all

k ∈ N,

Supp(χnk
) ⊂ Ωnk

, χk ≡ 1 on Ω
Rnk
nk , and ∀|α| ≤ (m+ 1), ‖∂αχnk

‖L∞ ≤ CR−|α|
nk

, (3.8)

for a constant C ∈ R+ independent of k.

The rest of the proof is divided into three steps.

Step 1. We first prove that for all k ∈ N such that hnk
≤ 1,

∀φ∞nk
∈ X∞

nk
, ‖χnk

φ∞nk
− Pnk

(χnk
φ∞nk

)‖H1 ≤ Chnk
R−1
nk

‖φ∞nk
‖H1 , (3.9)

for some constant C independent of k and φ∞nk
.

Let us recall some classical direct and inverse inequalities used in finite element analysis (see
e.g. [83]). Since the sequence of meshes (T ∞

n )n∈N is assumed to be uniformly regular, there
exists C ∈ R+ such that for all n ∈ N and K ∈ T ∞

n , we have

• for all v ∈ C0(Rd),

‖v|K − (Pnv)|K‖H1(K) ≤ Chmn max
|α|=m+1

‖∂αv|K‖L2(K), (3.10)

• for all v∞n ∈ X∞
n and β ∈ Nd with 2 ≤ |β| ≤ m,

‖∂βv∞n |K‖L2(K) ≤ Ch−(|β|−1)
n ‖v∞n |K‖H1(K). (3.11)
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To prove (3.9), we notice that for all K ∈ Tnk
, (χnk

φ∞nk
)|K ∈ C∞(K), and ∂βφ∞nk

|K = 0 if
|β| = m+ 1, so that

‖χnk
φ∞nk

− Pnk
(χnk

φ∞nk
)‖2
H1 =

∑

K∈Tnk

‖(χnk
φ∞nk

)|K − (Pnk
(χnk

φ∞nk
))|K‖2

H1(K)

≤ Ch2m
nk

∑

K∈Tnk

max
|α|=m+1

‖∂α(χnk
φ∞nk

)|K‖2
L2(K)

≤ Ch2m
nk

∑

K∈Tnk

max
|α|=m+1

∑

β≤α
‖∂α−βχnk

‖2
L∞‖∂βφ∞nk

|K‖2
L2(K)

≤ Ch2m
nk
R−2
nk

∑

K∈Tnk

max
|β|≤m

‖∂βφ∞nk
|K‖2

L2(K)

≤ Ch2m
nk
R−2
nk

∑

K∈Tnk

(1 + h−2(m−1)
nk

)‖φ∞nk
|K‖2

H1(K)

≤ Ch2
nk
R−2
nk

‖φ∞nk
‖2
H1 ,

where we have used (3.10), (3.11) and (3.8) to obtain the first, fourth, and third inequalities
respectively.

Step 2. Let ψ̃nk
= Pnk

(χnk
ψnk

). In this second step, we are going to prove that

∀φ∞nk
∈ X∞

nk
,
∣∣∣(a0 − λnk

)(ψ̃nk
, φ∞nk

)
∣∣∣ ≤ ηnk

‖φ∞nk
‖H1 , (3.12)

where (ηnk
)k∈N is a sequence of positive real numbers going to 0 at infinity.

For all k ∈ N, ‖ψ̃nk
‖L2 ≥ ǫ1/2 and for all φ∞nk

∈ X∞
nk

,

(a− λnk
)(ψ̃nk

, φ∞nk
) = (a− λnk

)(χnk
ψnk

, φ∞nk
)

−(a− λnk
)(χnk

ψnk
− Pnk

(χnk
ψnk

), φ∞nk
)

= (a− λnk
)(ψnk

, χnk
φ∞nk

)

−(a− λnk
)(χnk

ψnk
− Pnk

(χnk
ψnk

), φ∞nk
)

−
ˆ

Rd

(∆χnk
ψnk

φ∞nk
+ 2φ∞nk

∇χnk
· ∇ψnk

)

= (a− λnk
)(ψnk

, χnk
φ∞nk

− Pnk
(χnk

φ∞nk
))

−(a− λnk
)(χnk

ψnk
− Pnk

(χnk
ψnk

), φ∞nk
)

−
ˆ

Rd

(∆χnk
ψnk

φ∞nk
+ 2φ∞nk

∇χnk
· ∇ψnk

),

where we have used that (a − λnk
)(ψnk

, Pnk
(χnk

φ∞nk
)) = 0 since Pnk

(χnk
φ∞nk

) ∈ Xnk
.

Denoting by

a0(ψ, φ) =

ˆ

Rd

∇ψ · ∇φ+

ˆ

Rd

Vperψφ,

we end up with

(a0 − λnk
)(ψ̃nk

, φ∞nk
) = (a− λnk

)(ψnk
, χnk

φ∞nk
− Pnk

(χnk
φ∞nk

))

−(a− λnk
)(χnk

ψnk
− Pnk

(χnk
ψnk

), φ∞nk
)

−
ˆ

Rd

(∆χnk
ψnk

φ∞nk
+ 2φ∞nk

∇χnk
· ∇ψnk

)

−
ˆ

Rd

Wψ̃nk
φ∞nk

. (3.13)
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Using the boundedness of (ψnk
)k∈N in H1(Rd), the properties of χnk

and W , and the fact
that (ψnk

)k∈N strongly converges to 0 in L2
loc(R

d), we deduce from (3.13) and (3.9) that

∀φ∞nk
∈ X∞

nk
,
∣∣∣(a0 − λnk

)(ψ̃nk
, φ∞nk

)
∣∣∣ ≤ ηnk

‖φ∞nk
‖H1 ,

where the sequence of positive real numbers (ηnk
)k∈N goes to zero when k goes to infinity.

Step 3. Let us finally construct a particular sequence of test functions (φ∞nk
)k∈N for (3.12),

which will allow us to complete our argument by contradiction. We can use Bloch theory
(see e.g. [163]) and expand the functions of X∞

nk
as

φ∞nk
(x) =

 

Γ∗

(φ∞nk
)q(x) dq,

where Γ∗ is the first Brillouin zone of the perfect crystal, and where for all q ∈ Γ∗,

(φ∞nk
)q(x) =

∑

R∈R
φ∞nk

(x+R)e−iq·R.

For each q ∈ Γ∗, the function (φ∞nk
)q belongs to the complex Hilbert space

L2
q(Γ) :=

{
v(x)eiq·x, v ∈ L2

loc(R
d), v R-periodic

}
,

where Γ denotes the Wigner-Seitz cell of the lattice R (notice that the functions (φ∞nk
)q

are complex-valued). Recall that if R = bZd (cubic lattice of parameter b > 0), then
Γ = (−b/2, b/2]d and Γ∗ = (−π/b, π/b]d. Besides, if for all φq ∈ L2

q(Γ),

‖φq‖2
L2

q(Γ) :=

ˆ

Γ
|φq(x)|2 dx,

it holds that ∥∥φ∞nk

∥∥2

L2 =

 

Γ∗

∥∥(φ∞nk
)q
∥∥2

L2
q(Γ)

dq.

The mesh T ∞
nk

being invariant with respect to the translations of the lattice R, it holds in
fact

(φ∞nk
)q ∈ C0(T ∞

nk
) ∩ L2

q(Γ).

We thus have for all φ∞nk
∈ X∞

nk
,

(a0 − λnk
)(ψ̃nk

, φ∞nk
) =

 

Γ∗

(a0
q − λn)((ψ̃nk

)q, (φ
∞
nk

)q) dq,

where

a0
q(ψq, φq) =

ˆ

Γ
∇ψ∗

q · ∇φq +

ˆ

Γ
Vperψ

∗
qφq. (3.14)

Let (en,l,q, ǫn,l,q)1≤l≤Nn , ǫn,1,q ≤ ǫn,2,q ≤ · · · ≤ ǫn,Nn,q, be an L2
q(Γ)-orthonormal basis of

eigenmodes of a0
q in C0(T ∞

n ) ∩ L2
q(Γ). Expanding (ψ̃nk

)q in the basis (enk ,l,q)1≤l≤Nnk
, we

get

(ψ̃nk
)q =

Nnk∑

j=1

cnk,j,qenk,j,q.

Choosing φ∞nk
such that

(φ∞nk
)q =

Nnk∑

j=1

cnk,j,q(1ǫnk,j,q−λnk
≥0 − 1ǫnk,j,q−λnk

<0)enk,j,q,
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we obtain ‖φ∞nk
‖L2 = ‖ψ̃nk

‖L2 and

(a0 − λnk
)(ψ̃nk

, φ∞nk
) =

 

Γ∗

Nnk∑

j=1

|ǫnk,j,q − λnk
| |cnk ,j,q|2.

It is easy to check that lim inf
k→∞

min
j,q

|ǫnk,j,q − λnk
| = ζ := dist(λ, σ(H0

per)) > 0. Hence,

lim inf
k→∞

(a0 − λnk
)(ψ̃nk

, φ∞nk
) ≥ ζ

 

Γ∗

Nnk∑

j=1

|cnk,j,q|2 = ζ‖ψ̃nk
‖2
L2 ≥ ζǫ.

Besides,
‖φ∞nk

‖L2 = ‖ψ̃nk
‖L2 and a0(φ∞nk

, φ∞nk
) = a0(ψ̃nk

, ψ̃nk
),

which implies that the sequence (φ∞nk
)k∈N is bounded in H1(Rd). Consequently,

0 < ζǫ ≤ lim inf
k→∞

(a0 − λnk
)(ψ̃nk

, φ∞nk
) ≤ lim inf

k→∞
ηnk

‖φ∞nk
‖H1 = 0.

We reach a contradiction.

A careful look on the above proof shows that the assumptions in Proposition 3.2.1 can
be weakened: in particular, the mesh Tn can be refined in the regions where |W | is large,
and coarsened in the vicinity of the boundary of Ωn.

3.3 Supercell method

In solid state physics and materials science, the current state-of-the-art technique to com-
pute the discrete eigenvalues of a perturbed periodic Schrödinger operator in spectral gaps
is the supercell method. Let R be the periodic lattice of the host crystal and Γ its Wigner-
Seitz cell. In the case of a cubic lattice of paramater b > 0, we have R = bZd and
Γ = (−b/2, b/2]d . The supercell method consists in solving the spectral problem

{
find (ψL,N , λL,N ) ∈ XL,N × R such that
∀φL,N ∈ XL,N , aL(ψL,N , φL,N ) = λL,N〈ψL,N , φL,N 〉L2

per(ΓL),
(3.15)

where ΓL = LΓ (with L ∈ N∗) is the supercell,

L2
per(ΓL) =

{
uL ∈ L2

loc(R
d) | uL LR-periodic

}
,

aL(uL, vL) =

ˆ

ΓL

∇uL · ∇vL +

ˆ

ΓL

(Vper +W )uLvL, 〈uL, vL〉L2
per(ΓL) =

ˆ

ΓL

uLvL,

and XL,N is a finite dimensional subspace of

H1
per(ΓL) =

{
uL ∈ L2

per(ΓL) | ∇uL ∈
(
L2

per(ΓL)
)d}

.

We denote by HL,N = HL|XL,N
, where HL is the unique self-adjoint operator on L2

per(ΓL)
associated with the quadratic form aL. It then holds that D(HL) = H2

per(ΓL),

∀φL ∈ H2
per(ΓL), HLφL = −∆φL + (Vper +WL)φL,
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and
∀φL,N ∈ XL,N , HL,NφL,N = −∆φL,N + ΠXL,N

((Vper +WL)φL,N ) ,

where WL ∈ L∞
per(ΓL) denotes the LR-periodic extension of W |ΓL

and ΠXL,N
is the or-

thogonal projector of L2
per(ΓL) on XL,N for the L2

per(ΓL) inner product.
Again for the sake of clarity, we restrict ourselves to cubic lattices (R = bZd) and to the

most popular discretization method for supercell model, namely the Fourier (also called
planewave) method. We therefore consider approximation spaces of the form

XL,N =





∑

k∈2π(bL)−1Zd | |k|≤2π(bL)−1N

ckeL,k
∣∣ ∀k, c−k = c∗k



 ,

where eL,k(x) = |ΓL|−1/2eik·x.
From the classical Jackson inequality for Fourier truncation, we deduce by scaling the

following property of the discretization spaces XL,N : for all real numbers r and s such that
0 ≤ r ≤ s, there exists a constant C > 0 such that for all L ∈ N∗ and all φL ∈ Hs

per(ΓL),

‖φL − ΠXL,N
φL‖Hr

per(ΓL) ≤ C

(
L

N

)s−r
‖φL‖Hs

per(ΓL). (3.16)

Our analysis of the supercell method requires some assumption on the potential Vper. We
define the functional space Mper(Γ) as

Mper(Γ) =

{
v ∈ L2

per(Γ) | ‖v‖Mper(Γ) := sup
L∈N∗

sup
w∈H1

per(ΓL)\{0}

‖vw‖L2
per(ΓL)

‖w‖H1
per(ΓL)

<∞
}
.

It is quite standard to prove that Mper(Γ) is a normed space and that the space of the
R-periodic functions of class C∞ is dense in Mper(Γ). We denote the R-periodic Lorentz
spaces [15] by Lp,qper(Γ).

Proposition 3.3.1. The following embeddings are continuous:

for d = 1, L2
per(Γ) →֒ Mper(Γ),

for d = 2, L2,∞
per (Γ) →֒ Mper(Γ),

for d = 3, L3,∞
per (Γ) →֒ Mper(Γ).

Proof. We only prove the result for d = 3; the other two embeddings are obtained by
similar arguments. Let us first recall that the Lorentz space L3,∞(Γ) is a L2-multiplier
of L6,2(Γ) (this can be seen by combining results on convolution multiplier spaces [8] and
continuity properties of the Fourier transform on Lorentz spaces [15]), in the sense that

∃C1 ∈ R+ | ∀f ∈ L3,∞(Γ), ∀g ∈ L6,2(Γ), ‖fg‖L2(Γ) ≤ C1‖f‖L3,∞(Γ)‖g‖L6,2(Γ).

Besides, the embedding of H1(Γ) into L6,2(Γ) is continuous (see [4] for instance)

∃C2 ∈ R+ | ∀g ∈ H1(Γ), ‖g‖L6,2(Γ) ≤ C2‖g‖H1(Γ). (3.17)
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Let v ∈ L3,∞
per (Γ). Denoting by IL := R ∩ (−Lb/2, Lb/2]3, we have, for all w ∈ H1

per(ΓL),

‖vw‖2
L2

per(ΓL) =

ˆ

ΓL

|vw|2 =
∑

R∈IL

ˆ

Γ+R
|v(x)w(x)|2 dx

=
∑

R∈IL

ˆ

Γ
|v(x)w(x +R)|2 dx =

∑

R∈IL

‖vw(. +R)‖2
L2(Γ)

≤ C2
1

∑

R∈IL

‖v‖2
L3,∞(Γ)‖w(. +R)‖2

L6,2(Γ)

≤ C2
1‖v‖2

L3,∞(Γ)

∑

R∈IL

‖w(. +R)‖2
L6,2(Γ)

≤ C2
1C

2
2‖v‖2

L3,∞(Γ)

∑

R∈IL

‖w(. +R)‖2
H1(Γ)

≤ C2
1C

2
2‖v‖2

L3,∞(Γ)

∑

R∈IL

ˆ

Γ

(
|w(x+R)|2 + |∇w(x+R)|2

)
dx

≤ C2
1C

2
2‖v‖2

L3,∞(Γ)

ˆ

ΓL

(
|w(x)|2 + |∇w(x)|2

)
dx

≤ C2
1C

2
2‖v‖2

L3,∞(Γ)‖w‖2
H1

per(ΓL).

Therefore, v ∈ Mper(Γ) and ‖v‖Mper(Γ) ≤ C1C2‖v‖L3,∞(Γ).

Remark 3.3.1. In dimension 3, the R-periodic Coulomb kernel G1 defined by

−∆G1 = 4π

(
∑

R∈R
δR − |Γ|−1

)
, min

x∈R3
G1(x) = 0,

is in L3,∞
per (Γ), hence in Mper(Γ). The functional setting we have introduced therefore allows

us to deal with the electronic structure of crystals containing point-like nuclei.

Theorem 3.3.1. Assume that Vper ∈ Mper(Γ). Then

lim
N,L→∞|N/L→∞

σ(HL,N ) = σ(H).

Proof.

Step 1. Let us first establish that

σ(H) ⊂ lim inf
N,L→∞|N/L→∞

σ(HL,N ).

Let λ ∈ σ(H) and (NL)L∈N∗ be a sequence of integers such that
NL

L
−→
L→∞

∞. Let ǫ > 0

and ψ ∈ C∞
c (Rd) be such that ‖ψ‖L2 = 1 and ‖(H − λ)ψ‖L2 ≤ ǫ. We denote by ψL the

LR-periodic extension of ψ|ΓL
. Since ψ is compactly supported, there exists L0 ∈ N∗ such

that for all L ≥ L0, Supp(ψ) ⊂ ΓL. Consequently, for all L ≥ L0,

‖ψL‖L2
per(ΓL) = 1 and ‖(HL − λ)ψL‖L2

per(ΓL) ≤ ǫ.
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Let ψL,NL
:= ΠXL,NL

ψL. We are going to prove that

‖(HL − λ)ψL − (HL,NL
− λ)ψL,NL

‖L2
per(ΓL) −→

L→∞
0. (3.18)

First, we infer from (3.16) and the density of H1
0 (Ω) in L2(Ω) for any bounded domain Ω

of Rd, that

∀φ ∈ L2
c(R

d), ‖(1 − ΠXL,NL
)φL‖L2

per(ΓL) −→
L→∞

0,

where L2
c(R

d) denotes the space of the square integrable functions on Rd with compact
supports, and where φL is the LR-periodic extension of φ|ΓL

. As ψ, ∆ψ, Vperψ and Wψ
are square integrable, with compact supports, we therefore have for all L ≥ L0,

‖ψL − ψL,NL
‖L2

per(ΓL) =
∥∥∥
(
1 − ΠXL,NL

)
ψL

∥∥∥
L2

per(ΓL)
−→
L→∞

0,

‖ − ∆ψL + ∆ψL,NL
‖L2

per(ΓL) =
∥∥∥
(
1 − ΠXL,NL

)
(−∆ψ)L

∥∥∥
L2

per(ΓL)
−→
L→∞

0,

‖WLψL − ΠXL,NL
(WLψL)‖L2

per(ΓL) =
∥∥∥
(
1 − ΠXL,NL

)
(Wψ)L

∥∥∥
L2

per(ΓL)
−→
L→∞

0,

‖VperψL − ΠXL,NL
(VperψL)‖L2

per(ΓL) =
∥∥∥
(
1 − ΠXL,NL

)
(Vperψ)L

∥∥∥
L2

per(ΓL)
−→
L→∞

0.

We infer from the last two convergence results that, on the one hand,

‖WLψL − ΠXL,NL
(WLψL,NL

)‖L2
per(ΓL)

≤
∥∥∥WLψL − ΠXL,NL

(WLψL)
∥∥∥
L2

per(ΓL)
+
∥∥∥ΠXL,NL

(WL(ψL − ψL,NL
))
∥∥∥
L2

per(ΓL)

≤
∥∥∥WLψL − ΠXL,NL

(WLψL)
∥∥∥
L2

per(ΓL)
+ ‖W‖L∞ ‖ψL − ψL,NL

‖L2
per(ΓL)

−→
L→∞

0,

and that, on the other hand,

‖VperψL − ΠXL,NL
(VperψL,NL

)‖L2
per(ΓL)

≤
∥∥∥VperψL − ΠXL,NL

(VperψL)
∥∥∥
L2

per(ΓL)
+
∥∥∥ΠXL,NL

(Vper(ψL − ψL,NL
))
∥∥∥
L2

per(ΓL)

≤
∥∥∥
(
1 − ΠXL,NL

)
VperψL

∥∥∥
L2

per(ΓL)
+ ‖Vper‖Mper(Γ)‖ψL − ψL,NL

‖H1
per(ΓL)

−→
L→∞

0.

Collecting the above results, we obtain (3.18). Thus, for L large enough,

‖(HL,NL
− λ)ψL,NL

‖L2
per(ΓL) ≤ 2ε.

As ‖ψL,NL
‖L2

per(ΓL) = 1 for all L ≥ L0, we infer that for L large enough, dist(λ, σ(HL,NL
)) ≤

2ǫ, so that λ ∈ lim inf
L→∞

σ(HL,NL
).

Step 2. Let us now prove that

lim sup
N,L→∞|N/L→∞

σ(HN,L) ⊂ σ(H).
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We argue by contradiction, assuming that there exists λ ∈ R \ σ(H) and a sequence
(Lk, Nk)k∈N with Lk →

k→∞
∞, Nk →

k→∞
∞, Nk/Lk →

k→∞
∞, such that for each k, there exists

(ψLk ,Nk
, λLk ,Nk

) ∈ XLk,Nk
× R satisfying

{
∀φLk,Nk

∈ XLk ,Nk
, aLk

(ψLk,Nk
, φLk ,Nk

) = λLk,Nk
〈ψLk ,Nk

, φLk ,Nk
〉L2

per(ΓLk
)

‖ψLk,Nk
‖L2(ΓLk

) = 1,

and lim
k→∞

λLk,Nk
= λ. Each function ψLk ,Nk

is then solution to the PDE

−1

2
∆ψLk,Nk

+ ΠXLk,Nk
((Vper +WLk

)ψLk ,Nk
) = λLk,Nk

ψLk,Nk
. (3.19)

Reasoning as in the proof of Proposition 3.2.1, it can be checked that the sequence
(‖ψLk ,Nk

‖H1
per(ΓLk

))k∈N is bounded, and that

ψLk,Nk
−→
k→∞

0 in L2
loc(R

d). (3.20)

For all k, we consider a cut-off function χk ∈ C∞
c (Rd) such that 0 ≤ χk ≤ 1 on Rd, χk ≡ 1

on ΓLk
, Supp(χk) ⊂ (Lk + L

1/2
k )Γ, ‖∇χk‖L∞ ≤ CL

−1/2
k , and ‖∆χk‖L∞ ≤ CL−1

k for some
constant C ∈ R+ independent of k. We then set ψ̃k = χkψLk,Nk

. It holds ψ̃k ∈ H2(Rd),
1 ≤ ‖ψ̃k‖L2 ≤ 2d/2 and

−1

2
∆ψ̃k + Vperψ̃k − λψ̃k = χk

(
VperψLk ,Nk

− ΠXLk,Nk
(VperψLk ,Nk

)
)

−χkΠXLk,Nk
(WLk

ψLk,Nk
) −∇χk · ∇ψLk,Nk

−1

2
∆χkψLk,Nk

+ (λLk,Nk
− λ)ψ̃k. (3.21)

As (λLk,Nk
)k∈N converges to λ in R and ‖ψ̃k‖L2 ≤ 2d/2, we have

(λLk ,Nk
− λ)ψ̃k −→

k→∞
0 strongly in L2(Rd).

Using the facts that Supp(χk) ⊂ 2ΓLk
, ‖∇χk‖L∞ ≤ CL

−1/2
k and ‖∆χk‖L∞ ≤ CL−1

k for a
constant C ∈ R+ independent of k, and the boundedness of the sequence (‖ψLk ,Nk

‖H1
per(ΓLk

))k∈N,
we get

−∇χk · ∇ψLk,Nk
− 1

2
∆χkψLk,Nk

−→
k→∞

0 strongly in L2(Rd).

It also follows from (3.20) that the sequence ‖WLk
ψLk,Nk

‖L2
per(ΓLk

) goes to zero, leading to

χkΠXLk,Nk
(WLk

ψLk,Nk
) −→
k→∞

0 strongly in L2(Rd).

Lastly,

χk

(
VperψLk,Nk

− ΠXLk,Nk
(VperψLk,Nk

)
)
−→
k→∞

0 strongly in L2(Rd). (3.22)

To show the above convergence result, we consider ǫ > 0 and, using the density of e.g.
W 1,∞

per (Γ) := {Wper ∈ L∞
per(Γ) | ∇Wper ∈ L∞

per(Γ)} in Mper(Γ), we can choose some
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Ṽper ∈W 1,∞
per (Γ) such that ‖Vper − Ṽper‖Mper(Γ) ≤ ε. We then deduce from (3.16) that, for

all k ∈ N,
∥∥∥VperψLk,Nk

− ΠXLk,Nk
(VperψLk,Nk

)
∥∥∥
L2

per(ΓLk
)

≤
∥∥∥(Vper − Ṽper)ψLk,Nk

∥∥∥
L2

per(ΓLk
)
+
∥∥∥ṼperψLk,Nk

− ΠXLk,Nk

(
ṼperψLk,Nk

)∥∥∥
L2

per(ΓLk
)

≤ ‖Vper − Ṽper‖Mper(Γ)‖ψLk ,Nk
‖H1

per(ΓLk
) +

Lk
Nk

‖ṼperψLk,nk
‖H1

per(ΓLk
)

≤ ε‖ψLk ,Nk
‖H1

per(ΓLk
) +

Lk
Nk

‖ψLk,nk
‖H1

per(ΓLk
)(‖Ṽper‖L∞ + ‖∇Ṽper‖L∞).

Since the sequence
(
‖ψLk ,Nk

‖H1
per(ΓLk

)

)
k∈N∗

is bounded, this yields

∥∥∥VperψLk,Nk
− ΠXLk,Nk

(VperψLk,Nk
)
∥∥∥
L2

per(ΓLk
)
−→
k→∞

0,

which implies (3.22).

Collecting the above convergence results, we obtain that the right-hand side of (3.21) goes
to zero strongly in L2(Rd). Therefore, (ψ̃k/‖ψ̃k‖L2)k∈N is a Weyl sequence for λ, which
contradicts the fact that λ /∈ σ(H0

per).

A similar result was proved in [172] for compactly supported defects in 2D photonic crys-
tals, with Vper ∈ L∞(R2) and N = ∞. In [41], we prove that the error made on the
eigenvalues and the associated eigenvectors decays exponentially with respect to the size
of the supercell. We did not consider here the error due to numerical integration. The
numerical analysis of the latter will be presented in Chapter 4 of this thesis work.

Note that, if instead of supercells of the form ΓL = LΓ, L ∈ N∗, we had used
computational domains of the form ΓL+t = (L + t)Γ, t ∈ (0, 1), we would have ob-
served spectral pollution. As in the case studied in the previous section, the spuri-
ous eigenvectors concentrate on the boundary ∂ΓL+t. In the one-dimensional setting
(R = bZ), and for a fixed value of t, the translated spurious modes weakly converge
in H1(R), when L goes to infinity, to the eigenmodes of the dislocation operator H(t) =

− d2

dx2
+ 1x<0Vper(x+ tb/2) + 1x>0Vper(x− tb/2) studied in [122]. We refer to Section 3.5.2

of the Appendix 3.5 for more details and a numerical illustration of this phenomenon.

3.4 A no-pollution criterion

Spectral pollution can be avoided by using e.g. the quadratic projection method, in-
troduced in an abstract setting in [167], and applied to the case of perturbed periodic
Schrödinger operators in [24]. An alternative way to prevent spectral pollution is to impose
constraints on the approximation spaces (Xn)n∈N. Consider a gap (α, β) ⊂ R \ σ(H0

per) in

the spectrum of H0
per and denote by P = χ(−∞,γ](H

0
per) where γ = α+β

2 and where χ(−∞,γ]

is the characteristic function of the interval (−∞, γ].

Theorem 3.4.1. Let (Pn)n∈N be a sequence of linear projectors on L2(Rd) such that for all
n ∈ N, Ran(Pn) ⊂ H1(Rd), and supn∈N ‖Pn‖L(L2) < ∞, and (Xn)n∈N a sequence of finite
dimensional discretization spaces satisfying (3.3) as well as the following two properties:
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(A1) ∀n ∈ N, Xn = X+
n ⊕X−

n with X−
n ⊂ Ran(Pn) and X+

n ⊂ Ran(1 − Pn);

(A2) sup
φn∈Xn\{0}

‖(P − Pn)φn‖H1(Rd)

‖φn‖H1(Rd)

−→
n→∞

0.

Then,
lim
n→∞

σ(H|Xn) ∩ (α, β) = σ(H) ∩ (α, β).

The above result is an extension, for the specific case of perturbed periodic Schrödinger
operators, to the results in [134, Theorem 2.6] in the sense that (i) the exact spectral
projector P is replaced by an approximate projector Pn, and (ii) the discretization space
Xn may consist of functions of H1(Rd) (the form domain of H), while in [134], the basis
functions are assumed to belong to H2(Rd) (the domain of H).

Proof. From (3.4), we already know that σ(H) ∩ (α, β) ⊂ lim infn→∞ σ(H|Xn) ∩ (α, β).
Conversely, let λ ∈ (lim supn→∞ σ(H|Xn) ∩ (α, β)) \ σ(H), and (ψnk

)k∈N be a sequence of
functions of H1(Rd) such that for all k ∈ N, ψnk

∈ Xnk
, ‖ψnk

‖L2(Rd) = 1 and (H|Xnk
−

λ)ψnk
−→k→∞ 0 strongly in L2(Rd). Reasoning as in the proof of Proposition 3.2.1, we

obtain that the sequence (ψnk
)k∈N converges to 0, weakly in H1(Rd), and strongly in

L2
loc(R

d). Let us then expand ψnk
as ψnk

= ψ+
nk

+ ψ−
nk

with ψ+
nk

:= (1 − Pnk
)ψnk

∈ X+
nk

and ψ−
nk

:= Pnk
ψnk

∈ X−
nk

and notice that

(a0 − λ)(ψ+
nk
, ψ+

nk
) + (a0 − λ)(ψ−

nk
, ψ+

nk
) = (a− λ)(ψnk

, ψ+
nk

) −
ˆ

Rd

Wψnk
ψ+
nk
.

Since ψ+
nk

= (1 − Pn)ψnk
∈ Xnk

,

∣∣(a− λ)(ψnk
, ψ+

nk
)
∣∣ =

∣∣∣〈(H|Xnk
− λ)ψnk

, (1 − Pn)ψnk
〉L2

∣∣∣

≤
(

1 + sup
k∈N

‖Pnk
‖L(L2)

)
‖(H|Xnk

− λ)ψnk
‖L2 −→

k→∞
0.

Besides, asW vanishes at infinity, (ψnk
)k∈N converges to 0 in L2

loc(R
d) and supk∈N ‖ψ+

nk
‖L2 ≤

1 + supk∈N ‖Pnk
‖L(L2) <∞, we also have

ˆ

Rd

Wψnk
ψ+
nk

−→
k→∞

0.

Therefore,
(a0 − λ)(ψ+

nk
, ψ+

nk
) + (a0 − λ)(ψ−

nk
, ψ+

nk
) −→
k→∞

0.

Likewise,

(a0 − λ)(ψ+
nk
, ψ−

nk
) + (a0 − λ)(ψ−

nk
, ψ−

nk
) = (a− λ)(ψnk

, ψ−
nk

) −
ˆ

Rd

Wψnk
ψ−
nk

−→
k→∞

0.

Substracting the second equation from the first one, we obtain

(a0 − λ)(ψ+
nk
, ψ+

nk
) − (a0 − λ)(ψ−

nk
, ψ−

nk
) −→
k→∞

0.

Now, we notice that

(a0 − λ)(ψ−
nk
, ψ−

nk
) = (a0 − λ)(Pnk

ψnk
, Pnk

ψnk
)

= (a0 − λ)(Pψnk
, Pψnk

) + 2(a0 − λ)(Pψnk
, (Pnk

− P )ψnk
)

+(a0 − λ)((Pnk
− P )ψnk

, (Pnk
− P )ψnk

),
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and

(a0 − λ)(ψ+
nk
, ψ+

nk
) = (a0 − λ)((1 − Pnk

)ψnk
, (1 − Pnk

)ψnk
)

= (a0 − λ)((1 − P )ψnk
, (1 − P )ψnk

)

+2(a0 − λ)((1 − P )ψnk
, (P − Pnk

)ψnk
)

+(a0 − λ)((P − Pnk
)ψnk

, (P − Pnk
)ψnk

).

Besides, there exists η+, η− > 0 such that for all ψ ∈ H1(Rd),

(a0 − λ)((1 − P )ψ, (1 − P )ψ) ≥ η+‖(1 − P )ψ‖2
L2(Rd),

−(a0 − λ)(Pψ,Pψ) ≥ η−‖Pψ‖2
L2(Rd).

Thus,

(a0 − λ)(ψ+
nk
, ψ+

nk
) − (a0 − λ)(ψ−

nk
, ψ−

nk
) ≥ min(η+, η−)‖ψnk

‖2
L2(Rd)

+2(a0 − λ)(ψnk
, (P − Pnk

)ψnk
).

From assumption (A2) and the boundedness of (ψnk
)k∈N in H1(Rd), we deduce that

(a0 − λ)(ψnk
, (P − Pnk

)ψnk
) −→
k→∞

0,

which imply that ‖ψnk
‖L2 −→

k→∞
0. This contradicts the fact that ‖ψnk

‖L2 = 1 for all

k ∈ N.

The assumptions made in Theorem 3.4.1 allow in particular to consider approximation
spaces built from approximate spectral projectors of H0

per. As a matter of illustration, let
us consider the case when the approximate spectral projectors are constructed by means of
the finite element method. As in Section 3.2, we consider a sequence (T ∞

n )n∈N of uniformly
regular meshes of Rd, invariant with respect to the translations of the lattice R, and such
that hn := maxK∈T ∞

n
diam(K)−→n→∞ 0, and denote by X∞

n the infinite dimensional
closed vector subspace of H1(Rd) built from (T ∞

n )n∈N and Pm-finite elements. Assume
that we want to compute the eigenvalues of H = H0

per +W located inside the gap (α, β)

between the J th and (J + 1)st bands of H0
per. Using Bloch theory [163], we obtain

P = χ(−∞,γ](H
0
per) =

 

Γ∗

Pq dq,

where Pq is the rank-J orthogonal projector on L2
q(Γ) defined by

Pq =

J∑

j=1

|ej,q〉 〈ej,q|,

where (ǫj,q, ej,q)j∈N∗ , ǫ1,q ≤ ǫ2,q ≤ · · · , is an L2
q(Γ)-orthonormal basis of eigenmodes of the

quadratic form a0
q defined by (3.14). For n large enough, we introduce

Pn :=

 

Γ∗

J∑

j=1

|en,j,q〉 〈en,j,q| dq, (3.23)

where (ǫn,j,q, en,j,q)1≤j≤Nn , ǫn,1,q ≤ ǫn,2,q ≤ · · · ≤ ǫn,Nn,q, is the L2
q(Γ)-orthonormal basis of

eigenmodes of a0
q in C0(T ∞

n )∩L2
q(Γ) already introduced in the proof of Proposition 3.2.1.
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We have seen in Section 3.2 that using approximation spaces of the form

Xn = {ψn ∈ X∞
n | Supp(ψn) ⊂ Ωn} ,

where (Ωn)n∈N is an increasing sequence of closed convex sets of Rd converging to Rd,
leads, in general, to spectral pollution. We now consider the approximation spaces

X̃n = X+
n ⊕X−

n where X−
n = PnXn and X+

n = (1 − Pn)Xn. (3.24)

Note that X̃n = Xn + PnXn, so that X̃n can be seen as an augmentation of Xn.

Corollary 3.4.1. The sequence of approximation spaces (X̃n)n∈N defined by (3.24) satisfies
(3.3) and it holds

lim
n→∞

σ(H| eXn
) ∩ (α, β) = σ(H) ∩ (α, β). (3.25)

Proof. As X̃n = Xn+PnXn with (Xn)n∈N satisfying (3.3), it is clear that (X̃n)n∈N satisfies
(3.3). The sequence (Pn)n∈N is a sequence of orthogonal projectors of L2(Rd) such that
Ran(Pn) ⊂ X∞

n ⊂ H1(Rd). Besides, ‖Pn‖L(L2) = 1 since the projector Pn is orthogonal. It
follows from the minmax principle [163] and usual a priori error estimates for linear elliptic
eigenvalue problems [9] that

sup
1≤j≤J, q∈Γ∗

ǫn,j,q −→
n→∞

α and inf
j≥J+1, q∈Γ∗

ǫn,j,q −→
n→∞

β,

and that there exists C ∈ R+ such that

‖Pn − P‖L(H1) ≤ C sup
q∈Γ∗

sup
vq ∈ Ran(Pq)
‖vq‖L2

q(Γ) = 1

inf
vn

q ∈C0(T ∞
n )∩L2

q(Γ)
‖vq − vnq ‖H1

q (Γ) −→
n→∞

0.

We conclude using Theorem 3.4.1.

Let us finally present some numerical simulations illustrating Corollary 3.4.1 in a one-
dimensional setting, with Vper(x) = cos(x) + 3 sin(2x + 1) and W (x) = −(x + 2)2e−x

2
.

We focus on the spectral gap (α, β) located between the first and second bands of H0
per =

− d2

dx2 + Vper (corresponding to J = 1). Numerical simulations done with the pollution-free
supercell model show that α ≃ −1.15 and β ≃ −0.65, and that H has exactly two discrete
eigenvalues λ1 ≃ −1.04 and λ2 ≃ −0.66 in the gap (α, β).

The simulations below have been performed with a uniform mesh of R centered on 0,
consisting of segments of length h = π/50, and with Ω = [−L,L], for different values of L.
The sums over R have been truncated using very large cut-offs; likewise, the integrals on the
Brillouin zone have been computed numerically on a very fine uniform integration grid, in
order to eliminate the so-called k-point discretization errors. The numerical analysis of the
approximations resulting from the truncation of the sums over R and from the numerical
integration on Γ∗, is work in progress.

The spectra of the operators H|Xn (standard finite element discretization spaces) and
H| eXn

(augmented finite element discretization spaces defined by (3.24)) are displayed in
Fig. 3.3. The variational approximation of H in Xn is seen to generate spectral pollu-
tion, while, in agreement with Corollary 3.4.1, no spectral pollution is observed with the
discretization spaces X̃n.
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Figure 3.3: The spectra of the variational approximations of H for various sizes of
the simulation domain, obtained with standard finite element discretization spaces
Xn (top) and with augmented finite element discretization spaces X̃n defined by
(3.24) (bottom).

3.5 Appendix

3.5.1 One-dimensional characterization of Galerkin spurious

states

In this section, we prove the results announced in Remark 1.2.1.

Proposition 3.5.1. Let R = bZ with b > 0 and t, t′ ∈ [0, 1). Let H+(t) :=
−∆ + Vper(· − tb) (respectively H−(t′) := −∆ + Vper(· + t′b)) be the operator on
L2(R+) (respectively L2(R−)) with domain H2(R+)∩H1

0 (R+) (respectively H2(R−)∩
H1

0 (R−)).
Let (T ∞

n )n∈N be a sequence of uniformly regular meshes of R, invariant with
respect to the translations of the lattice R and such that hn := max

K∈T ∞
n

diam(K) −→
n→∞

0.

Let (pn)n∈N and (p′n)n∈N be two increasing sequences of integers. For all n ∈ N, let
Ωn = [−(pn+t)b, (p

′
n+t

′)b], Tn := {K ∈ T ∞
n |K ⊂ Ωn} andXn the finite-dimensional

approximation space of H1
0 (Ωn) →֒ H1(R) obtained with Tn and Pm finite elements

(m ∈ N∗).
Let λ ∈ limsupn→∞ σ(H|Xn) \ σ(H). Then, λ ∈ σ(H+(t)) ∪ σ(H−(t′)). Be-

sides, let (ψnk
, λnk

) ∈ Xnk
× R be such that H|Xnk

ψnk
= λnk

ψnk
, ‖ψnk

‖L2 = 1 and
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lim
k→∞

λnk
= λ. For all k ∈ N, let

φ+
nk

:= ψnk
(· − (pnk

+ t)b) and φ−
nk

:= ψnk
(· + (p′nk

+ t′)b).

Then, up to the extraction of a subsequence (still denoted by (ψnk
)k∈N)), the sequence

(φ+
nk

)k∈N (respectively (φ−
nk

)k∈N) converges to φ+ (respectively φ−) weakly in H1(R)
and strongly in L∞

loc(R) where φ+|R+ ∈ Ker(H+(t) − λ) and φ+|R− = 0 (respectively
φ−|R− ∈ Ker(H−(t′)−λ) and φ−|R+ = 0). Besides, either φ+ or φ− is non identically
zero.

Proof. For all n ∈ N, let

T +
n := {K+(pn+t)b | K ∈ T ∞

n , K ⊂ Ωn} and T −
n := {K−(p′n+t

′)b | K ∈ T ∞
n , K ⊂ Ωn}

and X+
n (respectively X−

n ) the finite-dimensional approximation space of H1
0 (Ωn +

(pn+ t)b) →֒ H1
0 (R+) (respectively of H1

0 (Ωn− (p′n+ t′)b) →֒ H1
0 (R−)) obtained with

T +
n (respectively T −

n ) and Pm finite elements. Let us also introduce the self-adjoint
operator H+(t)|X+

n
: X+

n → X+
n defined by

∀ξn, κn ∈ X+
n , 〈H+(t)|X+

n
ξn, κn〉L2(R+) =

ˆ

R+

∇ξn · ∇κn +

ˆ

R+

Vper(· − tb)ξnκn.

We know from Proposition 3.2.1 that (ψnk
)k∈N is bounded inH1(R). Then, so are

(φ+
nk

)k∈N and (φ−
nk

)k∈N. Thus, up to the extraction of a subsequence (still denoted by
(ψnk

)k∈N for the sake of simplicity), there exists φ+, φ− ∈ H1(R) such that (φ+
nk

)k∈N

(respectively (φ−
nk

)k∈N) converges weakly in H1(R) and strongly in L∞
loc(R) towards

φ+ (respectively φ−).

Since for all k ∈ N, φ+
nk
|R− = 0, necessarily φ+|R− = 0. Besides, φ+

nk
|R+ ∈ X+

nk

and

H+(t)|X+
nk
φ+
nk
|R+ + ΠX+

nk

[
W (· − (pnk

+ t)b)φ+
nk
|R+

]
− λnk

φ+
nk
|R+ = 0,

where ΠX+
nk

denotes the L2(R+)-orthogonal projector onto the finite-dimensional

space X+
nk

. Using Proposition 3.2.1, in particular (3.6) and the fact that W ∈ L∞(R)
with W (x) −→

|x|→∞
0, it holds that the following convergence holds in D′(R∗

+),

H(t)+|X+
nk
φ+
nk
|R++ΠX+

nk

[
W (· − (pnk

+ t)b)φ+
nk
|R+

]
−λnk

φ+
nk
|R+ −→

k→∞
(H+(t)−λ)φ+|R+ .

This implies that φ+|R+ ∈ Ker(H+(t) − λ). Similarly, it holds that φ−|R− ∈
Ker(H−(t′) − λ).

Let us now assume that φ+ = φ− = 0. Then, using (3.6) and the fact that
(φ+

nk
)k∈N (respectively (φ−

nk
)k∈N) strongly converges in L∞

loc(R) towards φ+ (respec-
tively φ−), this implies that ‖ψnk

‖L2 −→
k→∞

0, which leads to a contradiction. Thus,

either φ+ or φ− is non identically zero, and λ ∈ σ(H+(t)) ∪ σ(H−(t′)).
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We present below some numerical simulations performed with the software Scilab
[2] which illustrate this result. Here, b = 2π, Vper(x) = cos(x) + 3 sin(2x + 1) and
W (x) = −(x + 2)2e−x

2
. The operator H0 := −∆ + Vper has a gap (α, β) where

α ≈ −0.65 and β ≈ 2.22.
We consider below simulation domains Ωn = [−Ln, Ln] where Ln = 50 + 2πn

for different values of n. A uniform grid is used and the mesh size is equal to
hn = h = π

50
along with a P1 finite element discretization. For any n ∈ N, the

discretized operator H|Xn has an eigenvalue λn close to λ ≈ −0.34 and we can check
numerically that σ(H) ∩ (−0.5, 0.5) = ∅. Thus, λ is a spurious eigenvalue of the
operator H . The eigenvectors ψn of H|Xn associated with the eigenvalue λn are
plotted in Fig. 3.4 for the following values of n: n = 0, 1, 2, 3, 4, 5, 10, 15. We can see
numerically that these eigenvectors, up to translation, have a limit. This limit is in
fact an eigenvector of H−(t) with t = 50

2π
−
[

50
2π

]
where [·] is the integer part.
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Figure 3.4: Spurious eigenvectors in a one-dimensional setting

3.5.2 Periodic boundary conditions

We present in this section some numerical results obtained when using P1 finite
elements and periodic boundary conditions for the approximation of the spectrum
of perturbed periodic Schrödinger operators H = −∆ + Vper +W .
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A first observation is the following: as in the case where the operator H was
discretized with finite elements and Dirichlet boundary conditions, spurious eigen-
vectors localize in the vicinity of the frontier of the simulation domain. A first
series of numerical tests was performed in a two-dimensional case with the finite
element software FreeFem++ [1], with Vper(x, y) = cos(x) + 3 sin(2(x+ y) + 1) and
W (x, y) = −(x+2)2(2y−1)2 exp(−(x2 +y2)). We consider the same gap (α, β) as in
the preceding example with α ≃ −0.341 and β ≃ 0.016, between the first and second
bands of H0

per = −∆ + Vper. The operator H = H0
per + W has exactly one eigen-

value in the gap (α, β) approximatively equal to −0.105. Our simulations have been
performed with a sequence of P1-finite element approximation spaces (Xn)40≤n≤100

with periodic boundary conditions, where for each 40 ≤ n ≤ 100,

• Ωn =
[
−4π

mn

n
, 4π

mn

n

]2
, with mn =

[
n

(
n− 40

20
+ 5

)]
;

• T ∞
n is a uniform 2πZ2-periodic mesh of R2 consisting of 2n2 isometrical isoceles

rectangular triangles per unit cell.

The spectra of the obtained discretized operators in the gap (α, β) for 40 ≤ n ≤ 100
are displayed on Fig. 3.5. We clearly see that all these operators have an eigenvalue
close to −0.1, which is an approximation of a true eigenvalue of H . The correspond-
ing eigenfunction for n = 87 (blue circle on Fig. 3.5) is displayed on Fig. 3.6 (top);
as expected, it is localized in the vicinity of the defect. On the other hand, most of
these discretized operators have several eigenvalues in the range (α, β), which cannot
be associated with an eigenvalue of H , and can be interpreted as spurious modes.
The eigenfunction of the discretized operator close to −0.098, obtained for n = 87
(blue square on Fig. 3.5), is displayed on Fig. 3.6 (bottom). Similar to the case of
Galerkin approximations with Dirichlet bounadry conditions (see Proposition 3.2.1),
it is localized in the vicinity of the boundary of the computational domain.

A second series of numerical tests was performed on the following one-dimensional
example with the software Scilab [2]: b = 2π, Vper(x) = cos(x) + 3 sin(2x + 1) and
W (x) = −(x + 2)2e−x

2
. The operator H0 := −∆ + Vper has a gap (α, β) where

α ≈ 3.85 and β ≈ 4.75.
We consider below simulation domains Ωn = [−Ln, Ln] where Ln = 150 + 2πn

for different values of n. A uniform grid is used and the mesh size is equal to
hn = h = π

50
along with a P1 finite element discretization. For any n ∈ N, the

discretized operator H|Xn has an eigenvalue λn close to λ ≈ 4.53 and we can check
numerically that σ(H) ∩ (4.3, 4.7) = ∅. Thus, λ is a spurious eigenvalue of the
operator H . The eigenvectors ψn|Ωn of H|Xn associated with the eigenvalue λn are
plotted in Fig. 3.7 for the following values of n: n = −5,−4,−3,−2,−1, 0, 5, 10.

For all n ∈ N,

φn(x) =





ψn(x− Ln) if 0 ≤ x ≤ Ln/2,
ψn(x+ Ln) if − Ln/2 ≤ x ≤ 0,

0 otherwise.

Then, we can see numerically that the sequence (φn)n∈N has a limit, which is an

eigenfunction of H(t) = − d2

dx2
+1x<0Vper(x+tb)+1x>0Vper(x−tb) with t = 150

2π
−
[

150
2π

]

where [·] denotes the integer part.
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Figure 3.5: Spectrum of discretized operators with periodic boundary conditions in
the gap (α, β) for 40 ≤ n ≤ 100

3.5.3 Wannier function discretization

We detail here how the numerical simulations presented in Section 3.4 were obtained
with the software Scilab [2]. Let us recall that in this case, d = 1, Vper(x) =
cos(x) + 3 sin(2x+ 1) and W (x) = −(x+ 2)2e−x

2
.

We want to discretize the operator

H = −∆ + Vper +W

with a discretized space of the form

X̃n = Xn ⊕ PnXn

where Xn is a finite-dimensional subspace of H1(R). In our simulations, Xn is
obtained with P1-finite elements and Pn is an approximation of the spectral projector
on the lowest band of the operator H0

per = −∆ + Vper, i.e. Pn is defined by (3.23)
with J = 1. The aim of this section is to precise how the finite element space Xn

and the projector Pn have been constructed.

Let n ∈ N∗. We introduce a discretization step hn such that π = Mnhn with Mn

an integer (in the code, we chose Mn = 50 and hn = π/50 to be independent on
n ∈ N). The supercell we consider is [−Ln, Ln] where Ln = nhn with n an integer.
A uniform dicretization of [−Ln, Ln] denoted by (xi)0≤i≤2n is defined by

∀ − n ≤ i ≤ n, xi = i · hn,

giving rise to the finite element discretization space

Xn = {(χni )−n≤i≤n}
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Figure 3.6: A true eigenfunction, localized close to the defect (top), and a “spurious”
eigenfunction, localized close to the boundary (bottom).

where for all i, χni is the P1 finite element function centered in xi.
Besides, for all −Mn ≤ k ≤Mn − 1, we denote by

yk = k · hn,

and by φnk the P1 element function centered in yk.
Then, for all i ∈ N,

χni (x) = φnkn
i
(x− Rn

i 2π),

with
kni = ((i+Mn) mod [2Mn]) −Mn ∈ {−Mn, · · · ,Mn − 1}

and

Rn
i =

(i+Mn) − ((i+Mn) mod [2Mn])

2Mn
.

Here we consider that for all j ∈ N, j mod [2Mn] is an integer between 0 and
2Mn − 1.

Furthermore, for all −n ≤ i ≤ n, all q ∈ Γ∗ = [−1/2, 1/2) and x ∈ Γ = [−π, π),
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Figure 3.7: Spurious eigenvectors in a one-dimensional setting with periodic bound-
ary conditions

(χni )q(x) =
∑

r∈Z

χni (x+ r2π)e−iqr2π = φ̃q,nkn
i
(x)e−iqR

n
i 2π,

where the functions φ̃q,nkn
i

are defined below.

For q ∈ Γ∗, we introduce the following discretization space

Tn,q = Span

{(
φ̃q,nk

)
−Mn≤k≤(Mn−1)

}

where for all −Mn ≤ k ≤Mn − 1, φ̃q,nk (x)eiq·x is 2π-periodic and for all x ∈ [−π, π],

∀ − (Mn − 1) ≤ k ≤Mn − 1, φ̃q,nk (x) = φnk(x),

and

φ̃q,n−Mn
(x) =

{
φn−Mn

(x) si x ≤ −π + hn,
eiq2πφn−Mn

(x− 2π) si x ≥ π − hn.

The function en,1,q is an eigenfunction associated with the lowest eigenvalue εn,1,q of
the operator Hq|Tn,q where Hq := −∆ + Vper.
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Thus, q ∈ Γ∗, the function en,1,q can be decomposed in the basis
{
φ̃q,nk

}
−Mn≤k≤Mn−1

as follows:

en,1,q(x) =

Mn−1∑

k=−Mn

λk,q,nφ̃
q,n
k (x),

The Wannier function ψn ∈ L2(R) associated with the first band of the operator
H0

per is then defined as

ψn(x) :=

 

Γ∗

en,1,q(x) dq.

For all r ∈ Z, we also define

ψnr (x) := ψn(x− r2π),

and the family {ψnr }r∈Z forms an L2(R)-orthonormal basis of Ran(Pn).
In our simulations, the integrals over Γ∗ were computed numerically using a

uniform grid Gq of Γ∗, with Q = 1000 discretization points.

It holds that

〈φ̃q,n−Mn
, φ̃q,nMn

〉L2
q(Γ) = e−iq2π

1

6
hn,

〈φ̃q,n−Mn
, φ̃q,n−Mn

〉L2
q(Γ) =

2

3
hn,

〈φ̃q,n−Mn
, φ̃q,n−Mn+1〉L2

q(Γ) =
1

6
hn,

〈φ̃q,n−Mn
, φ̃q,nk 〉L2

q(Γ) = 0 if k 6= Mn,−Mn,−Mn + 1,

〈φ̃q,nMn
, φ̃q,n−Mn

〉L2
q(Γ) = eiq2π

1

6
hn,

〈φ̃q,nMn
, φ̃q,nMn

〉L2
q(Γ) =

2

3
hn,

〈φ̃q,nMn
, φ̃q,nMn−1〉L2

q(Γ) =
1

6
hn,

〈φ̃q,nMn
, φ̃q,nk 〉L2

q(Γ) = 0 if k 6= Mn,−Mn,Mn − 1,

if k′ 6= −Mn,Mn,

〈φ̃q,nk′ , φ̃q,nk 〉L2
q(Γ) =

1

6
hn if |k − k′| = 1,

〈φ̃q,nk′ , φ̃q,nk 〉L2
q(Γ) =

2

3
hn if k = k′,

〈φ̃q,nk′ , φ̃q,nk 〉L2
q(Γ) = 0 otherwise.

Since we have the following expansion

en,1,q(x) =

Mn−1∑

k=−Mn

λk,q,nφ̃
q,n
k (x),

113



for all −n ≤ i ≤ n and r, s ∈ Z,

〈χni , ψnr 〉L2(R) =
1

Q

∑

q∈Gq

Mn−1∑

k=−Mn

λk,q,ne
iq·(Rn

i −r)2π〈φ̃nkn
i
, φ̃nk〉L2

q(Γ),

〈χni , H0
perψ

n
r 〉L2(R) =

1

Q

∑

q∈Gq

Mn−1∑

k=−Mn

λk,q,nεn,1,qe
iq·(Rn

i −r)2π〈φ̃nkn
i
, φ̃nk〉L2

q(Γ),

〈ψnr , ψns 〉L2(R) =
1

Q

∑

q∈Gq

Mn−1∑

k=−Mn

Mn−1∑

k′=−Mn

λ∗k,q,nλk′,q,ne
iq·(r−s)2π〈φ̃nk , φ̃nk′〉L2

q(Γ),

〈ψnr , H0
perψ

n
s 〉L2(R) =

1

Q

∑

q∈Gq

Mn−1∑

k=−Mn

Mn−1∑

k′=−Mn

εn,1,qλ
∗
k,q,nλk′,q,ne

iq·(r−s)2π〈φ̃nk , φ̃nk′〉L2
q(Γ).

The remaining terms 〈χni ,Wψnr 〉L2(R) and 〈ψnr ,Wψns 〉L2(R) were computed using
a standard numerical integration scheme.

In practice, Pn is the orthogonal projector onto the finite-dimensional space

Span{ψnr , r ∈ Z, |r| ≤ κn},

where κn ∈ N∗ is a finite threshold (in the code, we chose κn = 50).
Now, for all −n ≤ i ≤ n,

Pnχ
n
i =

κn∑

s=−κn

µi,s,nψ
n
s .

Since it holds

〈ψnr , Pnχni 〉L2(R) = 〈ψnr , χni 〉L2(R) =

κn∑

s=−κn

µi,s,n〈ψnr , ψns 〉L2(R),

we can easily compute the coefficients µi,s,n.

Using the preceding formulas, we can then compute all the terms 〈χni , Pnχnj 〉L2(R),
〈χni , HPnχnj 〉L2(R), 〈Pnχni , Pnχnj 〉L2(R) and 〈Pnχni , HPnχnj 〉L2(R) for all −n ≤ i, j ≤ n
and compute the spectral decomposition of the operator H|Xn+PnXn .
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Chapter 4

Non-consistent approximations of

self-adjoint eigenproblems:

Application to the supercell method

In this chapter, we present results which were gathered in an article submitted to Nu-
merische Mathematik. We prove some a priori error estimates for the approximation
of non-variational eigenvalues by means of non-consistent methods. We apply these
results to the so-called supercell method to compute discrete eigenvalues located
in spectral gaps of perturbed periodic Schrödinger operators, taking into account
Fourier discretization an numerical integration. In particular, we prove that when
no discretization method is used, the rate of convergence of the supercell method is
exponential with respect to the size of the supercell.
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Non-consistent approximations of self-adjoint

eigenproblems: Application to the supercell

method1

Eric Cancès2 Virginie Ehrlacher2 Yvon Maday3

Abstract

In this article, we introduce a general theoretical framework to analyze non-consistent
approximations of the discrete eigenmodes of a self-adjoint operator. We focus in particular
on the discrete eigenvalues laying in spectral gaps. We first provide a priori error estimates
on the eigenvalues and eigenvectors in the absence of spectral pollution. We then show
that the supercell method for perturbed periodic Schrödinger operators falls into the scope
of our study. We prove that this method is spectral pollution free, and we derive optimal
convergence rates for the planewave discretization method, taking numerical integration
errors into account. Some numerical illustrations are provided.

4.1 Introduction

This article is concerned with the numerical analysis of the computation of the discrete
eigenmodes of a self-adjoint operator A, on an infinite dimensional separable Hilbert space
H. The focus is particularly set on the eigenmodes corresponding to discrete eigenvalues
located in spectral gaps.

The main application we have in mind is concerned with perturbed periodic Schrödinger
operators of the form

A := −∆ + Vper +W,

where ∆ is the Laplace operator on L2(Rd), Vper a periodic function of Lploc(R
d) with p = 2

if d ≤ 3, p > 2 for d = 4 and p = d/2 for d ≥ 5, and W ∈ L∞(Rd) a perturbation of
the potential going to zero at infinity. The operator A is self-adjoint and bounded from
below on H := L2(Rd) with domain H2(Rd). Perturbed periodic Schrödinger operators are
encountered in electronic structure theory, and in the study of photonic crystals. In the
case of a perfectly periodic crystal (W = 0), the spectrum of the operator A0 := −∆+Vper

is purely absolutely continuous, and composed of a union of intervals of R. It follows from
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2Université Paris Est, CERMICS, Projet MICMAC, Ecole des Ponts ParisTech - INRIA, 6
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3Université Pierre et Marie Curie-Paris 6, UMR 7598, Laboratoire J.-L. Lions, Paris, F-75005
France, and Division of Applied Mathematics, Brown University, 182 George Street, Providence,
RI 02912, USA, (maday@ann.jussieu.fr)
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Weyl’s theorem [163] that the essential spectra of A and A0 are identical. On the other
hand, when W 6= 0, some discrete eigenvalues may appear in the band gaps of the spectrum
of A. The corresponding eigenmodes, which can be interpreted as bound states trapped by
local defects, are difficult to compute for numerical methods can produce spectral pollution.

In a general theoretical framework, the eigenvalues of A and the associated eigenvectors
can be obtained by solving the variational problem

{
find (ψ, λ) ∈ Q(A) × R such that
∀φ ∈ Q(A), a(ψ, φ) = λm(ψ, φ),

(4.1)

where m(·, ·) is the scalar product of H, Q(A) the form domain of A, and a(·, ·) the
sesquilinear form associated with A (see for instance [56]).

A sequence (Xn)n∈N of finite dimensional approximation subspaces of Q(A) being given,
we consider for all n ∈ N, the self-adjoint operator A|Xn : Xn → Xn defined by

∀(ψn, φn) ∈ Xn ×Xn, m (A|Xnψn, φn) = a(ψn, φn).

The standard Galerkin method consists in approximating the discrete eigenvalues of the
operator A by the eigenvalues of the discretized operators A|Xn , the latter being obtained
by solving the variational problem

{
find (ψn, λn) ∈ Xn × R such that
∀φn ∈ Xn, a(ψn, φn) = λnm(ψn, φn).

According to the Rayleigh-Ritz theorem [163], under the natural assumption that the
sequence (Xn)n∈N satisfies

∀φ ∈ Q(A), inf
φn∈Xn

‖φ− φn‖Q(A) −→
n→∞

0,

this method allows to compute the eigenmodes of A associated with the discrete eigenvalues
located below the bottom of the essential spectrum. Indeed, if A is bounded below and
possesses exactly M discrete eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λM (taking multiplicities into
account) lower than minσess(A), where σess(A) denotes the essential spectrum of A, and

if
{
λnj

}
1≤j≤dim Xn

are the eigenvalues of A|Xn , it is well-known that

∀1 ≤ j ≤M, λnj ↓
n→∞

λj.

The situation is much more delicate when one tries to approximate eigenvalues which are
located in spectral gaps of A since

∀M < j ≤ dim Xn, λnj ↓
n→∞

minσess(A).

When dealing with the approximation of discrete eigenvalues of A located in spectral gaps,
the standard Galerkin method may give rise to spectral pollution: some sequences (λn)n∈N,
where for each n, λn ∈ σ(A|Xn), may converge to real numbers which do not belong to
the spectrum of A. Spectral pollution occurs in a broad variety of physical settings,
including elasticity theory, electromagnetism, hydrodynamics and quantum physics [7, 20,
64, 162, 166], and has been extensively studied in the framework of the standard Galerkin
method [21, 22, 23, 65, 71, 72, 73, 110, 131]. We refer to [24, 40, 134] for an analysis of
spectral pollution for perturbed periodic Schrödinger operators.
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On the other hand, few results have been published on the numerical computation of
eigenmodes in spectral gaps by means of non-consistent methods, based on generalized
eigenvalue problems of the form

{
find (ψn, λn) ∈ Xn × R such that
∀φn ∈ Xn, an(ψn, φn) = λnmn(ψn, φn),

where for all n ∈ N, an(·, ·) and mn(·, ·) are symmetric bilinear forms on Q(A), a priori
different from a(·, ·) and m(·, ·).

In this article, we consider a general theoretical framework to analyze non-consistent
methods for the computation of the discrete eigenmodes of a self-adjoint operator. After
introducing some notation and definitions in Sections 4.2.1 and 4.2.2, we state our main
result (Theorem 4.3.1) in Section 4.3. Theorem 4.3.1 provides a priori error estimates on
the eigenvalues and eigenvectors in the absence of spectral pollution. Its proof is given in
Section 4.4.

In Section 4.5, we show that the supercell method for perturbed periodic Schrödinger
operators falls into the scope of Theorem 4.3.1. We prove that this method is spectral
pollution free, and we derive optimal convergence rates for the planewave discretization
method, taking numerical integration errors into account. The corresponding proofs are
detailed in Section 4.6, and some numerical illustrations are provided in Section 4.7.

4.2 Approximations of a self-adjoint operator

4.2.1 Some notation

Throughout this paper, H denotes a separable Hilbert space, endowed with the scalar
product m(·, ·) and associated norm ‖ · ‖H, and A a self-adjoint operator on H with dense
domain D(A). We denote by Q(A) := D(|A|1/2) the form domain of A and by a(·, ·) the
symmetric bilinear form on Q(A) associated with A. Recall that the vector space Q(A),
endowed with the scalar product 〈·, ·〉Q(A), defined as

∀ψ, φ ∈ Q(A), 〈ψ, φ〉Q(A) := m(ψ, φ) +m
(
|A|1/2ψ, |A|1/2φ

)
,

is a Hilbert space; the associated norm is denoted by ‖ · ‖Q(A).

Example 4.2.1. Perturbed periodic Schrödinger operators A := −∆ + Vper +W are self-
adjoint semibounded operators on H := L2(Rd), with domain D(A) := H2(Rd) and form
domain Q(A) := H1(Rd).

For any finite dimensional vector subspace X of H such that X ⊂ Q(A), we introduce
the following notation

• iX : X →֒ H is the canonical embedding of X into H;

• i∗X : H → X is the adjoint of iX , that is the orthogonal projection from H onto X
associated with the scalar product m (·, ·);

• A|X : X → X is the self-adjoint operator on X defined by

∀(ψ, φ) ∈ X ×X, m (A|Xψ, φ) = a(ψ, φ);

118



• ΠH
X : H → H and Π

Q(A)
X : Q(A) → Q(A) are the orthogonal projections onto X for

(H,m(·, ·)) and
(
Q(A), 〈·, ·〉Q(A)

)
, respectively.

We set
σ̂ess(A) := σ(A)

R \ σd(A),

where σd(A) is the discrete spectrum of A, and where σ(A)
R

is the closure of σ(A), the
spectrum of A, in R := R ∪ {±∞}. A spectral gap of A is an interval (Σ−,Σ+) such that
Σ−,Σ+ ∈ σ̂ess(A) ∩ R and (Σ−,Σ+) ∩ σ̂ess(A) = ∅ (which implies that Tr(1(−∞,Σ−](A)) =
Tr(1[Σ+,∞)(A)) = ∞). As usual, 1B denotes the characteristic function of the Borel set
B ⊂ R. The discrete eigenvalues of the operator A in a spectral gap (Σ−,Σ+), if any, are
isolated and of finite multiplicities, but can accumulate at Σ− and/or Σ+ [163].

Let us finally recall the notions of limit superior and limit inferior of a sequence of sets
of complex numbers (see for instance [56]).

Definition 4.2.1. Let (En)n∈N be a sequence of subsets of C.

• The set lim
n→∞

En (limit superior) is the set of all complex numbers λ ∈ C such that

there exist a subsequence (Enk
)k∈N of (En)n∈N and a sequence (λnk

)k∈N of complex
numbers such that for all k ∈ N, λnk

∈ Enk
and lim

k→∞
λnk

= λ.

• The set lim
n→∞

En (limit inferior) is the set of all complex numbers λ ∈ C such that

there exists a sequence (λn)n∈N of complex numbers such that for all n ∈ N, λn ∈ En
and lim

n→∞
λn = λ.

• If lim
n→∞

En = lim
n→∞

En, then lim
n→∞

En := lim
n→∞

En = lim
n→∞

En.

4.2.2 Consistent and non-consistent approximations

Definition 4.2.2. An approximation (Tn)n∈N of a self-adjoint operator A is a sequence
such that, for all n ∈ N,

Tn := (Xn, an,mn),

where

• (Xn)n∈N is a sequence of finite dimensional subspaces of Q(A);

• (an)n∈N is a sequence of symmetric bilinear forms on Q(A);

• (mn)n∈N is a sequence of symmetric bilinear forms on Q(A) such that the restriction
of mn to Xn forms a scalar product on Xn. We denote by ‖ · ‖Xn the associated
norm: ∀φn ∈ Xn, ‖φn‖Xn = mn(φn, φn)

1/2.

The approximation (Tn)n∈N is called consistent if, for any (ψ, λ) solution of (4.1),

∀φn ∈ Xn, an(ψ, φn) = λmn(ψ, φn),

and non-consistent otherwise.

The approximation (Tn)n∈N is referred to as a standard Galerkin method if, for all
n ∈ N, an = a and mn = m. Standard Galerkin methods are obviously consistent.
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If (Tn)n∈N is an approximation of A, we denote by An and Mn the m-symmetric (i.e.
symmetric w.r.t. the scalar product m(·, ·)) linear operators on Xn defined by: ∀φn, ψn ∈
Xn,

m (Anφn, ψn) = an(φn, ψn),

m (Mnφn, ψn) = mn(φn, ψn).

Since mn is a scalar product on Xn, the operator Mn is invertible and we can define the
operator

An = M−1/2
n AnM−1/2

n

on Xn, which is m-symmetric as well. The generalized eigenvalue problem
{

find (ψn, λn) ∈ Xn × R such that ‖ψn‖2
Xn

= 1 and
∀φn ∈ Xn, an(ψn, φn) = λnmn(ψn, φn),

(4.2)

is then equivalent, through the change of variable ξn = M1/2
n ψn, to the eigenvalue problem

{
find (ξn, λn) ∈ Xn × R such that ‖ξn‖2

H = 1 and
Anξn = λnξn.

The main objective of this work is to provide sufficient conditions on such potentially
non-consistent approximations (Tn)n∈N so that the discrete eigenvalues of A and the associ-
ated eigenvectors are well-approximated in a certain sense by eigenvalues and eigenvectors
of the discretized problems (4.2). We wish to provide a framework which will enable
us to deal with the supercell method for perturbed periodic linear Schrödinger operators
described in Section 4.5.

4.3 An abstract convergence result

4.3.1 The general case

Let us consider an approximation (Tn)n∈N of A satisfying the following assumptions:

(A1) ∀ψ ∈ Q(A),
∥∥∥
(
1 − Π

Q(A)
Xn

)
ψ
∥∥∥
Q(A)

−→
n→∞

0;

(A2) there exists 0 < γ ≤ Γ <∞ such that for all n ∈ N and all ψn, φn ∈ Xn,

γ‖ψn‖2
H ≤ mn(ψn, ψn) ≤ Γ‖ψn‖2

H,

|an(ψn, φn)| ≤ Γ‖ψn‖Q(A)‖φn‖Q(A);

(A3) for any compact subset K ⊂ C, if there exists a subsequence (Tnk
)k∈N of (Tn)n∈N

such that dist (K,σ(Ank
)) ≥ αK for some αK > 0 independent of k ∈ N, then there

exists cK > 0 such that for all µ ∈ K and all k ∈ N,

inf
wnk

∈Xnk

sup
vnk

∈Xnk

|(ank
− µmnk

)(wnk
, vnk

)|
‖wnk

‖Q(A)‖vnk
‖Q(A)

≥ cK ;

(A4) there exist κ ∈ R+ and, for each n ∈ N, two symmetric bilinear forms ãn and m̃n on
Q(A), and four seminorms ran, r

m
n , san, s

m
n on Q(A) such that ∀φn, ψn ∈ Xn,

γ‖ψn‖2
H ≤ m̃n(ψn, ψn) ≤ Γ‖ψn‖2

H,
|ãn(ψn, φn)| ≤ Γ‖ψn‖Q(A)‖φn‖Q(A),
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and ∀φ,ψ ∈ Q(A),

|(a− ãn)(φ,ψ)| ≤ ran(φ)ran(ψ), |(m− m̃n)(φ,ψ)| ≤ rmn (φ)rmn (ψ),
ran(φ) ≤ κ‖φ‖Q(A), rmn (φ) ≤ κ‖φ‖H,
ran(φ) −→

n→∞
0, rmn (φ) −→

n→∞
0,

and

sup
wn∈Xn

|(an − ãn)(Π
Q(A)
Xn

φ,wn)|
‖wn‖Q(A)

≤ san(φ), sup
wn∈Xn

|(mn − m̃n)(Π
Q(A)
Xn

φ,wn)|
‖wn‖Q(A)

≤ smn (φ),

san(φ) ≤ κ‖φ‖Q(A), smn (φ) ≤ κ‖φ‖H,
san(φ) −→

n→∞
0, smn (φ) −→

n→∞
0.

Before stating our main result, let us comment on these assumptions.

Conditions (A1) and (A2) are classical. The former means that any ψ ∈ Q(A) can be
approximated in Q(A) by a sequence (ψn)n∈N such that ψn ∈ Xn for each n ∈ N. The
latter ensures that, uniformly in n, the norms ‖ · ‖Xn and ‖ · ‖H are equivalent on Xn, and
the bilinear forms an are continuous on Xn, the space Xn being endowed with the norm
‖ · ‖Q(A).

Assumption (A3) is important in our proof since it enables us to apply Strang’s lemma
(see Section 4.8) with a uniform discrete inf-sup condition.

For the supercell approximation, we will prove a stronger result:

(A3’) for any compact subset K ⊂ C, there exists cK > 0 such that for all n ∈ N and all
µ ∈ K,

inf
wn∈Xn

sup
vn∈Xn

|(an − µmn)(wn, vn)|
‖wn‖Q(A)‖vn‖Q(A)

≥ cK min(1,dist(µ, σ(An))).

It is easily checked that (A3’) implies (A3).

Let us finally comment on condition (A4) in the perspective of the analysis of the
supercell method with numerical integration addressed in Section 4.5. In the latter setting,
the introduction of the bilinear forms ãn and m̃n aims at separating in the error bounds
of Theorem 4.3.1 the contributions inherently due to the supercell method (truncation
of the domain and artificial periodic boundary conditions) and those due to numerical
integration. We postpone until Section 4.5 the precise definitions of an, mn, ãn and m̃n in
this context.

Note that (A4) implies that the approximation (Tn)n∈N is weakly consistent in the
sense that for all φ ∈ Q(A), the consistency errors ran(φ), rmn (φ), san(φ) and smn (φ) converge
to 0 as n goes to infinity.

We are now in position to state our main result.

Theorem 4.3.1. Let A be a self-adjoint operator on H, λ ∈ σd(A) a discrete eigenvalue
of A with multiplicity q, and (Tn)n∈N an approximation of A satisfying assumptions (A1)-
(A4). Then,

1. Convergence of the eigenvalues

λ ∈ lim σ(An). (4.3)
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2. A priori error estimates in the absence of spectral pollution

Assume that

(B1) ∃ε > 0 s.t. (λ− ε, λ+ ε) ∩ σ(A) = {λ} and lim
n→∞

σ(An) ∩ (λ− ε, λ+ ε) = {λ}.

Let P := 1{λ}(A) be the orthogonal projection on Ker(A− λ) and

Pn := iXnM−1/2
n 1(λ−ε/2,λ+ε/2)(An)M1/2

n i∗Xn
.

Then,
Rank(Pn) ≥ q, (4.4)

and there exists C ∈ R+ such that, for n large enough,

‖(P − Pn)P‖L(H,Q(A)) ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)
, (4.5)

with

Ra
n := sup

ψ∈Ran(P), ‖ψ‖H=1
ran(ψ),

Rm
n := sup

ψ∈Ran(P), ‖ψ‖H=1
rmn (ψ),

San := sup
ψ∈Ran(P), ‖ψ‖H=1

san(ψ),

Smn := sup
ψ∈Ran(P), ‖ψ‖H=1

smn (ψ).

If we assume in addition that

(B2) for n large enough, Rank(Pn) = q,

then there exists C ∈ R+ such that, for n large enough,

‖(P −Pn)Pn‖L(H,Q(A)) ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)
, (4.6)

max
λn∈σ(An)∩(λ−ε/2,λ+ε/2)

|λn−λ| ≤ C

((∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n

)2

+ San + Smn

)
.

(4.7)

It is easy to check that Pn := M−1/2
n 1(λ−ε/2,λ+ε/2)(An)M1/2

n is the mn-orthogonal
projection of Xn onto the space Yn ⊂ Xn spanned by the eigenvectors of (4.2) associated
with the eigenvalues belonging to the interval (λ − ε/2, λ + ε/2). The operator Pn =
iXnPni

∗
Xn

∈ L(H) is therefore a (non-orthogonal) projection on the finite dimensional
space iXnYn ⊂ H.

Theorem 4.3.1 implies that, if (Tn)n∈N is an approximation of the operator A satisfying
(A1)-(A4), for all discrete eigenvalue λ of A, there exists a sequence (λn)n∈N of elements
of σ(An) converging to λ. Assumption (B1) states that there is no spurious eigenvalues in
the vicinity of λ. Estimate (4.5) shows that under assumption (B1), for each eigenvector ψ
of A associated with the discrete eigenvalue λ, there exists a sequence (ψn)n∈N of elements
of Ran(Pn) which strongly converges towards ψ in Q(A).
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On the other hand, there may a priori exist a sequence (ψn)n∈N of normalized elements
of Ran(Pn) weakly converging in H towards a vector that is not an eigenvector of A associ-
ated with λ. This is excluded when we make the additional assumption (B2). Assumption
(B2) means that, for n large enough, the sum of the multiplicities of the eigenvalues of
An close to λ is equal to the multiplicity q of λ. Under this assumption, if (ψn)n∈N is a
sequence of vectors of H such that for each n large enough, ψn is an H-normalized eigen-
vector of An associated with an eigenvalue λn ∈ (λ − ε, λ + ε), and if (ψn)n∈N weakly
converges in H towards some ψ ∈ H, then estimate (4.6) implies that ψ is a H-normalized
eigenvector of A associated with the eigenvalue λ and that the convergence of (ψn)n∈N to
ψ holds strongly in Q(A).

Lastly, estimate (4.7) shows that when ãn = an and m̃n = mn (which is the case in the
supercell model when numerical integration errors are neglected), then San = Smn = 0, and
the convergence rate of the eigenvalues is twice the convergence rate of the eigenvectors
measured in the Q(A) norm. Such a doubling of the convergence rate is expected in
variational approximations of linear eigenvalue problems (see e.g. [56]).

4.3.2 Standard Galerkin method

Let us now consider the special case when for all n ∈ N, Tn = (Xn, a,m) where (Xn)n∈N

is a sequence of finite dimensional subspaces of Q(A) satisfying (A1). In this case, for all
n ∈ N, An = A|Xn , Mn is the identity operator, and

Pn = iXn1(λ−ε/2,λ+ε/2)(A|Xn)i∗Xn

is an orthogonal projector with respect to the scalar product m.

In this setting, (A2) and (A4) are obviously satisfied, and (A3) and (A3’) respectively
read

(C3) for any compact subset K ⊂ C, if there exists a subsequence (Xnk
)k∈N of (Xn)n∈N

such that dist (K,σ(A|Xnk
)) ≥ αK for some αK > 0 independent of k ∈ N, then

there exists cK > 0 such that for all µ ∈ K and all k ∈ N,

inf
wnk

∈Xnk

sup
vnk

∈Xnk

|(a− µm)(wnk
, vnk

)|
‖wnk

‖Q(A)‖vnk
‖Q(A)

≥ cK ;

and

(C3’) for all compact subset K ⊂ C, there exists cK > 0 such that for all n ∈ N and all
µ ∈ K,

inf
wn∈Xn

sup
vn∈Xn

|(a− µm)(wn, vn)|
‖wn‖Q(A)‖vn‖Q(A)

≥ cK min(1,dist(µ, σ(A|Xn))).

It is proved in Appendix 4.9 that, when A is semibounded, (C3’), and thus (C3), automat-
ically hold. On the other hand, when A is not semibounded, (C3) is not always satisfied.
An explicit counterexample is given in Appendix 4.9.

The formulation of Theorem 4.3.1 simplifies in this case as follows:

Corollary 4.3.1. Let A be a self-adjoint operator on H, λ ∈ σd(A) a discrete eigenvalue
of A with multiplicity q, and (Xn)n∈N a sequence of finite dimensional subspaces of Q(A)
such that

∀ψ ∈ Q(A),
∥∥∥
(
1 − Π

Q(A)
Xn

)
ψ
∥∥∥
Q(A)

−→
n→∞

0.

Let us assume that either A is semibounded or (Xn)n∈N satisfies assumption (C3). Then,
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1. Convergence of the eigenvalues

λ ∈ limσ(A|Xn).

2. A priori error estimates in the absence of spectral pollution

Assume that

(D1) ∃ε > 0 s.t. (λ− ε, λ+ ε) ∩ σ(A) = {λ} and lim
n→∞

σ(An) ∩ (λ− ε, λ+ ε) = {λ}.

Let P := 1{λ}(A) be the orthogonal projection on Ker(A−λ) and Pn := iXn1(λ−ε/2,λ+ε/2)(A|Xn)i∗Xn
.

Then,
Rank(Pn) ≥ q,

and there exists C ∈ R+ such that, for n large enough,

‖(P − Pn)P‖L(H,Q(A)) ≤ C
∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

. (4.8)

If we assume in addition that

(D2) for n large enough, Rank(Pn) = q,

then there exists C ∈ R+ such that, for n large enough,

‖(P − Pn)Pn‖L(H,Q(A)) ≤ C
∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

, (4.9)

max
λn∈σ(An)∩(λ−ε/2,λ+ε/2)

|λn − λ| ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

)2

. (4.10)

The estimates (4.8), (4.9) and (4.10) are optimal. They are similar to the ones proved
in [73, 149, 150], but our assumptions on the sequence of discretized operators A|Xn are
different. In [73], these estimates are proved under the condition

δ(A,A|Xn ) −→
n→∞

0, (4.11)

where

δ(A,A|Xn ) := sup
φ∈D(A), ‖φ‖H+‖Aφ‖H=1

inf
φn∈Xn

‖φ− φn‖H + ‖Aφ−A|Xnφn‖H.

In [149], the assumptions are that A is invertible and

sup
vn∈Xn

inf
wn∈Xn

∥∥A−1vn − wn
∥∥
Q(A)

‖vn‖Q(A)
−→
n→∞

0. (4.12)

Each of the conditions (4.11) and (4.12) ensures that (D1) and (D2) hold for any discrete
eigenvalue of A. In the case when A is semibounded, (C3) is automatically satisfied, so
that our assumptions boil down to (A1), (D1) and (D2). These three conditions are weaker
than those in [73, 149, 150], and more easy to check in some settings, as will be seen in
Section 4.5 on the example of the supercell method. On the other hand, when A is not
semibounded, the precise relationship between condition (C3) and (4.11) and (4.12) is still
unclear to us.
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4.4 Proof of Theorem 4.3.1

4.4.1 Proof of (4.3)

Let us argue by contradiction and assume that there exists a subsequence (Tnk
)k∈N and

η > 0 such that (λ− η, λ+ η) ∩ σ(A) = {λ} and

∀k ∈ N, dist (λ, σ(Ank
)) ≥ η. (4.13)

Let ψ ∈ D(A) be a H-normalized eigenvector of A associated with the discrete eigenvalue
λ and µ := λ+ η/2. As (µ− η

2 , µ+ η
2 ) ∩ σ(A) = ∅, it holds

α := min
ν∈σ(A)

|ν − µ|
1 + |ν| > 0.

Let us consider the auxiliary problem
{

find u ∈ Q(A) such that
∀v ∈ Q(A), (a− µm)(u, v) = (λ− µ)m(ψ, v).

(4.14)

The bilinear form a−µm is continuous onQ(A) and satisfies ‖a−µm‖L(Q(A)×Q(A)) ≤ 1+|µ|.
The linear form f : Q(A) ∋ v 7→ (λ − µ)m(ψ, v) is also continuous. Furthermore, as
µ /∈ σ(A), if v ∈ Q(A) is such that (a− µm)(v,w) = 0 for all w ∈ Q(A), then necessarily
v = 0. Lastly,

inf
w∈Q(A)

sup
v∈Q(A)

|(a− µm)(v,w)|
‖v‖Q(A)‖w‖Q(A)

≥ min
ν∈σ(A)

|ν − µ|
1 + |ν| = α.

Thus, applying Banach-Nečas-Babuška’s theorem (see Section 4.8), problem (4.14) is well-
posed. Clearly, its unique solution is u = ψ.

Let us now introduce the following sequence of discretized problems for k ∈ N:
{

find unk
∈ Xnk

such that

∀vnk
∈ Xnk

, (ank
− µmnk

)(unk
, vnk

) = (λ− µ)mnk

(
Π
Q(A)
Xnk

ψ, vnk

)
.

(4.15)

From (4.13) and assumption (A3) (for K = {µ} and αK = η/2), we deduce the discrete
inf-sup condition

∀k ∈ N, inf
wnk

∈Xnk

sup
vnk

∈Xnk

|(ank
− µmnk

)(vnk
, wnk

)|
‖vnk

‖Q(A)‖wnk
‖Q(A)

≥ c > 0.

Thus, by Strang’s lemma (see Section 4.8) and assumptions (A2), (A3) and (A4), for all
k ∈ N,

‖ψ − unk
‖Q(A) ≤ η

2c
sup

vnk
∈Xnk

|m(ψ, vnk
) −mnk

(Π
Q(A)
Xnk

ψ, vnk
)|

‖vnk
‖Q(A)

+ inf
wnk

∈Xnk

(
c+ 1 + |µ|

c
‖ψ − wnk

‖Q(A) +
1

c
sup

vnk
∈Xnk

|[(ank
− a) + µ(m−mnk

)](wnk
, vnk

)|
‖vnk

‖Q(A)

)

≤ η

2c

(∥∥∥ψ − Π
Q(A)
Xnk

ψ
∥∥∥
H

+ κrmnk

(
Π
Q(A)
Xnk

ψ
)

+ smnk
(ψ)
)

+
c+ 1 + |µ|

c

∥∥∥ψ − Π
Q(A)
Xnk

ψ
∥∥∥
Q(A)

+
1

c

(
κrank

(
Π
Q(A)
Xnk

ψ
)

+ sank
(ψ) + |µ|κrmnk

(
Π
Q(A)
Xnk

ψ
)

+ |µ|smnk
(ψ)
)

≤ C

(∥∥∥ψ − Π
Q(A)
Xnk

ψ
∥∥∥
Q(A)

+ rank
(ψ) + rmnk

(ψ) + sank
(ψ) + smnk

(ψ)

)
,
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where C ∈ R+ is a constant independent of k. The above inequality implies that the
sequence (unk

)k∈N strongly converges to ψ in Q(A), from which we infer that

lim
k→∞

‖ΠQ(A)
Xnk

ψ − unk
‖Q(A) = 0. (4.16)

On the other hand, (4.15) yields

∀vnk
∈ Xnk

, (ank
− λmnk

)(unk
, vnk

) = (λ− µ)mnk

(
Π
Q(A)
Xnk

ψ − unk
, vnk

)
.

The above equality also reads

(Ank
− λ)(M1/2

nk
unk

) = (λ− µ)M1/2
nk

(
Π
Q(A)
Xnk

ψ − unk

)
.

It then follows from (A1), (A2) and (4.16) that

lim
k→∞

‖(Ank
− λ)(M1/2

nk
unk

)‖H = 0 and lim inf
k→∞

‖M1/2
nk
unk

‖2
H ≥ γ > 0,

which proves that dist(λ, σ(Ank
)) −→
k→∞

0 and contradicts (4.13).

4.4.2 Proof of (4.4) and (4.5)

By assumption (B1), the approximation (Tn)n∈N is such that lim
n→∞

σ(An)∩ (λ− ε, λ+ ε) =

{λ}. Hence, for n large enough,

σ(An) ∩ ((λ− 2ε/3, λ − ε/3) ∪ (λ+ ε/3, λ + 2ε/3)) = ∅,

so that the circle C in the complex plane centered at λ and of radius ε/2 is such that
dist(C, σ(An)) ≥ ε/6. This implies in particular that, for n large enough,

Pn =
1

2iπ

˛

C
iXnM−1/2

n (z −An)
−1M1/2

n i∗Xn
dz.

Consequently, for all ψ ∈ Ran(P), it holds

(P − Pn)ψ =
1

2iπ

˛

C

(
(z −A)−1ψ − iXnM−1/2

n (z −An)
−1M1/2

n i∗Xn
ψ
)
dz.

In the following, C will denote a constant independent of n ∈ N∗ and z ∈ C, which may
change along the calculations.

For z ∈ C, we introduce the auxiliary problem
{

find uz ∈ Q(A) such that
∀v ∈ Q(A), (zm− a)(uz, v) = m (ψ, v) ,

whose unique solution is uz = (z − A)−1ψ = ψ
z−λ , since ψ ∈ Ran(P). We also introduce

the discretized problem
{

find uzn ∈ Xn such that
∀vn ∈ Xn, (zmn − an)(u

z
n, vn) = mn

(
ΠH
Xn
ψ, vn

)
,

whose unique solution is uzn = iXnM−1/2
n (z − An)

−1M1/2
n i∗Xn

ψ. From assumption (A3),
since C is a compact subset of C, there exists c > 0 such that for all z ∈ C and n ∈ N,

inf
wn∈Xn

sup
vn∈Xn

|(an − zmn)(vn, wn)|
‖vn‖Q(A)‖wn‖Q(A)

≥ c.
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Reasoning as in Section 4.4.1, we infer from Strang’s lemma, assumptions (A2)-(A4) and
the fact that ran, r

m
n , s

a
n and smn are semi-norms, that for all z ∈ C,

‖uz − uzn‖Q(A) ≤ 1

c
sup
vn∈Xn

|m(ψ, vn) −mn(Π
H
Xn
ψ, vn)|

‖vn‖Q(A)

+ inf
wn∈Xn

(
c+ 1 + |z|

c
‖uz − wn‖Q(A) +

1

c
sup
vn∈Xn

|[(an − a) + z(mn −m)](wn, vn)|
‖vn‖Q(A)

)

≤ κ

c
rmn (ψ) +

Γ

c

∥∥ψ − ΠH
Xn
ψ
∥∥
H +

1

c
smn (ψ) +

Γ

c

∥∥∥ΠQ(A)
Xn

ψ − ΠH
Xn
ψ
∥∥∥
H

+
c+ 1 + |z|

c

∥∥∥uz − Π
Q(A)
Xn

uz
∥∥∥
Q(A)

+
1

c

(
κran

(
Π
Q(A)
Xn

uz
)

+ san(u
z) + |z|κrmn

(
Π
Q(A)
Xn

uz
)

+ |z|smn (uz)
)

≤ κ

c
rmn (ψ) +

3Γ

c

∥∥∥ψ − Π
Q(A)
Xn

ψ
∥∥∥
Q(A)

+
c+ (1 + |z|)(1 + κ2)

c

∥∥∥uz − Π
Q(A)
Xn

uz
∥∥∥
Q(A)

+
1

c
(κran(u

z) + san(u
z) + |z|κrmn (uz) + |z|smn (uz))

≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
ψ
∥∥∥
Q(A)

+ ran(ψ) + rmn (ψ) + san(ψ) + smn (ψ)

)
,

since uz = ψ
z−λ . Thus, for all z ∈ C,

∥∥∥(z −A)−1ψ − iXnM−1/2
n (z −An)

−1M1/2
n i∗Xn

ψ
∥∥∥
Q(A)

≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
ψ
∥∥∥
Q(A)

+ ran(ψ) + rmn (ψ) + san(ψ) + smn (ψ)

)
.

Since C is of finite length, we obtain that, for n large enough, for all ψ ∈ Ran(P),

‖(P − Pn)ψ‖Q(A) ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
ψ
∥∥∥
Q(A)

+ ran(ψ) + rmn (ψ) + san(ψ) + smn (ψ)

)
,

which readily leads to (4.5).
Let us finally consider a H-orthonormal basis (ζ1, · · · , ζq) of Ran(P) = Ker(λ − A).

Since for all 1 ≤ i ≤ q, Pnζi −→
n→∞

Pζi = ζi strongly in H, the family (Pnζ1, · · · ,Pnζq) is

free for n large enough, so that Rank(Pn) ≥ q.

4.4.3 Proof of (4.6) and (4.7)

We just have shown that for all 1 ≤ i ≤ q, Pnζi −→
n→∞

Pζi = ζi strongly in H. Under the

additional assumption that, for n large enough, Rank(Pn) = q, this implies that there
exists n0 ∈ N, such that, for n ≥ n0, (Pnζ1, · · · ,Pnζq) forms a basis of Ran(Pn), with

min
1≤i≤q

‖Pnζi‖2
H ≥ 3

4
and max

1≤i,j≤q, i 6=j
|m (Pnζi, ζj)| ≤

1

4q
.

Thus, any ξn ∈ Ran(Pn) can be decomposed as

ξn =

q∑

i=1

αi(ξn)Pnζi,
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the coefficients (α1(ξn), · · · , αq(ξn)) of ξn in the basis (Pnζ1, · · · ,Pnζq) being such that

max
1≤i≤q

|αi(ξn)| ≤ 2‖ξn‖H.

We have

Pξn − ξn =

q∑

i=1

αi(ξn)




q∑

j=1

m (Pnζi, ζj) ζj − Pnζi




=

q∑

i=1

αi(ξn)


∑

j 6=i
m (Pnζi − ζi, ζj) ζj − (Pnζi − ζi) +m (Pnζi − ζi, ζi) ζi


 ,

and we deduce from (4.5) that for all 1 ≤ i ≤ q,

‖ζi − Pnζi‖Q(A) ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)
.

Hence,

∀ξn ∈ Ran(Pn), ‖Pξn−ξn‖Q(A) ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)
‖ξn‖H,

where the constant C is independent of n. Besides, it also follows from (A2) and the
definition of Pn that

∀n ∈ N, ‖Pn‖L(H) ≤
√

Γ

γ
.

Therefore,

‖(P − Pn)Pn‖L(H,Q(A)) ≤ sup
ξn∈Ran(Pn)\{0}

‖Pξn − ξn‖Q(A)

‖ξn‖H
‖Pn‖L(H)

≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)
,

and (4.6) is proved.

For each n large enough, let (ψn, λn) ∈ Xn × R be a solution to the generalized eigen-
value problem (4.2) such that λn ∈ (λ − ε/2, λ + ε/2), φn = ψn

‖ψn‖H , and χn = Pψn

‖Pψn‖H =
Pφn

‖Pφn‖H . It follows from (4.6) that

‖Pφn−φn‖H ≤ ‖Pφn−φn‖Q(A) ≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)

−→
n→∞

0,

from which we infer that ‖Pφn‖H → 1, (φn)n∈N is bounded in Q(A), ‖φn − χn‖Q(A) → 0,
and

‖χn − φn‖Q(A) ≤
∥∥∥∥

Pφn
‖Pφn‖H

− Pφn
∥∥∥∥
Q(A)

+ ‖Pφn − φn‖Q(A)

≤ ‖Pφn‖−1
H ‖φn − Pφn‖H‖Pφn‖Q(A) + ‖Pφn − φn‖Q(A)

≤ C

(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)
.
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Besides, it holds

|λn − λ| = |an(ψn, ψn) − a(χn, χn)|

≤
∣∣∣∣
an(φn, φn)

mn(φn, φn)
− a(φn, φn)

∣∣∣∣+ |a(φn, φn) − a(χn, χn)|.

On the one hand, we have

|a(φn, φn) − a(χn, χn)| = |a(φn − χn, φn − χn) + 2a(χn, φn − χn)|
= |a(φn − χn, φn − χn) + 2λm(χn, φn − χn)|
= |a(φn − χn, φn − χn) − λ‖χn − φn‖2

H|
≤ C‖φn − χn‖2

Q(A).

On the other hand,

|(a− an)(φn, φn)| ≤ |(a− ãn)(φn, φn)| + |(ãn − an)(φn, φn)|
≤ ran(φn)

2 +
∣∣∣(ãn − an)

(
φn − Π

Q(A)
Xn

χn, φn − Π
Q(A)
Xn

χn

)∣∣∣

+2
∣∣∣(ãn − an)

(
Π
Q(A)
Xn

χn, φn − Π
Q(A)
Xn

χn

)∣∣∣

+
∣∣∣(ãn − an)

(
Π
Q(A)
Xn

χn,Π
Q(A)
Xn

χn

)∣∣∣

≤
(
ran(χn) + κ‖φn − χn‖Q(A)

)2
+ (Γ + κ2)

∥∥∥φn − Π
Q(A)
Xn

χn

∥∥∥
2

Q(A)

+

(
2
∥∥∥φn − Π

Q(A)
Xn

χn

∥∥∥
Q(A)

+
∥∥∥ΠQ(A)

Xn
χn

∥∥∥
Q(A)

)
san(χn)

≤ C

[(
ran(χn) + ‖φn − χn‖Q(A) +

∥∥∥
(
1 − Π

Q(A)
Xn

)
χn

∥∥∥
Q(A)

)2

+ san(χn)

]

≤ C

[(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)2

+ San

]
,

and a similar calculation leads to

|mn(φn, φn) − 1| = |mn(φn, φn) −m(φn, φn)|,

≤ C

[(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)2

+ Smn

]
.

Consequently,
∣∣∣∣
an(φn, φn)

mn(φn, φn)
− a(φn, φn)

∣∣∣∣ ≤ |(a− an)(φn, φn)|
mn(φn, φn)

+ |a(φn, φn)|
∣∣∣∣
mn(φn, φn) − 1

mn(φn, φn)

∣∣∣∣
≤ γ−1 (|(a− an)(φn, φn)| + |a(φn, φn)| |mn(φn, φn) − 1|)

≤ C

[(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n + San + Smn
)2

+ San + Smn

]
.

Collecting the above results, we obtain

|λ− λn| ≤ C

[(∥∥∥
(
1 − Π

Q(A)
Xn

)
P
∥∥∥
L(H,Q(A))

+ Ra
n + Rm

n

)2

+ San + Smn

]
,

which proves estimate (4.7).
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4.5 Application to the supercell method

The aim of this section is to show that the theoretical framework presented in Section 4.3
can be applied to the numerical analysis of the supercell method for perturbed periodic
Schrödinger operators.

Note that the supercell method was previously studied from a mathematical viewpoint
by Soussi [172], for the special case of a two-dimensional periodic Schrödinger operator
in the presence of a compactly supported perturbation W of the form W (x) = w1Ω(x),
where w is a real constant and Ω a bounded domain of R2.

4.5.1 The supercell method with exact integration

Let R be a periodic lattice of Rd, R∗ its reciprocal lattice and Γ a unit cell of R such that
0 is in the interior of Γ. Typically, in the case of the cubic lattice R = Zd, R∗ = 2πZd and
Γ = (−1/2, 1/2]d is an admissible unit cell.

Let us introduce the perturbed periodic Schrödinger operator

A := −∆ + Vper +W,

where ∆ is the Laplace operator, Vper a real-valued R-periodic function of Lploc(R
d), with

p = 2 if d ≤ 3, p > 2 if d = 4 and p = d/2 for d ≥ 5, and W ∈ L∞(Rd) a real-valued
function such that W (x) −→

|x|→∞
0.

The operator A is self-adjoint and bounded from below on H := L2(Rd), endowed with
its natural inner product

∀φ,ψ ∈ H, m(φ,ψ) :=

ˆ

Rd

φψ,

with domain D(A) = H2(Rd) and form domain Q(A) = H1(Rd). The associated bilinear
form a(·, ·) is defined by

∀φ,ψ ∈ Q(A), a(φ,ψ) :=

ˆ

Rd

∇φ · ∇ψ +

ˆ

Rd

(Vper +W )φψ.

We denote by A0 := −∆+Vper the corresponding periodic Schrödinger operator on L2(Rd).

The supercell method is the current state-of-the-art technique in solid state physics to
compute the spectrum of the operator A. For L ∈ N∗, we denote by ΓL := LΓ the supercell
of size L and set

L2
per(ΓL) :=

{
uL ∈ L2

loc(R
d) | uL LR-periodic

}
,

H1
per(ΓL) :=

{
uL ∈ L2

per(ΓL) | ∇uL ∈
(
L2

per(ΓL)
)d}

,

C0
per(ΓL) :=

{
uL ∈ C0(Rd) | uL LR-periodic

}
,

L∞
per(ΓL) :=

{
uL ∈ L∞(Rd) | uL LR-periodic

}
.

For uL ∈ L2
per(ΓL) and k ∈ L−1R∗, we denote by

ûL(k) :=
1

|ΓL|1/2
ˆ

ΓL

uL(x)eik·x dx
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the Fourier coefficient of uL corresponding to the k mode. For r ∈ R, the Sobolev space
Hr

per(ΓL) can be defined as

Hr
per(ΓL) :=



uL ∈ L2

per(ΓL) |
∑

k∈L−1R∗

(
1 + |k|2

)r |ûL(k)|2 <∞



 .

The supercell method relies on the resolution of the following (non-consistent and non-
conforming) eigenvalue problem:

{
find (uL,N , λL,N ) ∈ YL,N × R such that
∀vL,N ∈ YL,N , âL(uL,N , vL,N ) = λL,Nm̂L (uL,N , vL,N ) ,

where

∀uL, vL ∈ L2
per(ΓL), m̂L (uL, vL) :=

ˆ

ΓL

uLvL,

∀uL, vL ∈ H1
per(ΓL), âL(uL, vL) :=

ˆ

ΓL

∇uL · ∇vL +

ˆ

ΓL

(Vper +W )uLvL,

and YL,N is a finite dimensional subspace of H1
per(ΓL).

We setHL,N = HL|YL,N
, whereHL denotes the unique self-adjoint operator on L2

per(ΓL)
associated with the quadratic form âL. We have D(HL) = H2

per(ΓL) and

∀uL ∈ H2
per(ΓL), HLuL = −∆uL + (Vper +WL)uL,

where WL ∈ L∞
per(ΓL) denotes the LR-periodic extension of W |ΓL

.

For the sake of clarity, our analysis will be restricted to the case of the cubic lattice
R = Zd and the planewave discretization method, for which

YL,N :=





∑

k∈L−1R∗ | |k|≤2πNL−1

ckeL,k | ∀k, c−k = c∗k



 ,

where eL,k(x) := |ΓL|−1/2eik·x. We denote by ΠL,N the orthogonal projection of L2
per(ΓL)

on YN,L for the L2
per(ΓL) inner product (actually ΠL,N is also the orthogonal projection of

Hs
per(ΓL) on YN,L for the Hs

per(ΓL) inner product, for any s ∈ R).
The discretization spaces YL,N possess the following properties:

∀uL,N ∈ YL,N , ΠL,N (−∆uL,N ) = −∆uL,N ,

and for all real numbers r and s such that 0 ≤ r ≤ s, there exists a constant C ∈ R+ such
that for all L ∈ N∗ and all uL ∈ Hs

per(ΓL),

‖uL − ΠL,NuL‖Hr
per(ΓL) ≤ C

(
L

N

)s−r
‖uL‖Hs

per(ΓL). (4.17)

As in [40], we will assume that Vper belongs to the functional space Zper(Γ) (denoted
by Mper(Γ) in [40]), defined by

Zper(Γ) :=

{
V ∈ L2

per(Γ) | ‖V ‖Zper(Γ) := sup
L∈N∗

sup
wL∈H1

per(ΓL)\{0}

‖V wL‖L2
per(ΓL)

‖wL‖H1
per(ΓL)

< +∞
}
.

The space Zper(Γ) is a normed space and the space of the R-periodic functions of class
C∞ is dense in Zper(Γ).

Our main result concerning the supercell method in the absence of numerical integration
error is the following:
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Theorem 4.5.1. Assume that Vper ∈ Zper(Γ) and that W ∈ L∞(Rd) with W (x) −→
|x|→∞

0.

Let (NL)L∈N∗ be a sequence of integers such that
NL

L
−→
L→∞

+∞. Then,

1. Absence of pollution

lim
L→∞

σ(HL,NL
) = σ(A). (4.18)

2. A priori error estimates

Assume that, in addition, Vper ∈ Hr−2
per (Γ) and W ∈ Hr−2(Rd), for some r ≥ 2. Let λ

be a discrete eigenvalue of A and ε > 0 be such that σ(A) ∩ (λ − ε, λ + ε) = {λ}. Let
P := 1{λ}(A) be the L2(Rd)-orthogonal projection onto the eigenspace of A associated with
λ and PL := 1(λ−ε/2,λ+ε/2)(HL,NL

) the L2
per(ΓL)-orthogonal spectral projection of HL,NL

associated with the eigenvalues belonging to the interval (λ−ε/2, λ+ε/2). Consider finally
a sequence of cut-off functions (χL)L∈N∗ such that

0 ≤ χL ≤ 1 on Rd, χL = 1 on ΓL, Supp(χL) ⊂ (L+
√
L)Γ, ‖∇χL‖L∞ ≤ c, (4.19)

for some constant c ∈ R+ independent of L ∈ N∗.
Then, Ran(P) ⊂ Hr(Rd), and there exists C, δ > 0 such that for L large enough,

Tr(P) = Tr(PL), (4.20)

sup
ψ∈Ran(P), ‖ψ‖

L2(Rd)
=1

inf
uL∈Ran(PL)

‖ψ − χLuL‖H1(Rd) ≤ C

(
e−δL +

(
L

NL

)r−1
)
, (4.21)

sup
uL∈Ran(PL), ‖uL‖

L2
per(ΓL)

=1
inf

ψ∈Ran(P)
‖ψ − χLuL‖H1(Rd) ≤ C

(
e−δL +

(
L

NL

)r−1
)
, (4.22)

max
λL∈σ(HL,NL

)∩(λ−ε/2,λ+ε/2)
|λL − λ| ≤ C

(
e−δL +

(
L

NL

)r−1
)2

. (4.23)

4.5.2 The supercell method with numerical integration

In general, the computation of the integral
´

ΓL
(Vper +W )uLvL with uL, vL ∈ YL,NL

cannot
be carried out explicitly, and a numerical integration procedure is needed. We assume in
this section that Vper and W are continuous functions.

For M ∈ N∗ and uL ∈ C0
per(ΓL), we denote by ûFFT,ML the discrete Fourier transform

of uL on the cartesian grid GL,M := L
MZd. Recall that if

uL =
∑

k∈L−1R∗

ûL(k)eL,k,

the discrete Fourier transform of uL is theML−1R∗-periodic sequence ûFFT,ML =
(
ûFFT,ML (k)

)
k∈L−1R∗

where

ûFFT,ML (k) =
1

Md

∑

x∈GL,M∩ΓL

uL(x)e−ik·x = |ΓL|−1/2
∑

K∈L−1R∗

ûL(k +MK).
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We now introduce the subspaces

W 1D
L,M :=

∣∣∣∣∣∣∣∣

Span
{
eily | l ∈ 2πL−1Z, |l| ≤ 2π

L

(
M − 1

2

)}
(M odd),

Span
{
eily | l ∈ 2πL−1Z, |l| ≤ 2π

L

(
M − 1

2

)}
⊕ C

(
eiπMy/L + e−iπMy/L

)
(M even),

and denote by WL,M the d-tensor product spaceWL,M := W 1D
L,M⊗· · ·⊗W 1D

L,M . In particular,
when M is odd,

WL,M = Span
{
eL,k, k ∈ L−1R∗, |k|∞ ≤ 2πL−1

(
M − 1

2

)}
.

It is then possible to define the interpolation projector IL,M from C0
per(ΓL) onto WL,M by

[IL,M(uL)] (x) = uL(x) for all x ∈ GL,M . In particular, when M is odd, we have the simple
relation

IL,M(uL) = |ΓL|1/2
∑

k∈L−1R∗ | |k|∞≤2πL−1(M−1
2 )

ûFFT,ML (k)eL,k.

It is easy to check that if the function uL is real-valued, then so is the function IL,M(uL).
Besides, when M ≥ 4N + 1, it holds that for all uL, vL ∈ YL,N ,

ˆ

ΓL

IL,M(VLuLvL) =

ˆ

ΓL

IL,M (VL)uLvL,

for any VL ∈ L2
per(ΓL).

The supercell method with numerical integration then consists in considering the fol-
lowing eigenvalue problem for a given M ≥ 4N + 1,

{
find (uL,N , λL,N ) ∈ YL,N × R such that
∀vL,N ∈ YL,N , âL,M(uL,N , vL,N ) = λL,Nm̂L (uL,N , vL,N ) ,

where

∀uL, vL ∈ H1
per(ΓL), âL,M(uL, vL) :=

ˆ

ΓL

∇uL · ∇vL +

ˆ

ΓL

IL,M(Vper + W̃L)uLvL,

and where W̃L is the LR-periodic extension of ξLW |ΓL
, ξL being a C [r−1](Rd) cut-off

function such that 0 ≤ ξL ≤ 1, ξL = 1 on ΓL−1, Supp(ξL) ⊂ (L− 1/2) Γ, and the

sequences
(
‖∂αξL‖L∞(Rd)

)
L∈N∗

are uniformly bounded in L, for all |α| ≤ [r− 1] (here and

above, [r − 1] denotes the integer part of r − 1).

As in the preceding section, we denote by HL,N,M = HL,M |YL,N
, where HL,M is the

unique self-adjoint operator on L2
per(ΓL) with domain D(HL,M) = H2

per(ΓL) associated
with the quadratic form âL,M .

Theorem 4.5.2. Let (NL)L∈N∗ and (GL)L∈N∗ be sequences of integers such that
NL

L
−→
L→∞

+∞
and GL −→

L→∞
+∞, and ML := LGL. We assume that Vper ∈ C0

per(Γ) ∩ Hr−2
per (Γ) and

W ∈ C0(Rd) ∩Hr−2(Rd) for some r > 2. Then,

1. Absence of pollution
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lim
L→∞

σ(HL,NL,ML
) = σ(A). (4.24)

2. A priori error estimates

Let λ be a discrete eigenvalue of A and ε > 0 be such that σ(A) ∩ (λ − ε, λ + ε) = {λ}.
Let P := 1{λ}(A) be the L2(Rd)-orthogonal spectral projection onto the eigenspace of A
associated with λ, and PL := 1(λ−ε/2,λ+ε/2)(HL,NL,ML

) the L2
per(ΓL)-orthogonal spectral

projection of HL,NL,ML
associated with the eigenvalues belonging to the interval (λ−ε/2, λ+

ε/2). We finally consider a sequence (χL)L∈N∗ of cut-off functions such that

0 ≤ χL ≤ 1 on Rd, χL = 1 on ΓL, Supp(χL) ⊂ (L+
√
L)Γ, ‖∇χL‖L∞ ≤ c,

for some constant c ∈ R+ independent of L ∈ N∗.
Then, Ran(P) ⊂ Hr(Rd), and there exists C, δ > 0 such that for L large enough,

Tr(P) = Tr(PL), (4.25)

sup
ψ∈Ran(P), ‖ψ‖

L2(Rd)
=1

inf
uL∈Ran(PL)

‖ψ − χLuL‖H1(Rd) ≤ C (ǫ1(L) + ǫ2(L)) , (4.26)

sup
uL∈Ran(PL), ‖uL‖

L2
per(ΓL)

=1
inf

ψ∈Ran(P)
‖ψ − χLuL‖H1(Rd) ≤ C (ǫ1(L) + ǫ2(L)) , (4.27)

max
λL∈σ(HL,NL

)∩(λ−ε/2,λ+ε/2)
|λL − λ| ≤ C

(
ǫ1(L)2 + ǫ2(L)

)
, (4.28)

where

ǫ1(L) := e−δL+

(
L

NL

)r−1

and ǫ2(L) :=

(
L

ML

)r−2

+‖W‖L∞(Rd\ΓL−1)

(
e−δL +

(
L

NL

)r)
.

4.5.3 Formulation in terms of non-consistent approximations

The supercell method can be rewritten as a non-consistent approximation of the operator
A (in the sense introduced in Section 4.2.2), based on the approximation spaces (XL)L∈N∗

and the symmetric bilinear forms (aL)L∈N∗ , (ãL)L∈N∗ , and (mL)L∈N∗ defined for all L ∈ N∗

by
XL := {χLuL, uL ∈ YL,NL

} ⊂ H1(Rd),

and

∀φ,ψ ∈ H1(Rd), aL(φ,ψ) :=

ˆ

ΓL

∇φ · ∇ψ +

ˆ

ΓL

IL,ML
(Vper + W̃L)φψ,

ãL(φ,ψ) :=

ˆ

ΓL

∇φ · ∇ψ +

ˆ

ΓL

(Vper +W )φψ,

mL(φ,ψ) :=

ˆ

ΓL

φψ,

where we recall that (χL)L∈N∗ is a sequence of cut-off functions satisfying (4.19). It is
easily checked that for all L ∈ N∗, mL(·, ·) defines a scalar product on XL.

Let us introduce, for each L ∈ N∗, the unitary operator

jL :
(
YL,NL

, 〈·, ·〉L2
per(ΓL)

)
→ (XL,mL(·, ·)) ,

uL 7→ χLuL.
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Its adjoint (and inverse) j∗L is given by: ∀φL ∈ XL, j∗L(φL) = uL where uL is the LR-
periodic extension of φL|ΓL

. The supercell problems

{
find (λL, uL) ∈ R × YL,NL

such that ‖uL‖L2
per(ΓL) = 1,

∀vL ∈ YL,NL
, âL(uL, vL) = λLm̂L(uL, vL),

and {
find (λL, uL) ∈ R × YL,NL

such that ‖uL‖L2
per(ΓL) = 1,

∀vL ∈ YL,NL
, âL,ML

(uL, vL) = λLm̂L(uL, vL),

are then respectively equivalent, through the change of variable ψL = jLuL, to the gener-
alized eigenproblems

{
find (λL, ψL) ∈ R ×XL such that mL(ψL, ψL) = 1 and
∀φL ∈ XL, ãL(ψL, φL) = λLmL(ψL, φL),

and {
find (λL, ψL) ∈ R ×XL such that mL(ψL, ψL) = 1 and
∀φL ∈ XL, aL(ψL, φL) = λLmL(ψL, φL).

Thus, considering the supercell method with exact and numerical integrations is equiva-
lent to considering the non-consistent but conforming approximations (TL)L∈N∗ and (T̃L)L∈N∗

respectively defined by

T̃L = (XL, ãL,mL) and TL = (XL, aL,mL).

Taking the same notation as in Section 4.3, it holds that ÃL = jLHL,NL
j∗L and AL =

jLHL,NL,ML
j∗L so that σ(ÃL) = σ(HL,NL

), σ(AL) = σ(HL,NL,ML
) and, in both cases,

PL = iXL
jLPLj

∗
Li

∗
XL

. The following section is devoted to the proof of Theorems 4.5.1
and 4.5.2, which are in fact corollaries of Theorem 4.3.1. We will first check that all the
assumptions of Theorem 4.3.1 are satisfied for the approximations (T̃L)L∈N∗ and (TL)L∈N∗ ,
and then derive more explicit expressions of the right hand sides of (4.5), (4.6) and (4.7)
in terms of L, NL and ML.

We prove in Section 4.6.1 that the supercell method with exact integration satisfies
assumptions (A1)-(A4). In Section 4.6.2, we prove (4.18) and (4.20), which imply that
this method also satisfies assumptions (B1) and (B2) for any discrete eigenvalue λ of the
operator A. Estimating the terms involved in estimates (4.5), (4.6) and (4.7) will then lead
to estimates (4.21), (4.22) and (4.23) and conclude the proof of Theorem 4.5.1. Section 4.6.4
is devoted to the proof of Theorem 4.5.2, in which numerical integration errors are taken
into account.

4.6 Proof of Theorem 4.5.1 and Theorem 4.5.2

In the sequel, C will denote an arbitrary constant independent on L ∈ N∗ which may vary
along the calculations.

4.6.1 Proof of (A1)-(A4) for T̃L = (XL, ãL, mL)

Proof of (A1): Let us prove that

∀φ ∈ H1(Rd), inf
φL∈XL

‖φ− φL‖H1(Rd) −→
L→∞

0.
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Let φ ∈ H1(Rd) and ε > 0. Since C∞
c (Rd) is dense in H1(Rd), there exists η ∈ C∞

c (Rd)
such that ‖φ − η‖H1(Rd) ≤ ε. Let L0 ∈ N∗ be such that Supp(η) ⊂ (L0 −

√
L0)Γ. For all

L ≥ L0, if ηL denotes the LR-periodic extension of η|ΓL
, we infer from (4.17) that

‖ηL − ΠL,NL
ηL‖H1

per(ΓL) ≤ C
L

NL
‖ηL‖H2

per(ΓL) = C
L

NL
‖η‖H2(Rd) −→

L→∞
0,

with C ∈ R+ independent of L. Let us then consider the sequence (φL)L∈N∗ defined as
φL := χLΠL,NL

ηL ∈ XL for all L ∈ N∗, for which

‖φ− φL‖H1(Rd) ≤ ‖φ− η‖H1(Rd) + ‖η − χLΠL,NL
ηL‖H1(Rd),

≤ ε+ ‖ηL − ΠL,NL
ηL‖H1

per(ΓL) + ‖χLΠL,NL
ηL‖H1((L+

√
L)Γ\ΓL).

Furthermore, since 0 ≤ χL ≤ 1, and ηL = 0 on (L+
√
L)Γ \ ΓL, it holds

‖χLΠL,NL
ηL‖2

H1((L+
√
L)Γ\ΓL)

≤ ‖χLΠL,NL
ηL‖2

L2((L+
√
L)Γ\ΓL)

+ 2 ‖∇χLΠL,NL
ηL‖2

L2((L+
√
L)Γ\ΓL)

+2 ‖χL∇(ΠL,NL
ηL)‖2

L2((L+
√
L)Γ\ΓL)

≤ ‖ΠL,NL
ηL − ηL‖2

L2((L+
√
L)Γ\ΓL)

+ ‖∇(ΠL,NL
ηL) −∇ηL‖2

L2((L+
√
L)Γ\ΓL)

+‖∇χL‖L∞(Rd) ‖ΠL,NL
ηL − ηL‖2

L2((L+
√
L)Γ\ΓL)

≤ 3d(4 + ‖∇χL‖L∞(Rd)) ‖ΠL,NL
ηL − ηL‖2

H1
per(ΓL) −→

L→∞
0.

Hence the result.

Proof of (A2): Let φL, ψL ∈ XL, and uL, vL ∈ YL,NL
⊂ H1

per(ΓL) such that φL = χLuL
and ψL = χLvL. It holds

ˆ

Rd

|φL|2 =

ˆ

Γ3L

|φL|2 =

ˆ

Γ3L

χ2
L|uL|2 ≤ 3d

ˆ

ΓL

|uL|2 = 3d
ˆ

ΓL

|φL|2 ≤ 3d
ˆ

Rd

|φL|2.

Therefore,
1

3d
‖φL‖2

L2(Rd) ≤ mL(φL, φL) ≤ ‖φL‖L2(Rd). (4.29)

Besides,

|ãL(φL, ψL)| =

∣∣∣∣
ˆ

ΓL

∇φL · ∇ψL +

ˆ

ΓL

(Vper +W )φLψL

∣∣∣∣
≤ (1 + ‖W‖L∞(Rd))‖φL‖H1(Rd)‖ψL‖H1(Rd) + ‖VperuL‖L2

per(ΓL)‖vL‖L2
per(ΓL)

≤ (1 + ‖W‖L∞(Rd) + ‖Vper‖Zper(Γ))‖φL‖H1(Rd)‖ψL‖H1(Rd).

Thus, assumption (A2) is satisfied.

Proof of (A3): For all α > 0 arbitrarily small, there exists a constant Cα such that for
all φ ∈ H1(Rd),

ˆ

Rd

|Vper||φ|2 ≤ α

ˆ

Rd

|∇φ|2 +Cα

ˆ

Rd

|φ|2. (4.30)

Besides, for all φL ∈ XL, if φL = χLuL with uL ∈ YL,NL
, it holds that

ˆ

Rd

|∇φL|2 ≤ 2

ˆ

(L+
√
L)Γ

|∇χLuL|2 + |χL∇uL|2

≤ 2 × 3d
(
‖∇χL‖L∞(Rd)

ˆ

ΓL

|uL|2 +

ˆ

ΓL

|∇uL|2
)
,
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which, together with (4.29), yields that, for L large enough
ˆ

Rd

|φL|2 +

ˆ

Rd

|∇φL|2 ≤ 3d+1

(
ˆ

ΓL

|φL|2 +

ˆ

ΓL

|∇φL|2
)
. (4.31)

Using (4.30) and (4.31), we obtain that for all α > 0 arbitrarily small, there exists Dα ∈ R+

such that for all L ∈ N∗ and all φL ∈ XL,
ˆ

ΓL

(Vper +W )|φL|2 ≤
ˆ

Rd

(|Vper| + |W |) |φL|2

≤ α

ˆ

ΓL

|∇φL|2 +Dα

ˆ

ΓL

|φL|2.

This last inequality implies that there exists β > 0 independent on L ∈ N∗ such that for
all φL ∈ XL,

‖φL‖2
H1(Rd) ≤ 3d+1‖φL‖2

H1(ΓL) ≤ β (|ãL(φL, φL)| +mL(φL, φL)) .

Thus, for all µ ∈ C, it holds that

inf
ψL∈XL

sup
φL∈XL

|(ãL − µmL)(φL, ψL)|
‖φL‖H1(Rd)‖ψL‖H1(Rd)

≥ 1

β
inf

ψL∈XL

sup
φL∈XL

|(ãL − µmL)(φL, ψL)|
(|ãL(φL, φL)| +mL(φL, φL))1/2 (|ãL(ψL, ψL)| +mL(ψL, ψL))1/2

.

Let (ζiL)1≤i≤dim(XL) be an mL-orthonormal basis of XL, such that for all 1 ≤ i ≤ dim(XL),

HL,NL
j∗Lζ

(i)
L = νiLj

∗
Lζ

i
L, 1 ≤ i ≤ dim(XL),

where {νiL, 1 ≤ i ≤ dim(XL)} = σ(HL,NL
). Then, any φL ∈ XL can be expanded in the

basis (ζiL)1≤i≤dim(XL):

φL =

dim(XL)∑

i=1

ciζ
i
L, ci ∈ R, 1 ≤ i ≤ dim(XL),

and it holds that |ãL(φL, φL)| +mL(φL, φL) ≤∑dim(XL)
i=1 |ci|2(1 + |νiL|). Considering

ψL :=

dim(XL)∑

i=1

sgn(νiL − µ)ciζ
i
L,

we obtain that

inf
ψL∈XL

sup
φL∈XL

|(ãL − µmL)(φL, ψL)|
‖φL‖H1(Rd)‖ψL‖H1(Rd)

≥ 1

β
inf

νL∈σ(HL,NL
)

|νL − µ|
1 + |νL|

. (4.32)

Since (4.32) holds for any µ ∈ C, this implies that for any compact subset K ⊂ C, there
exists a constant cK > 0 such that for all L ∈ N∗ and all µ ∈ K,

inf
ψL∈XL

sup
φL∈XL

|(ãL − µmL)(φL, ψL)|
‖φL‖H1(Rd)‖ψL‖H1(Rd)

≥ cK min (1,dist(µ, σ(HL,NL
))) .
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Thus, condition (A3’), and condition (A3), hold for the approximation (T̃L)L∈N∗ .

Proof of (A4): For all φ ∈ H1(Rd), we denote by

rmL (φ) :=

(
ˆ

Rd\ΓL−1

|φ|2
)1/2

≤ ‖φ‖L2(Rd),

and

raL(φ) :=

(
ˆ

Rd\ΓL−1

|φ|2 + |∇φ|2
)1/2

≤ ‖φ‖H1(Rd).

Then, rmL and raL are seminorms on H1(Rd) such that for all φ ∈ H1(Rd), rmL (φ) −→
L→∞

0

and raL(φ) −→
L→∞

0. For all φ,ψ ∈ H1(Rd), it holds

|(m−mL)(φ,ψ)| =

∣∣∣∣∣

ˆ

Rd\ΓL

φψ

∣∣∣∣∣ ≤ rmL (φ)rmL (ψ).

Let (ωL)L∈N∗ be a sequence of C∞ cut-off functions such that for all L ∈ N∗, 0 ≤ ωL ≤ 1,
ωL = 1 on Rd \ ΓL, ωL = 0 on ΓL−1 and the sequence (‖∇ωL‖L∞(Rd))L∈N∗ is uniformly
bounded in L ∈ N∗. Then, for all φ,ψ ∈ H1(Rd),

|(a− ãL)(φ,ψ)| =

∣∣∣∣∣

ˆ

Rd\ΓL

∇φ · ∇ψ +

ˆ

Rd\ΓL

(Vper +W )φψ

∣∣∣∣∣

≤ (1 + ‖W‖L∞)raL(φ)raL(ψ) +

ˆ

Rd

|VperωLφωLψ|

≤ (1 + ‖W‖L∞)raL(φ)raL(ψ) +

(
ˆ

Rd

|Vper||ωLφ|2
)1/2(ˆ

Rd

|Vper||ωLψ|2
)1/2

.

Using (4.30),
ˆ

Rd

|Vper||ωLφ|2 ≤ 1

2

ˆ

Rd

|∇(ωLφ)|2 + C

ˆ

Rd

|ωLφ|2 ≤ CraL(φ)2.

Thus, there exists κ ∈ R+ independent on L ∈ N∗ such that

|(a− ãL)(φ,ψ)| ≤ κraL(φ)raL(ψ).

4.6.2 Absence of pollution

Proposition 4.6.1. It holds

σ(A) = lim
L→∞

σ(HL,NL
). (4.33)

Besides, for any discrete eigenvalue λ of the operator A and for all ε > 0 such that (λ −
ε, λ+ ε) ∩ σ(A) = {λ}, we have, for L large enough,

Tr(PL) = Tr(P), (4.34)

where P := 1{λ}(A) and PL := 1(λ−ε/2,λ+ε/2)(HL,NL
).
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Let us notice that (4.33) implies that (B1) is satisfied for any discrete eigenvalue of A,
and that (4.34) is nothing but a reformulation of (B2). We refer to [40, Theorem 3.1] for
a proof of (4.33).

Proof of (4.34). If follows from (4.33) that (B1) is satisfied and therefore that for n large
enough, Tr(PLn) ≥ Tr(P). Let us assume that there exists an increasing sequence (Lk)k∈N∗

of integers such that
Tr(PLk

) > q := Tr(P).

For all k ∈ N, let (ζ
(i)
Lk

)1≤i≤q+1 be an L2
per(ΓLk

)-orthonormal family of vectors of YLk,NLk

such that for all 1 ≤ i ≤ q + 1,

HLk,NLk
ζ
(i)
Lk

= λ
(i)
Lk
ζ
(i)
Lk

with λ(i)
Lk

∈ (λ− ε/2, λ+ ε/2).

Then, for all k ∈ N, (χLk
ζ
(i)
Lk

)1≤i≤q+1 forms a free family of XLk
and there exists gk ∈

Span(ζ
(i)
Lk

)1≤i≤q+1 such that ‖gk‖L2
per(ΓLk

) = 1 and

g̃k := χLk
gk ∈ Ker(P).

Reasoning as above, it can be easily checked that
(
‖gk‖H1

per(ΓLk
)

)
k∈N∗

is bounded, which

implies that
(
‖g̃k‖H1(Rd)

)
k∈N∗

is bounded as well. Thus, up to the extraction of a subse-

quence, there exists g ∈ H1(Rd) ∩ Ker(P) such that g̃k ⇀
k→∞

g in H1(Rd) and g̃k −→
k→∞

g in

L2
loc(R

d). Since g̃k = χLk
gk, this also implies that

gk −→
k→∞

g strongly in L2
loc(R

d),

which readily leads to
(
HLk,NLk

− λ
)
gk −→

k→∞
−∆g + (Vper +W − λ)g in D′(Rd).

Besides, since gk ∈ Ran(PLk
) and lim

k→∞
σ(HLk,NLk

) = σ(H), we have,

∥∥∥
(
HLk,NLk

− λ
)
gk

∥∥∥
L2

per(ΓLk
)
−→
k→∞

0,

which, in turn, implies that
(
HLk,NLk

− λ
)
gk −→

k→∞
0 in D′(Rd).

Therefore,
−∆g + (Vper +W − λ)g = 0.

Consequently, g ∈ Ker(P) ∩ Ran(P) = {0}. Using similar arguments as those used in the
proof of [40, Theorem 3.1], we infer from the fact that (gk)k∈N strongly converges to 0 in

L2
loc(R

d) that
(

egk
‖egk‖L2(Rd)

)

k∈N

is a Weyl sequence for A0 = −∆ + Vper associated with λ,

which contradicts the fact that λ /∈ σ(A0).
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4.6.3 Proof of Theorem 4.5.1

We have proved that the supercell method with planewave discretization and exact inte-
gration satisfies assumptions (A1)-(A4), and that for each discrete eigenvalue located in a
spectral gap of A, assumptions (B1) and (B2) are satisfied. Thus, Theorem 4.3.1 can be
applied and there exists C ∈ R+ such that for L large enough,

Tr(PL) = Tr(P) = Tr(PL),

‖(P − PL)P‖L(L2(Rd),H1(Rd)) ≤ C

(∥∥∥
(
1 − Π

H1(Rd)
XL

)
P
∥∥∥
L(L2(Rd),H1(Rd))

+ Ra
L + Rm

L

)
,

‖(P − PL)PL‖L(L2(Rd),H1(Rd)) ≤ C

(∥∥∥
(
1 − Π

H1(Rd)
XL

)
P
∥∥∥
L(L2(Rd),H1(Rd))

+ Ra
L + Rm

L

)
,

max
λL∈σ(HL,NL

)∩(λ−ε/2,λ+ε/2)
|λL − λ| ≤ C

(∥∥∥
(
1 − Π

H1(Rd)
XL

)
P
∥∥∥
L(L2(Rd),H1(Rd))

+ Ra
L + Rm

L

)2

,

where PL := iXL
jLPLj

∗
Li

∗
XL

and

Rm
L := sup

ψ∈Ran(P), ‖ψ‖
L2(Rd)

=1
rmL (ψ),

Ra
L := sup

ψ∈Ran(P), ‖ψ‖
L2(Rd)

=1
raL(ψ).

Since we have

sup
ψ∈Ran(P), ‖ψ‖

L2(Rd)
=1

inf
uL∈Ran(PL)

‖ψ − χLuL‖H1(Rd) ≤ ‖(P − PL)P‖L(L2(Rd),H1(Rd)),

and

sup
uL∈Ran(PL), ‖uL‖

L2
per(ΓL)

=1
inf

ψ∈Ran(P)
‖ψ − χLuL‖H1(Rd) ≤ ‖(P − PL)PL‖L(L2(Rd),H1(Rd)),

it just remains to prove that there exists δ > 0 independent on L such that

∥∥∥
(
1 − Π

H1(Rd)
XL

)
P
∥∥∥
L(L2(Rd),H1(Rd))

+ Ra
L + Rm

L ≤ C

(
e−δL +

(
NL

L

)r−1
)
.

This estimate is based on exponential decay results for the bound states of Schrödinger
operators [168]. A real-valued function V on Rd is said to lie in the class Kd if and only if

if d ≥ 3, lim
α↓0

sup
x∈Rd

ˆ

|x−y|≤α

|V (y)|
|x− y|d−2

dy = 0;

if d = 2, lim
α↓0

sup
x∈Rd

ˆ

|x−y|≤α
|V (y)| ln

(
|x− y|−1

)
dy = 0;

if d = 1, sup
x∈Rd

ˆ

|x−y|≤1
|V (y)| dy <∞.

Under our assumptions on Vper and W , V = Vper +W ∈ Kd. It then follows from Theorem
C.3.4 and Corollary C.2.3 in [168] that there exists C, δ > 0 such that for all L2(Rd)-
normalized ψ ∈ Ran(P),

∀x ∈ Rd, |ψ(x)| ≤ Ce−3δ|x| and e3δ|·|∇ψ ∈
(
L2(Rd)

)d
. (4.35)
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For all L ≥ 6, let ηL ∈ C∞
c (Rd) such that 0 ≤ ηL ≤ 1, ηL = 1 on ΓL/2−2, Supp(ηL) ⊂

ΓL/2−1 and all its derivative up to the [r + 1]st order are bounded in L∞(Rd), uniformly

in L ∈ N∗. Let ψ ∈ Ran(P) such that ‖ψ‖L2(Rd) = 1, ζL = ηLψ, and ζ̃L the LR-periodic

extension of ζL. Then, χLΠL,NL
ζ̃L ∈ XL, and it holds

‖ψ − χLΠL,NL
ζ̃L‖H1(Rd) ≤ ‖ψ − ηLψ‖H1(Rd) + ‖ζL − χLΠL,NL

ζ̃L‖H1(Rd)

= ‖ψ − ηLψ‖H1(Rd) + ‖χL
(
ζL − ΠL,NL

ζ̃L

)
‖H1(Rd)

≤ Ce−δL + C‖ζ̃L − ΠL,NL
ζ̃L‖H1

per(ΓL)

≤ Ce−δL + C

(
NL

L

)r−1

‖ζ̃L‖Hr
per(ΓL)

≤ C

(
e−δL +

(
NL

L

)r−1

‖ζL‖Hr(Rd)

)

≤ C

(
e−δL +

(
NL

L

)r−1

‖ψ‖Hr(Rd)

)

≤ C

(
e−δL +

(
NL

L

)r−1
)
.

This yields the estimate

∥∥∥
(
1 − Π

H1(Rd)
XL

)
P
∥∥∥
L(L2(Rd),H1(Rd))

≤ C

(
e−δL +

(
NL

L

)r−1
)
.

The remaining estimate
Ra
L + Rm

L ≤ Ce−δL,

is a straightforward consequence of (4.35).

4.6.4 Proof of Theorem 4.5.2

Let us first remark that since
ML

L
= GL ∈ N∗, IL,ML

(Vper) = I1,GL
(Vper) is a R-periodic

function. Let φL, ψL ∈ XL be such that φL = χLuL and ψL = χLvL with uL, vL ∈ YL,NL
.

Then, we have

∣∣∣∣
ˆ

ΓL

(Vper − IL,ML
(Vper))φLψL

∣∣∣∣ ≤
∣∣∣∣
ˆ

ΓL

|Vper − IL,ML
(Vper)|u2

L

∣∣∣∣
1/2 ∣∣∣∣

ˆ

ΓL

|Vper − IL,ML
(Vper)| v2

L

∣∣∣∣
1/2

.

As
ˆ

ΓL

|Vper − IL,ML
(Vper)|u2

L =
∑

R∈R∩ΓL

ˆ

Γ
|Vper − I1,GL

(Vper)|uL(· +R)2

≤ ‖Vper − I1,GL
(Vper)‖L2

per(Γ)

∑

R∈R∩ΓL

‖uL(· +R)‖2
L4(Γ)

≤ C ‖Vper − I1,GL
(Vper)‖L2

per(Γ)

∑

R∈R∩ΓL

‖uL(· +R)‖2
H1(Γ)

= C ‖Vper − I1,GL
(Vper)‖L2

per(Γ)‖uL‖2
H1

per(ΓL)

≤ C ‖Vper − I1,GL
(Vper)‖L2

per(Γ)‖φL‖2
H1(Rd),
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we obtain
∣∣∣∣
ˆ

ΓL

(Vper − IL,ML
(Vper))φLψL

∣∣∣∣ ≤ C‖Vper − I1,GL
(Vper)‖L2

per(Γ)‖φL‖H1(Rd)‖ψL‖H1(Rd),

(4.36)
for a constant C independent of L, with

‖Vper − I1,GL
(Vper)‖L2

per(Γ) ≤ CG
−(r−2)
L ‖Vper‖Hr−2

per (Γ) = C

(
L

ML

)r−2

‖Vper‖Hr−2
per (Γ) −→

L→∞
0.

(4.37)
Besides, since W ∈ C0(Rd) ∩Hr−2(Rd),

‖W̃L − IL,ML
(W̃L)‖L2(ΓL) ≤ C

(
L

ML

)r−2

‖W̃L‖Hr−2
per (ΓL)

≤ C

(
L

ML

)r−2

‖W‖Hr−2(Rd), (4.38)

and ‖W − W̃L‖L∞(Rd) ≤ ‖W‖L∞(Rd\ΓL−1) −→
L→∞

0. Thus,

sup
φL∈XL

sup
ψL∈XL

|(ãL − aL)(φL, ψL)|
‖φL‖H1(Rd)‖ψL‖H1(Rd)

−→
L→∞

0.

Together with the results proved in Section 4.6.1, this implies (A2), (A3), (B1) and (B2) are
satisfied for TL = (XL, aL,mL). Assumption (A4) is also satisfied for TL = (XL, aL,mL),
with ãL(·, ·) playing the role of ãn(·, ·) and m̃n(·, ·) = mn(·, ·) = mL(·, ·). To obtain the
estimates (4.26), (4.27) and (4.28), it remains to prove that

SaL ≤ C

[(
L

ML

)r−2

+ ‖W‖L∞(Rd\ΓL−1)

(
e−δL +

(
L

NL

)r)]
,

where

SaL := sup
ψ∈Ran(P), ‖ψ‖

L2(Rd)
=1

sup
φL∈XL

∣∣∣(aL − ãL)
(
Π
H1(Rd)
XL

ψ, φL

)∣∣∣
‖φL‖H1(Rd)

.

Using (4.36) and (4.37), we already have for all ψ ∈ Ran(P) such that ‖ψ‖L2(Rd) = 1,

∣∣∣∣
ˆ

ΓL

(Vper − IL,ML
(Vper))

(
Π
H1(Rd)
XL

ψ
)
φL

∣∣∣∣ ≤ C

(
L

ML

)r−2

‖φL‖H1(Rd). (4.39)

Besides, using (4.38), it holds that

∣∣∣∣
ˆ

ΓL

(W̃L − IL,ML
(W̃L))

(
Π
H1(Rd)
XL

ψ
)
φL

∣∣∣∣ ≤ C

(
L

ML

)r−2

‖φL‖H1(Rd). (4.40)

It also follows from (4.35) that

∣∣∣∣
ˆ

ΓL

(W̃L −W )
(
Π
H1(Rd)
XL

ψ
)
φL

∣∣∣∣ ≤
∣∣∣∣∣

ˆ

ΓL\ΓL−1

(W̃L −W )ψφL

∣∣∣∣∣+
∣∣∣∣∣

ˆ

ΓL\ΓL−1

(W̃L −W )
(
ψ − Π

H1(Rd)
XL

ψ
)
φL

∣∣∣∣∣

≤ C‖W‖L∞(Rd\ΓL−1)

(
e−δL +

∥∥∥ψ − Π
H1(Rd)
XL

ψ
∥∥∥
L2(Rd)

)
‖φL‖H1(Rd).
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Reasoning as in the proof of (A1) in Section 4.6.1, and using (4.35), we can prove that

∥∥∥ψ − Π
H1(Rd)
XL

ψ
∥∥∥
L2(Rd)

≤ C

(
e−δL +

(
L

NL

)r)
.

Thus,

∣∣∣∣
ˆ

ΓL

(W̃L −W )
(
Π
H1(Rd)
XL

ψ
)
φL

∣∣∣∣ ≤ C

[(
L

ML

)r−2

+ ‖W‖L∞(Rd\ΓL−1)

(
e−δL +

(
L

NL

)r)]
‖φL‖H1(Rd).

(4.41)
Finally, using (4.39), (4.40) and (4.41), we obtain

SaL ≤ C

[(
L

ML

)r−2

+ ‖W‖L∞(Rd\ΓL−1)

(
e−δL +

(
L

NL

)r)]
,

which ends the proof of Theorem 4.5.2.

4.7 Numerical results

In this section, we present some numerical results obtained with the software Scilab, illus-
trating the a priori estimates given in Theorem 4.5.1 and 4.5.2. These results have been
obtained with d = 1, Vper(x) = | sinx|, W (x) = −2 exp(−|x|) and Γ = (−π, π]. The partic-
ular form of these potentials enables us to compute the mass and stiffness matrices analyti-
cally (and therefore with no numerical integration error). The operator A = −∆+Vper+W
then possesses a discrete simple eigenvalue λ ≈ 1.69 located in the spectral gap [α, β] of
the operator A0 = −∆+Vper where α ≈ 1.43 and β ≈ 1.84. The reference values for λ and
the associated eigenvector (considered in our numerical study as the limits L,NL → ∞)
are obtained with Lref = 40 and Nref = 1400.

Fig. 4.1 shows σ(HL,Nref
)∩ [1, 2] for L = 6, 8, 10, 12, 14, 16, 18 and Nref = 1400. We can

see that there is no spectral pollution, as predicted by [40] and Proposition 4.6.1.

The next series of numerical tests confirms the exponential convergence of the su-
percell method with respect to the size of the supercell. We have compared the eigen-
value closest to λ and the associated eigenvector obtained for different values of L (L =
6, 8, 10, 12, 14, 16, 18) to the reference eigenvalue and eigenvector obtained with L = 40, all
these calculations being done with Nref = 1400. Fig. 4.2 shows the relative errors on the
eigenvalue, and the square of the L2 and H1 norms of the error on the eigenvector. More
precisely, for all L ∈ N∗, we consider the eigenvector uL of HL,Nref

associated with the
eigenvalue λL of HL,Nref

closest to 1.69, and set φL = χLuL, where χL is the unique C2

function defined by χL = 1 on [−πL, πL], χL = 0 on R\ [−π(L+
√
L), π(L+

√
L)], and χL

is a sixth degree polynomial on [−π(L+
√
L),−πL] and on [πL, π(L+

√
L)]. Fig. 4.2 shows

the decay rate of log10

( |λL−λLref
|

λLref

)
, log10

(
‖φL−φLref

‖2
L2(R)

‖φLref
‖2

L2(R)

)
and log10

(
‖φL−φLref

‖2
H1(R)

‖φLref
‖2

H1(R)

)
.

These numerical results show the exponential decay of the error as a function of L, as well
as the doubling of the convergence rate of the eigenvalue with respect to the convergence
rate of the eigenvector.

The last series of numerical tests aims at testing the effect of numerical integration.
For all L ∈ N∗, we denote by λL,NL,ML

the eigenvalue of HL,NL,ML
which is closest to λ,

by uL,NL,ML
an associated normalized eigenvector, and by φL,NL,ML

= χLuL,NL,ML
(we

choose the sign of uL,NL,ML
in such a way that ‖φL,NL,ML

− φL‖L2(Rd) ≃ 0). In Fig. 4.3,
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Figure 4.1: Spectrum of HL,Nref
in the range [1, 2] for different values of L, with

Nref = 1400.

Fig. 4.4 and Fig. 4.5 below are drawn the errors |λL,NL,ML
− λL|, ‖φL,NL,ML

− φL‖L2(Rd)

and ‖φL − φL,NL,ML
‖H1(Rd) for the following values:

• L = 6, 8, 10, 12, 14, 16, 18,

• NL = NL where N = 2, 4, 6, 8, 10, 12, 14,

• ML = ML where M = 56, 112, 224, 448,

as well as the results obtained with exact integration (M = ∞).

4.8 Appendix: Banach-Nečas-Babuška’s Theorem

and Strang’s lemma

In this appendix, we recall the Banach-Nečas-Babuška theorem and the Strang lemma (see
e.g. [29, 83]).

Theorem 4.8.1. (Banach-Nečas-Babuška) Let W be a Banach space and V a reflexive
Banach space. Let a ∈ L(W × V ; R) and f ∈ V ′. Then the problem

{
find u ∈W such that
∀v ∈ V, a(u, v) = f(v),

(4.42)

is well-posed if and only if

• ∃α > 0, s.t. inf
w∈W

sup
v∈V

|a(w, v)|
‖w‖W ‖v‖V

≥ α;
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Figure 4.2: Decay rates of log10

(
|λL−λLref

|
λLref

)
(Eigenvalue), log10

(
‖φL−φLref

‖2
L2(R)

‖φLref
‖2

L2(R)

)
(Er-

ror L2) and log10

(
‖φL−φLref

‖2
H1(R)

‖φLref
‖2

H1(R)

)
(Error H1) for different values of L.

0.75 0.80 0.85 0.90 0.95 1.00 1.05 1.10 1.15 1.20 1.25 1.30
−7

−6

−5

−4

−3

−2

−1

Eigenvalue error

log(N)/log(10)

lo
g(

er
ro

r)
/lo

g(
10

)

exact integration

M=56

M=112

M=224

M=448

Figure 4.3: Error on the eigenvalue log10 (|λL,NL,ML
− λL|) as a function of log10(N).
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as a function of
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(
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as a function of
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• ∀v ∈ V, (∀w ∈W, a(w, v) = 0) ⇒ (v = 0).

Moreover, the following a priori estimate holds:

∀f ∈ V ′, ‖u‖W ≤ 1

α
‖f‖V ′ . (4.43)

Lemma 4.8.1. (Strang) Let us consider the following approximate problem

{
find un ∈Wn such that
∀vn ∈ Vn, an(un, vn) = fn(vn),

(4.44)

and let us assume that

• Wn ⊂W and Vn ⊂ V ;

• ∃αn > 0, s.t. inf
wn∈Wn

sup
vn∈Vn

|an(wn, vn)|
‖wn‖W ‖vn‖V

≥ αn, and dim(Wn) = dim(Vn);

• the bilinear form an is bounded on Wn × Vn.

Then, the following error estimate holds:

‖u− un‖W ≤ 1

αn
‖f − fn‖L(Vn)

+ inf
wn∈Wn

[(
1 +

‖a‖L(W,Vn)

αn

)
‖u−wn‖W +

1

αn
sup
vn∈Vn

|a(wn, vn) − an(wn, vn)|
‖vn‖V

]
.

4.9 Appendix: Standard Galerkin methods

Let us first prove that if A is a semibounded operator and if (Xn)n∈N is a sequence
of finite-dimensional subspaces of Q(A) satisfying (A1), then condition (C3’) is sat-
isfied.

Proposition 4.9.1. Let A be a semibounded self-adjoint operator on H and (Xn)n∈N

a sequence of finite-dimensional subspaces of Q(A) satisfying

∀φ ∈ Q(A), inf
φn∈Xn

‖φ− φn‖Q(A) −→
n→∞

0. (4.45)

Then, for all compact subsets K ⊂ C, there exists cK > 0 such that for all n ∈ N
and all µ ∈ K,

inf
wn∈Xn

sup
vn∈Xn

|(a− µm)(wn, vn)|
‖wn‖Q(A)‖vn‖Q(A)

≥ cK min(1, dist(µ, σ(A|Xn))).

Proof. Let us consider for instance an operator A bounded from below by a constant
c ∈ R. Then,

{
Q(A) → R+

φ 7→ ‖φ‖∗ :=
√

(1 + |c|)‖φ‖2
H + a(φ, φ),
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defines a norm on Q(A) equivalent to the norm ‖·‖Q(A). Thus, there exists a constant
κ > 0 such that for all sequences (Xn)n∈N of finite-dimensional subspaces of Q(A)
satisfying (4.45), all µ ∈ C and all n ∈ N,

inf
wn∈Vn

sup
vn∈Vn

|(a− µ)(wn, vn)|
‖wn‖Q(A)‖vn‖Q(A)

≥ inf
wn∈Vn

sup
vn∈Vn

κ
|(a− µ)(wn, vn)|

‖wn‖∗‖vn‖∗
,

≥ inf
νn∈σ(A|Vn )

κ
|νn − µ|

1 + |c| + |νn|
.

By studying the function fµ : R ∋ x 7→ κ |x−µ|
1+|c|+|x| , one can easily prove that for all

n ∈ N,

inf
νn∈σ(A|Vn )

κ
|νn − µ|

1 + |c| + |νn|
≥ cµ min (1, dist (µ, σ(A|Vn))) ,

with cµ := κ
2+2|c|+2|µ| > 0. Hence the result.

However, in the case when A is not semibounded, there exists some sequence
(Xn)n∈N of finite-dimensional subspaces of Q(A) satisfying (A1) such that (C3) is
not satisfied. An explicit counter-example is given below.

Example 4.9.1. Let H be a separable Hilbert space, (ek)k∈Z an orthonormal basis
of H and A the unbounded self-adjoint operator on H defined on the domain

D(A) :=

{
v =

∑

k∈Z

vkek

∣∣∣∣∣
∑

k∈Z

|k|2|vk|2 <∞
}

by

∀v ∈ D(A), Av :=
∑

k∈Z

k〈v, ek〉Hek.

The spectrum of A is purely discrete and each eigenvalue is simple. More precisely,
σ(A) = σd(A) = Z and for all k ∈ Z, Aek = kek. Note that A can be identified
with the momentum operator of a quantum particle in a one-dimensional torus (take
H = L2

per((0, 2π),C), ek(x) = (2π)−1/2eik·x, D(A) = H1
per((0, 2π),C), A = −i d

dx
).

Let us consider the sequence of finite dimensional spaces (Xn)n∈N defined as

Xn := Ce0,n ⊕ Cẽ0,n ⊕ Span {ek, 1 ≤ |k| ≤ n− 1} ,

where

e0,n := cos(1/n)e0 +
sin(1/n)√

2
en +

sin(1/n)√
2

e−n

and

ẽ0,n :=
1√
2
en −

1√
2
e−n.

The family (e0,n, ẽ0,n, (ek, 1 ≤ |k| ≤ n− 1)) forms an H-orthonormal basis of the
discretization space Xn and the matrix of A|Xn in this basis reads




0 n sin(1/n) 0T
R2(n−1)

n sin(1/n) 0 0T
R2(n−1)

0R2(n−1) 0R2(n−1) diag(−(n− 1), · · · ,−1, 1, · · · , n− 1)


 .
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Consequently,

σ(A|Xn) = (−n sin(1/n), n sin(1/n),−(n− 1), · · · ,−1, 1, · · · , n− 1),

so that
lim
n→∞

σ(A|Xn) = Z∗ ( Z = σ(A).

Yet, the vector e0 satisfies the condition

∥∥∥
(
1 − Π

Q(A)
Xn

)
e0

∥∥∥
Q(A)

≤ ‖e0 − e0,n‖Q(A),

=
√

(1 − cos(1/n))2 + sin(1/n)2 + n sin(1/n)2,

∼
n→+∞

n−1/2 −→
n→∞

0,

and it straightforwardly follows from the above result that

∀φ ∈ Q(A), inf
φn∈Xn

‖φ− φn‖Q(A) −→n→∞
0.

As 0 ∈ σd(A) whereas 0 /∈ lim
n→∞

σ(A|Xn), Corollary 4.3.1 implies that condition (C3)

does not hold.
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Part II

Uncertainty quantification and

greedy algorithms
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Chapter 5

Uncertainty quantification and

high-dimensional problems

5.1 Introduction

The work presented in this chapter is motivated by a collaboration with the Michelin
company on uncertainty quantification (UQ).

Let us first introduce the notation which will be used throughout this chapter.
The modeling of uncertainties is achieved through the definition of a suitable proba-
bility space (Ω,B,P) where Ω denotes the space of elementary events, B a σ-algebra
defined on Ω and P a probability measure. Elements (or events) of Ω will be denoted
by ω ∈ Ω. Let p, d ∈ N∗. Random variables will be denoted with capital letters by
T1, · · · , Tp and take their values in T1, · · · , Tp where Tl is an open subset of R for
all 1 ≤ l ≤ p. By default, the random vector T := (T1, · · · , Tp) takes its values in
T := T1×· · ·×Tp ⊂ Rp. When it is precised at the beginning of a section, T may also
refer to a general open subset of Rp. We will denote with small letters t, t1, · · · , tp
elements of T , T1, · · · , Tp respectively. Deterministic variables in the system (such
as space, time, etc.) will be denoted by x ∈ X where X ⊂ Rd is an open subset and
d ∈ N∗. The notation V, Vx, VX , Vl with 1 ≤ l ≤ p will refer to Hilbert spaces of
functions which will respectively depend on (x, t) ∈ X × T , x ∈ X , t ∈ T , tl ∈ Tl.
They will respectively be endowed with the scalar products 〈·, ·〉V , 〈·, ·〉Vx, 〈·, ·〉Vt,
〈·, ·〉Vl

and their associated norms will be denoted by ‖ · ‖V , ‖ · ‖Vx , ‖ · ‖Vt , ‖ · ‖Vl
.

Let us now turn to the description of the problem posed by Michelin. The
fabrication process of a tyre is a sequence of intricate steps. Even controlled, some
uncertainties remain on the characteristics of the materials, pretension states or the
exact location of the interfaces after molding and vulcanization. As a result, some
dispersion is inevitably seen on various final performances such as wear for instance.
Such a deviation is potentially accentuated by the diversity of the microscopic road
profiles, possible road hazards, or various driving styles.

These sources of uncertainties can be modeled by a large number of random
variables T = (T1, · · · , Tp), which influence the mechanical behavior of the tyre.

Michelin is interested in studying the dependency of the behavior of a tyre on
the random variables, and more precisely of output quantities reflecting tyre per-
formance such as the mean and variance of the pressure on the part of the tyre in
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contact with the soil.

In a Lagrangian approach of solid mechanics, the actual configuration X ′ ⊂
R3 of the solid is considered with respect to a reference configuration X ⊂ R3.
Let (e1, e2, e3) denote the canonical basis of R3. Let us introduce u the function
which, to each particle located at the position x = (x1, x2, x3) ∈ X in the reference
configuration, associates its position x′ = (x′1, x

′
2, x

′
3) = u(x) ∈ X ′ in the actual

configuration. Let us assume that the soil is modeled for the sake of simplicity by a
plane located at the altitude x3 = 0 (thus without uncertainty).

The problem solved by Michelin in order to model the stationary behavior of a
tyre for a given value of the random vector T can be written under the following
form

u(T ) = argmin
v∈K

ˆ

X
W (∇v, T ) −

ˆ

X
f(T )v, (5.1)

where W (∇v, T ) represents the hyper-elastic energy of the system, f(T ) the external
volume forces that acts on the tyre, and

K := {v ∈ V, v · e3|Γ ≥ 0},

where V is the Hilbert space of admissible displacements and Γ the part of the
frontier of the tyre which is likely to be in contact with the soil.

Γ

x3 = 0
x′

X ′

u

X

x

Figure 5.1: The tyre obstacle problem

This leads to a very high-dimensional problem, namely a parametrized obstacle
(thus nonlinear) problem.

There exists a wide variety of approaches for the resolution of partial differen-
tial equations with random coefficients. A review of the most classical methods is
presented in Section 5.2.

Unfortunately, when the number of random variables is very large, most of these
approaches are limited. Statistical methods, such as Monte-Carlo algorithms, can
always be used to compute expectations of output quantities of interest. Their
convergence is in general very slow though. Getting a good reduced order model is
one way to circumvent this slow convergence.

The main focus of this thesis work targets the development of nu-

merical methods in order to compute efficient reduced-order model for
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high-dimensional problems. In the case when the number of random vari-

ables is very large, standard algorithms cannot be carried out in practice

because of the so-called curse of dimensionality [14].

A way to understand the curse of dimensionality is the following. Assume for
the sake of simplicity that X = T1 = · · · = Tp = [0, 1]. Let u : [0, 1]p+1 → R be
a Cm function with m ∈ N∗. We would like to reconstruct the function u from an
ensemble of N values {u(yi)}1≤i≤N where y1, · · · , yN ∈ [0, 1]p+1. In this case, it is
well-known that if (yi)1≤i≤N are the nodes of a uniform grid of [0, 1]p+1 with mesh
size h > 0, and if a polynomial reconstruction scheme is used, then

‖u−R(u)‖L∞([0,1]p+1) ≤ Chm,

where C > 0 is a constant independent on h, and R(u) denotes the reconstructed
function. Since the number of sample points N scales like h−(p+1), the approximation
error reads

‖u− R(u)‖L∞([0,1]p+1) ≤ CN−m/(p+1).

Thus, the higher the dimension, the slower the decay rate of the reconstruction error
with respect to the number of sample points N .

Actually, it is proved in [74] that it is impossible to design reconstruction schemes
which would achieve better results. This can be explained in terms of nonlinear
width. Let L be a normed space with associated norm ‖ · ‖L and K ⊂ L. Let us
consider continuous maps E : K → RN (encoding) and R : RN → L (reconstruc-
tion). The distortion of the pair (E,R) over K is defined as

sup
u∈K

‖u−R(E(u))‖L,

i.e., it is the largest error made for all functions u ∈ K by the encoding-reconstruction
scheme. The nonlinear N -width of K is defined as the infimum of the distortion of
all pairs of continuous maps (E,R):

dN(K) := inf
E : K → RN

R : RN → L

9
=
; continuous

sup
u∈K

‖u− R(E(u))‖L.

Then it is known that in the case when L = L∞([0, 1]p+1) and

K =
{
u ∈ Cm([0, 1]p+1) | ∀α ∈ Np+1, |α| ≤ m, ‖∂αu‖L∞([0,1]p+1) ≤ 1

}

is the unit ball of Cm([0, 1]p+1), then there exists c, C > 0 independent on p such
that for all N ∈ N∗,

cN−m/(p+1) ≤ dN(K) ≤ CN−m/(p+1).

In other words, if one wants to approximate a function u ∈ Cm([0, 1]p+1) so that the
relative error is lower than a given threshold ε > 0, the number N of samples will
necessarily scale exponentially with respect to the dimension p+ 1.

In our UQ context, the Galerkin approximation is a typical example of a method
whose complexity scales badly with the number of random parameters. Indeed, basis
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functions are typically constructed as the tensorization of univariate function bases
{φi(x)}1≤i≤Nx , {ψ(1)

j1
(t1)}1≤j1≤N1 , · · · , {ψ(p)

jp (tp)}1≤jp≤Np of the spaces Vx, V1, · · · , Vp.
The approximation of a function u ∈ V = Vx ⊗ V1 ⊗ · · · ⊗ Vp is given under the
following form

u(x, t1, · · · , tp) ≈
∑

1≤i≤Nx,1≤j1≤N1,··· ,1≤jp≤Np

λi,j1,··· ,jpφi(x)ψ
(1)
j1

(t1) · · ·ψ(p)
jp

(tp),

where {λi,j1,··· ,jp, 1 ≤ i ≤ Nx, 1 ≤ j1 ≤ N1, · · · , 1 ≤ jp ≤ Np} are real numbers to be
determined. The size of the discretized problem is then equal to NxN1 · · ·Np. In the
case when N1 = · · · = Np = N , the size is equal to NxN

p and scales exponentially
with the number of random parameters.

That is the reason why we chose in this thesis work to study a class of algorithms,
called Progressive Generalized Decomposition (PGD), which were introduced in dif-
ferent contexts by Ladevèze [123], Chinesta [5], and particularly adapted by Anthony
Nouy [155] to the context of UQ. These methods are closely related to the greedy
algorithms [174] used in nonlinear approximation. An introduction to general greedy
algorithms and their application to high-dimensional problems are presented in Sec-
tion 5.3. We will detail the contributions of this thesis work in Section 5.4. Lastly, in
Appendix 5.5, we give a short and non-exhaustive review of other numerical methods
used in the context of high-dimensional problems.

5.2 Classical uncertainty quantification methods

We present here a short review of the main classical methods used in the field of UQ.
We refer to [154] for a very good and more exhaustive introduction to this subject.

5.2.1 Partial differential equations with stochastic coefficients

For many physical problems, the response of the system under consideration can be
modeled via a Partial Differential Equation with Stochastic Coefficients (PDESC).
The response u of such a model is a random field (u(x;ω))x∈X satisfying almost
surely a set of equations

A(u(x;ω); c(x;ω)) = b(x;ω) in D′(X ), (5.2)

where A denotes a differential operator, (c(x;ω))x∈X and (b(x;ω))x∈X are random
fields denoting respectively the stochastic coefficients the PDESC (5.2) depends on,
and the right-hand side associated with the source terms.

Dealing with a general PDESC of the form (5.2) is an intricate task. The fact
that the response of the system depends on the two random fields (c(x, ω))x∈X and
(b(x, ω))x∈X is an inherent difficulty of the system. Indeed, the characterization of
a stochastic field requires the determination of a large number of random variables
(possibly infinite and even uncountable). Let z denote either c or b. Actually, a
random field z can be completely characterized by its finite dimensional probabil-
ity laws, which are the joint probability laws of all finite sets of random variables
{z(x1;ω), · · · , z(xm;ω)}, with m ∈ N∗ and x1, · · · , xm ∈ X [3].
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However, in the case when z is a square-integrable random field, i.e. in the
case when z ∈ Zx ⊗ L2(Ω,P) where Zx is a Hilbert space of functions defined on
X , it is possible to characterize z with a countable number of random variables.
Besides, a priori error estimates are available in order to evaluate the quality of the
approximation when only a finite number of variables is considered. In this case, we
can hopefully approximate accurately a general PDESC of the form (5.2) by a set
of equations of the form

A(u(x;ω); x, T (ω)) = b(x;T (ω)) in D′(X ), (5.3)

satisfied almost surely and where T (ω) = (T1(ω), · · · , Tp(ω)) is a random vector.
The wide majority of methods for uncertainty propagation actually concerns the
approximation of PDESC of the form (5.3).

A large variety of discretization techniques for square-integrable random fields z
can be found in the literature. We present here the two approaches that are most
widely used in standard UQ algorithms.

Karhunen-Loève expansion

The Hilbert Karhunen-Loève (HKL) decomposition [115, 143, 78, 132] is an extension
of the so-called Karhunen-Loève decomposition first introduced in the case when
Zx = L2(X ). The space Zx ⊗ L2(Ω,P) is endowed with the natural inner product

∀z1, z2 ∈ Zx ⊗ L2(Ω,P), 〈z1, z2〉Zx⊗L2(Ω,P) = E [〈z1(., ω), z2(., ω)〉Zx] ,

where 〈·, ·〉Zx is the inner product of Zx.

For almost all x ∈ X , let µz(x) = E[z(x, ω)] be the mean-value of z at a point
x ∈ X . We define the covariance function of the random process z as a function
Cz ∈ Zx ⊗ Zx where

for almost all x, y ∈ X , Cz(x, y) = E [(z(x, ω) − µz(x))(z(y, ω) − µz(y))] .

Let us also introduce the linear operator Tz from Zx to Zx defined for all z̃ ∈ Zx
and almost all x ∈ X by

Tz(z̃)(x) = 〈Cz, z̃〉Zx(x) := E [(z(x, ω) − µz(x))〈z(·, ω) − µz(·), z̃〉Zx ] .

Under the assumption that the covariance function Cz is regular enough (for in-
stance, has analytic smoothness in x and y), Tz defines a continuous self-adjoint
positive semi-definite and compact operator on Zx and can then be decomposed us-
ing spectral theory [163]. There exists (σi)i∈N∗ a non-increasing sequence of positive
real numbers converging to 0 and (ei)i∈N∗ an orthonormal family of Zx such that

∀i ∈ N∗, Tzei = σiei.

Then, by defining for all i ∈ N∗,

Ti(ω) :=
1√
σi
〈z(·, ω) − µz, ei〉Zx,
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the family (Ti)i∈N∗ forms a family of square-integrable centered uncorrelated random
variables with unit variance. Such a spectral decomposition actually holds under
weaker assumptions than analyticity of the covariance function, see for example [58].

The HKL decomposition then consists in decomposing the random process z as

z(x, ω) = µz(x) +

∞∑

i=1

√
σiei(x)Ti(ω). (5.4)

This expansion is convergent in Zx ⊗ L2(Ω,P) in the sense that

∥∥∥∥∥z − µz −
n∑

i=1

√
σiei ⊗ Ti

∥∥∥∥∥

2

Zx⊗L2(Ω,P)

= ‖z − µz‖2
Zx⊗L2(Ω,P) −

n∑

i=1

σi −→
n→∞

0.

One can then obtain a discretized version of the random process by truncating the
decomposition

z(x, ω) ≈ zn(x, ω) = µz(x) +
n∑

i=1

√
σiei(x)Ti(ω). (5.5)

The truncated expansion (5.5) is the optimal decomposition of the random process
z with respect to the natural norm in Zx ⊗ L2(Ω,P) over the set of approximations
of z under the form µz(x) +

∑n
i=1wi(x)Si(ω), with wi ∈ Zx and Si ∈ L2(Ω,P). In

other words,

‖z − zn‖2
Zx⊗L2(Ω,P) = min

(wi)1≤i≤n∈Zn
x , (Si)1≤i≤n∈L2(Ω,P)n

∥∥∥∥∥z − µz −
n∑

i=1

wi ⊗ Si

∥∥∥∥∥

2

Zx⊗L2(Ω,P)

.

Polynomial Chaos expansion

However, the covariance function Cz and hence the families (ei)i∈N∗ , (Ti)i∈N∗ and
(σi)i∈N∗ involved in the HKL expansion of the process z may be difficult to com-
pute in practice. We present here another very common discretization approach,
the polynomial chaos (PC) expansion. As suggested by Wiener [182], any random
variable in L2(Ω,P) can be represented as a series of polynomials of independent
standard Gaussian random variables.

Let us denote by G = (Gi)i∈N∗ a countable set of independent standard Gaussian
random variables. For all β ∈ N, let us denote by hβ : R → R the one-dimensional
Hermite polynomial of degree β. The family (hβ)β∈N then forms an orthonormal
basis of L2(R, φ) where φ denotes the gaussian measure φ(dg) = 1√

2π
e−g

2/2 dg. In
other words,

E [hβ(G1)hβ′(G1)] = δββ′ , ∀β, β ′ ∈ N.

Let us now introduce the set of finite-length multi-indices

I =

{
α = (βi)i∈N∗ ∈ NN∗

, |α| =
∑

i∈N∗

βi < +∞
}
.
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For all α = (βi)i∈N∗ ∈ I, multidimensional Hermite polynomials can be written as

Hα(g) = Π∞
i=1hβi

(gi),

where g = (gi)i∈N∗ ∈ RN∗
. The family (Hα(G))α∈I then forms an orthonormal

family in the sense that

E [Hα(G)Hα′(G)] = δαα′ , ∀α, α′ ∈ I.

The homogeneous chaos of degree p is the space

Mp := Span{Hα(g);α ∈ I, |α| = p},

and the polynomial chaos of degree p is defined by

p⊕

k=0

Mk.

The following orthogonal decomposition holds

L2(Ω,P) =

∞⊕

k=1

Mk.

In other terms, the set of polynomials (Hα(G))α∈I forms an orthonormal basis of
L2(Ω,P). A stochastic process z ∈ Zx ⊗ L2(Ω,P) can therefore be decomposed as
follows (compare with (5.4))

z(x, ω) =
∑

α∈I
zα(x)Hα(G(ω)),

where
zα(x) := E [z(x, ω)Hα(G(ω))] .

The Cameron-Martin theorem [34] states that this decomposition converges in Zx⊗
L2(Ω,P). An approximation of the random process can then be obtained by truncat-
ing the polynomial chaos to a finite degree and a finite number of Gaussian random
variables.

The PC decomposition can be generalized in the following way: if the family of
independent identically distributed random variables G is no more assumed to have
a standard Gaussian distribution, can we still find polynomial families (Hα)α∈N that
allow similar expansions of a square-integrable process, i.e. such that (Hα(G))α∈N

forms a Hilbertian basis of L2(Ω,P)? The answer is positive. For example, when
the variables G are assumed to be independent variables uniformly distributed on
the interval [0, 1], it can be proved that the corresponding orthonormal family of
polynomials are the Legendre polynomials.

More generally, Xiu and Karnadakis [183] have proved that for a large class
of probability distributions, the corresponding polynomial families, which are called
generalized Polynomial Chaos (gPC), can be determined using an Askey scheme. We
refer to [178] for more correspondences between polynomial families and probability
laws.
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Uncertainty quantification problem

Thus, HKL or PC expansions enable us to represent the coefficients (c(x, ω))x∈X and
(b(x, ω))x∈X appearing in PDESC (5.2) as random fields of the form (c(x, T (ω)))x∈X
and (b(x, T (ω)))x∈X where T (ω) = (T1(ω), · · · , Tp(ω)) provided that the random
fields are regular enough (typically in Zx ⊗ L2(Ω,P) with Zx a Hilbert space of
functions depending on x ∈ X ).

Thus, the PDESC (5.2) can be rewritten as a set of equations of the form

A(u(x;ω); x, T (ω)) = b(x, T (ω)) in D′(X ),

which are satisfied almost surely and where the randomness is modeled through the
finite-size vector T (ω).

In general, the process (u(x, ω))x∈X is then measurable with respect to the σ-
algebra spanned by the random vector T (ω). Then, there exists a measurable func-
tion ũ on X × T [27] such that, almost surely,

u(x, ω) = ũ(x, T (ω)), for almost all x ∈ X .

In the sequel, the function ũ : X × T → R will also be denoted by u for the sake of
simplicity.

Thus, solving equations of the form (5.3) amounts to solving almost surely the
set of equations

A(u(x;X(ω)); x, T (ω)) = b(x, T (ω)) in D′(X ). (5.6)

UQ methods deal with the practical resolution of equations of the form (5.6).

There are three main fields of application of UQ methods, namely, the compu-
tation of

• statistical moments, such as mean or variance, of certain output quantities of
the mode;

• the probability of rare events, linked to reliability issues;

• a response surface to the model.

Prototypical examples of output quantities, whose mean values are of interest, are
the following:

Y =

ˆ

X
u(x, T ) dx or Y = u(a, T ) for some a ∈ X .

More generally, such an output can be expressed as a function of the random vector
T : Y = f(T ), with f : T → R. Computing the expectation E[Y ] of the output Y
is usually done via Monte-Carlo algorithms, which will be detailed in Section 5.2.2.
The speed of convergence of these methods heavily relies on the use of good approx-
imations of the solution u to design efficient variance reduction techniques.

Computing rare event probabilities usually involves the so-called reliability meth-
ods. These algorithms aim at obtaining good estimates of probabilities of the form
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P[Y > s] where s is a given threshold value so that P[Y > s] is extremely small.
Naive Monte-Carlo methods are not adequate in this particular case since they would
require a huge number of samples. The principle of a reliability method consists in
efficiently “exploring” the so-called failure domain G = {t ∈ T , y = f(t) > s}. In-
formation on the geometry of this complicate set is usually obtained via efficient
reduced-order models. These methods will be presented in Section 5.2.3.

Lastly, the construction of accurate response surface models consists in directly
computing functional representations of the function u : X ×T 7→ u(x, t), generally
under the form

u(x, t) ≈
∑

i=1

ui(x)Φi(t).

If a good reduced-order model for the function u is known, classical approaches can
then be carried out in order to compute means, variances, rare event probabilities
or even estimation of the full probability distribution of an output quantity Y .
Section 5.2.4 will be devoted to the most classical methods used in UQ to derive
such approximations.

Before presenting the above methods, let us introduce here a distinction which
is crucial in the field of UQ: the notion of intrusive and non-intrusive methods. In
any of the algorithms presented below, an approximation of the solution u is always
computed under the form

u(x, t) ≈
∑

i=1

ui(x)Φi(t),

where the functions (ui)1≤i≤n only depend on the deterministic variable x ∈ X and
the functions (Φi)1≤i≤n only depend on the stochastic variable t ∈ T . The problems
which determine the functions (ui)1≤i≤n (respectively the functions (Φi)1≤i≤n) are
called the deterministic problems (respectively the stochastic problems).

Non-intrusive algorithms are methods where the deterministic problems to solve
to determine the functions (ui)1≤i≤n only require the resolution of equations of the
form

A(u(x, ti); x, ti) = b(x, ti) in D′(X ), (5.7)

for all 1 ≤ i ≤ n for some particular values ti ∈ T of the random vector T . In
numerous practical cases, a black-box deterministic code solving problems of type
(5.7) is available but cannot be modified. The terminology “non-intrusive” refers to
the fact that such methods can be applied using the black-box code.

Intrusive methods, on the contrary, require the resolution of deterministic prob-
lems which are not of the form (5.7) and thus imply the modification of the available
deterministic codes.

5.2.2 Monte-Carlo methods

Monte-Carlo (MC) methods [33] are among the most widely used methods in order
to compute the mean or the variance of a given random variable. In our context, the
MC method consists in drawing n independent samples of the random variable T :
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t1, · · · , tn ∈ T . For each k ∈ {1, · · · , n}, the quantity yk = f(tk) is evaluated. The
mean of Y , i.e. E[Y ] = E[f(T )], is then approximated by the empirical estimator

f̂MC
n :=

y1 + · · · + yn
n

.

The variance of this estimator is Var(f̂MC
n ) = 1

n
Var(Y ). Although the algorithm is

always implementable, even for high-dimensional problems, the rate of convergence

is very slow, of the order of O
(√

Var(Y )√
n

)
.

There exists a very large number of improvements of this MC method. Bet-
ter sampling errors may be achieved through the choice of more efficient sampling
strategies, for example the Latin Hypercube Sampling [148] or Quasi Monte-Carlo
methods [33].

Other techniques aim at decreasing the variance of the empirical estimator. We
present here a few of them.

One of them is the so-called control variate technique. This method consists
in using a reduced-order model fr(T ) whose evaluations are much cheaper from
a computational point of view than for the true model f(T ). Thus, the mean
Ir := E [fr(T )] is hopefully much easier to compute. The empirical estimator used
for E [f(T )] is then

f̂CVn := Ir +
1

n

n∑

k=1

(f(tk) − fr(tk)),

whose variance is given by: Var(f̂CVn ) = 1
n
Var [f(T ) − fr(T )]. Hopefully, if the

reduced-order model fr is a good approximation of the complete model f , the vari-
ance Var [f(T ) − fr(T )] can be significantly lower than the variance of the original
problem Var [f(T )] and the sampling error is drastically reduced.

Another variance reduction technique is the so-called importance sampling method.
It is used in cases when it is known that the main contribution to the mean E [f(T )]
are due to particular values of T . The original MC method uses samples (tk)1≤k≤n
that are evaluated using the original probability distribution P of the random vari-
able T . The importance sampling method rather uses samples (tk)1≤k≤n drawn
according to a biased probability distribution PIS which tends to make the most
important realizations of T more probable. The empirical estimator is given by

f̂ ISn :=
1

n

n∑

k=1

f(tk)

(
dP
dPIS

)
(tk).

The variance of this estimator is

Var(f̂ ISn ) =
1

n

(
E

[
f(T )2

(
dP
dPIS

)
(T )

]
− E [f(T )]2

)
.

If PIS is judiciously chosen, the variance can be drastically reduced. However, this
method requires to guess a good biased probability measure PIS which is not always
possible in practice. Here again, this choice can be oriented through the use of an
accurate reduced-order model.
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Another method is stratified sampling. The samples (tk)1≤k≤n are drawn accord-
ing to the original probability distribution conditionnally to being in some specified
“stratas”. This kind of method is inspired by techniques used for polls. In other
words, we use a partition of the set T as follows: T =

⋃m
i=1 Qi and we assume that

the probability pi = P (T ∈ Qi) is known. The mean E [f(T )] can be rewritten

E [f(T )] =

m∑

i=1

E [f(T )|T ∈ Qi] P (T ∈ Qi) .

Each of the m quantities Ii = E [f(T )|T ∈ Qi] can then be estimated using an
original Monte-Carlo method with ni samplings:

Îi =
1

ni

ni∑

j=1

f(tj),

where the samples (tj)1≤j≤ni
are independently and identically distributed with re-

spect to the conditional probability law of the random vector E[T |T ∈ Qi]. The
empirical estimator is given by

f̂SSn :=

m∑

i=1

Îipi.

Its variance is Var(f̂SSn ) =
∑m

i=1 p
2
i
σ2

i

ni
where σ2

i = Var (f(T )|T ∈ Qi). The choice of

the number of samplings ni can be done freely under the constraint
∑m

i=1 ni = n.
In the case of a proportional stratification, the choice is ni = pin and the variance
of the empirical estimator is then lower that the variance of the estimator of the
original MC method. Indeed,

Var(f̂MC
n ) =

1

n
Var(f(T )) ≥ 1

n

m∑

i=1

piσ
2
i = Var(f̂SSn ),

since for all 1 ≤ i ≤ m, σ2
i ≤ Var(f(T )).

5.2.3 Fiability methods

The aim of fiability methods is to evaluate failure probabilities, namely rare event
probabilities of the form P[Y > s] where s is a given threshold value. Examples
of such methods are the First and Second Order Reliability Method (FORM and
SORM). They consist in approximating the failure domain G = {t ∈ T , y = f(t) >
s} by a simpler domain C whose probability P(T ∈ C) can be analytically estimated.

Let us assume here for the sake of simplicity that T is a vector of standard
independent identically distributed Gaussian random variables. Fiability methods
can be easily extended to more general distribution laws by considering copula theory
[153]. The first step of the method is to look for the most likely failure point t∗ ∈ G,
which is called the conception point. Due to the particular properties of the gaussian
probability distribution, it holds that this point is the point of the failure domain G
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that is closest to the origin. It is determined via the resolution of the optimization
problem

t∗ = argmin
t∈G

‖t‖2.

A large number of optimization algorithms have been proposed in the literature to
handle this problem. For simple failure domains, the convergence is quickly achieved.
Unfortunately, in general, the geometry of the domain G is quite complicated. Of-
ten, when a simple reduced-order model is at hand, the latter is used to give an
approximation of the failure domain in the neighborhood of the conception point.

If the conception point is assumed to be unique and the frontier of the failure
domain is regular enough in the neighborhood of this point, Breitung’s formula gives
the following asymptotic result

P(Y > s) ≈β→∞ E(−β)Πp−1
i=1

1√
1 + βκi

,

where β = ‖t∗‖, E is the cumulative distribution of the one-dimensional gaussian
probability distribution and κi are the principal curvatures of the failure domain in
the neighborhood of X∗. It must be pointed out that β is an increasing function of
the threshold parameter s.

The FORM and SORM methods then consist in approximating the failure do-
main G either by a hyperplane or a paraboloid tangent to G at the point t∗. For
the FORM method,

P(Y > s) ≈ E(−β),

whereas for the SORM method,

P(Y > s) ≈ E(−β)ΠN−1
i=1

1√
1 + βκi

.

In the case of the FORM method, the computational cost is essentially determined
by the optimization algorithm used to find the conception point t∗, since the re-
maining computations do not involve evaluations of the function f . However, in the
SORM method, the computational cost is higher since the curvatures κi have to be
computed and this implies calculating the hessian of the function f at the point t∗.

5.2.4 Reduced-order models in UQ

We present here the most classical non-statistical methods used in UQ to derive
efficient reduced-order models for the solution u(x, T ) of

A(u(x, T ); x, T ) = b(x, T ). (5.8)

Sensitivity analysis methods

The perturbation method [117] consists in constructing the expansion of the solution
u(x, T ) in the neighborhood of the mean of the random variables µ = E[T ].

u(x, T ) = u0(x) +

p∑

i=1

(Ti− µTi
)u,i(x) +

p∑

i,j=1

1

2
(Ti− µTi

)(Tj − µTj
)u,ij(x) + · · · (5.9)
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where u0(x) = u(x, µ), u,i(x) = ∂u
∂ti

(x, µ), u,ij(x) = ∂2u
∂ti∂tj

(x, µ), ...

By writing similar expansions for the operator A(·; x, T ) and the right-hand-
side b(x, T ) and by inserting these expansions in the initial equation (5.8), one
obtains that the coefficients in the expansion of u (5.9) are solutions of the following
problems:

A0(u0) = b0,

A0(u,i) = b,i −A,i(u0),

A0(u,ij) = b,ij −A,i(u,j) −A,j(u,i) −A,ij(u0) · · ·

All these problems are deterministic problems with the same deterministic operator
A0 = A(·; x, µ). Perturbation methods are essentially used in order to perform
sensitivity analysis of the solution u with respect to the random parameters T =
(T1, · · · , Tp) around their mean values. Unfortunately, these methods are often
limited to a small order expansion. In practice, perturbation methods are used to
compute statistical moments up to the second or third order. Thus, their application
is limited to the case when the random parameters which come into play do not
significantly vary.

The Neumann decomposition method [10] is based on the following decomposition

A(·; x, T ) = A0(·; x) + Ã(·; x, T ) = A0(I + A−1
0 Ã(·;T )),

where A0 is a deterministic operator, A−1
0 its inverse and I the identity operator.

Under some assumptions, the inverse of the operator A can then be written as

A−1(·; x, T ) =

∞∑

i=0

(−1)i(A−1
0 Ã(·; x, T ))iA−1

0

so that the solution u of the initial problem (5.8) may be rewritten as

u(x, T ) =

∞∑

i=0

(−1)iui(x, T )

where

A0(u0(x, T ); x) = B(x, T ),

A0(ui(x, T ); x) = Ã(ui−1(x, T ); x, T ).

All the functions ui are solutions to deterministic equations with a stochastic right-
hand side with a unique deterministic operator A0. However, these computations
are very expensive, since they are prone to the curse of dimensionality (they lead to
high-dimensional parametrized problems). Similarly to perturbation methods, they
can only be used to compute low-order statistical moments of the solution u.

Both the perturbation method and the Neumann decomposition method are
usually used to do sensitivity analysis of the function u on different random variables
and are used to compute statistical moments of low order in these variables.
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Spectral stochastic methods

The principle of spectral stochastic methods [92] is to decompose the function u as

u(x, t) =
∑

i∈N

ui(x)Φi(t),

where (Φi(t))i∈N is a family of functions fixed a priori, and to compute the unknown
coefficients ui(x).

The Galerkin method is one of the most widely used spectral stochastic method.
ForM ∈ Np, the family (Φi(T (ω)))1≤i≤M is often chosen to be an orthonormal family
of functions of L2(Ω,P). We consider the weak formulation of the initial problem:

E

[
A
(

M∑

k=0

uk(x)Φk(T ); x,X

)
Ψ(T )

]
= E [b(x, T )Ψ(T )] ,

for Ψ(T ) ∈ L2(Ω,P), and we evaluate this equation for the test functions Ψ = Φi for
1 ≤ i ≤M , which leads to a set of M coupled deterministic equations to determine
the coefficients ui(x).

We should remark that this method is intrusive in the sense defined in Sec-
tion 5.2.1.

However, there exists other spectral stochastic methods that are non-intrusive.
One of them is the so-called stochastic collocation method. This technique relies on
the choice of a set of collocation points {tk}1≤k≤M , and an associated interpolation
basis (Φk)1≤k≤M for this set of points, for example Lagrange polynomials [11]. In
the expansion

u(x, T ) =
M∑

k=1

uk(x)Φk(T ),

the coefficients uk(x) are then evaluated as the solutions of the initial deterministic
problem

A(uk(x); x, tk) = b(x, tk),

with tk ∈ T being the collocation point. Several techniques exist in the literature
in order to properly choose the set of collocation points, such as Smolyak grid [180]
for instance. We refer to Section 5.5.2 for more details on sparse grid methods.

Let us mention a last non-intrusive spectral stochastic method, the non-intrusive
projection method. The function u is developed as

u(x, T ) =

M∑

k=1

uk(x)Φk(T ),

where (Φk(T ))Mk=1 is an orthogonal family of L2(Ω,P). The coefficients

uk(x) =
E[u(x, T )Φk(T )]

E[Φk(T )2]
,

are then evaluated using a direct numerical integration technique, such as the Monte-
Carlo method. However, to achieve accurate representations of the function u, a high
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number of integration points are needed, like in the case of collocation methods, and
thus computations may be very expensive, unless special sparse adaptive integration
grids are used. Of course, the accuracy of such a representation will also highly
depends on the regularity of the function u.

The table below summarizes different properties of the UQ methods introduced
above. Unfortunately, they are all prone to the curse of dimensionality, except
Monte-Carlo methods, for which efficient reduced-order models are crucial to im-
prove the rate of convergence of the algorithm. It is to be noted though that the
goals of these methods are different. Monte-Carlo and reliability methods aim at
computing esperances and probabilities of random scalar output quantities, whereas
the other methods aim at computing a complete approximation of the function
(x, T ) 7→ u(x, T ).

Figure 5.2: Classical methods in UQ

5.3 Greedy algorithms and tensor product repre-

sentations for high-dimensional problems

In this section, we present the approach we adopt in this thesis to deal with the
uncertainty quantification problem presented in the introduction. The method is
called Proper Generalized Decomposition (PGD) and is very closely linked to the
so-called greedy algorithms, introduced in nonlinear approximation theory. We first
present greedy algorithms in a very general context, then show how they can be
used in practice for the treatment of high-dimensional problems.
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5.3.1 Greedy algorithms

We present here a short and non-exhaustive review of some greedy algorithms in a
general framework. We refer to [12, 75, 174] for more details.

Let V be a real Hilbert space endowed with the inner product 〈·, ·〉V and as-
sociated norm ‖ · ‖V . We say that a set D of functions (elements) from V is a
dictionary if each element g ∈ D is such that ‖g‖V = 1 and Span(D) = V . For the
sake of simplicity, we will assume here that the dictionary is symmetric, i.e. that
{−g, g ∈ D} ⊂ D.

A generic mathematical problem is the best n-term approximation problem, i.e.
to find the best approximation of a function u ∈ V by any linear combination of at
most n elements of the dictionary. In other words, we would like to find n elements
g1, · · · , gn ∈ D such that

(g1, · · · , gn) ∈ argmin
(d1,··· ,dn)∈D

‖u− Pd1,··· ,dnu‖V ,

where Pd1,··· ,dn is the orthogonal projector on Span {d1, · · · , dn} with respect to the
scalar product of V .

Finding the best n-term approximation is a very intricate task and cannot be
achieved in an explicit way. The problem is actually to find a good approximation
of any function u ∈ V as a linear combination of n elements of the dictionary.

In linear approximation, the set of n elements g1, · · · , gn ∈ D are often fixed a
priori and any function u ∈ V is approximated by its projection Pg1,··· ,gnu on the
linear space Span(g1, · · · , gn).

On the opposite, the key idea behind nonlinear approximation is that the ele-
ments used in the approximation are not fixed a priori but depend on the function
to be approximated. Greedy algorithms provide a constructive way to find an ap-
proximation of a function u ∈ V as a linear combination of carefully chosen elements
of the dictionary. The principle of a greedy algorithm is to look iteratively for the
best element in the dictionary.

Here, we make the assumption that for any u ∈ V , there exists an element (not
necessarily unique) g ∈ D such that

g ∈ argmaxd∈D〈u, d〉V . (5.10)

It is easy to check that if g is a solution to (5.10), then

(g, 〈u, g〉V ) ∈ argmin
(d,λ)∈D×R

‖u− λd‖V .

We present here the most classical versions of the greedy algorithms, which were
introduced in [75]. Let us begin with the Pure Greedy Algorithm (PGA) and the
Orthogonal Greedy Algorithm (OGA).

PGA:

1. Set rp0 := u, up0 := 0 and n = 1. Choose ε > 0.
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2. Find gpn ∈ D such that

gpn ∈ argmaxg∈D〈rpn−1, g〉V .

3. Define upn := upn−1 + 〈rpn−1, g
p
n〉V gpn and rpn := rpn−1 − 〈rpn−1, g

p
n〉V gpn.

4. If ‖rpn‖ =≤ ε‖upn‖, then stop. Otherwise, n = n+ 1 and return to step 2.

OGA:

1. Set ro0 := u, uo0 := 0 and n = 1. Choose ε > 0.

2. Find gon ∈ D such that

gon ∈ argmaxg∈D〈ron−1, g〉.

3. Define Ho
n := Span{goi , 1 ≤ i ≤ n}, uon := PHo

n
(u) and ron := u− PHo

n
(u).

4. If ‖ron‖ ≤ ε‖uon‖, then stop. Otherwise, n = n+ 1 and return to step 2.

These algorithms are proved to converge whatever the element u ∈ V .

Theorem 5.3.1. For any dictionary D and any u ∈ V , it holds that (taking ε = 0
in the above algorithms)

PGA ‖rpn‖ = ‖u− upn‖ −→
n→∞

0;

OGA ‖ron‖ = ‖u− uon‖ −→
n→∞

0.

To derive convergence rates for these two algorithms, one has to assume addi-
tional properties on the function u ∈ V . For a general dictionary D, we define the
class of functions

A0
1(D,M) :=

{
u ∈ V, u =

∑

k∈Λ

ckvk, vk ∈ D, #Λ <∞,
∑

k∈Λ

|ck| ≤M

}
,

and we define A1(D,M) to be the closure in V of A0
1(D,M). Furthermore,

A1(D) :=
⋃

M>0

A1(D,M).

Then, the following theorem holds:

Theorem 5.3.2. Let D be an arbitrary dictionary in V . Then, for each u ∈
A1(D,M), we have for all n ∈ N∗,

‖rpn‖ = ‖u− upn‖ ≤Mn−11/62,

‖ron‖ = ‖u− uon‖ ≤Mn−1/2.

Actually, the first convergence rate which was proved for the Pure Greedy Algo-
rithm was

‖rpn‖ = ‖u− upn‖ ≤ Mn−1/6,

and the factor 1
6

was later improved to 11
62

.
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5.3.2 Greedy algorithms for high-dimensional problems

Let us now present the greedy algorithm as it is used in the Proper Generalized
Decomposition for the treatment of high-dimensional PDEs. This method was in-
troduced by Ladevèze [123] in the context of time-space decomposition, by Chinesta
[5] for the computation of high-dimensional Fokker-Planck equations for polymers,
and by Nouy [155] in the context of UQ.

Let a : X × T → R be a measurable function such that there exists α, β > 0
such that

∀(x, t) ∈ X × T , α ≤ a(x, t) ≤ β. (5.11)

We will focus on two prototypical problems of interest:

{
find u ∈ L2(T , H1

0 (X )) such that
−divx(a∇xu) = f in D′(X × T ),

(5.12)

and {
find u ∈ H1

0 (X × T ) such that
−divx,t(a∇x,tu) = f in D′(X × T ),

(5.13)

with f ∈ L2(T ×Ξ). Problem (5.12) can be seen as a diffusion problem with uncer-
tainty, t denoting the set of random parameters. Problem (5.13) is a multivariate
Poisson problem.

More generally, let V be a Hilbert space of multivariate functions u(x, t1, · · · , tp)
and let Vx, V1, · · · , Vp be Hilbert spaces of single-variate functions which depend
respectively on x, t1, · · · , tp. The key principle of the PGD relies on the use of the
following particular choice of dictionary:

D :=
{
r ⊗ s(1) ⊗ · · · ⊗ s(p) | r ∈ Vx, s

(1) ∈ V1, · · · , s(p) ∈ Vp, ‖r ⊗ s(1) ⊗ · · · ⊗ s(p)‖V = 1
}
,

where the tensor product notation means

r ⊗ s(1) ⊗ · · · ⊗ s(p) :

{
X × T1 × · · · × Tp −→ R

(x, t1, · · · , tp) 7→ r(x)s(1)(t1) · · · s(p)(tp).

Let us denote by

Σ := {r ⊗ s(1) ⊗ · · · ⊗ s(p), r ∈ Vx, s
(1) ∈ V1, · · · , s(p) ∈ Vp}.

Under the assumptions

(A1) Σ ⊂ V ;

(A2) SpanΣ
‖·‖V

= V ;

(A3) Σ is weakly closed in V ,

D is a well-defined dictionary of V . Actually, the third condition is a sufficient
condition to ensure that maximization problems of the form (5.10) have at least one
solution.
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Performing a greedy algorithm with this particular dictionary provides a sepa-
rated representation of a given function u ∈ V of the form

u(x, t1, · · · , tp) ≈
n∑

k=1

rk(x)s
(1)
k (t1) · · · s(p)

k (tp)

=
n∑

k=1

rk ⊗ s
(1)
k ⊗ · · · ⊗ s

(p)
k (x, t1, · · · , tp).

Both problems (5.12) and (5.13) can be written as minimization problems

u = argmin
v∈V

E(v), (5.14)

where E(v) := ‖v − u‖2
V . For problem (5.12), V = L2(T , H1

0(X )) and

∀v ∈ V, ‖v‖2
V =

ˆ

X×T
a(x, t)|∇xv(x, t)|2 dx dt.

For the multivariate Poisson problem (5.13), V = H1
0 (X × T ) and

∀v ∈ V, ‖v‖2
V =

ˆ

X×Ξ

a(x, t)|∇x,tv(x, t)|2 dx dt.

The PGD algorithm for the resolution of a high-dimensional problem of the
general form (5.14) reads: for all n ∈ N∗, compute iteratively (rn, s

(1)
n , · · · s(p)

n ) ∈
Vx × V1 × · · · × Vp such that

(rn, s
(1)
n , · · · s(p)

n ) ∈ argmin
(r,s(1),··· ,s(p))∈Vx×V1×···×Vp

E
(
n−1∑

k=1

rk ⊗ s
(1)
k ⊗ · · · ⊗ s

(p)
k + r ⊗ s(1) ⊗ · · · ⊗ s(p)

)
.

(5.15)
In other words, this algorithm exactly amounts to performing a Pure Greedy Algo-
rithm in the Hilbert space V for the approximation of u with the particular dictio-
nary D.

In the case of two Hilbert spaces Vx and Vt, the algorithm reads: for all n ∈ N∗,
compute iteratively (rn, sn) ∈ Vx × Vt such that

(rn, sn) ∈ argmin
(r,s)∈Vx×Vt

E
(
n−1∑

k=1

rk ⊗ sk + r ⊗ s

)
. (5.16)

For each n ∈ N, we use the notation un :=
∑n

k=1 rk ⊗ s
(1)
k ⊗ · · · ⊗ s

(p)
k , or un :=∑n

k=1 rk ⊗ sk in the case of two Hilbert spaces.

In practice, at each iteration n ∈ N∗, the computation of (rn, s
(1)
n , · · · s(p)

n ) is
done by solving the Euler equations associated to the minimization problem (5.15)
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through a fixed-point procedure. For instance, the Euler-Lagrange equations asso-
ciated with problem (5.16) for problem (5.12) read:





−
(
ˆ

T
|sn|2

)
divx(a∇xrn) =

ˆ

T
(f + divx(a∇xun−1)) sn,

(
ˆ

X
a|∇xrn|2

)
sn =

ˆ

X
(f + divx(a∇xun−1)) rn,

and those for problem (5.13) read





−divx

[(
ˆ

T
a|sn|2

)
∇xrn

]
+

(
ˆ

T
a|∇tsn|2

)
rn =

ˆ

T
(f + divx,t(a∇x,tun−1)) sn,

(
ˆ

X
a|∇xrn|2

)
sn − divt

[(
ˆ

X
a|rn|2

)
∇tsn

]
=

ˆ

X
(f + divx,t(a∇x,tun−1)) rn.

(5.17)
The fixed-point algorithm to solve the Euler equations (5.17) for instance consists

in calculating iteratively pairs (rmn , s
m
n ) ∈ Vx × Vt for each m ∈ N by the following

procedure




−divx
[(´

T a|sm−1
n |2

)
∇xr

m
n

]
+
(´

T a|∇ts
m−1
n |2

)
rmn =

´

T (f + divx,t(a∇x,tun−1)) s
m−1
n ,

(´
X a|∇xr

m
n |2
)
smn − divt

[(´
X a|rmn |2

)
∇ts

m
n

]
=
´

X (f + divx,t(a∇x,tun−1)) r
m
n .

The initial guess (r0
n, s

0
n) is usually chosen randomly.

An orthogonal version of this greedy algorithm can be defined as follows:

1. set uo0 = 0 and n = 1;

2. compute (rn, s
(1)
n , · · · s(p)

n ) ∈ Vx × V1 × · · · × Vp such that

(rn, s
(1)
n , · · · s(p)

n ) ∈ argmin
(r,s(1),··· ,s(p))∈Vx×V1×···×Vp

E
(
uon−1 + r ⊗ s(1) ⊗ · · · ⊗ s(p)

)
.

(5.18)

3. compute (α1, · · · , αn) ∈ Rn such that

(α1, · · · , αn) ∈ argmin
(β1,··· ,βn)∈Rn

E
(

n∑

k=1

βkrk ⊗ s
(1)
k ⊗ · · · s(p)

k

)
;

4. set uon =
∑n

k=1 αkrk ⊗ s
(1)
k ⊗ · · · s(p)

k and n = n+ 1.

5.3.3 Convergence results

Why does such a representation enable one to avoid the curse of dimensionality?
Using the same notation as in the introduction, when the Hilbert spaces are dis-
cretized, i.e. when Vx = Span{φi, 1 ≤ i ≤ Nx} and Vl = Span{ψ(l)

j , 1 ≤ j ≤ Nl}
for 1 ≤ l ≤ p, computing an approximation of u under the form (5.14) amounts to
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solving n problems of size Nx+N1 + · · ·+Np. In the case when N1 = · · · = Np = N ,
then each iteration of the algorithms amounts to solving n problems of size Nx+pN .
Here the dimension of the discretized problems solved at each iteration scales lin-
early with p and the greedy algorithm can then be used for computing the solution
u of problems which cannot be tackled by standard Galerkin methods. However, the
price to pay is that computing the pair (rn, sn) ∈ Vx×Vt at each iteration n amounts
to solving a low-dimensional nonlinear problem (even if the original high-dimensional
problem is linear).

The greedy algorithm (5.15) was proved to converge for problem (5.13) in [130]
with Vx = H1

0 (X ), Vj = H1
0 (Tj) for all 1 ≤ j ≤ p and a = 1, and the analysis done in

this paper immediately extends to problem (5.12) with Vx = H1
0 (X ) and Vj = L2(Tj)

for 1 ≤ j ≤ p. Similar results were proved in an even more general context [86],
which encompasses the cases of (5.12) and (5.13) for an arbitrary diffusion coefficient
a satisfying the uniform ellipticity assumption (5.11).

Actually, in these cases, the set Σ satisfies assumptions (A1)-(A3) and the con-
vergence results of the Pure Greedy Algorithm and Orthogonal Greedy algorithm
introduced in Section 5.3.1 hold.

Thus, for all u ∈ V ,
‖un − u‖V −→

n→∞
0 (5.19)

and
‖uon − u‖V −→

n→∞
0. (5.20)

Besides, for all u ∈ A1(D), where

A1(D) :=

{
u ∈ V, u =

+∞∑

k=1

rk ⊗ s(1)
n ⊗ · · · ⊗ s

(p)
k ,

+∞∑

k=1

‖rk ⊗ s(1)
n ⊗ · · · ⊗ s

(p)
k ‖V < +∞

}
,

there exists a constant C > 0 such that

‖u− un‖V ≤ Cn−11/62, (5.21)

and
‖u− uon‖V ≤ Cn−1/2. (5.22)

In our particular setting, the set A1(D) is called the projective space, and for all
u ∈ A1(D),

‖u‖p := inf

{
+∞∑

k=1

‖rk ⊗ s(1)
n ⊗ · · · ⊗ s

(p)
k ‖V , | u =

+∞∑

k=1

rk ⊗ s(1)
n ⊗ · · · ⊗ s

(p)
k

}

is called the projective norm of u.

5.3.4 Characterization of the set A1(D)

A natural question is the following: is it possible to give a simple characterization
of the set A1(D) when the Hilbert spaces V , Vx, V1, ..., Vp are standard Sobolev
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spaces? Simple characterizations of the full set A1(D) are not known so far. How-
ever, it is possible to identify subsets of A1(D) which can be characterized either
in terms of standard Sobolev spaces or in terms of mixed Sobolev spaces. These
characterizations are given in [86] for arbitrary diffusion coefficients a, but, for the
sake of simplicity, we detail the results of problem (5.13) with a = 1.

Then, the following theorem holds:

Theorem 5.3.3. Let us assume that, X , T1, ..., Tp ⊂ Rd. On the one hand, provided
that m > 1 + (p+ 1)d/2,

Hm(X × T ) ∩H1
0 (X × T ) ⊂ A1(D). (5.23)

On the other hand, if d = 1,

H2,mix(X × T ) ∩H1
0 (X × T ) ⊂ A1(D), (5.24)

where

H2,mix(X×T ) :=

{
φ ∈ L2(X × T ), ∂αφ ∈ L2(X × T ),

∀α = (αx, α1, · · · , αp) ∈ Np+1, |α|∞ = max(αx,max1≤j≤p αj) ≤ 2

}
.

Besides, if d = 2, 3,

H4,mix(X × T ) ∩H1
0 (X × T ) ⊂ A1(D), (5.25)

where

H4,mix(X×T ) :=

{
φ ∈ L2(X × T ), ∂αφ ∈ L2(X × T ),

∀α = (αx, α1, · · · , αp) ∈ Np+1, |α|∞ = max(αx,max1≤j≤p αj) ≤ 4

}
.

Characterization (5.23) had already been proved in [130] for the case d = 1. All
these characterizations are useful in themselves since there is no simple link between
standard Sobolev spaces and anisotropic Sobolev spaces Hk,mix(X ×T ). One of the
nice features of (5.24) and (5.25) is that these results do not depend on p.

Let us introduce the definition of tensor product of spaces. Let 〈·, ·〉⊗ be the
scalar product defined on Span(Σ) by

∀(r, s(1), · · · , s(p)), (r̃, s̃(1), · · · , s̃(p)) ∈ Vx × V1 × · · · × Vp,
〈r ⊗ s(1), · · · ⊗ s(p), r̃ ⊗ s̃(1) ⊗ · · · ⊗ s̃(p)〉⊗ = 〈r, r̃〉Vx〈s(1), s̃(1)〉V1 · · · 〈s(p), s̃(p)〉Vp,

and let ‖ · ‖⊗ be the associated norm. In particular,

∀(r, s(1), · · · , s(p)) ∈ Vx×V1×· · ·×Vp, ‖r⊗s(1)⊗· · ·⊗s(p)‖⊗ = ‖r‖Vx‖s(1)‖V1 · · · ‖s(p)‖Vp,

and ‖ · ‖⊗ is called a cross-norm.

Then,
(
Span(Σ)

‖·‖⊗
, 〈·, ·〉⊗

)
defines a Hilbert space which is denoted by Vx⊗V1⊗

· · ·⊗Vp and is called the tensor product of the spaces Vx, V1, ..., Vp. Note that if V is a
Hilbert space such that conditions (A1)-(A3) are fulfilled, then Vx⊗V1⊗· · ·⊗Vp ⊂ V
but the inclusion may be strict.

In the case of problem (5.12),

V = L2(T , H1
0(X )) = H1

0 (X ) ⊗ L2(T1) ⊗ · · · ⊗ L2(Tp) = Vx ⊗ V1 ⊗ · · · ⊗ Vp.

However, in the case of problem (5.13),

Vx ⊗ V1 ⊗ Vp = H1
0 (X ) ⊗H1

0 (T1) ⊗ · · · ⊗H1
0 (Tp) ( V = H1

0 (X × T1 × · · · × Tp).
We refer to Chapter 6 for a proof of this latter fact.
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5.3.5 The Singular Value Decomposition case and the general
linear case

There are two different cases which should be highlighted regarding properties of
the greedy algorithms introduced above.

Case 1: The Singular Value Decomposition case

Let us consider the case when E(v) = ‖v − u‖2
V where V = Vx ⊗ Vt (tensor

product of only two Hilbert spaces) and the norm ‖ · ‖V is a cross-norm in the
sense that for all (r, s) ∈ Vx × Vt, ‖r ⊗ s‖V = ‖r‖Vx‖s‖Vt .

This is typically the situation of (5.12) with p = 1. Then, the pairs (rn, sn) ∈
Vx × Vt computed at each iteration of the greedy algorithm (5.15) satisfy the
following orthogonality property [130], which is an immediate consequence of
the Euler equations associated to the minimization problem (5.16):

∀n 6= n′, 〈sn, sn′〉Vt = 〈rn, rn′〉Vx = 0. (5.26)

This orthogonality property implies that the approximation un =
∑n

k=1 rk⊗sk
of u given by the greedy algorithm at iteration n is a best rank-n approximation
of u in the sense that

∥∥∥∥∥u−
n∑

k=1

rk ⊗ sk

∥∥∥∥∥
V

= inf
(erk,esk)∈Vx×Vt, 1≤k≤n

∥∥∥∥∥u−
n∑

k=1

r̃k ⊗ s̃k

∥∥∥∥∥
V

. (5.27)

Besides, the Pure Greedy and Orthogonal Greedy algorithms are equivalent
to one another and the decomposition of u under the form

u =

∞∑

k=1

rk ⊗ sk

with orthogonality properties (5.26) is unique. Note that in the case when
Vx and Vt are finite-dimensional subspaces of L2(X ) and L2(T ), the greedy
algorithm produces the Singular Value Decomposition of the matrix u.

Let λk = ‖rk ⊗ sk‖V for all 1 ≤ k ≤ ∞. The sequence (λk)k∈N∗ is non-
increasing, and the decay rate of the algorithm is directly related to the decay
rate of the sequence (λk)k∈N∗ in the sense that

‖u− un‖2
V =

+∞∑

k=n+1

‖rk ⊗ sk‖2
V =

∞∑

k=n+1

λ2
k.

Case 2: The linear case

Now let us consider the case when E(v) is still a quadratic functional of the
form E(v) = ‖v − u‖2

V but when the number of Hilbert spaces is greater
than 3 or when the norm ‖ · ‖V is not a cross-norm. Even if the convergence
properties of greedy algorithms (5.19), (5.20), (5.21) and (5.22) still hold, the
orthogonality property (5.26) is no more true in general. This implies that the
rank-n decomposition given by the greedy algorithm is not optimal in general
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in the sense that (5.27) does not hold anymore. The Pure and Orthogonal
greedy algorithms are not equivalent to one another and the decay rate of
‖u− un‖2

V cannot be easily linked to the sequence of the norms of each tensor
product functions appearing in the expansion given by the algorithms.

Let us emphasize that the Poisson problem (5.13) is a prototypical example
of situation where the norm ‖ · ‖V is not a cross-norm. Actually, it holds that
Vx ⊗ Vt = H1

0 (X ) ⊗H1
0 (T ) ( V = H1

0 (X × T ).

When we began this thesis work, the only convergence results which were rigor-
ously proved for the greedy algorithm (5.15) concerned cases when

∀v ∈ V, E(v) = ‖v − u‖2
V , (5.28)

for some u ∈ V and some norm ‖ · ‖V . A prototypical case of problem which can be
rewritten as a minimization problem of an energy functional of the form (5.28) is

{
find u ∈ V such that
∀v ∈ V, a(u, v) = b(v),

(5.29)

where a : V × V → R is a symmetric continuous coercive bilinear form on V × V
and b : V → R a continuous linear form on V . In this case, the energy functional E
can be defined as E(v) = ‖v − u‖2

V where

∀v ∈ V, ‖v‖2
V =

1

2
a(v, v).

The main contributions of this thesis work are the following. In a joint work
with Eric Cancès and Tony Lelièvre, we have extended these convergence results to
the case when E is a general nonlinear strongly convex energy functional. These
results are detailed in Section 5.4.

5.4 Contributions of this thesis work

5.4.1 Nonlinear convex problems

A natural mathematical question is the following: does the algorithm (5.15) pre-
sented in the preceding section still converge when the energy functional E(v) is no
more assumed to be a quadratic energy functional? The answer to this question is
positive and it was proved by Eric Cancès, Tony Lelièvre and myself in [39]. The
results and proofs gathered in this article are presented in Chapter 6.

These are an extension of the results proved in [130] to the case when E is a
general strongly convex (possibly non quadratic) energy functional.

Let us introduce the following assumptions:

(A4) the energy functional E is differentiable and strongly convex, i.e. there exists
α > 0 such that

∀v, w ∈ V, E(v) ≥ E(w) + 〈∇E(w), v − w〉V +
α

2
‖v − w‖2

V ;
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(A5) the gradient of E is Lipschitz on bounded sets: for each bounded subset K ⊂ V ,
there exists a constant LK > 0 such that

∀v, w ∈ K, ‖∇E(v) −∇E(w)‖V ≤ LK‖v − w‖V .

Theorem 5.4.1. Assume that conditions (A1)-(A5) are satisfied, then the itera-
tions of the greedy algorithm (5.15) are well-defined, in the sense that there exists

a minimizer (rn, s
(1)
n , · · · , s(p)

n ) ∈ Vx × V1 × · · · × Vp to (5.15). Moreover, it satisfies

rn ⊗ s
(1)
n ⊗ s

(p)
n 6= 0 if and only if un−1 6= u. Besides, the sequence (un)n∈N∗ strongly

converges in V towards the solution u of (5.14).

We were not able to derive convergence rates for this algorithm in the general
case. However, we prove in [39] that the algorithm converges exponentially fast in
the finite-dimensional case.

Theorem 5.4.2. When the spaces Vx, V1, · · · , Vp are finite dimensional, the conver-
gence rate of the algorithm is exponential, i.e. there exists C, σ > 0 such that for all
n ∈ N∗,

‖un − u‖V ≤ Ce−σn.

It should be noted that in the above theorem, the constant C can be esti-
mated by ‖u‖V but the constant σ heavily depends on the dimensions of the spaces
Vx, V1, · · · , Vp and the number of variables. Indeed, if we assume that dimVx =
dimV1 = · · · = dimVp = N , then the constant 1− σ scales like N−(p+1) as N goes to
infinity.

In practice, when the Euler equations associated with the minimization problem
(5.15) are solved, one can never be certain that the solution (rn, s

(1)
n , · · · , s(p)

n ) is the
global minimum of (5.15). We prove in [39] that, in the case of two variables, and
under the additional assumption

(A6) there exists β, γ > 0 such that for all (r, s) ∈ Vx × Vt,

β‖r‖Vx‖s‖Vt ≤ ‖r ⊗ s‖V ≤ γ‖r‖Vx‖s‖Vt,

it is not necessary to reach the global minimum of (5.16) to ensure the convergence
of the greedy algorithm. However, our proof cannot be straightforwardly extended
to problems involving three or more spaces.

Theorem 5.4.3. Assume that we consider only two Hilbert spaces Vx and Vt and
that conditions (A1)-(A6) are satisfied. Then, if at each iteration n ∈ N, the pair
(rn, sn) ∈ Vx × Vx is chosen to be a local minimum of (5.16) such that E(un) <
E(un−1), then (un)n∈N∗ still converges strongly in V towards the solution u of (5.14).
Besides, if the Hilbert spaces Vx and Vt are finite dimensional, the rate of convergence
of the algorithm is still exponential in n, i.e. there exists C, σ > 0 such that

‖un − u‖V ≤ Ce−σn.
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From these results, a natural strategy can be adopted to deal with an obstacle
problem with uncertainty with a large number of random parameters (keeping in
mind the original problem presented in the introduction): the idea is to use a pe-
nalized formulation of the obstacle problem to apply the Progressive Generalized
Decomposition algorithm. We implemented the PGD algorithm on a particular toy
obstacle problem and observed numerically that the usual fixed-point procedure
used for the minimization of quadratic functionals does not converge for the resolu-
tion of the Euler equations associated to the minimization problem (5.15) when the
penalization parameter is too large. A numerical procedure to find a suitable pair
(rn, sn) ensuring the convergence of the greedy algorithm is proposed in Chapter 6
to circumvent this difficulty.

Let us mention that the results we proved in [39] were later extended by Nouy
and Falco [156] to the case when Banach spaces (instead of Hilbert spaces) are
considered, as well as for the orthogonal version of the greedy algorithm.

5.5 Appendix: Other methods for high-dimensional

problems

Of course, greedy algorithms and PGD are not the only methods proposed in the lit-
erature to try to circumvent the curse of dimensionality. We present here a short and
non-exhaustive review of other numerical methods used to deal with the resolution
of high-dimensional differential equations.

5.5.1 Other tensor product representation formats

We focus here on the case when the Hilbert space V of multivariate functions can be
written as a tensor product of Hilbert spaces of univariate functions V =

⊗p
i=1 Vi.

For all 1 ≤ i ≤ p, an element ui ∈ Vi may be viewed as a function ui : xi ∈
Xi 7→ ui(xi) and an element u ∈ V may be viewed as a multivariate function
(x1, · · · , xp) ∈ X1 × · · · × Xp 7→ u(x1, · · · , xp).

The concepts that are reviewed here are explained with more details in [103, 120,
164].

Before introducing the main tensor formats that are encountered in the literature,
let us recall the notion of embedded manifold [61].

Definition 5.5.1.

• Let N and M be topological manifolds of respective dimensions n ≤ m. A
topological embedding of N in M is a continuous map i : N → M which
carries N homeomorphically onto its image i(N).

• If M is a manifold and M ⊂ M , we say that M is an embedded manifold of
M if there is a manifold N and an embedding i : N →M such that M = i(N).

We will consider here the application of tensor formats to the resolution of min-
imization a given function E : V → R. If M (which will correspond to a fixed set
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of tensors with a given format) is an embedded manifold of V , approximation on
M can be performed by the Dirac-Frenkel variational principle [144]. Denoting by
TUM the tangent space of M at U ∈ M, the minimization of the functional E leads
to the following equation

{
find U ∈ M such that
∀V ∈ TUM, 〈E ′(U), V 〉V = 0.

The numerical treatment of such an equation then requires that an efficient parametriza-
tion of the tangent space TUM is available.

Let us now present the tensor formats which are mainly used in order to represent
a function u ∈ V . The most classical method is the so-called canonical decomposition
of the tensor u. This method uses a representation by r elementary products of
single-variate functions:

(x1, · · · , xp) 7→ u(x1, · · · , xp) =

r∑

k=1

(
p⊗

i=1

ui,k

)
(x1, · · · , xp). (5.30)

In the case when p = 2, this format can be rewritten as

(x1, x2) 7→ u(x1, x2) =

r∑

k=1

u1,k ⊗ u2,k(x1, x2).

The number of terms r in the expression above is called the canonical rank of the
function u. This decomposition can also be found in the literature under the names
CANDECOMP or PARAFAC [120].

In the case when dim (Vi) = n for all 1 ≤ i ≤ p, the complexity of the canonical
representation is equal to rpn, which makes the canonical format a very popular
choice for the treatment of high-dimensional problems [16]. This is indeed the choice
that is made in the PGD approach we have explained in the previous section with
r = 1.

However, the set of rank-r-tensors

Cr :=

{
u ∈ V, u(x1, · · · , xp) =

r∑

k=1

(
p⊗

i=1

ui,k

)
(x1, · · · , xp), ∀1 ≤ k ≤ r, ∀1 ≤ i ≤ p, ui,k ∈ Vi

}
,

is not a weakly closed subset of V as soon as d ≥ 3 and r ≥ 2 [69]. This implies
that there may not exist a best approximation, i.e. there may not exist a minimizer
to the problem

inf
eu∈Cr

‖u− ũ‖V .

Moreover, Cr is not an embedded manifold, which makes difficult the identification
of a tangent space, which is needed in practice for the resolution of high-dimensional
partial differential equations.

Other tensor formats exist in the literature to avoid the shortcomings linked to
the canonical representation of a tensor. Among them, the Tucker decomposition
uses the following representation of a tensor u:

(x1, · · ·xp) 7→ u(x1, · · · , xp) =

r1∑

k1=1

· · ·
rp∑

kp=1

ck1,··· ,kp

(
p⊗

i=1

ui,ki

)
(x1, · · · , xp),
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where for all 1 ≤ i ≤ p, ri ∈ N∗, ui,ki
∈ Vi for all 1 ≤ ki ≤ ri and ck1,··· ,kp ∈ R. In

the case p = 2 this decomposition can be rewritten as

(x1, x2) 7→ u(x1, x2) =

r1∑

k=1

r2∑

k′=1

ck,k′u1,k ⊗ u2,k′(x1, x2),

Actually, in the Tucker format, the function u is decomposed over all the possible
tensor products between the functions (ui,ki

)1≤ki≤ri for all 1 ≤ i ≤ p.

The vector rT := (r1, · · · , rp) ∈ (N∗)p is called the Tucker rank of u. For any
function u ∈ V which has a finite-rank Tucker decomposition, the Tucker rank rT is
unique. Besides, TrT

, which is the set of tensors of Tucker rank rT , is weakly closed in
V , which ensures the existence of best approximations, and is an embedded manifold
[118], and its tangent space is well-characterized. Thus, it possesses all the desirable
theoretical properties but, unfortunately, its complexity still scales exponentially
with the number of Hilbert spaces p. Actually, if rT = (r, · · · , r) and if dimVi = n
for all 1 ≤ i ≤ p, the complexity scales like O(rp+nrp), which limits the applicability
of the Tucker format for very large p.

The tensor train (TT) decomposition [158] enables one to get rid of this expo-
nential complexity. In this representation, the function u is decomposed as

(x1, · · · , xp) 7→ u(x1, · · · , xp)

=

r1∑

k1=1

· · ·
rp−1∑

kp−1=1

U1(x1, k1)U2(k1, x2, k2) · · ·Up−1(kp−2, xp−1, kp−1)Up(kp−1, xp).

The TT rank of u is then defined as rTT = (r1, · · · , rp−1) ∈ (N∗)p−1. In the above ex-
pression, the function u is represented by matrix-valued functions U1(x1), · · · , Up(xp)
where

x1 7→ U1(x1) ∈ R1×r1 ,

x2 7→ U2(x2) ∈ Rr1×r2 ,

· · ·
xp−1 7→ Up−1(xp−1) ∈ Rrp−2×rp−1,

xp 7→ Up(xp) ∈ Rrp−1×1.

Thus, the function u can be written as a product of matrices

u(x1, · · · , xp) = U1(x1) · · ·Up(xp).

Such a decomposition is also called a matrix product state. Again, the set of functions
of TT rank at most rTT is a weakly closed subset of V and an embedded manifold
which possesses a stable local parametrization of its tangent space [113]. Besides, its
storage complexity scales like O(r2np) which enables one to get rid of the exponential
dependence in the dimension of the Tucker format. That is why the TT format is a
popular way for treating high-dimensional problems.
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The hierarchical Tucker (HT) format introduced in [104] is a generalization of
the TT format, which uses a hierarchical splitting, described by a binary dimension
partition tree.

Let us highlight here the link between these different tensor formats and methods
used in the field of quantum chemistry [164]. The canonical representation with
r = 1 corresponds to the Hartree-Fock model, where the electronic problem is defined
over the set of Slater determinants, which are antisymmetrized versions of tensor
product functions. The Tucker format is applied in the multi-configurational self-
consistent field approach and the TT format is closely linked to the Density Matrix
Renormalization Group algorithm.

The most common algorithms used to compute in practice local best approxi-
mations of a given tensor in the Tucker, TT or HT format usually perform a series
of successive Singular Value Decompositions [103]. For the Tucker format, the most
common algorithms are higher order orthogonal iteration (HOOI) [68], Newton-
Grassman approach [82] or Higher Order Singular Value Decomposition (HOSVD)
[67]. Similar algorithms were recently proposed independently by Oseledets [158]
for the TT format and Grasedyck [96] for the HT format.

For the treatment of high-dimensional optimization problems, the main meth-
ods at hand are either the use of greedy algorithms (as exposed in Section 5.3)
or Alternating Least Square approaches [112]. The latter is a generalization of the
fixed-point algorithm presented in Section 5.3 to more general tensor formats, which
consists in (i) choosing a given variate xi with 1 ≤ i ≤ p, (ii) computing the optimal
(in a certain sense) single-variate functions U(xi) while keeping fixed the functions
depending on the other variates, and, (iii) repeating sequentially the procedure for
all 1 ≤ i ≤ p.

5.5.2 Sparse grids

The sparse grid method is a numerical discretization technique for multivariate
problems. This approach was first introduced by Smolyak [169] then developed
by Zenger [184]. A very complete introduction to sparse grids can be found in [32].
We will only give here a brief overview of this method. Sparse grid methods are also
known as hyperbolic cross points or splitting interpolations.

Let X = [0, 1]. The sparse grid method relies on the use of multilevel bases
which are constructed as follows. In the classical approach, the hierarchical basis
functions are constructed with the standard hat function

φ(ξ) :=

{
1 − |ξ| if ξ ∈ [−1, 1],
0 otherwise.

Then, a set of uniform grids of level m and mesh width hm = 2−m are introduced.
The grid points ξm,i are defined as

ξm,i := i2−m, 0 ≤ i ≤ 2m.

To these grid points is associated a family of basis functions (φm,i)1≤i≤2m−1 defined
by

φm,i(x) := φ

(
x− xm,i

2−m

)
.
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This basis is the standard basis of the set of P1 Lagrange finite element functions
with mesh size 2−m that are equal to zero on the boundary of X . It is usually called
the nodal basis or Lagrange basis. Let us denote by

Vm := Span {φm,i, 1 ≤ i ≤ 2m − 1}

the space of P1 finite element functions with mesh size 2−m. Let us also introduce
the hierarchical increment spaces Wm, defined by

Wm := Span {φm,i, i ∈ Im} ,

where
Im := {i ∈ N, 1 ≤ i ≤ 2m − 1, i odd} .

These increment spaces then satisfy the relation

Vm =
⊕

k≤m
Wk,

where the notation
⊕

means that the sum is direct. The natural basis corresponding
to this decomposition, i.e. (φi,k)k≤m, i∈Ik is called the hierarchical basis of Vm and
any continuous piecewise linear function u ∈ Vm can be uniquely decomposed as

u =
m∑

k=1

∑

i∈Ik

uk,iφk,i,

where uk,i ∈ R for all 1 ≤ k ≤ m and i ∈ Ik.
Before describing how the above discretization can be generalized to high-dimensional

spaces, let us introduce some notation. If i = (i1, · · · , ip) ∈ Np and k = (k1, · · · , kp) ∈
Np are multi-indices, the notation

i ≤ k

means
∀1 ≤ j ≤ p, ij ≤ kj .

Besides, 2i denotes the multi-index (2i1, · · · , 2ip) ∈ Np and 1 the multi-index (1, · · · , 1) ∈
Np.

A multidimensional hierarchical basis of X p = [0, 1]p can be constructed by
using the p-dimensional tensorization of the one-dimensional basis (φk,i)1≤k≤m, i∈Ik .
In other words, if m = (m1, · · · , mp) ∈ Np is a multi-index denoting the level of the
discretization in each dimension, we introduce the set of grid points xm,i defined as

xm,i = (xm1,i1, · · · , xmp,ip) where i = (i1, · · · , ip) ∈ Np

with 1 ≤ i ≤ 2m.

Then, for each grid point xm,i, we introduce the associated p-dimensional basis
function φm,i which is defined as the tensor product function

φm,i(x1, · · · , xp) := Πp
j=1φmj ,ij(xj).
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Figure 5.3: Piecewise linear hierarchical basis (solid line) and nodal point basis
(dashed line) [32]

The family (φm,i)1≤i≤2m−1
forms a nodal basis of the set of continuous piecewise

p-linear functions equal to zero on the boundary of X p

Vm := Span {φm,i, 1 ≤ i ≤ 2m − 1} . (5.31)

Similarly to the one-dimensional case, the hierarchical increments Wm are defined
by

Wm := Span {φm,i, i ∈ Im}
where

Im := {i ∈ Np, 1 ≤ i ≤ 2m − 1, ij odd for all 1 ≤ j ≤ p} .
Thus, we still have the identity

Vm =
⊕

k≤m

Wk,

so that any function u ∈ Vm can be uniquely decomposed as

u(x) =
∑

1≤k≤m

∑

i∈Ik

uk,iφk,i(x),

with hierarchical coefficients uk,i ∈ R.

Let us introduce the following norms for multi-indices k = (k1, · · · , kp) ∈ Np,

|k|1 :=

p∑

j=1

|kj| and |k|∞ := max
1≤j≤p

|kj|.
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The idea of sparse grids is to rely on this hierarchical finite element basis but to
keep only a small number of grid points, in order to optimize the ratio between the
accuracy of the resulting approximation and the number of degrees of freedom. This
rate can be optimized by considering the sparse grid spaces V̂n of level n defined by

V̂n :=
⊕

|k|1≤n+p−1

Wk.

The corresponding full grid space is equal to

Vn :=
⊕

|k|∞≤n
Wk.

Actually, denoting by m = n(1, · · · , 1), it holds that Vn = Vm where Vm is de-
fined by (5.31). The full grid space Vn actually corresponds to the discretization
space associated with a standard P1 finite element discretization based on a uniform
discretization of mesh size hn = 2−n. The dimension of the space Vn scales like
O(h−pn ).

Figure 5.4: Regular sparse grid in dimension 2 [32]

The number of degrees of freedom of the sparse grid space V̂n is equal to

dimV̂n =
n−1∑

i=0

2i
(
p− 1 + i
p− 1

)

= O
(
h−1
n | log2(hn)|p−1

)
.

Thus, the dimension of the sparse grid space V̂n is significantly lower than the
dimension of the full grid space Vn.

It remains to compare the approximation property of the two spaces Vn and V̂n.
To do this, we consider functions belonging to the anisotropic Sobolev space

H2,mix(X p) :=
{
u ∈ L2(X p), ∂αu ∈ L2(X p), α ∈ Np, |α|∞ ≤ 2

}
,
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and denote by ΠVn (respectively ΠbVn
) the L2(X p)-orthogonal projector of L2(X p)

onto Vn (respectively onto V̂n). It holds that for all u ∈ H2,mix(X p) ∩ H1
0 (X p), the

approximation error of the function u on the sparse grid space is

∥∥u− ΠbVn
u
∥∥
L2(X p)

= O
(
h2
n| log2 hn|p−1

)
,

whereas the approximation accuracy on the full grid space is

‖u− ΠVnu‖L2(X p) = O
(
h2
n

)
.

This shows that the use of sparse grids is a linear approximation method which
enables us to decrease drastically the dimension of a finite element space while
keeping a reasonably good accuracy of the numerical solution if the exact solution
is regular enough. Strangely enough, the appropriate Sobolev spaces to consider are
the same spaces as those highlighted by Figueroa et al. to ensure good convergence
rates of the greedy algorithms (see Section 5.3.4). Other sparse grids optimal with
respect to other Sobolev norms can be found in [98]. Some recent developments
concern the use of adaptive sparse grids which are chosen in order to optimize the
error made by the approximation of a particular function u [31]. These methods fall
back into the scope of nonlinear approximation.

5.5.3 Reduced basis

The reduced basis (RB) method [30] aims at approximating the solution of parameter-
dependent partial differential equations. It relies on the computation of the solution
for a small number of well-chosen values of the parameter in a preliminary “off-line”
stage. These functions then form the Galerkin basis of a discretization space used
to solve the differential equation for any value of the parameter in an “online” stage.

More precisely, let T ⊂ Rp be a closed compact parameter domain and X ⊂ Rd

be the spatial domain. For each t ∈ T , the solution u(·, t) is assumed to belong to
a Hilbert space Vx ⊂ L2(X ). The weak formulation of the parametric differential
equation reads

a(u(·, t), v; t) = l(v), ∀v ∈ Vx, (5.32)

where the form l is continuous on Vx and the bilinear form a(·, ·; t) is symmetric,
continuous and coercive on Vx, uniformly with respect to the parameter t ∈ T .

The reduced basis method consists in precomputing solutions u(·, ti) for well-
chosen parameters (ti)1≤i≤n with n ∈ N∗ and then use the discretization space
Vn := Span{u(·, ti), 1 ≤ i ≤ n} through a Galerkin procedure. In other words, for
each t ∈ T , an approximation un(·, t) ∈ Vn of the exact solution u(·, t) is computed
as the solution of

a(un(·, t), vn; t) = l(vn), ∀vn ∈ Vn. (5.33)

From Cea’s lemma, it holds

‖u(·, t) − un(·, t)‖Vx ≤ C inf
vn∈Vn

‖u(·, t) − vn‖Vx ,

where C is a positive constant independent of n ∈ N and t ∈ T .
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Thus, the RB method produces an accurate approximation of u(·, t) for any
t ∈ T provided that the set F = {u(·, t), t ∈ T } is well-approximated by the
finite-dimensional space Vn.

The Kolmogorov n-width gives a good indication on how well a subset F ⊂ Vx
can be approximated by a n-dimensional linear subspace. It is defined as

dn(F ) := inf
Yn⊂Vx; dimYn=n

sup
u∈F

inf
vn∈Yn

‖u− vn‖Vx .

In the case when dn(F ) decays rapidly with increasing n, the reduced basis method
is likely to provide a good approximation of the solution u(·, t) for any t ∈ T .

The difficulty now relies on finding an appropriate set of parameters (ti)1≤i≤n
such that sup

u∈F
inf
vn∈Vn

‖u − vn‖Vx , with Vn := Span{u(·, ti), 1 ≤ i ≤ n} is close to the

Kolmogorov n-width of the set F . Greedy algorithms stand as the state-of-the-art
technique to find such a subset with good approximation properties in practice.
Such an algorithm reads

1. compute t1 ∈ argmax
t∈T

‖u(·, t)‖Vx;

2. for n ≥ 2, assume that t1, · · · , tn−1 are defined, let Vn−1 := Span{u(ti), 1 ≤
i ≤ n− 1}. Then,

tn ∈ argmax
t∈T

‖u(·, t) − un−1(·, t)‖Vx ,

where un−1(·, t) is the solution to the Galerkin problem

{
find un−1(·, t) ∈ Vn−1 such that
a(un−1(·, t), vn−1; t) = l(vn−1), ∀vn−1 ∈ Vn−1.

In practice, when F is given as the set of solutions of the parametrized equation
(5.32), quantities of the form supt∈T ‖u(·, t)‖Vx or supt∈T ‖u(·, t)− un−1(·, t)‖Vx can-
not be easily computed. Instead, a posteriori error estimators are used in order to
estimate this quantities. For a parametrized problem of the form (5.32), a standard
estimator can be defined by

∆n−1(t) := ‖rn−1(·, t)‖V ′
x
,

where rn−1(·, t) is the residual, i.e.

∀v ∈ Vx, rn−1(v; t) = l(v) − a (un−1(·, t), v; t) .

Then, the algorithm becomes: for all n ∈ N, tn ∈ argmax
t∈T

∆n−1(t). In practice, to

compute a solution to this maximization problem, the set of parameters T must be
replace by a discrete trial set T̃ ⊂ T sufficiently large to represent efficiently the
full set of parameters T . Actually, the exploration of the trial set T̃ may lead to a
quite expensive algorithm.

Reduced Basis methods have been used in the context of UQ by Boyaval and al.
[25, 26]. Let us also mention that RB methods can be used for the discretization
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of high-dimensional nonlinear problems through the use of a special interpolation
technique, called the magic points [145].

Convergence rates for the full RB algorithm have not been proved yet. However,
some results have been obtained in [17, 30] in the following particular setting: F
being a general compact subset of Vx, we consider the algorithm

• u1 ∈ argmax
u∈F

‖u‖Vx;

• for n ≥ 2, assume that u1, · · · , un−1 are defined, and let Vn−1 := Span{ui, 1 ≤
i ≤ n− 1}. Then,

un ∈ argmax
u∈F

‖u− Pn−1u‖Vx ,

where Pn−1 is the Vx-orthogonal projector onto Vn−1.

Let us denote by
σn(F ) := sup

u∈F
inf
vn∈Vn

‖u− vn‖Vx .

A natural mathematical question is then the following: how well does σn(F ) com-
pare with the best approximation error defined by the Kolmogorov n-width dn(F )?
Several answers to this question are given in [17, 30].

In particular, it is proved that, if F is a compact subset of the Hilbert space Vx,
then

σn(F ) ≤ 2n+1

√
3
dn(F ). (5.34)

Besides, an explicit example of compact set F is given for which σn(F ) ≥ c2ndn(F )
where c is a constant independent of n ∈ N, so that the estimate (5.34) is optimal in
the general case. However, except when dn(F ) decays exponentially fast, estimate
(5.34) is not satisfactory since it does not even imply that σn(F ) −→

n→∞
0.

Better estimates can be achieved provided that some additional assumptions are
made on the decay rate of dn(F ). Typically, the authors of [17] prove that, if the
set F is compact and if the Kolmogorov n-width dn(F ) decays polynomially in n,
then so does σn(F ) and the decay rate remains the same. More precisely,

Theorem 5.5.1. Let F be a compact subset of Vx. Suppose that there exists M,α >
0 such that d0(F ) ≤M and

dn(F ) ≤Mn−α, n ∈ N.

Then,
σn(F ) ≤ CMn−α, n ∈ N,

for some constant C > 0 independent on n ∈ N.

A similar result can be obtained when dn(F ) is assumed to decay as e−an
α

for
some a, α > 0.

187



Theorem 5.5.2. Let F be a compact subset of Vx. Suppose that

dn(F ) ≤ Me−an
α

, n ∈ N,

for some M, a, α > 0. Then, setting β := α
α+1

, one has

σn(F ) ≤ CMe−cn
β

, n ∈ N, (5.35)

for some c, C > 0 independent on n ∈ N.

Note that (5.35) is asymptotically sharper than estimate (5.34) as long as α > 1,
whereas the converse holds when α < 1. When α = 1, the comparison depends on
the value of the parameters a and c.

5.5.4 High dimensional sparse polynomial approximations

The approach presented in thi section was recently proposed in [59], in order to deal
with approximation of stochastic or parametrized PDEs with a possibly infinite
number of parameters. The prototypical problem we consider is the following:

{
For all y = (yj)j∈N ∈ U = [−1, 1]N, find u(·, y) ∈ H1

0 (X ) such that
−divx(a∇xu(·, y)) = f in D′(X ).

(5.36)

where f ∈ H−1(X ) and a = a(x, y) is a variable diffusion coefficient depending on
x ∈ X and on a vector y of parameters in an affine manner:

a = a(x, y) = a(x) +
∑

j∈N

yjψj(x), x ∈ X , y = (yj)j∈N ∈ U = [−1, 1]N,

where (ψj)j∈N is a family of functions. In the sequel, we will denote by Vx = H1
0 (X ),

endowed with the scalar product

∀v, w ∈ Vx, 〈v, w〉Vx =

ˆ

X
∇v · ∇w.

A uniform ellipticity condition is assumed on the diffusion coefficient a, i.e. there
exists α, β > 0 such that

∀x ∈ X , ∀y ∈ U, 0 < α ≤ a(x, y) ≤ β. (5.37)

Besides, it is assumed that the sequence (‖ψj‖L∞(X ))j∈N belongs to lp(N) for some
0 < p < 1.

The objective of the high dimensional sparse polynomial approximation is to
compute in a reasonable amount of time a good approximation of u(y) for any value
of y ∈ U .

Let F be the set of all finitely supported sequences ν = (νj)j∈N of integers.
Under the above assumptions, it can be proved [58] that at any y ∈ U , the function
y 7→ u(·, y) admits a partial derivative ∂νyu(·, y) ∈ Vx for any ν ∈ F . A way to study
sparse polynomial approximation of the function u is to study the convergence of
the Taylor series

u(y) =
∑

ν∈F
tνy

ν,
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where
yν := Πj∈Ny

νj

j .

The Taylor coefficients tν = tν(x) ∈ Vx are

tν :=
1

ν!
∂νu|y=0 with ν! := Πj∈Nνj !.

The objective is then to identify a set Λ ⊂ F with card(Λ) ≤ N and such that u is
well-approximated in the space

VΛ =

{
∑

ν∈Λ

cνy
ν | ∀ν ∈ Λ, cν ∈ Vx

}
,

for example by the Taylor expansion uΛ :=
∑

ν∈Λ tνy
ν .

In the literature, a priori choices of sets Λ have been proposed to design lin-
ear approximation methods, for instance sparse grids with the following conditions∑

j∈N
αjνj ≤ A(N) or Πj∈N(1 + βjνj) ≤ B(N). Instead, in the approach proposed

by Cohen et al., the set Λ is chosen in order to be optimally adapted to u.

It holds that for all y ∈ U ,

‖u(y) − uΛ(y)‖Vx ≤
∥∥∥∥∥
∑

ν /∈Λ

tνy
ν

∥∥∥∥∥
Vx

≤
∑

ν /∈Λ

‖tν‖Vx .

A natural strategy is to consider the best N -term approximation of u(y) in the
l1(F) norm, that is to take for Λ the set of indices ν ∈ F corresponding to the largest
N values of ‖tν‖Vx . It can be proved that provided that the sequence (‖tν‖Vx)ν∈F is
in lp(F) for some 0 < p < 1, for this particular choice of Λ,

∑

ν /∈Λ

‖tν‖Vx ≤ CN−s with s :=
1

p
− 1.

A natural question then arises: what are necessary conditions ensuring that the
sequence (‖tν‖Vx)ν∈F is in lp(F)? The following theorem was proved in [58].

Theorem 5.5.3. Under the uniform ellipticity assumption (5.37), for any 0 < p <
1,

(‖ψj‖L∞(X ))j∈N ∈ lp(N) ⇒ (‖tν‖Vx)ν∈F ∈ lp(F).

Thus, the Taylor expansion of u inherits the sparsity properties of the sequence
(‖ψj‖L∞(X ))j∈N. Besides, if the set K := {u(y), y ∈ U} is a compact subset of Vx
and if we denote by

EΛ := Span{tν ; ν ∈ Λ},
with Λ corresponding to the largest N values of ‖tν‖Vx , then it holds that

dN(K) ≤ max ‖u(y)− uΛ(y)‖Vx ≤ CN−s.

The curse of dimensionality is avoided since, in this error bound, there is no de-
pendence on the (possibly infinite) number of parameters which come into play
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in equation (5.36). Such approximation rates cannot be proved for usual a priori
choices of Λ.

Different strategies, in particular iterative adaptive strategies [57] have been
proposed to construct a sequence of sets (ΛN)N∈N∗ for which there exists C > 0
such that

∀N ∈ N∗, card(ΛN) ≤ N and max ‖u(y) − uΛN
(y)‖Vx ≤ CN−s.

5.5.5 Compressed Sensing

Compressed sensing (CS), also known as compressive sampling, is a family of meth-
ods in the field of signal reconstruction originally developed by the works of Candès,
Romberg and Tao [45, 46, 47] and Donoho [76].

The CS theory aims at providing efficient algorithms to reconstruct sparse sig-
nals. Let us precise this notion. Let Vx and Vt be two Hilbert spaces (which will later
refer to Hilbert spaces of functions depending respectively on the variables x ∈ X
and t ∈ T ) and let u ∈ Vx ⊗ Vt. Let (ψi)i∈N∗ be an orthonormal basis of the space
Vt, so that u can be decomposed as

u =
+∞∑

i=1

ci ⊗ ψi,

where for all i ∈ N∗, ci ∈ Vx. For the sake of simplicity, we will assume that u can
be expanded as

u =

N∑

i=1

ci ⊗ ψi, (5.38)

where N is a possibly very large integer. Let us denote by c = (ci)1≤i≤N ∈ V N
x .

For an arbitrary integer s ∈ N, the signal u of the form (5.38) is said to be
s-sparse in the basis (ψi)i∈N∗ if

Card ({1 ≤ i ≤ N, ‖ci‖Vx 6= 0}) ≤ s.

More generally, a signal u is said to be sparse, if it is s-sparse with s≪ N .

In practice, since N is potentially very large, we cannot have access to the full
sequence (ci)1≤i≤N which would completely characterize the function u. The basis
of the CS theory is to assume that only a few pieces of information about the signal
u is known, namely only n elements of Vx, y = (y1, · · · , yn) ∈ V n

x with n being very
small compared to N . The vector y, also called the information vector , can be
written as

y = Φc,

where Φ ∈ Rn×N is called the representing matrix.
The CS theory aims at solving the following inverse problem: find the signal

vector c knowing the measurement vector y and the sensing matrix Φ. To circumvent
the ill-posedness of this problem, keeping in mind the fact that the signal u is sparse,
CS rather focuses on solving

c ∈ argmin
ec∈V N

x

‖c̃‖l0 subject to Φc̃ = y, (5.39)
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where ‖c̃‖l0 = Card {1 ≤ i ≤ N | c̃i 6= 0}.
It is explained in [79] how the CS formalism can be used in the field of high-

dimensional parametrized partial differential equations.
Let us assume that the signal u ∈ Vx×Vt is actually the solution of a parametrized

PDE for almost all t ∈ T ,

A(u(x, t); x, t) = b(x, t) in D′(X ),

(recall the UQ problem (5.6) for instance), and that a computational code allowing
to find the solution u(·, t) for any value t ∈ T , is available. However, in practice,
this code is often expensive to run, so that we can only have access to solutions
u(·, t1), ..., u(·, tn) for a small number n of values of t.

From this information, we would like to compute an approximation of the full
solution u under the form

u(x, t) =
N∑

i=1

ci(x)ψi(t),

where (ψi)1≤i≤N is an orthonormal family of functions of Vt fixed a priori, and where
the coefficients ci ∈ Vx are to be computed for all 1 ≤ i ≤ N (see for instance the
spectral methods presented in Section 5.2.4). Actually, setting

Φ =




ψ1(t1) · · · ψN (t1)
...

. . .
...

ψ1(tn) · · · ψN(tn)


 ,

and denoting by yi = u(·, ti) for all 1 ≤ i ≤ n, reconstructing the whole function u
is exactly the same kind of problem as the CS problem.

We present here different algorithms proposed for dealing with standard CS
problems for signal reconstruction. For the sake of simplicity, we will assume here
that Vx = R, but these algorithms can be easily generalized to arbitrary Hilbert
spaces Vx.

Let us recall that we aim at solving the inverse problem: find c∗ such that

c ∈ argmin
ec∈RN

‖c̃‖l0 subject to Φc̃ = y. (5.40)

Compressed sensing theory relies on the assumption that the sensing matrix
Φ obeys the so-called restricted isometry property (RIP) which will be introduced
below. For each s ∈ N∗, we define the isometry constant δs of a matrix Φ as the
smallest real number such that

∀c ∈ RN , (1 − δs)‖c‖2
l2 ≤ ‖Φc‖2

L2
≤ (1 + δs)‖c‖2

l2.

A matrix Φ is said to obey the RIP of order s if δs is smaller than 1. When this
property holds, Φ approximately preserves the Euclidean length of s-spares signals,
which in turn implies that s-sparse vectors cannot be in the null space of Φ. This
is useful as, otherwise, there would be no hope in reconstructing these vectors. An
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equivalent description of the RIP is to say that all subsets of s columns of Φ are in
fact nearly orthogonal.

It holds that as soon as δ2s < 1, problem (5.39) has a unique s-sparse solution.
Unfortunately, computing the solution is a hard combinatorial problem, for the
resolution of (5.39) is numerically unstable and requires an exhaustive enumeration

of all the

(
N
s

)
possible locations of the non-zero entries of c.

Surprisingly, an optimization problem based on the l1 norm: find c∗ ∈ RN such
that

c∗ ∈ argmin
ec∈RN

‖c̃‖l1 subject to Φc̃ = y. (5.41)

can recover exactly s-sparse signals and closely approximate compressible signals
provided that δ2s is small enough. More precisely [48],

Theorem 5.5.4. Assume that δ2s <
√

2−1. Then, the solution c∗ of problem (5.41)
satisfies for some constant C0,

‖c∗ − c‖l1 ≤ C0‖c− cs‖l1,
and

‖c∗ − c‖l2 ≤ C0s
−1/2‖c− cs‖l1 ,

where c denotes the solution of (5.40) and cs the vector c with all but the s largest
entries set to zero.

The above theorem implies that, if the sensing matrix A satisfies the RIP con-
dition, and if c is s-sparse, then the recovery by problem (5.41) is exact.

This is good news since problem (5.41) is convex and can be solved using linear
programming via an interior point method [45, 76]. These algorithms, known as
Basis Pursuit, thus provide a very accurate approximation of a sparse signal x, even
in the case when data is corrupted with noise, but their main drawback is that they
are very slow to converge.

Other numerical methods to solve (5.39) are based on greedy algorithms and
were developed from the original work of Tropp and Gilbert [176] on the so-called
Orthogonal Matching Pursuit algorithm. Different improved versions of this algo-
rithm have been developed later, such as the stagewise Orthogonal Matching Pursuit
[77] or the regularized Orthogonal Pursuit algorithm [152]. All these algorithms run
faster than traditional algorithms based on the convex optimization problem (5.41),
but they do not guarantee error bounds on the approximation of the solution as
good as those guaranteed by Theorem 5.5.4.

However, two recent and similar greedy algorithms, the Compressive Sampling
Matching Pursuit (CoSaMP) [151] and the Subspace Pursuit [63] algorithms were
proved to guarantee error bounds as accurate as those given by convex optimization
methods, while keeping the good running time properties of the greedy algorithms.
For example, the CoSaMP algorithm runs in a time that is O(N logN log s) where
s is the desired sparsity of the reconstructed signal.

This approach, proposed very recently by Doostan [78] in the context of parametrized
differential equations, seems to be a promising non-intrusive algorithm to deal with
high-dimensional problems.
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Chapter 6

Convergence of a greedy algorithm

for high-dimensional convex

nonlinear problems

The results of this chapter were gathered in an article published in Mathematical
Models and Methods in Applied Sciences. We prove that greedy algorithms can be
used for the minimization of nonlinear strongly convex energy functionals and can
thus offer interesting perspectives for high-dimensional nonlinear problems. Besides,
the rate of convergence of the methods is exponential in the finite-dimensional case.
We illustrate these convergence results on the resolution of an obstacle problem with
uncertainty, using a penalized formulation.
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Convergence of a greedy algorithm for

high-dimensional convex nonlinear problems

Eric Cancès1 Virginie Ehrlacher1 Tony Lelièvre1

Abstract

In this article, we present a greedy algorithm based on a tensor product decomposition,
whose aim is to compute the global minimum of a strongly convex energy functional.
We prove the convergence of our method provided that the gradient of the energy is
Lipschitz on bounded sets. The main interest of this method is that it can be used for
high-dimensional nonlinear convex problems. We illustrate this method on a prototypical
example for uncertainty propagation on the obstacle problem.

6.1 Introduction

The main motivation for this work comes from two important and challenging problems in
contemporary scientific computing:

• the uncertainty quantification for some nonlinear models in mechanics, and more
precisely, for contact problems;

• the computation of some high-dimensional functions in molecular dynamics.

Concerning the first domain of application which is the main focus of this work, there
is now a wide literature on the subject, ranging from specific questions related to the
modeling of the noise sources (in particular of their correlation), to dedicated methods for
the study of events with very small probabilities (reliability). The focus of this paper is
rather on the development of methods to compute efficiently a reduced model which rapidly
gives the output of interest as a function of the random variable which enters the input
parameters, in the context of contact problems in continuum mechanics. Such a model can
then be used to evaluate the distribution of the outputs (for a given distribution of the
input parameters), or to reduce the variance in a Monte Carlo computation for example.
Many methods have been proposed in the literature to attack this problem [154, 92]:
stochastic collocation methods, Galerkin methods, perturbation methods, etc. To be more
specific, let us assume that the noise on the parameters of the model can be modeled by a
possibly large number of random variables T = (T1, . . . , Tp) ∈ Rp, so that the quantity of
interest (say the displacement field) u(t, x) is a function of (p+ d) variables, where d is the
dimension of the physical space. The question is then how to approximate a function on

1Université Paris Est, CERMICS, Projet MICMAC, Ecole des Ponts ParisTech - INRIA, 6
& 8 avenue Blaise Pascal, 77455 Marne-la-Vallée Cedex 2, France, (cances@cermics.enpc.fr,
ehrlachv@cermics.enpc.fr, lelievre@cermics.enpc.fr)
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such a high-dimensional space. The natural idea at the basis of many methods is to look
for the solution to this problem as a linear combination of tensor products:

u(t, x) =

l∑

i=1

m∑

j=1

U ij φi(t)ψj(x),

where (φi)1≤i≤l and (ψj)1≤j≤m are bases of vector spaces of dimension l and m respectively
which are fixed a priori, and where (U ij)1≤i≤l,1≤j≤m are real numbers to be computed. This
method leads to the resolution of a problem in a vector space of dimension N = lm which
may be very large. This difficulty becomes all the more pregnant if p is really large, so
that the solution should be typically approximated as a sum:

u(t, x) =
l∑

i1=1

...
l∑

ip=1

m∑

j=1

U i1,...,ip,j φ1
i1(t1) . . . φ

p
ip

(tp)ψj(x). (6.1)

In this case, N = lpm will be too large for a classical discretization method. The method
we are studying is a way to circumvent this difficulty.

The second application we have in mind is the computation of the solution to a high-
dimensional Poisson equation arising in molecular dynamics, called the committor function
[81]. Mathematically, this function gives the probability for a stochastic process to reach a
given region (say A ⊂ Rd) before another one (say B ⊂ Rd). Using Feynman-Kac formula,
it can be shown that this function satisfies a Poisson equation in a weighted Sobolev space,
with Dirichlet boundary conditions (namely 1 on A and 0 on B). Typically, the stochastic
process lives in a high-dimensional space (d is large), so that computing this function is a
challenge.

In both cases, the difficulty comes from the high-dimensionality of the function to
approximate. The principle of the method we are interested in is: (i) to rewrite the
original problem as a minimization problem:

u ∈ argmin
v∈V

E(v) (6.2)

where E is a functional defined on some Hilbert space V and (ii) to expand the solution in
tensor products of lower-dimensional functions

un(t, x) =

n∑

k=1

rk(t)sk(x). (6.3)

In practice, for each k, the functions rk and sk are computed as linear combinations of the
functions of the bases (φi)1≤i≤l and (ψj)1≤j≤m so that

rk(t) =

l∑

i=1

Rikφi(t), (6.4)

and

sk(x) =
m∑

j=1

Sjkψj(x), (6.5)

where for each k ∈ N∗, Rk = (Rik)1≤i≤l ∈ Rl and Sk = (Sjk)1≤j≤m ∈ Rm. In the end,
computing the approximation (6.3) leads to a problem of dimension Ñ = n(l+m) which,
provided that n remains small enough, will hopefully be lower than the dimension of the
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problem obtained with the classical approach N = lm when the size of the bases l and m
are large.

The reduction of dimension is even more significant when we are in the case of equation
(6.1). Indeed, the approximation (6.3) can be adapted in this case in the following form:

un(t, x) =

n∑

k=1

r1k(t1) · · · rpk(tp)sk(x).

In this case, the overall dimension of the problem will be Ñ = n(pl+m) instead of N = lpm
in the classical approach.

Such a representation of a function as a sum of tensor products to avoid the curse of
dimensionality has already been introduced in the literature. One approach consists in
using the so-called sparse tensor product representation [169, 179, 32]. If the solution u we
wish to approximate is sufficiently regular, one does not need to use fine discretizations in
each direction. This idea can be used for example in Galerkin-like discretizations. However,
this method loses its efficiency in the case when the solution u is not regular enough or
when the mesh considered is complicated.

We adopt another approach in this article. The principle of our method is to deter-
mine sequentially the pairs of functions (rk, sk) which intervene in the approximation (6.3)
through the following minimization problem:

(rn, sn) ∈ argmin
(r,s)∈Vt×Vx

E
(
n−1∑

k=1

rk(t)sk(x) + r(t)s(x)

)
, (6.6)

where Vt and Vx in (6.6) denote respectively Hilbert spaces of functions depending only on
the variable t or only on the variable x.

To rewrite the two problems mentioned above as minimization problems on Hilbert
spaces, we penalize the constraints, namely the presence of the obstacle for the contact
problem, or the Dirichlet boundary conditions for the high-dimensional Poisson problem.

The method described above has been introduced by Chinesta [5] for solving high-
dimensional Fokker-Planck equations, by Nouy [157] in the context of uncertainty quan-
tification in mechanics, and is very much related to so-called greedy algorithms [174, 130]
used in nonlinear approximation theory. The main contributions of this work are the
following:

• the convergence of the greedy algorithm (6.3)-(6.6) to the unique solution of (6.2) is
proved, under the key assumptions that E is strongly convex and that the gradient
of E is Lispchitz on bounded sets;

• an exponential rate of convergence is obtained in the finite dimensional case;

• an adequate procedure to solve the minimization subproblem (6.6) is proposed and
tested on an academic test case.

This paper can be seen as an extension of previous works on greedy algorithms [174, 130]
which concentrate on the linear case, namely when E(v) = 1

2‖v‖2
V − L(v), where ‖ · ‖V is

the norm of the Hilbert space V , and L a continuous linear form on V .
We would like to stress that even if all the results and proofs are provided in the

context of tensor products of two functions, our results can be easily generalized to the
case of tensor products of more than two functions such as (6.1) except for the results in
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Section 6.5. We have chosen not to present the results in this general setting for the sake
of clarity.

The paper is organized as follows. In Section 6.2, we introduce the general setting for
the problem we consider and state the main result of this paper, namely the convergence
of the greedy algorithm. Section 6.2 also presents more precisely the two specific examples
of application we have in mind. Section 6.3 is devoted to the proof of the convergence.
In Section 6.4, an exponential rate of convergence is proved, in the finite dimensional
setting (i.e. when Vt and Vx are finite dimensional spaces). Section 6.5 shows that, under
specific additional assumptions which are typically satisfied in the context of uncertainty
quantification, the convergence results also hold if (rn, sn) in (6.6) is only a local minimum.
Finally, Section 6.6 is devoted to a discussion of the numerical implementation, as well as
to the presentation of test cases on a toy model.

6.2 Presentation of the problem and the conver-

gence result

In this paper, we are interested in the convergence of a greedy algorithm for the minimiza-
tion of high-dimensional nonlinear convex problems.

We first introduce the general theoretical setting in which we prove the convergence,
then describe two prototypical examples to which our analysis can be applied.

6.2.1 General theoretical setting

Throughout this article, p and d denote some positive integers, and T and X some open
sets of Rp and Rd respectively.

Let Vt and Vx be Hilbert spaces of real-valued functions respectively defined over T
and X (typically L2 or Sobolev spaces). Let ‖.‖t and ‖.‖x be the norms of Vt and Vx.

We introduce the following tensor product for all (r, s) ∈ Vt × Vx,

r ⊗ s :

{
T × X → R
(t, x) 7→ r(t)s(x)

, (6.7)

which defines a real-valued function on T × X .
We also denote by Σ = {r ⊗ s | (r, s) ∈ Vt × Vx}.
Let V be a Hilbert space of real-valued functions defined on T ×X . The scalar product

of V is denoted by 〈., .〉 and the associated norm by ‖.‖V .
Let E be a differentiable real-valued functional defined on V . For all v ∈ V , we denote

by E ′(v) the gradient of E at v.
We make the following assumptions:

(A1) Span(Σ) is a dense subset of V for ‖.‖V ;

(A2) for all sequences of Σ bounded in V , there exists a subsequence which weakly
converges in V towards an element of Σ;

(A3) the functional E is strongly convex for ‖.‖V , i.e. there exists a constant α ∈ R∗
+ for

which
∀v,w ∈ V, E(v) ≥ E(w) + 〈E ′(w), v − w〉 +

α

2
‖v − w‖2

V . (6.8)

The functional E is also said to be α-convex;
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(A4) the gradient of E is Lipschitz on bounded sets: for each bounded subset K of V ,
there exists a nonnegative constant LK ∈ R+ such that

∀v,w ∈ V, ‖E ′(v) − E ′(w)‖V ≤ LK‖v − w‖V . (6.9)

The unique global minimizer of E on V is denoted by u. Its existence and uniqueness
are ensured by the α-convexity of the functional E :

u = argmin
v∈V

E(v).

We are going to study the following algorithm: the sequence ((rn, sn))n∈N∗ ∈ (Vt × Vx)
N
∗

is defined recursively by

(rn, sn) ∈ argmin
(r,s)∈Vt×Vx

E
(
n−1∑

k=1

rk ⊗ sk + r ⊗ s

)
. (6.10)

Throughout this article, we will denote for all n ∈ N∗,

un =

n∑

k=1

rk ⊗ sk. (6.11)

Our main result is the following theorem, whose proof is given in Section 6.3.

Theorem 6.2.1. Under the assumptions (A1), (A2), (A3) and (A4), the iterations of the
algorithm are well-defined, in the sense that (6.10) has at least one minimizer (rn, sn).
Moreover, the sequence (un)n∈N strongly converges in V towards u.

Remark 6.2.1. For each n ∈ N∗, the minimizer of (6.10) is not unique in general. In

particular, notice that the function Vt × Vx ∋ (r, s) 7→ E
(∑n−1

k=1 rk ⊗ sk + r ⊗ s
)

is not
convex.

Remark 6.2.2. Theorem 6.2.1 could be generalized to the case of tensor products of more
than two Hilbert spaces.

Indeed, let q ∈ N with q ≥ 3. Let p1, · · · , pq be q positive integers. Let T1, · · · ,Tq be
q open subsets of Rp1, · · · ,Rpq respectively. We consider q Hilbert spaces, V1, · · · , Vq of
real-valued functions defined respectively on T1, · · · ,Tq. Let V be a Hilbert space of real-
valued functions defined on T1 × · · · × Tq. Let E be a real-valued differentiable functional
defined on V . We denote by Σ =

{
r(1) ⊗ · · · ⊗ r(q) |

(
r(1), · · · , r(q)

)
∈ V1 × · · · × Vq

}
. Our

algorithm can then easily be adapted provided that assumptions (A1), (A2), (A3) and

(A4) are satisfied:
(
r
(1)
n , · · · , r(q)n

)
∈ V1 × · · · × Vq are defined recursively by

(
r(1)n , · · · , r(q)n

)
∈ argmin

(r(1),··· ,r(q))∈V1×···×Vq

E
(
n−1∑

k=1

r
(1)
k ⊗ · · · ⊗ r

(q)
k + r(1) ⊗ · · · ⊗ r(q)

)
.

Our convergence result also holds in this case. But for the sake of simplicity, we will
limit our analysis to the case of only two Hilbert spaces.
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Remark 6.2.3. Let (., .) be the scalar product defined on Span(Σ) as: for all (r1, r2, s1, s2) ∈
V 2
t × V 2

x ,
(r1 ⊗ s1, r2 ⊗ s2) = 〈r1, r2〉Vt〈s1, s2〉Vx ,

where 〈., .〉Vt and 〈., .〉Vx denote the scalar products of Vt and Vx respectively. Let ‖.‖ be the
cross-norm associated to the scalar product (., .). The tensor space of Vt and Vx, denoted
as Vt ⊗ Vx is then defined as the closure of Span(Σ) for the product norm ‖.‖,

Vt ⊗ Vx = Span(Σ)
‖.‖
.

Let us point out that the Hilbert space V is not necessarily equal to Vt⊗Vx, the tensor
space of Vt and Vx associated to the tensor product (6.7). Indeed, an example where our
analysis can be applied and where V 6= Vt⊗Vx is given in Section 6.2.2 (see Remark 6.2.5.).
However, the following inclusion relationship holds: Vt ⊗ Vx ⊂ V .

Remark 6.2.4. If Vt and Vx are discretized in finite-dimensional spaces of dimension l
and m, our algorithm consists in solving several problems in dimension l + m instead of
solving one problem of dimension lm. Thus, the method can be implementable even for
very high-dimensional problems, contrarily to classical approximation methods.

6.2.2 Prototypical problems

To prove that the general theoretical setting we described in Section 6.2.1 is satisfied on
the prototypical problems we present in this section, we need the following lemma, which
is well-known in distribution theory [165].

Lemma 6.2.1. Let U ∈ D′(T × X ) be a distribution such that for any functions (φ,ψ) ∈
C∞
c (T ) × C∞

c (X ),
(U, φ⊗ ψ)(D′(T ×X ),D(T ×X )) = 0.

Then U = 0 in D′(T ×X ). Moreover, for any two sequences of distributions Rn ∈ D′(T )
and Sn ∈ D′(X ) such that limn→∞Rn = R in D′(T ) and limn→∞ Sn = S in D′(X ),
limn→∞Rn ⊗ Sn = R⊗ S in D′(T × X ).

Uncertainty propagation on obstacle problems

An example of application of our algorithm is the study of uncertainty propagation on
obstacle problems. We assume that uncertainty can be modeled by a set of p random
variables T1, T2, ..., Tp, and that the random vector T = (T1, ..., Tp) takes its values in T .

We consider also that the physical problem is defined over the domain X , which is
supposed to be a bounded subset of Rd. If H is a Hilbert space of functions defined on X ,
we denote by

L2
T (T ,H) =

{
v : T → H | E

[
‖v(T )‖2

H

]
< +∞

}
,

where E denotes the expectation with respect to the probability law of T , and ‖.‖H denotes
the norm of H. We endow L2

T (T ,H) with the scalar product defined by 〈v,w〉L2
T (T ,H) =

E [〈v(T ), w(T )〉H ].

A formulation of the obstacle problem with uncertainty is the following [101]. Let
g ∈ L2

T (T ,H1
0 (X )) and f ∈ L2

T (T ,H−1(X )). A membrane is stretched over the domain X
and is deflected by some random force having pointwise density f(T, x) for x ∈ X . At the
boundary ∂X , the membrane is fixed and in the interior of X the deflection is assumed to
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be bounded from below by the function g(T, x) (a random obstacle). Then the deflection
z = z(T, x) is solution of the following obstacle problem with uncertainty (see Fig. 6.1):




−∆xz(t, x) ≥ f(t, x)
z(t, x) ≥ g(x, t)

(∆xz(t, x) + f(t, x)) (z(t, x) − g(t, x)) = 0



 for a.a. (t, x) ∈ T × X ,

z(t, x) = 0 for a.a. (t, x) ∈ T × ∂X .
(6.12)

Figure 6.1: Obstacle problem.

An equivalent formulation of this problem is the following. Let us denote

Kg =
{
v ∈ L2

T (T ,H1
0 (X )) | for a.a. (t, x) ∈ T × X , v(t, x) ≥ g(t, x)

}
.

Solving the obstacle problem (6.12) consists in solving the minimization problem

inf
v∈Kg

J (v), (6.13)

where J (v) = E
[

1
2

´

X |∇xv(T, x)|2dx− 〈f(T, .), v(T, .)〉H−1(X ),H1
0 (X )

]
.

One of the main difficulties of this kind of problems is their very high nonlinearity.
Many methods have been proposed to approximate the solution of these problems in the
case without uncertainty [95, 90, 94, 101]. Among them, penalization methods [101, 95]
are among the most widely used. They consist in approximating the solution of a given
obstacle problem by a sequence of solutions of penalized problems defined on the entire
Hilbert space.

Let ρ be a parameter in R+. Such a penalized problem associated with problem (6.13)
may be defined as

inf
v∈L2

T (T ,H1
0 (X ))

Jρ(v), (6.14)

where Jρ(v) = J (v) + E
[ρ

2

´

X [g(T, x) − v(T, x)]2+dx
]
.

Here and below, we denote by [a]+ the positive part of the real number a, i.e. [a]+ = 0
if a ≤ 0 and [a]+ = a if a ≥ 0.

When ρ goes to infinity, the solution zρ of problem (6.14) strongly converges to the
solution z of problem (6.13). The goal of the algorithm we described in the previous
section is to calculate the solution u = zρ of this regularized problem for a given value of
the parameter ρ.
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Let us check that the general theoretical setting we described in Section 6.2.1 can be
applied in this case.

Let us consider V = L2
T (T ,H1

0 (X )), Vt = L2
T (T ,R), Vx = H1

0 (X ) and E(v) = Jρ(v) for
v ∈ V . We have Σ = {r ⊗ s | (r, s) ∈ Vt × Vx}. We endow H1

0 (X ) with the scalar product
defined by 〈s1, s2〉H1

0 (X ) =
´

X ∇s1(x).∇s2(x)dx. In this case, we have V = Vt ⊗ Vx and as

a consequence assumption (A1) is obviously satisfied.

Besides, assumption (A2) is satisfied as well. If ((rn, sn))n∈N ∈ (Vt × Vx)
N is such that

(‖rn⊗sn‖V )n∈N is bounded, it is possible to extract a subsequence which weakly converges
in V towards an element w ∈ V . Besides, there exists a non-negative constant C ∈ R+

such that for all n ∈ N,

‖rn ⊗ sn‖2
V = E

[
ˆ

X
|∇x (rn ⊗ sn) (T, x)|2dx

]

= E
[
|rn(T )|2

]ˆ

X
|∇xsn(x)|2dx

= ‖rn‖2
Vt
‖sn‖2

Vx

≤ C.

We can then choose ((r∗n, s
∗
n))n∈N ∈ (Vt × Vx)

N such that r∗n ⊗ s∗n = rn ⊗ sn and
‖r∗n‖L2

T (T ,R) = 1. The sequences (r∗n)n∈N and (s∗n)n∈N are then bounded in L2
T (T ,R) and

H1
0 (X ) respectively and we can extract subsequences which weakly converge in L2

T (T ,R)
and H1

0 (X ) towards r∞ ∈ L2
T (T ,R) and s∞ ∈ H1

0 (X ) respectively. As the weak con-
vergences in L2

T (T ,R) and H1
0 (X ) imply the convergences in the distributional sense, the

sequence r∗n ⊗ s∗n = rn ⊗ sn necessarily converges towards r∞ ⊗ s∞ in D′(T × X ) by
Lemma 6.2.1. As the weak convergence in V also implies the convergence in the sense
of the distributions, we obtain, by uniqueness of the limit, w = r∞ ⊗ s∞ ∈ Σ. Hence
assumption (A2) is satisfied.

The functional E is differentiable and 1-convex. Indeed, for all v ∈ V ,

E(v) =
1

2
‖v‖2

V +

(
E

[
〈f(T, .), v(T, .)〉H−1(X ),H1

0 (X ) +
ρ

2

ˆ

X
[g(T, x) − v(T, x)]2+dx

])
,

is the sum of a 1-convex function (V ∋ v 7→ 1
2‖v‖2

V ) and of a convex function (V ∋ v 7→
E
[
〈f(T, .), v(T, .)〉H−1(X ),H1

0 (X ) + ρ
2

´

X [g(T, x) − v(T, x)]2+dx
]
). The functional E therefore

obeys property (6.8) with α = 1. Hence, assumption (A3) is satisfied.
Let us finally check that the gradient of E is Lipschitz. For all v,w, y ∈ V ,

∣∣〈E ′(v) − E ′(w), y〉
∣∣ ≤

∣∣∣∣E
[
ˆ

X
∇x(v(T, x) − w(T, x)).∇xy(T, x)dx

]∣∣∣∣

+ρ

∣∣∣∣E
[
ˆ

X
([g(T, x) − v(T, x)]+ − [g(T, x) − w(T, x)]+)y(T, x)dx

]∣∣∣∣
≤ ‖v − w‖V ‖y‖V

+ρE

[
ˆ

X
|[g(T, x) − v(T, x)]+ − [g(T, x) −w(T, x)]+| |y(T, x)| dx

]
.
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For a, b ∈ R, it can easily be seen that |[a]+ − [b]+| ≤ |a− b|. This implies

∣∣〈E ′(v) − E ′(w), y〉
∣∣ ≤ ‖v − w‖V ‖y‖V + ρE

[
ˆ

X
|v(T, x) − w(T, x)| |y(T, x)|dx

]

≤ ‖v − w‖V ‖y‖V

+ρ

(
E

[
ˆ

X
|v(T, x) − w(T, x)]|2dx

])1/2(
E

[
ˆ

X
|y(T, x)]|2dx

])1/2

.

The Poincaré inegality in H1
0 (X ) implies that there exists a nonnegative constant D ∈

R+ such that for all h ∈ V ,

∣∣∣∣E
[
ˆ

X
|h(T, x)]|2dx

]∣∣∣∣
1/2

≤ D‖h‖V .

This yields ∣∣〈E ′(v) − E ′(w), y〉
∣∣ ≤ (1 + ρD2)‖v − w‖V ‖y‖V ,

hence,
‖E ′(v) − E ′(w)‖V ≤ (1 + ρD2)‖v − w‖V .

The functional E then obeys property (6.9) with a constant L = 1 + ρD2 independent of
the bounded set considered.

Thus, our obstacle problem (6.14) falls into the general theoretical setting introduced
in Section 6.2.1.

There exist several variants of the obstacle problem which could be tackled with our
algorithm. We refer to [101] or [94] for such examples.

High-dimensional Poisson equation

Our algorithm may also be used to calculate the solution of other problems than obstacle
problems. Other examples are high-dimensional nonlinear Poisson equations. A specific
application where such high dimensional Poisson equations arise is the calculation of the
so-called committor function in molecular dynamics [81], which is an important quantity
to compute reaction rates or to derive some effective dynamics for example.

Let q ∈ N∗. The committor is the solution to the following problem:

z = argmin
v∈W

1

2

ˆ

Rq\(A∪B)
|∇v(y)|2 exp(−U(y)) dy

where q is typically large, A and B are disjoint smooth open sets of Rq, U : Rq → R is a
given potential function such that

´

Rq exp(−U) <∞ and

W =





v ∈ L2
loc(R

q),
´

Rq\(A∪B) |∇v(y)|2 exp(−U(y)) dy <∞,

v = 1 on A and v = 0 on B



 .

For y ∈ Rq \ (A ∪ B), z(y) can be interpreted as the probability that the stochastic
process Qyt solution to

Qyt = y −
ˆ t

0
∇U(Qys) ds +

√
2Wt
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reaches A before B. Here, Wt denotes a q-dimensional Brownian motion.

Let p, d ∈ N∗ such that q = p + d. In this example, we consider the case when
C = Rq \

(
A ∪B

)
is bounded. Let T and X be open convex bounded subsets of Rp and

Rd respectively such that C ⊂ Ω := T × X and such that µ ((A ∪B) ∩ Ω) 6= 0 where µ
denotes the Lebesgue measure. We also assume that U ∈ C∞(Rq). In this case, the initial
problem can be rewritten as a minimization problem set on

W̃ =
{
v ∈ H1(T × X )| v = 1 on A ∩ Ω and v = 0 on B ∩ Ω

}
,

instead of W . Indeed, as U ∈ C∞(Rq,R) and Ω is bounded, there exists constants γ, κ > 0
such that for all y ∈ Ω, γ ≤ exp(−U(y)) ≤ κ. And thus, we have v ∈ W if and only if
v|Ω ∈ W̃ , v|A\Ω = 1 and v|B\Ω = 0.

The penalized version of the committor problem then reads

u = argmin
v∈H1(T ×X )

E(v), (6.15)

where

E(v) =
1

2

ˆ

Ω
|∇v(y)|2 exp(−U(y)) dy +

ρ

2

(
ˆ

A∩Ω
|v(y) − 1|2 dy +

ˆ

B∩Ω
|v(y)|2 dy

)
,

for some ρ > 0.

Let us check that the general theoretical setting described in Section 6.2.1 is relevant
for this problem.

In this case, we consider V = H1(T × X ), Vt = H1(T ) and Vx = H1(X ). The inner
products that are defined over these Hilbert spaces are the following. For all v1, v2 ∈ V ,
r1, r2 ∈ Vt, s1, s2 ∈ Vx,

〈v1, v2〉V =

ˆ

T

ˆ

X
(∇v1(t, x).∇v2(t, x) + v1(t, x)v2(t, x)) dt dx,

〈r1, r2〉Vt =

ˆ

T
(∇r1(t).∇r2(t) + r1(t)r2(t)) dt,

〈s1, s2〉Vx =

ˆ

X
(∇s1(x).∇s2(x) + s1(x)s2(x)) dx.

Remark 6.2.5. Let us point out that in this case, V 6= Vt ⊗ Vx. Indeed, for all (r, s) ∈
Vt × Vx, the V -norm of the tensor product r ⊗ s reads

‖r ⊗ s‖2
V = ‖r‖2

L2(T )‖∇s‖2
L2(X ) + ‖∇r‖2

L2(T )‖s‖2
L2(X ) + ‖r‖2

L2(T )‖s‖2
L2(X ),

which is not a cross-norm, equivalent to the norm induced by ‖.‖Vt and ‖.‖Vx over Vt⊗Vx,
which is

‖r ⊗ s‖Vt⊗Vx = ‖r‖Vt‖s‖Vx .

Indeed, let us consider T = X = (0, 1), rl(t) = 1
l sin(l2πt) and sl(x) = 1

l sin(l2πx) for
(t, x) ∈ (0, 1)2 and l ∈ N∗. The sequence (‖rl ⊗ sl‖V )n∈N∗ is bounded, but the sequence
(‖rl‖Vt‖sl‖Vx)l∈N∗ is not.

Assumption (A1) holds true, since Σ̃ =
{
r ⊗ s | (r, s) ∈ C∞ (T

)
× C∞ (X

)}
is such

that Σ̃ ⊂ Σ and Span
(
Σ̃
)

is dense in H1(T × X ). Hence, Span (Σ) is also dense in V .
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Let us prove that assumption (A2) also holds true. If ((rn, sn))n∈N ∈ (Vt×Vx)N is such
that (‖rn ⊗ sn‖V )n∈N is bounded, we can extract a subsequence of (rn ⊗ sn)n∈N∗ which
weakly converges in V towards an element w ∈ V . Besides, there exists a nonnegative
constant C ∈ R+ such that for all n ∈ N,

‖rn ⊗ sn‖2
V =

ˆ

T ×X

(
|∇rn(t)|2|sn(x)|2 + |rn(t)|2|∇sn(x)|2 + |rn(t)|2|sn(x)|2

)
dt dx

= ‖∇rn‖2
L2(T )‖sn‖2

L2(X ) + ‖rn‖2
L2(T )‖∇sn‖2

L2(X ) + ‖rn‖2
L2(T )‖sn‖2

L2(X )

≤ C.

We can then choose ((r∗n, s
∗
n))n∈N ∈ (Vt×Vx)N such that r∗n⊗s∗n = rn⊗sn and such that

‖r∗n‖L2(T ) = 1. The sequences (r∗n)n∈N and (s∗n)n∈N are then bounded in L2(T ) and H1(X )
and we can extract subsequences which weakly converge in L2(T ) and H1(X ) respectively
towards r∞ and s∞. As the weak convergences in L2(T ) andH1(X ) imply the convergences
in the distributional sense, r∗n ⊗ s∗n = rn ⊗ sn necessarily converges towards r∞ ⊗ s∞ in
the distributional sense by Lemma 6.2.1. As the weak convergence in V also implies the
convergence in the sense of the distributions, by uniqueness of the limit, w = r∞ ⊗ s∞.
Let us suppose w 6= 0. In that case, we have r∞ 6= 0 and s∞ 6= 0. Besides, we have

‖w‖2
V = ‖r∞‖2

L2(T )‖∇s∞‖2
L2(X ) + ‖r∞‖2

H1(T )‖s∞‖2
L2(X ),

hence

‖r∞‖2
H1(T ) ≤

‖w‖2
V

‖s∞‖2
L2(X )

.

As a consequence ‖r∞‖H1(T ) is finite and r∞ ∈ H1(T ). Hence w = r∞ ⊗ s∞ ∈ Σ. If
w = 0, then obviously w ∈ Σ. Hence, assumption (A2) holds true.

The functional E is differentiable and strongly convex. To prove this, it is sufficient to
prove that there exists a constant α ∈ R∗

+ such that for all v,w ∈ V , 〈E ′(v)−E ′(w), v−w〉 ≥
α‖v − w‖2

V . Indeed, there exists γ > 0 such that for all y ∈ Rq, exp(−U(y)) ≥ γ. Thus,
there exists a constant δ > 0 such that, for all v,w ∈ V ,

〈E ′(v) − E ′(w), v − w〉 ≥ δ

(
ˆ

Ω
|∇(v − w)|2 +

ˆ

A∩Ω
|v − w|2 +

ˆ

B∩Ω
|v − w|2

)
.

To prove that the functional E is strongly convex, it is sufficient to have the following
inequality: there exists a constant CΩ ∈ R∗

+ such that for all v ∈ H1(Ω),
ˆ

Ω
|∇v|2 +

ˆ

(A∪B)∩Ω
|v|2 ≥ CΩ‖v‖2

H1(Ω). (6.16)

As T and X are bounded open convex subsets of Rp and Rd respectively, Ω is then a
bounded open convex subset of Rq such that µ((A ∪B) ∩ Ω) 6= 0 and inequality (6.16) is
a well-known Poincare-like inequality.

Hence, assumption (A3) is satisfied.
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Let us check that the gradient of E is Lipschitz. For all v,w, z ∈ V ,

∣∣〈E ′(v) − E ′(w), z〉
∣∣ ≤

∣∣∣∣
ˆ

Ω
∇(v(t, x) − w(t, x)).∇z(t, x) exp(−U(t, x)) dt dx

∣∣∣∣

+ρ

∣∣∣∣∣

ˆ

(A∪B)∩Ω
(v(t, x) − w(t, x))z(t, x) dt dx

∣∣∣∣∣
≤ ‖ exp(−U)‖L∞(Ω)‖∇(v −w)‖L2(Ω)‖∇z‖L2(Ω)

+ρ‖v − w‖L2((A∪B)∩Ω)‖z‖L2((A∪B)∩Ω)

≤ ‖ exp(−U)‖L∞(Ω)‖∇(v −w)‖L2(Ω)‖∇z‖L2(Ω)

+ρ‖v − w‖L2(Ω)‖z‖L2(Ω)

≤ ‖v − w‖V ‖z‖V (‖ exp(−U)‖L∞(Ω) + ρ).

Hence
‖E ′(v) − E ′(w)‖V ≤ (‖ exp(−U)‖L∞(Ω) + ρ)‖v − w‖V .

The functional E therefore obeys property (6.9) with a constant L = ‖ exp(−U)‖L∞(Ω) + ρ
independent of the bounded subset considered.

Thus, the committor problem falls into the general theoretical setting introduced in
Section 6.2.1.

6.3 Proof of Theorem 6.2.1

6.3.1 The iterations are well-defined

We begin by proving that the iterations of the algorithm are well-defined. For this, we will
need the following lemma.

Lemma 6.3.1. Let w be a function in V . Then there exists a pair (r, s) ∈ Vt × Vx such
that E(w + r ⊗ s) < E(w) if and only if E ′(w) 6= 0.

Proof. Let w ∈ V and let us suppose that E(w+ r⊗ s) ≥ E(w) for all (r, s) ∈ Vt×Vx. For
a given pair (r, s), for all ε ∈ R,

E(w + εr ⊗ s) − E(w) ≥ 0.

As a consequence, we have the following by letting ε go to 0: 〈E ′(w), r ⊗ s〉 = 0. This
holds for all (r, s) ∈ Vt × Vx. Hence, for all z ∈ Span(Σ), we also have 〈E ′(w), z〉 = 0, and
the density of Span(Σ) in V , which is ensured by assumption (A1), yields

E ′(w) = 0.

.

Conversely, let us assume that E ′(w) = 0. Then, as E is α-convex, w is necessarily the
global minimizer of E and, in particular, we have for all (r, s) ∈ Vt × Vx,

E(w + r ⊗ s) ≥ E(w).

This concludes the proof.

Using this lemma, the following result can be proved:
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Proposition 6.3.1. For all n ∈ N∗, there exists a solution (rn, sn) ∈ Vt × Vx to the
minimization problem (6.10). Moreover, rn ⊗ sn 6= 0 if and only if un−1 6= u, where un is
defined by (6.11).

Proof. Firstly, let us prove the existence of a minimizer for problem (6.10).
Let n ∈ N∗. For all (r, s) ∈ Vt×Vx , E(un−1+r⊗s) ≥ E(u). Som = inf(r,s)∈Vt×Vx

E(un−1+
r ⊗ s) exists in R.

We then consider a minimizing sequence (r(l), s(l))l∈N ∈ (Vt × Vx)
N such that

lim
l→∞

E(un−1 + r(l) ⊗ s(l)) = m.

Using (6.8) and the fact that E ′(u) = 0, we have

E(un−1 + r(l) ⊗ s(l)) − E(u) ≥ α

2
||un−1 + r(l) ⊗ s(l) − u||2V .

Then the sequence (r(l) ⊗ s(l))l∈N is bounded in V because (E(un−1 + r(l) ⊗ s(l)))l∈N is
convergent and consequently bounded.

As assumption (A2) is satisfied, we can then extract a subsequence (which we still
denote (r(l) ⊗ s(l))l∈N) which weakly converges in V towards an element of Σ. In other
words, there exist r∞ ∈ Vt and s∞ ∈ Vx such that (r(l) ⊗ s(l))l∈N weakly converges in V
towards r∞ ⊗ s∞.

Furthermore, as the functional E is convex and continuous on V ,

E(un−1 + r∞ ⊗ s∞) ≤ lim
l→∞

E(un−1 + r(l) ⊗ s(l)) = m.

Hence E(un−1 + r∞ ⊗ s∞) = m so that (r∞, s∞) is a minimizer of problem (6.10).

Let us prove now that r∞ ⊗ s∞ 6= 0 if and only if un−1 6= u.
If un−1 = u, we have E(u + r ⊗ s) > E(u) for all (r, s) ∈ Vt × Vx such that r ⊗ s 6= 0

as E is strictly convex. So a minimizer r∞ ⊗ s∞ of problem (6.10) must necessarily satisfy
r∞ ⊗ s∞ = 0.

Conversely, if un−1 6= u, we have E ′(un−1) 6= 0 and from Lemma 6.3.1, there exists a pair
(r, s) ∈ Vt×Vx such that E(un−1 +r⊗s) < E(un−1). Hence, E(un−1 +r∞⊗s∞) < E(un−1)
and r∞ ⊗ s∞ cannot be equal to 0.

Proposition 6.3.2. For each n ∈ N∗, a minimizer (rn, sn) of problem (6.10) obeys the
following Euler equation:

∀(r, s) ∈ Vt × Vx,
〈
E ′(un), r ⊗ sn + rn ⊗ s

〉
= 0. (6.17)

This result is obtained by considering the first-order conditions of the minimization
problem (6.10). This will be useful in the proof of convergence.

6.3.2 Proof of convergence

In this subsection, we present the different steps of the proof.

Lemma 6.3.2. The series
∑∞

n=1 ‖rn⊗sn‖2
V and the sequence (E(un))n∈N∗ are convergent.

Proof. Let us set En = E(un) = E (
∑n

k=1 rk ⊗ sk) .
Using (6.10), En ≤ E (un−1 + r ⊗ s) for all (r, s) ∈ Vt×Vx, and in particular, by taking

r ⊗ s = 0, (En)n∈N∗ is a non-increasing sequence. Moreover, it is bounded from below.
Indeed, for all n ∈ N∗, we have En ≥ E(u). Thus, it is convergent.
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This implies that the sequence defined as Wn = En−1 − En is nonnegative, converges
to 0, and satisfies

∑∞
n=1Wn < +∞.

Besides, the α-convexity of E yields the following inequality:
Wn ≥ −〈E ′(un), rn ⊗ sn〉 + α

2 ‖rn ⊗ sn‖2
V .

Using the Euler equations (6.17), 〈E ′(un), rn ⊗ sn〉 = 0, and thus, Wn ≥ α
2 ‖rn ⊗ sn‖2

V .
Hence the result.

Lemma 6.3.3. The sequence (un)n∈N∗ is bounded in V .

Proof. By α-convexity of the functional E , we have

E(0) ≥ E(un) ≥ E(u) + 〈E ′(u), un − u〉
+
α

2
‖u− un‖2

V .

Thus ‖u− un‖2
V ≤ 2

α(E(0) − E(u)).
Therefore, the sequence (un)n∈N∗ is bounded in V .

The following estimate is essential for the proof of convergence.

Proposition 6.3.3. There exists a constant A ∈ R+ such that, for all n ∈ N∗ and all
(r, s) ∈ Vt × Vx, ∣∣〈E ′(un−1), r ⊗ s

〉∣∣ ≤ A‖rn ⊗ sn‖V ‖r ⊗ s‖V . (6.18)

Proof. Let M ∈ R+ be such that for all n ∈ N∗, ‖un‖V ≤ M . Its existence is ensured
by Lemma 6.3.3. Let N ∈ R+ be such that for all n ∈ N∗, ‖rn ⊗ sn‖V ≤ N . Let
K = B(0,M + 2N + 3) be the closed ball of V centered at 0 of radius M + 2N + 3. Let L
be the Lipschitz constant associated with K in (6.9).

For all (r, s) ∈ Vt × Vx, we have E(un−1 + r ⊗ s) − E(un−1 + rn ⊗ sn) ≥ 0.
Then, by the convexity of E , we have the following inequality
〈
E ′(un−1 + r ⊗ s), rn ⊗ sn − r ⊗ s

〉
≤ E(un−1 + rn ⊗ sn) − E(un−1 + r ⊗ s) ≤ 0,

which leads to

〈E ′(un−1 + r ⊗ s), r ⊗ s〉 ≥ 〈E ′(un−1 + r ⊗ s), rn ⊗ sn〉. (6.19)

Let (r, s) ∈ Vt× Vx such that ‖r⊗ s‖V ≤ max (1, ‖rn ⊗ sn‖V ). We then have, by using
(6.9) and (6.19),

−〈E ′(un−1), r ⊗ s〉 = −〈E ′(un−1), r ⊗ s〉 + 〈E ′(un−1 + r ⊗ s), r ⊗ s〉
−〈E ′(un−1 + r ⊗ s), r ⊗ s〉

≤ L‖r ⊗ s‖2
V − 〈E ′(un−1 + r ⊗ s), r ⊗ s〉

= L‖r ⊗ s‖2
V − 〈E ′(un−1 + r ⊗ s), r ⊗ s〉 + 〈E ′(un−1 + r ⊗ s), rn ⊗ sn〉

−〈E ′(un−1 + r ⊗ s), rn ⊗ sn〉
≤ L‖r ⊗ s‖2

V − 〈E ′(un−1 + r ⊗ s), rn ⊗ sn〉
= L‖r ⊗ s‖2

V − 〈E ′(un−1 + r ⊗ s), rn ⊗ sn〉 + 〈E ′(un−1 + rn ⊗ sn), rn ⊗ sn〉
−〈E ′(un−1 + rn ⊗ sn), rn ⊗ sn〉

≤ L‖r ⊗ s‖2
V + L‖r ⊗ s− rn ⊗ sn‖V ‖rn ⊗ sn‖V

−〈E ′(un−1 + rn ⊗ sn), rn ⊗ sn〉
= L‖r ⊗ s‖2

V + L‖r ⊗ s− rn ⊗ sn‖V ‖rn ⊗ sn‖V .
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The last line has been obtained by taking into account the fact that 〈E ′(un−1 + rn ⊗
sn), rn ⊗ sn〉 = 0 because of the Euler equation (6.17).

Thus, for all (r, s) ∈ Vt × Vx such that ‖r ⊗ s‖V ≤ max (1, ‖rn ⊗ sn‖V ),

〈E ′(un−1), r ⊗ s〉 + L‖r ⊗ s‖2
V + L‖r ⊗ s‖V ‖rn ⊗ sn‖V + L‖rn ⊗ sn‖2

V ≥ 0.

As a consequence,

|〈E ′(un−1), r ⊗ s〉| ≤ L‖r ⊗ s‖2
V + L‖r ⊗ s‖V ‖rn ⊗ sn‖V + L‖rn ⊗ sn‖2

V .

Let (r, s) ∈ Vt×Vx such that ‖r⊗s‖V = 1 and t ∈ R such that t ≤ max (1, ‖rn ⊗ sn‖V ).
Then, we have

|〈E ′(un−1), tr ⊗ s〉| ≤ Lt2‖r ⊗ s‖2
V + Lt‖r ⊗ s‖V ‖rn ⊗ sn‖V + L‖rn ⊗ sn‖2

V .

And, by setting t = ‖rn⊗sn‖V , we obtain the following inequality for all (r, s) ∈ Vt×Vx
such that ‖r ⊗ s‖V = 1,

|〈E ′(un−1), r ⊗ s〉| ≤ 3L‖rn ⊗ sn‖V ‖r ⊗ s‖V .

Of course, this inequality also holds true for all (r, s) ∈ Vt×Vx such that ‖r⊗ s‖V 6= 1.
Therefore, (6.18) holds with A = 3L.

We now state an elementary result which will be useful in the sequel.

Lemma 6.3.4. Let (an)n∈N∗ be a sommable sequence of R+. Then, there exists a subse-
quence of (nan)n∈N∗ which converges to 0.

Proof. If such a subsequence could not be extracted, it would imply

∃ε0 > 0 , ∃n0 ∈ N∗ , ∀n ≥ n0 , nan ≥ ε0.

Thus, the series
∑∞

n=1 an would diverge. Hence the contradiction.

We are now in position to complete the proof of Theorem 6.2.1.

Proof. By Lemma 6.3.2, the sequence (E(un))n∈N∗ is convergent. Let us denote its limit
by E. We want to prove that E = E(u).

Firstly, for all n ∈ N∗, E(un) ≥ E(u), since u is the global minimizer of the functional
E . By letting n go to infinity, we obtain E ≥ E(u).

It remains to prove that E ≤ E(u).
Let us first prove that (E ′(un))n∈N∗ weakly converges to 0 in V . Let M ∈ R+ such

that for all n ∈ N∗, ‖un‖V ≤ M . Its existence is ensured by Lemma 6.3.3. Let K =
B(0,M +2+‖u‖V ) be the closed ball of V centered at 0 of radius M +2+‖u‖V . Let L be
the Lipschitz constant associated with K in (6.9). Using (6.9) and the fact that E ′(u) = 0,
we have ‖E ′(un)‖V ≤ L‖u − un‖V and as (un)n∈N∗ is bounded in V by Lemma 6.3.3, we
deduce that (E ′(un))n∈N∗ is also bounded in V . We can then extract a subsequence of
(E ′(un))n∈N∗ which weakly converges in V towards w ∈ V . By using Proposition 3.3 and
by letting n go to infinity in (6.18), we deduce that 〈w, r ⊗ s〉 = 0 for all (r, s) ∈ Vt × Vx.
Then, as Span(Σ) is dense in V with assumption (A1), necessarily w = 0. Thus the
sequence (E ′(un))n∈N∗ weakly converges to 0 in V .

As E is convex, we have the following inequality for all n ∈ N∗,

E(un) ≤ E(u) + 〈E ′(un), un − u〉V . (6.20)
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Let us prove that we can extract a subsequence of (〈E ′(un), un〉)n∈N∗ which converges
to 0. Let n ∈ N∗. By using Proposition 6.3.3,

|〈E ′(un), un〉| ≤
n∑

k=1

|〈E ′(un), rk ⊗ sk〉|,

≤ A

n∑

k=1

‖rn+1 ⊗ sn+1‖V ‖rk ⊗ sk‖V ,

≤ A(n‖rn+1 ⊗ sn+1‖2
V )1/2

(
n∑

k=1

‖rk ⊗ sk‖2
V

)1/2

.

As the sequence
(∑n

k=1 ‖rk ⊗ sk‖2
V

)
n∈N∗ converges by Lemma 6.3.2, we have

∑n
k=1 ‖rk⊗

sk‖2
V ≤ ∑∞

k=1 ‖rk ⊗ sk‖2
V < ∞. Furthermore, we can also extract a subsequence from

(n‖rn+1 ⊗ sn+1‖2
V )n∈N∗ which converges to 0 (see Lemma 6.3.4).

We can then extract a subsequence from (〈E ′(un), un〉V )n∈N∗ which converges to 0.
By letting n go to infinity in (6.20) with this subsequence, we obtain that E ≤ E(u).
We have thus proved that E = E(u).

Besides, as the functional E is α-convex, (6.8) yields the following inequality,

α

2
‖u− un‖2

V ≤ E(un) − E(u),

which necessarily implies that ‖u − un‖V converges to 0 when n goes to infinity, which
proves that (un)n∈N∗ strongly converges towards u in V .

6.4 Rate of convergence in the finite-dimensional

case

In the case when Vt and Vx are finite-dimensional, we are able to prove that the algorithm
converges exponentially fast.

Theorem 6.4.1. We assume that Vt and Vx are finite-dimensional and that assumptions
(A1), (A2), (A3) and (A4) are fulfilled. Then there exist two constants τ > 0 and σ ∈ (0, 1)
such that for all n ∈ N∗,

0 ≤ E(un) − E(u) ≤ τσn, (6.21)

and

‖u− un‖V ≤
√

2τ

α
σn/2. (6.22)

Proof. Let us denote by l = dimVt and m = dimVx. Then we can consider that Vt = Rl,
Vx = Rm and V = Rl×m (which is implied by (A1)).

As the spaces are finite-dimensional, all the norms are equivalent, and we can consider
without loss of generality that ‖.‖Vt , ‖.‖Vx and ‖.‖V are equal to the Frobenius norms of
Rl, Rm and Rl×m defined by:

‖R‖2
l = RTR,

‖S‖2
m = STS,

‖U‖2
lm = Tr(UTU).

(6.23)
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Notice that for all (R,S) ∈ Rl × Rm,

‖R ⊗ S‖V = ‖RST ‖lm = ‖R‖l‖S‖m.

Let (φi)1≤i≤l and (ψj)1≤j≤m be orthonormal bases of Vt and Vx respectively. Then,
(φi ⊗ ψj)1≤i≤l,1≤j≤m forms an orthonormal basis of V .

Our goal is to prove that there exists a constant σ ∈ (0, 1) such that for all n ∈ N∗,

E(un) − E(u) ≤ σ (E(un−1) − E(u)) . (6.24)

Let n ∈ N∗. Let us notice that

E(un) − E(u) = E(un) − E(un−1) + E(un−1) − E(u). (6.25)

As for all n ∈ N∗, E(un)−E(u) ≥ 0, it is then sufficient with (6.25) to prove that there
exists λ ∈ (0, 1) such that

E(un) − E(un−1) ≤ −λ (E(un−1) − E(u)) , (6.26)

to have (6.24) with σ = 1 − λ ∈ (0, 1).

Let us notice that (6.8) and (6.17) yield

E(un) − E(un−1) ≤ −α
2
‖rn ⊗ sn‖2

V . (6.27)

Besides, let M ∈ R+ such that for all n ∈ N∗, ‖un‖V ≤M . Its existence is ensured by
Lemma 6.3.3. Let K = B(0,M + ‖u‖V + 2) be the closed ball of V centered at 0 of radius
M + ‖u‖V + 2. Let L be the Lipschitz constant of the gradient of E associated to K in
(6.9).

Using (6.9) and the fact that E ′(u) = 0, we also have,

E(un−1) − E(u) ≤ L‖u− un−1‖2
V . (6.28)

With (6.27) and (6.28), it is sufficient to prove that there exists a constant κ ∈ (0, 1)
such that for all n ∈ N∗,

‖rn ⊗ sn‖V ≥ κ‖u− un−1‖V , (6.29)

in order to have (6.26) and hence (6.24).
Indeed, if (6.29) holds, we then have, using (6.27), (6.29) and (6.28),

E(un) − E(un−1) ≤ −α
2
‖rn ⊗ sn‖2

V

≤ −α
2
κ2‖u− un−1‖2

V

≤ − α

2L
κ2 (E(un−1) − E(u)) .

As the α-convexity of E and the fact that E ′(u) = 0 yields

E(un−1) − E(u) ≥ α

2
‖u− un−1‖2

V , (6.30)

inequalities (6.30) and (6.28) then imply that α
2 ≤ L and then (6.26) holds with λ =

α
2Lκ

2 ∈ (0, 1).
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Let us prove inequality (6.29). From Proposition 6.3.3, estimate (6.18) holds true. As
(φi ⊗ ψj)1≤i≤l,1≤j≤m forms an orthonormal basis of V , we obtain, using (6.18),

‖E ′(un)‖2
V =

l∑

i=1

m∑

j=1

〈E ′(un), φi ⊗ ψj〉2

≤
l∑

i=1

m∑

j=1

A2‖rn+1 ⊗ sn+1‖2
V ‖φi ⊗ ψj‖2

V

= lmA2‖rn+1 ⊗ sn+1‖2
V .

We then have the following estimate:

‖E ′(un)‖V ≤
√
lmA‖rn+1 ⊗ sn+1‖V . (6.31)

The α-convexity of E and estimate (6.31) lead to

E(un−1) − E(u) ≤ −〈E ′(un−1), u− un−1〉 −
α

2
‖u− un−1‖2

V

≤
√
lmA‖rn ⊗ sn‖V ‖u− un−1‖V − α

2
‖u− un−1‖2

V .

Besides, by using the fact that E(un−1) − E(u) ≥ 0, we obtain

‖rn ⊗ sn‖V ≥ α

2
√
lmA

‖u− un−1‖V ,

which is (6.29) with κ = α
2
√
lmA

∈ (0, 1) for A large enough.
Hence the result.

Remark 6.4.1. This result can be generalized to the case of tensor products of more
than two Hilbert spaces. Indeed, with the notation of Remark 6.2.2, and if we denote
l1 = dimV1, · · · , lq = dimVq, estimate (6.31) becomes

‖E ′(un)‖V ≤
√
l1 · · · lqA‖rn+1 ⊗ sn+1‖V ,

and the proof still holds.

6.5 Case of a local minimum

We are able to extend the results of Theorem 6.2.1 and Theorem 6.4.1 in the case when
(rn, sn) in (6.10) is only defined as a local minimum which ensures the decrease of the
energy, more precisely, when (rn, sn) is defined recursively as:

(rn, sn) = local argmin
(r,s)∈Vt×Vx

E (un−1 + r ⊗ s) , (6.32)

such that
E (un) < E (un−1) , (6.33)

where un is defined as in (6.11).
To extend these results, we will need an additional assumption (which is naturally

fulfilled in the finite dimensional case), see Remark 6.5.2 below:
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(A5) There exist β, γ ∈ R+ such that

∀(r, s) ∈ Vt × Vx, β‖r‖Vt‖s‖Vx ≤ ‖r ⊗ s‖V ≤ γ‖r‖Vt‖s‖Vx . (6.34)

Theorem 6.5.1. Let us suppose that the assumptions (A1), (A2), (A3), (A4) and (A5)
hold true. Then, the iterations of the algorithm described above are well-defined in the
sense that (6.32) has at least one local minimizer (rn, sn) which satisfies (6.33). Moreover,
the sequence (un)n∈N∗ strongly converges in V towards u.

Proof. The proof is similar to the proof of Theorem 6.2.1 given in Section 6.3 except for
Proposition 6.3.3 which gives estimate (6.18):

∀(r, s) ∈ Vt × Vx, |〈E ′(un), r ⊗ s〉| ≤ A‖rn+1 ⊗ sn+1‖V ‖r ⊗ s‖V .

This estimate is no longer true, but we have a similar result which will be enough to
complete the proof. Indeed, let us prove that there exists a constant B ∈ R+ such that

∀n ∈ N∗, ∀(r, s) ∈ Vt × Vx, |〈E ′(un), r ⊗ s〉| ≤ B‖rn ⊗ sn‖V ‖r ⊗ s‖V . (6.35)

Let M ∈ R+ such that for all n ∈ N∗, ‖un‖V ≤ M . Its existence is ensured by
Lemma 6.3.3. Let K = B(0,M + 2) be the closed ball of V centered at 0 and of radius
M + 2. Let L be the Lipschitz constant associated to K in (6.9).

Let (r, s) ∈ Vt × Vx and n ∈ N∗. As (rn, sn) is a local minimum of Vt × Vx ∋ (y, z) 7→
E
(∑n−1

k=1 rk ⊗ sk + y ⊗ z
)
, there exists a constant η ∈ (0, 1) such that for all ε ∈ (0, η), we

have
E (un−1 + (rn + εr) ⊗ (sn + εs)) ≥ E (un−1 + rn ⊗ sn) . (6.36)

Moreover, by convexity of the functional E , we have the following inequality

E (un−1 + (rn + εr) ⊗ (sn + εs)) − E (un−1 + rn ⊗ sn)
≤ 〈E ′(un + ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s), ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s〉. (6.37)

We deduce from (6.36), (6.37) and property (6.9) that, for all ε small enough so that
‖ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s‖V ≤ 1,

0 ≤ 〈E ′(un + ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s), ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s〉,
≤ 〈E ′(un), ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s〉 + L‖ε(rn ⊗ s+ r ⊗ sn) + ε2r ⊗ s‖2

V .

As (rn, sn) is a local minimum of the functional Vt×Vx ∋ (y, z) 7→ E
(∑n−1

k=1 rk ⊗ sk + y ⊗ z
)
,

(rn, sn) still obeys the Euler equation (6.17) and thus 〈E ′(un), ε(rn ⊗ s+ r ⊗ sn)〉 = 0.
Finally, we have

ε2〈E ′(un), r ⊗ s〉 + Lε2‖rn ⊗ s+ r ⊗ sn + εr ⊗ s‖2
V ≥ 0.

Dividing this expression by ε2 and letting ε go to zero, we obtain

〈E ′(un), r ⊗ s〉 + L‖rn ⊗ s+ r ⊗ sn‖2
V ≥ 0,

which leads to

|〈E ′(un), r ⊗ s〉| ≤ L
(
‖rn ⊗ s+ r ⊗ sn‖2

V + ‖rn ⊗ s− r ⊗ sn‖2
V

)
.
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All this holds without the additional assumption (6.34) for all (r, s) ∈ Vt × Vx. To
derive estimate (6.35), we use the additional assumption we made on ‖.‖V :

|〈E ′(un), r ⊗ s〉|1/2 ≤
√
L
(
‖rn ⊗ s+ r ⊗ sn‖2

V + ‖rn ⊗ s− r ⊗ sn‖2
V

)1/2
,

≤
√
L (‖rn ⊗ s+ r ⊗ sn‖V + ‖rn ⊗ s− r ⊗ sn‖V ) ,

≤ 2
√
L (‖rn ⊗ s‖V + ‖r ⊗ sn‖V ) ,

≤ 2
√
Lγ (‖rn‖Vt‖s‖Vx + ‖r‖Vt‖sn‖Vx) .

We can then choose (r∗n, s
∗
n) ∈ Vt×Vx and (r∗, s∗) ∈ Vt×Vx such that r∗n⊗s∗n = rn⊗sn

and r∗⊗s∗ = r⊗s and such that ‖r∗n‖Vt = ‖s∗n‖Vx ≤
√

1
β‖rn ⊗ sn‖V and ‖r∗‖Vt = ‖s∗‖Vx ≤

√
1
β‖r ⊗ s‖V . Thus,

|〈E ′(un), r ⊗ s〉|1/2 = |〈E ′(un), r
∗ ⊗ s∗〉|1/2,

≤ 2
√
Lγ (‖r∗n‖Vt‖s∗‖Vx + ‖r∗‖Vt‖s∗n‖Vx) ,

≤ 4

√
Lγ

β
‖rn ⊗ sn‖1/2

V ‖r ⊗ s‖1/2
V .

And in the end, we obtain estimate (6.35) with B = 16Lγ
2

β2 . With this result, it is then
possible to conclude as in the proof of Theorem 6.2.1.

Remark 6.5.1. Problem (6.14) falls into the scope of Theorem 6.5.1. On the other
hand, this is not the case for problem (6.15), for which property (6.34) is not true (see
Remark 6.2.5). We were not able to prove a similar result in the case when ‖.‖V does not
satisfy property (6.34).

Remark 6.5.2. Here are two typical examples for which assumption (A5) holds :

• In the case when V = Vt ⊗ Vx, property (6.34) holds with β = γ = 1. This holds in
uncertainty propagation problems where V = L2

T (T ,H) with H an Hilbert space of
real-valued functions defined on X . Denoting by Vt = L2

T (T ,R) and Vx = H, then
V = Vt ⊗ Vx.

• In other cases, to find an approximation of the global minimum of the energy E , the
Hilbert spaces Vt and Vx are usually discretized in finite-dimensional spaces. The
problem can then be rewritten as a problem over Vt = Rl, Vx = Rm with l,m ∈ N∗,
and then V is naturally defined as the Hilbert space V = Rl×m. Then, assumptions
(A1), (A2), (A3) and (A4) are automatically satisfied on the discretized spaces. As
all the norms are equivalent in finite dimension, the norms on Rl, Rm and Rl×m

induced by the norms defined over the original Hilbert spaces Vt, Vx and V are
equivalent to the Frobenius norms, defined by (6.23). These norms satisfy property
(6.34) since for all (R,S) ∈ Rl × Rm, ‖RST ‖lm = ‖R‖l‖S‖m. Hence, the norms
induced by the norms defined on the original Hilbert spaces automatically satisfy
property (6.34) even if the property is not satisfied in the continuous spaces.

As in Section 6.4, we can prove that the algorithm defined by (6.32) and (6.33) converges
exponentially fast in finite dimension.
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Theorem 6.5.2. Let us consider the algorithm defined by (6.32) and (6.33). Let l,m ∈ N∗.
Let Vt = Rl, Vx = Rm and V = Rl×m. Then there exist two constants τ > 0 and σ ∈ (0, 1)
such that for all n ∈ N∗,

0 ≤ E(un) − E(u) ≤ τσn, (6.38)

and

‖u− un‖V ≤
√

2τ

α
σn/2. (6.39)

Proof. As the spaces are finite-dimensional, assumptions (A1), (A2), (A3), (A4) and (A5)
are automatically fulfilled (see Remark 6.5.2) and estimate (6.35) holds true. The proof
is similar to the proof of Theorem 6.4.1. Indeed, (6.25), (6.27), (6.28) and (6.30) still
hold. Then it is sufficient to prove an inequality similar to (6.29) to prove Theorem 6.5.2.
However, as (6.35) holds instead of (6.18), inequality (6.31) is replaced by:

‖E ′(un)‖V ≤
√
lmB‖rn ⊗ sn‖2

V , (6.40)

and consequently, an inequality similar to (6.29) must be obtained in another way.
Let M ∈ R+ such that for all n ∈ N∗, ‖un‖V ≤ M . Its existence is ensured by

Lemma 6.3.3. Let K = B(0,M + 2 + ‖u‖V ) be the closed ball of V centered at 0 of radius
M + 2 + ‖u‖V . Let L be the Lipschitz constant associated with K in (6.9).

On the one hand, using the convexity of E , (6.9) and the fact that E ′(u) = 0, we have

E(un−1) − E(un) ≤ −〈E ′(un−1), rn ⊗ sn〉 ≤ L‖rn ⊗ sn‖V ‖u− un−1‖V . (6.41)

On the other hand, (6.30), the convexity of E , (6.17) and (6.40) yield

E(un−1) − E(un) = E(un−1) − E(u) + E(u) − E(un)

≥ α

2
‖u− un−1‖2

V + E(u) − E(un)

≥ α

2
‖u− un−1‖2

V + 〈E ′(un), u− un〉

=
α

2
‖u− un−1‖2

V + 〈E ′(un), u− un−1〉

≥ α

2
‖u− un−1‖2

V −
√
lmB‖rn ⊗ sn‖V ‖u− un−1‖V .

Then, using (6.41), we have (6.29) with κ = α
2(L+

√
lmB)

∈ (0, 1). We can conclude as

in the proof of Theorem 6.4.1.

Remark 6.5.3. The results given in this section may not stand when we consider more
than two Hilbert spaces. Indeed, the scheme of the proof of Theorem 6.5.1 cannot be easily
adapted and we do not necessarily have an estimate similar to (6.35).

6.6 Numerical results

In this section, we illustrate the convergence properties of the algorithm introduced in
Section 6.2 in a very simple setting, namely a one-dimensional membrane problem with
uncertainty, with a basic space discretization method. Additional investigations to demon-
strate the applicability and the efficiency of the procedure on high-dimensionnal problems
are still required. We however refer to Nouy [157] for illustrations of the interest of the
method for problems in high dimensions.
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6.6.1 Implementation of the algorithm

Let us recall problem (6.14). Let f ∈ L2
T (T ,H−1(X )) and g ∈ L2

T (T ,H1
0 (X )). Let us

assume that the random variable T has a probability density p(t) for t ∈ T . In other
words,

P(T ∈ D) =

ˆ

D
p(t) dt,

where D is a measurable subset of T .
For a given value of the penalization parameter ρ ∈ R+, we wish to calculate an

approximation of the minimizer u of the problem

{
Find u ∈ L2

T (T ,H1
0 (X )) such that

u = argminv∈L2
T (T ,H1

0 (X )) E(v),
(6.42)

where

E(v) = E

[
1

2

ˆ

X
|∇xv(T, x)|2 dx− 〈f(T, .), v(T, .)〉H−1(X ),H1

0 (X ) +
ρ

2

ˆ

X
[g(T, x) − v(T, x)]2+dx

]
.

In other words,

E(v) =
1

2

ˆ

T ×X
|∇xv(t, x)|2p(t) dt dx−

ˆ

T
〈f(t, .), v(t, .)〉H−1(X ),H1

0 (X ) p(t) dt

+
ρ

2

ˆ

T ×X
[g(t, x) − v(t, x)]2+p(t) dt dx.

In this case, the greedy algorithm can be rewritten in the following form. Set f0 = f
and g0 = g and define recursively (rn, sn) ∈ L2

T (T ) ×H1
0 (X ) as

(rn, sn) ∈ argmin
(r,s)∈L2

T (T )×H1
0 (X )

En(r ⊗ s),

with

En(r ⊗ s) =
1

2

ˆ

T ×X
|∇x (r ⊗ s) (t, x)|2p(t) dt dx−

ˆ

T
〈fn−1(t, .), r ⊗ s(t, .)〉H−1(X ),H1

0 (X ) p(t) dt

+
ρ

2

ˆ

T ×X
[gn−1(t, x) − r ⊗ s(t, x)]2+p(t) dt dx,

where

fn = fn−1 + ∆x(rn ⊗ sn),

gn = gn−1 − rn ⊗ sn.

Indeed,

E (un−1 + r ⊗ s) = E (un−1) −
ρ

2

ˆ

T ×X
[gn−1(t, x)]

2
+p(t) dt dx + En(r ⊗ s),

where un is defined as in (6.11).
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In fact, from Theorem 6.5.1, it is sufficient for (rn, sn) to be a local minimum of L2
T (T )×

H1
0 (X ) ∋ (r, s) 7→ En(r ⊗ s) such that:

En(rn ⊗ sn) <
ρ

2

ˆ

T ×X
[gn−1(t, x)]

2
+p(t) dt dx,

which ensures (6.33). Denoting (·, ·) the scalar product of L2
T (T , L2(X )), assuming f ∈

L2
T (T , L2(X )), we can also write for all v ∈ L2

T (T ,H1
0 (X )),

E(v) =
1

2
(∇xv,∇xv) − (f, v) +

ρ

2
([g − v]+, [g − v]+) ,

where

∀v,w ∈ L2
T (T , L2(X )), (u, v) =

ˆ

T ×X
v(t, x)w(t, x)p(t) dt dx.

We write the algorithm in the discrete case, and, for clarity, we restrict ourselves to the
case of two open intervals T and X of R. More precisely, T = (a, b) and X = (c, d), with
a, b, c, d ∈ R, such that a < b and c < d. Let us denote Ω = T ×X . Let us also assume for
simplicity that T follows a uniform law of probability on T = (a, b) (i.e. p(t) = 1

b−a for all
t ∈ T ).

Let l,m ∈ N∗ with l ≥ 2 the numbers of degrees of freedom in the discretized spaces
of Vt and Vx respectively. We introduce a regular subdivision (ti)1≤i≤l of the interval
T = (a, b) (and respectively a regular subdivision (xj)0≤j≤m+1 of the interval X = (c, d)):

∀1 ≤ i ≤ l, ti = a+ (i− 1) b−al−1 ,

∀0 ≤ j ≤ m+ 1, xj = c+ j d−cm+1 .

Let (φi)1≤i≤l ⊂ Vt and (ψj)1≤j≤m ⊂ Vx be continuous functions such that

φi(ti′) = δii′ , ∀1 ≤ i, i′ ≤ l, (6.43)

and
ψj(xj′) = δjj′, ∀1 ≤ j ≤ m, 0 ≤ j′ ≤ m+ 1, (6.44)

and let us consider Ṽt = Span(φi)1≤i≤l, Ṽx = Span(ψj)1≤j≤m and Ṽ = Ṽt ⊗ Ṽx. For
example, Lagrange finite elements satisfy properties (6.43) and (6.44).

Our goal is to find an approximation ũ ∈ Ṽ of the function u under the following form

ũ(t, x) =

l∑

i=1

m∑

j=1

U ijφi(t)ψj(x) (6.45)

where U = (U ij)1≤i≤l,1≤j≤m = (ũ(ti, xj))1≤i≤l,1≤j≤m ∈ Rk×l.
A discretized variational version of problem (6.42) is

{
Find ũ ∈ Ṽ such that
ũ = argminv∈eV E(v).

(6.46)

For v ∈ Ṽ , it holds

E(v) =
1

2
Tr
(
ΦV DV T

)
−Tr

(
FV T

)
+
ρ

2

ˆ

T ×X




l∑

i=1

m∑

j=1

V ijφi(t) ⊗ ψj(x) − g(t, x)




2

+

dt dx,
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where V = (V ij)1≤i≤l, 1≤j≤m = (v(ti, xj))1≤i≤l, 1≤j≤m and Φ = (Φii′)1≤i,i′≤l ∈ Rl×l, D =

(Djj′)1≤j,j′≤m ∈ Rm×m, F = (F ij)1≤i≤l,1≤j≤m ∈ Rl×m are defined as

Φii′ =
1

b− a

ˆ

T
φi(t)φi′(t) dt,

Djj′ =

ˆ

X
∂xψj(x)∂xψj′(x) dx,

F ij =
1

b− a

ˆ

T
〈f(t, .), φi ⊗ ψj(t, .)〉H−1(X ),H1

0 (X ) dt.

In practice, to simplify the computation of the last term in E(v), we use the simple numer-
ical integration formula:

ˆ

T ×X
w(t, x) dt dx ≈ 1

l

1

m+ 2

l∑

i=1

m+1∑

j=0

w(ti, xj),

with w(t, x) =
[∑l

i=1

∑m
j=1 V

ijφi(t) ⊗ ψj(x) − g(t, x)
]2
+
. For this, we need to assume that

g is a continuous function on Ω.

In the end, introducing ρ̃ = ρ
l(m+2) and G = (g(ti, xj))1≤i≤l, 1≤j≤m, the discretized

version of problem (6.42) is given by:
{

Find U ∈ Rl×m such that
U = argminV ∈Rl×m

1
2ΦV D : V − F : V + eρ

2 [G− V ]+ : [G− V ]+,
(6.47)

where for A,B ∈ Rl×m,

A : B = Tr(ABT ) =
∑

1≤i≤l

∑

1≤j≤m
AijBij.

This problem is equivalent to:

Find U ∈ Rl×m such that ΦUD = F + ρ̃[G− U ]+.

For each function r ∈ Ṽt and s ∈ Ṽx, we denote by R ∈ Rl and S ∈ Rm, the vectors
which are defined by

∀1 ≤ i ≤ l, Ri = r(ti),

and
∀1 ≤ j ≤ m, Sj = s(xj).

Approximations of the functions r(t) and s(x) can then be expanded respectively in the
bases (φi)1≤i≤l and (ψj)1≤j≤m as

r(t) =
l∑

i=1

Riφi(t),

s(x) =
l∑

j=1

Sjψj(x).

The greedy algorithm can then be rewritten as:
Choose a threshold ε > 0 and set F0 = F , G0 = G. At iteration n ≥ 1:
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1. find Rn = (Rin)1≤i≤l and Sn = (Sjn)1≤j≤m two vectors respectively in Rl and Rm

such that:
(Rn, Sn) ∈ argmin

(R,S)∈Rl×Rm

Ẽn(R,S),

with

Ẽn(R,S) =
1

2
Φ(RST )D : (RST ) − Fn−1 : (RST )

+
ρ̃

2
[Gn−1 −RST ]+ : [Gn−1 −RST ]+.

2. set Fn = Fn−1 − (RnS
T
n )D, and Gn = Gn−1 −RnS

T
n .

3. if ‖RnSTn ‖ ≥ ε, proceed to iteration n+ 1. Otherwise, stop.

The remaining question is: how can we compute (Rn, Sn) at step 1? This critical step
is described in the following section.

6.6.2 Computing (Rn, Sn)

Fixed-point procedure

Let us first describe a method which has been proposed by Nouy [157] and Chinesta [5],
that is the fixed-point procedure and which we use in our final numerical implementation
(see Section 6.6.2). We present this algorithm in a particular case. Let us consider Vt = Rl,
Vx = Rm and V = Rl×m endowed with the Frobenius norms defined by (6.23). We fix a
given matrix M ∈ Rl×m. Let us define the energy functional as Ẽ(W ) = ‖M −W‖2

V for
W ∈ Rl×m. In this particular case, applying the greedy algorithm described above consists
in computing the Singular Value Decomposition of the matrix M .

In this particular case, the greedy algorithm can be rewritten in the following form.
Choose a threshold ε > 0 and set M0 = M . At iteration n ≥ 1,

1. find two vectors Rn and Sn respectively in Rl and Rm such that

(Rn, Sn) ∈ argmin
(R,S)∈Rl×Rm

∥∥Mn−1 −RST
∥∥2

V
. (6.48)

2. set Mn = Mn−1 −RnS
T
n .

3. if ‖RnSTn ‖V ≥ ε, proceed to iteration n+ 1. Otherwise, stop.

The Euler equation associated to this problem can be rewritten as
{

‖Sn‖2
Vx
Rn = Mn−1Sn,

‖Rn‖2
Vt
Sn = (Mn−1)

TRn.

The method which is generally used [130] to solve these Euler equation is a fixed-point
algorithm, which simply reads (for a fixed n): at iteration q ≥ 0, compute two vectors
(R

(q+1)
n , S

(q+1)
n ) ∈ Rk × Rl such that





‖S(q)
n ‖2

Vx
R

(q+1)
n = Mn−1S

(q)
n ,

‖R(q+1)
n ‖2

Vt
S

(q+1)
n = (Mn−1)

TR
(q+1)
n .

(6.49)
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One can check [130] that this procedure is similar to the power method to compute the
largest eigenvalue (and associated eigenvector) of the matrix (Mn−1)

TMn−1.

One could think of applying this fixed-point procedure to the case of the obstacle
problem we consider in this article. In our case, the Euler equation

{
(ΦRn : Rn)DSn = F Tn−1Rn + ρ̃[Gn−1 −RnS

T
n ]T+Rn,

(DSn : Sn)ΦRn = Fn−1Sn + ρ̃[Gn−1 −RnS
T
n ]+Sn.

could be solved a priori with a fixed point algorithm, which, at iteration q, might be
written as




(ΦR
(q)
n : R

(q)
n )DS

(q+1)
n = F Tn−1R

(q)
n + ρ̃

[
Gn−1 −R

(q)
n

(
S

(q)
n

)T]T

+

R
(q)
n ,

(DS
(q+1)
n : S

(q+1)
n )ΦR

(q+1)
n = Fn−1S

(q+1)
n + ρ̃

[
Gn−1 −R

(q)
n

(
S

(q+1)
n

)T]

+

S
(q+1)
n .

Unfortunately, we were not able to make this fully-explicit fixed point algorithm con-
verge for large values of the parameter ρ. We therefore decided to resort to a minimization
procedure.

Minimization procedure

The approach we adopt then is the following. We choose an initial pair (R0
n, S

0
n) ∈ Rl×Rm

and then perform a quasi-newton algorithm to find a local minimum of the function

1

2
Φ
(
RST

)
D :

(
RST

)
− Fn−1 :

(
RST

)
+
ρ

2

[
Gn−1 −RST

]
+

:
[
Gn−1 −RST

]
+
.

The main difficulty is to find a proper initial pair (R
(0)
n , S

(0)
n ) such that

1

2
Φ
(
R(0)
n S(0)T

n

)
D :

(
R(0)
n S(0)T

n

)
−Fn−1 :

(
R(0)
n S(0)T

n

)
+
ρ̃

2

[
Gn−1 −R(0)

n S(0)T
n

]
+

:
[
Gn−1 −R(0)

n S(0)T
n

]
+

<
ρ̃

2
[Gn−1]+ : [Gn−1]+,

to ensure that the energy decreases (see (6.33)).
Let us describe our approach in the continuous setting with the notation used in Sec-

tion 6.4. It consists in finding a pair
(
r
(0)
n , s

(0)
n

)
∈ Vt × Vx such that

E
(
un−1 + r(0)n ⊗ s(0)n

)
< E (un−1) .

We notice that for (r, s) ∈ Vt × Vx, and η > 0, we have

E (un−1 + ηr ⊗ s) − E (un−1) = η
〈
E ′ (un−1) , r ⊗ s

〉
+ o(η),

for η small enough.
The idea is then to find a pair (r, s) ∈ Vt × Vx such that 〈E ′(un−1), r ⊗ s〉 < 0, so

that there exists η > 0 small enough for which E (un−1 + ηr ⊗ s) − E (un−1) < 0. Then,
r
(0)
n ⊗ s

(0)
n = ηr ⊗ s is a good initial guess.
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Let us first consider the pair
(
r
(0)
n , s

(0)
n

)
∈ Vt × Vx such that

(
r
(0)
n , s

(0)
n

)
∈ argmin

(r,s)∈Vt×Vx

1

2

∥∥E ′ (un−1) − r ⊗ s
∥∥2

V
.

In other words, we consider
(
r
(0)
n , s

(0)
n

)
the first term of the singular value decompo-

sition of E ′ (un−1) in V . The Euler equations then imply

−
〈
E ′(un−1) − r

(0)
n ⊗ s

(0)
n , r

(0)
n ⊗ s

(0)
n

〉
= 0,

and therefore, 〈
E ′(un−1), r

(0)
n ⊗ s

(0)
n

〉
=

∥∥∥∥r
(0)
n ⊗ s

(0)
n

∥∥∥∥
2

V

> 0.

By taking r(0)n ⊗ s
(0)
n = −ηr(0)n ⊗ s

(0)
n , there exists then η > 0 small enough such that

E
(
un−1 + r(0)n ⊗ s(0)n

)
− E (un−1) < 0.

In the discrete case associated to problem (6.14),
(
R

(0)
n , S

(0)
n

)
is obtained by taking

the first term of the singular value decomposition of the matrix Fn−1 + ρ̃[Gn−1]+. This
can be done with a fixed point procedure similar to (6.49).

Once we have this initial guess
(
R

(0)
n , S

(0)
n

)
, we perform a quasi-newton algorithm to

minimize the energy. The computations are done with the software Scilab [2] and the
quasi-Newton procedure is performed via the optim procedure of Scilab.

Let us point out that this procedure is intrusive in general.

6.6.3 One-dimensional membrane problem

In this section, we present the results we obtained with this algorithm on the following
membrane problem.

We suppose X = T = (0, 1). We consider a random variable T following a uniform law
of probability on the interval (0, 1). We wish to study problem (6.42) with the following
values for f and g,

∀(t, x) ∈ (0, 1)2 , f(t, x) = −1 and g(t, x) = t[sin(3πx)]+ + (t− 1)[sin(3πx)]−.

The negative part of a ∈ R, i.e. [a]− = 0 if a ≥ 0, and [a]− = −a if a ≤ 0, is denoted
by [a]−.

The above problem models a rope attached at x = 0 and x = 1 subjected to gravity
and resting upon obstacles whose altitudes are given by g(t, x). The quantity u(t, x) then
represents the altitude of the rope at abscissa x when T = t.

This problem is approximated by problem (6.47) with parameter ρ̃ = 2500. The
problem is discretized with a regular mesh and P1 finite elements in each direction. Dis-
cretization parameters are chosen as l = m = 40.

Fig. 6.2 represents the altitude of the obstacles given by g(t, x) for (t, x) ∈ [0, 1]2.
The algorithm described in the previous sections is then applied with the following

stopping criterion: ‖RnSTn ‖V < 5.10−5 with ‖A‖V =
√

Tr(AAT ) =
√∑k

i=1

∑l
j=1A

2
ij for

A ∈ Rk×l.
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Figure 6.2: Altitude of the obstacles as a function of t and x.
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as a function of n.

Fig. 6.3 represents the evolution of log10 (E(un) − E(u)) and of log10(‖RnSTn ‖V ).
We can see that the greedy algorithm captures very quickly the main modes of the

solution.
Fig. 6.4 represents the results obtained for the solution u(t, x). Fig. 6.5 and FIg. 6.6

represent u(t, x) and g(t, x) for some special values of T .
As we can observe, the solution does not exactly satisfies the constraint u(t, x) ≥

g(t, x). This is due to the fact that we approximate a solution ueρ of the penalized problem
(6.14) for ρ̃ = 2500. This is the main drawback of our method: we do not approximate
directly the solution of the initial obstacle problem but the solution of a close regularized
problem. Indeed, if we try to further increase the parameter ρ, we face the main drawback
of penalization methods, that is the ill-conditioning of the resulting matrices.

6.7 Conclusion

In this article, we presented a greedy algorithm based on variable decomposition aiming at
computing the global minimum of a strongly convex energy functional. We proved that,
provided that the gradient of the energy is Lipschitz on bounded sets, and that the Hilbert
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Figure 6.5: Profile of u and g for T = 0 (left) and T = 0.375 (right).

spaces considered satisfy assumptions (A1) and (A2), then the approximation given by our
algorithm strongly converges towards the desired result. One of the main advantage of the
algorithm is that it can deal with highly nonlinear problems. We also proved that in finite
dimension, this algorithm converges exponentially fast.

We applied this algorithm in the context of uncertainty quantification on obstacle prob-
lems. In this frame, we considered regularizations of this kind of problems by penalization
methods. Indeed, the obstacle problem can be approximated by a global minimization
problem defined on the entire Hilbert space of some strongly convex energy functional
where the constraints of the initial problem are replaced by penalization terms in the ex-
pression of the functional. Our algorithm gives a good approximation of the solutions of
the regularized problem. However, the problem of ill-conditioned matrices, which is inher-
ent to penalization methods, limits the accuracy with which we can approach the solution
of the initial obstacle problem.

One way to circumvent this problem is to use augmented Lagrangian methods (see
[90, 94, 101]) instead of penalization methods. Indeed, the former algorithms converge
towards the true solution of the initial obstacle problems. The adaptation of our algorithm
to such methods is work in progress.

Another extension of our work would be to consider other problems than obstacle
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Figure 6.6: Profile of u and g for T = 0.5 (left) and T = 0.625 (right).

problems. In [157], a similar algorithm based on Proper Generalized Decomposition is
used to study uncertainty quantification upon a Burger type equation. We believe that it
could be possible to extend our proof of convergence in the case of such hyperbolic systems.
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