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Introduction

In the last decades, cancer therapies have become a large field of researches. Cell

tracking techniques would allow a better understanding of the metastatic processes.

Today, identifying the spread of cancer cells from a primary tumour to seed sec-

ondary tumours in distant site, is one of the greatest challenges in cancer under-

standing and treatments. It has been shown that only one in five patients will

survive once diagnosed with metastases. For this reason, many researches in oncol-

ogy have been developed to better diagnosing primary tumours and better detecting

first metastases in order to implement new therapies.

In vivo detection of unique cell remains a challenge because few techniques are

sensitive enough to allow the detection of rare individual and isolated events. Pri-

mary Intraocular Lymphoma is a lymphoma of the eye that creates brain metastases.

The metastatic migration pathway of circulating tumour cells (CTC) from the eye

to the brain is still unknown. A best knowledge about the CTC migration pathway

should allow finding new therapies. Moreover, quantitative and kinetic CTC studies

in an in vivo PIOL model would test the efficiency of different treatments. There-

fore fluorescence microscopy that is very sensitive and allows detection of only a few

probes, is a diagnostic adapted tool. Nevertheless its sensitivity is limited by two

major factors. First, the low visible light penetration depth. In order to reduce this

limitation there is a wavelength range where absorption and scattering by tissues are

limited. This range of wavelengths goes from 680 to 900 nm. The other factor that

limits the sensitivity is the tissue autofluorescence. Autofluorescence is the natural

emission of photon-excited tissues. In order to reduce these two limitations, the flu-

orescence signal peak wavelength of the nanoprobes should lie in an absorption and

diffusion free region and should be distinguishable, either spectrally or temporally,

from the autofluorescence background.

During my PhD thesis, I’ve worked on the synthesis of fluorescent nanoparticles

with adapted optical properties for in vivo imaging. These fluorescent nanoprobes
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Introduction

should have an emission wavelength in the optical therapeutic window and should be

bright, small and biocompatible. They also should have a long fluorescent lifetime

to be coupled to a time-gated detection. Indeed, autofluorescence has a short fluo-

rescence lifetime (<5 ns). By coupling long fluorescence lifetime with a time gated

detection, we could enhance the sensitivity and reduce autofluorescence signal. I’ve

also developed the optical set up to perform time-gated detection and have obtained

promising preliminary in vivo results. The manuscript is divided in five chapters.

The FIRST CHAPTER is a state of the art of the different cell tracking tech-

niques that have been developed and used in the last years. I will focus on our

choice to work with optical microscopy and develop the different limitations we had

to get ride of.

The SECOND CHAPTER describes the synthesis, characterisation of near-

infrared long fluorescence lifetime quantum dots. I will report the protocol of water-

solubilzation and the technique of cell labelling used in order to obtain massively

loaded cells. I will also present some toxicity tests performed with our nanoprobes.

The THIRD CHAPTER is a description and characterization of the optical set

up I developed. As we want to detect few and rare cells, we have to be highly

sensitive. I will present our set up behaviour regarding noise sources. I will also

determine our imaging system spatial resolution.

The FOURTH CHAPTER is my results chapter. I will present how we have

managed to enhance sensitivity by reducing autofluorescence signal. I will present

three types of experiments from in vitro results to our last in vivo promising results.

The FIFTH CHAPTER is a protocol chapter. I will list all chemical and biolog-

ical products used for my experiments. I will also report the different protocols for

the different steps of this project.
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In vivo cell tracking: state of the art

3



CHAPTER I. IN VIVO CELL TRACKING: STATE OF THE ART

In vivo cell tracking is an interesting tool to understand many biological pro-

cesses. In tissue engineering, the ability to track implanted cells is essential to finely

control the tissue monitoring and to direct tissue growth [1]. For immunotherapy

that consists in administrating substances to induce an immune response, in vivo

cell tracking could allow us to understand the molecular basis of immune cell biodis-

tribution and trafficking [2]. Finally, tumour cell tracking can allow us to study

their biodistribution and in vivo activity in order to improve our understanding of

cancer development and metastatic processes. These examples of applications of in

vivo cell tracking require the detection of isolated cells, which still remains a chal-

lenge today. Some of these applications require the detection of few cells previously

stained with a contrast agent.

The spread of cancer cells from a primary tumour to seed secondary tumours at

distant sites, commonly called metastasis, is one of the greatest challenges in cancer

treatment today. In 2011, the National Cancer Institute has published alarming

data about the survival prognosis of patients diagnosed with metastases. Indeed,

across all cancer types, only one in five patients diagnosed with metastatic cancer

will survive more than 5 years (data from the National Cancer Institute in USA) [3].

It is crucial for the mechanisms of metastatic migration to be established because

each step represents an opportunity for a new therapy. Moreover, tumour targeting

for delivery treatments is also crucial [4]. Figure I.1 is a scheme of the different steps

of metastasis. Briefly, tumour cells from the primary site break the epithelial cell

barrier and clear a path for migration into the vasculature rich stroma. Cells are then

introduced in the body bloodstream and reach a second host site. To proliferate in

the secondary site, cancer cells release pro-inflammatory compounds and proteinases

that induce growth factor releasing by their neighbours [5][6]. Here, tumour cells

spread through the bloodstream but the lymphatic system is also a possible pathway.

An other interesting challenge is to determine the migration pathway by detecting

the tumour cells when leaving the original tumour site in order to reach another

one. These type of cells are called circulating tumour cells (CTC).

Circulating tumour cells are spilled by primary tumours to invade other organs.

In 1869 Thomas Ashworth, an Australian physician, after observing microscopically

circulating tumour cells in the blood of a man with metastatic cancer, postulated

that "cells identical with those of the cancer itself being seen in the blood" [8][9].

Then, researchers started to study this type of cancer cells and understood that the

number of CTC can be a sensitive biomarker for tumour progression and metastasis

4



Figure I.1 – Scheme of the different steps of metastasis [7].
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CHAPTER I. IN VIVO CELL TRACKING: STATE OF THE ART

in some cases of cancers. In 2004, Cristofanilli et al. showed that the level of

CTC can predict survival in metastatic breast cancer [10]. Therefore, the detection

of CTC is useful for diagnosis and "staging" of cancers, to estimate the efficiency

of treatments and to evaluate the presence of residual metastasis. However, the

number of CTC in the blood or in lymphatic circulation is very low (few cells per

mL). Therefore, the detection of CTC require a high sensitivity that could allow the

detection of individual and isolated cells.

For my PhD project, we started a collaboration with Sylvain Fisson’s group in

the Centre de Recherche des Cordeliers in Paris. His group works on the influence

of the microenvironement in metastasis spread and one of the unsolved issue is

the determination of the metastatic migration pathway for some cancers, such as

the Primary IntraOcular Lymphoma. Primary intraOcular lymphoma (PIOL) is

a high-grade non Hodgkin lymphoma: a cancer originating from white blood cells

called lymphocytes. Most patients show non-specific visual symptoms and are often

initially diagnosed with uveitis (inflammation of the uvea) or retinitis (inflammation

of the retina). Unfortunately, the definitive diagnosis is obtained when clinical

symptoms of cerebral lymphoma appear [11]. Indeed, it has been shown that up

to 80% of the patients who initially present ocular lymphoma will develop cerebral

lymphoma [11][12][13][14][15]. A better understanding and prevent of the spread

of tumour cells to the brain could improve the survival diagnosis. However, the

migration pathways from the eye to the brain are still unknown. There are two

suspected pathways: via the lymphatic system or via the bloodstream. In 2007, the

group of Sylvain Fisson developed a murine model in order to study the immune

microenvironmenent which is known to be crucial in controlling tumour growth and

maintenance [16]. In this model, they implanted a tumour cell line derived from A20

tumour cells into the eye of an immunocompetent syngenic mice: they injected a

fixed quantity of tumour cells and waited for several days before the observation of

the first brain metastases. This model is interesting in order to understand immune

escape mechanisms and to design new therapies to block metastatic spread. It

can also be useful for the development of techniques to determine early tumour cell

spread, such as cell tracking techniques. As previously mentioned, the understanding

of the metastatic migration pathways requires the detection of isolated circulating

tumour cells. Therefore, the imaging instrument has to be highly sensitive. In the

case of the PIOL, we have access to the cells that are injected in the mouse model,

which will allow us to previously stain cells with an adapted contrast agent.

6



There are many imaging techniques used in oncology as illustrated in Fig. I.2.

For cancer cells, these techniques mainly include bioluminescence, positron emission

tomography (PET), magnetic resonance imaging (MRI) and fluorescence imaging

[17].

Figure I.2 – Imaging technologies used in oncology[18]. Abreviations: BLI,
bioluminescence imaging; CT, computed tomography; DOT, diffuse optical to-
mography; FMT, fluorescence-mediated tomography; FPT, fluorescence protein
tomography; FRI, fluorescence reflectance imaging; HR-FRI, high-resolution
FRI; LN-MRI, lymphotropic nanoparticle-enhanced MRI; MPM, multiphoton
microscopy; MRI, magnetic resonance imaging; MSCT, multislice CT; OCT,
optical coherence tomography; OFDI, optical frequency-domain imaging; PET,
positron-emission tomography.
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CHAPTER I. IN VIVO CELL TRACKING: STATE OF THE ART

The CTC tracking for the PIOL application requires several technically chal-

lenging characteristics:

• a high sensitivity because it requires the detection of a few isolated in vivo

cells,

• a good spatial resolution (hundred of micrometers) to ensure an identification

of the migration pathway,

• a good temporal resolution (ms to s) to follow dynamic events,

• a good biocompatibility and a low invasiveness.

In the next part of this introduction, I will describe the different imaging tech-

niques previously mentioned and determine among all, the technique we chose for

circulating tumour cells tracking.

I.1 Cell tracking techniques

Each of the imaging techniques presented here has its own advantages and disadvan-

tages and they are more complementary than competitive. However, this listing of

imaging techniques is an accurate description that allowed us to motivate our final

choice.

I.1.1 PET

Positron emission tomography (PET) is a nuclear medicine and functional imaging

technique that produces a three-dimensional image of functional processes in the

body. The system detects pairs of gamma rays emitted indirectly by a positron-

emitting radionuclide (tracer), which is introduced into the body via a biologically

active molecule. Typically, the molecule used for this purpose is fluorodeoxyglucose

(FDG). This tracer is similar to glucose: it binds tissues that consume large quanti-

ties of this sugar such as cancer tissues, the cardiac muscle or the brain. The FDG

is chemically modified to be radioactive and ensure the detection. The spatial res-

olution is the millimeter, and the temporal resolution is the minute [19]. For these

reasons, PET is not a good candidate for in vivo circulating tumour cell tracking

for the PIOL application.
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I.1.2 Magnetic Resonance Imaging

The signal used for magnetic resonance imaging (MRI) is derived from endogenous

mobile water protons (1H) or fluorinated molecules (such as 19F) that are present or

introduced in the subject. When the subject is placed in a large static magnetic field,

the magnetic moment associated with 1H or 19F tends to align along the direction

of the magnetic field. A radio-frequency radiation perturbs the 1H or 19F nuclei

from their equilibrium state. The nuclei then recover their equilibrium state and

induce a transient voltage in a receiver antenna. This transient voltage constitutes

the nuclear magnetic resonance (NMR) signal. There are two types of contrast given

by two characteristic times: T1 and T2. MRI provides an image of the density of

nuclei which is responsible for contrast. This nuclei density depends on the tissue

properties. Thus, T1 gives information about the nuclear spin-lattice relaxation

time. T1 parametrizes the alignment of the nuclei along the magnetic field direction

that is not instantaneous. T2 gives information about the spin-spin relaxation time.

T2 is the characteristic time constant during which nuclei remain in "phase" with

each other, and its value is reflected in the duration of the transient NMR signal.

MRI-based cell tracking involves detecting cells that exhibit a differential signal.

There are also labelled agents that can be used in order to enhance contrast in MRI.

The superparamagnetic iron oxide (SPIO) nanoparticles have a strong magnetic

moment [20]. They are composed of small particles of ferrous and ferric oxides coated

with dextran. These particles induce a strong local magnetic field. Therefore, water

protons are affected by inhomogeneous magnetic fields around SPIO particles, which

induces a signal loss (negative contrast). For example, Fig. I.3 shows MRI images

used to monitor the location and the target-accuracy of injected SPIO-stained cells.

The black arrow indicates the targeted delivery area and the white arrow indicates

the SPIO-labelled cells location after injection. MRI is a sensitive technique but its

temporal and spatial resolutions are not adapted for rare event and individual cell

tracking.

I.1.3 Bioluminescence imaging

Bioluminescence imaging (BLI) is a commonly used technique for whole-body in vivo

imaging [22][23]. Bioluminescence is a chemical reaction between a substrate and an

enzyme that creates photons. A famous substrate/enzyme system used in BLI is the

luciferine/luciferase one. A reporter gene is transferred to cells of interest via a vector

and the luciferase enzyme is then expressed in the transfected cells. Luciferase-
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Figure I.3 – Monitoring the delivery of SPIO-labelled cells using MRI. (a) MRI
before cell injection; the targeted delivery area is indicated with the black arrow.
(b) MRI after injection; SPIO-stained cells were not accurately delivered into
the targeted area but in the vicinity, as indicated by the white arrow [21].

expressing cells are transplanted to animals and the luciferine substrate is injected

to perform cell tracking. BLI is an adapted technique to test the antitumour effect

of a molecule. For example, Toll-like receptors (TLRs) are recognition receptors

that initiate adaptive immune responses. Agonists of TLR have been identified as

new drugs to treat cancer [24]. Ben Abdelwahed et al. have shown by BLI that the

injection of agonists for Toll-like receptors (the CpG) appears to prevent lymph node

invasion. However, it has no detectable effect on the primary eye tumour (PIOL),

as shown in Fig. I.4

BLI is an adapted tool in order to track a hundred of cells. The field of view

allows the whole-body imaging of small animals as shown in Fig. I.4. The spatial

resolution is in the range of several milimeters and it requires a few minutes to

acquire an image. BLI is often used as an imaging technique to localize tumour cells

and identify their anatomic localisation. The detection of rare, isolated and quick

events can not be performed using BLI.

I.1.4 Fluorescence microscopy

Fluorescence imaging is one of the most versatile and widely used visualization

methods in biomedical research. It has become a dominant in vitro and in vivo

imaging method due to its high spatial and temporal resolutions, its high sensitivity

and its ease of use [26]. Fluorescence is a luminescence process. This phenomenon

is characterized by the absorption and emission of photons. A molecule absorbs
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Figure I.4 – Bioluminescence images of a mouse inoculated with the PIOL and
treated with an antitumour drug. The drug prevent lymph node invasion at day
27 but has no detectable effect on the PIOL [25].

photons and changes from the fundamental state to an excited state. In order

to get back to the fundamental state, the molecule emits a photon with a lower

energy [27]. The corresponding fluorescence lifetime is a property of each fluorophore

for a given environment. Physically, it corresponds to the time during which the

fluorophore remains in the excited state. Using the lifetime properties of the different

components of a tissue as source of contrast in the image, fluorescence lifetime

imaging microscopy has emerged and has provided lifetime maps of tissues. Figure

I.5 shows three images of an unstained section of a rat ear. The left image is the

typical epifluorescence wide-field image, the middle one is the lifetime map and

the right image corresponds to the superposition of both previous images. This

illustrates the possibility of tissue mapping using lifetime properties.

Moreover, fluorescence imaging is an imaging technique compatible with a wide

variety of in vitro and in vivo samples. Figure I.6 illustrates the different fluorescence

imaging paths for preclinical studies relating to brain imaging.
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Figure I.5 – Images of an unstained section of a rat ear. a) Classical wide-field
fluorescence image. b) Lifetime map image. c) Superposition of the classical
image and lifetime map. (False color scale: 800-3500ps)[28].

Figure I.6 – Illustration of the different types of samples compatible with fluo-
rescence imaging relating to brain imaging [26].
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Fluorescence microscopy is a sensitive technique and present a high spatial (µm)

and temporal (ms) resolutions. It’s an adapted candidate for the CTC tracking and

for the identification of CTC migration pathways.

I.1.5 Summary of the different imaging techniques characteris-

tics

Table I.1 summarizes the characteristics of the imaging techniques used for cell

tracking previously mentioned. The spatial resolution corresponds to the minimum

distance between two independently measured objects. The temporal resolution

is the final time at which the interpretable version of the image can be recorded.

Sensitivity can be defined as the ability to detect a nanoprobe when it is present,

relative to the background.

Technique Range of
wavelengths

Spatial reso-
lution

Temporal res-
olution

Sensitivity

PET High energy γ
rays

1-2 mm 10 s to min ++

MRI radiowaves 25-100 µm min to h +
BLI visible light 3-5 mm s to min ++
Fluorescence
imaging

visible to
near-infrared

from µm to
mm (depend-
ing on the
depth)

ms to s +++

Table I.1 – Characteristics of the main imaging techniques used for cell tracking
[29].

Therefore, fluorescence imaging seems to be the most adapted imaging tech-

nique for in vivo CTC tracking. Nevertheless, fluorescence imaging is not a perfect

technique and present some limitations.

I.2 Fluorescence microscopy limitations

In fluorescence in vivo imaging, the sensitivity is limited by two major factors: the

low visible light penetration depth and the high tissue autofluorescence.

I.2.1 Visible light scattering and absorption

There is a range of wavelengths where the absorption and scattering of tissues are

limited. This "optical therapeutic window" goes from 650 to 950 nm [30][31], where
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water, hemoglobin and oxyhemoglobin absorb less, as shown in Fig. I.7. Photon

diffusion depends on the wavelength. The higher is the wavelength the lower is

the diffusion (∝ 1/λn). Consequently, to enhance sensitivity in in vivo fluorescence

imaging, fluorescent probes have to absorb and emit in this near-infrared range.

Figure I.7 – Extinction coefficients of water (in blue), hemoglobin (in
green) and oxyhemoglobin (in blue) as a function of the wavelength. (Im-
age taken from the website of the International cancer therapy center:
http://www.internationalcancertherapy.com/faq.php).

I.2.2 Tissue autofluorescence

Visible autofluoresence

The autofluorescence is the natural emission of photon-excited tissues. Figure I.8

presents the autofluorescence signal of vital organs depending on the excitation and

emission filters chosen. As illustrated in these pictures, the autofluorescence signal
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highly depends on the excitation and emission wavelengths. In the NIR region this

signal is lower than in the rest of the electromagnetic spectrum.

Figure I.8 – Wavelenght dependency of the autofluorescence of vital organs
with various excitation/emission filters. a) Image acquired in white light b)
blue/green (460-500 nm/505-560 nm) c) green/red (525-555 nm/590-650 nm) d)
NIR (725-775 nm/790-830 nm) (GB, SI and BI stand for respectively, gallblad-
der, small intestine and bladder) [30].

Many endogenous fluorophores present in the tissues have been identified to be

responsible for the visible autofluorescence signals. Figure I.9 presents the excitation

and emission spectra of endogenous tissue fluorophores.

Fluorescence lifetimes of endogenous fluorophores vary typically between 2 and

10 ns [33].

Near-infrared autofluorescence

Near infrared autofluorescence has not been well reported. However, in 2006, Fournier

et al. studied the in vivo detection of mammary tumor in a rat model using aut-

ofluorescence alterations in the red and far-red regions [34]. They showed that there

are significant autofluorescence signal differences in the NIR region between healthy

tissue and malignant and benign tumours. Figure I.10 shows, on the left side, a

light scattering image of a rat mammary tissue under ambient light. On the right
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Figure I.9 – Fluorescence excitation (A) and emission (B) spectra of endogenous
tissue fluorophores in the visible range of wavelengths [32][33].
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side, the corresponding autofluorescence image is presented with an excitation at

670 nm and a detection at 800 nm. The tumour (indicated by the white arrow) is

less fluorescent than the adjacent normal tissue. We can also note the possibility to

visualize blood vessels that absorb light (black arrow). By calculating the tumour-

to-normal tissue ratios they managed to discriminate normal tissue from malignant

or benign tumours with a sensitivity of 76% (probability for a test to be positive

when a person is sick: reveals the percentage of true positive) and a specificity of

75% (probability for a test to be negative when a person is healthy: reveals the

percentage of false negative). They attributed the signal difference to a difference in

the porphyrin concentration in tumour tissue as compared to corresponding normal

tissue.

Figure I.10 – a) Light scattering image under ambient light. b) Corresponding
autofluorescence image with an excitation at 670 nm and a detection at 800 nm
[34].

Among the endogenous and exogenous fluorophores emitting in the near-infrared

region, porphyrins are suspected to be responsible for the near-infrared autofluores-

cence. Many porphyrins are naturally occurring: one of the most famous is the

heme, the pigment of red blood cells. The chlorines such as the chlorophylles can

also be responsible for autofluorescence. In 1988, Weagle et al. observed that normal

mouse skin had a fluorescence peak at 674 nm [35]. They attributed this fluorescence

to a degradation product of chlorophyll derived from the mouse food (see spectra in

Fig.I.11). By illuminating a mouse whole-body using a preoperative probe at 785

nm, Montcuquet observed an autofluorescent prevailing signal in the stomach and

the intestines (see Fig. I.12 ).
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Figure I.11 – Absorbance spectra of porphyrin and chlorine Adapted from http:
www.genopole.fr/IMG/pdf/BraultAtelierBiophotonique.

The autofluorescence in the near-infrared region can be due to the presence of

porphyrin in the bloodstream and we have seen that the food can be fluorescent too.

The hypothesis of porphyrins is possible but not consistent with the quantity of por-

phyrins in the body. Porphyrins remain the only described endogenous fluorophores

that emit in the near-infrared region [26]. However, in order to avoid any autoflu-

orescence signal Funovis et al. [36] fed their mice with chlorophyll-free food seven

days before the near-infrared imaging. They still observed non identified autofluo-

rescence signals in the near-infrared region. Finally, the autofluorescence sources in

the near-infrared region are still not well-identified. Because we aim to track rare

and individual cells we have to reduce spurious signals, such as autofluorescence in

order to increase the signal-to-noise ratio.

I.3 Solution proposed to reduce the autofluores-

cence signal

In order to solve this problem, the fluorescence signal peak wavelength should lie

in an absorption and diffusion free region and should be distinguishable, either

spectrally or temporally, from the autofluorescence background. Therefore, we have

to work with probes that absorb and emit in the near-infrared region. They must

also have a high fluorescence quantum yield, be biocompatible and present a low
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Figure I.12 – Whole-body autofluorescence signal of a normal mouse obtained
using a preoperative probe with an excitation at 785 nm [37].

toxicity.

I.3.1 Time-gated detection coupled to long lifetime nanoprobes

In the last few years, several groups have worked on time-gated detection in order

to reduce autofluorescence for biological imaging. Fluorescence decay rate consists

in isolating a time-decaying signal from other signals having a different (longer or

shorter) timescale. In our case, autofluorescence has a short fluorescence lifetime

so, time-gated detection using probes having longer fluorescence decay rates than

autofluorescence would enable autofluorescence rejection and a substantial increase

in the signal-to-noise ratio (principle in Fig. I.13). I will present the different

techniques developed by several groups and describe one of the probes and imaging

system chosen for each.

I.3.2 Current applications of time-gated detection for autofluo-

rescence rejection

Confocal microscopy

Several groups have used time-gated detection in order to reduce autofluorescence

signals. In 2001, Dahan et al. [38] built a stage-scanning confocal microscope with
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Figure I.13 – Scheme of the principle of time-gated detection. In green adapted
detection window.

a nanometer resolution closed-loop piezo-stage scanner. The excitation is provided

by a Ti:sapphire laser, with an excitation at 503 nm and a 5 MHz repetition rate.

At each piezo-stage step, the scanning controller generates a Transistor-Transistor

Logic (TTL) pulse and a computer (which contains a time-correlated single-photon

counting card) acquires the detected fluorescence photons. The start and stop pulses

are provided by an avalanche photodiode and laser electronics, respectively (reverse

mode). Thus, for each pixel of the image, they get histograms of photons arrivals.

These histograms can be analysed in time-gated applications by selecting a time

range of photons’ arrival and form an image with them. They incubated 3T3 mouse

fibroblasts with a small amount of silanized visible quantum dots (λ = 575 nm, QY =

40%) overnight and fixed them. The QDs fluorescence decay could be described by a

sum of three exponentials with characteristic times of 2, 8 and 24 ns that corresponds

respectively to 11, 49 and 40 % of the fluorescence. Figure I.14 shows time-resolved

confocal images. On top, the image corresponds to all detected photons. At the

bottom, the image is obtained from photons that arrived between 35 and 65 ns after

the laser pulse. The image was taken with a 25-ms integration time per pixel. The

gated image allows the observation of bright, localized spots with enhanced signal-

to-background ratio. Here, with the parameters used, they obtained a signal-to-noise
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ratio of 15.

Figure I.14 – Time-resolved confocal image of a fibroblast previously incubated
with quantum dots. a) Image obtained for all detected photons. b) Gated image
built with photons that arrived between 35 and 65 ns after the laser pulse. [38]

This application of time-gated detection allows them to enhance the detection

sensitivity by one order of magnitude. However, they used visible-emitting quantum

dots, which are often made of cadmium (in this range of emission wavelength).

In addition, excitation and emission wavelengths used here are not in the optical

therapeutic window. Finally, with a 25-ms integration time per pixel, it requires

several minutes to get an image. Such a time scale is not compatible with cell

tracking measurements.

Whole-body imaging using near-infrared-emitting quantum dots

In 2009, May and co-workers [39] built a wide-field time-gated preclinical imaging

system for detection of near-infrared-emitting quantum dots by suppression of the

short-lifetime background autofluorescence. The near-infrared-emitting quantum

21



CHAPTER I. IN VIVO CELL TRACKING: STATE OF THE ART

dots used here have a fluorescence lifetime superior to 20 ns. The imaging system

consists in a pulsed high-power 630-nm LED excitation (2 MHz repetition rate) and

a gated intensified CCD camera for fluorescence detection. The excitation light was

bandpass filtered with filters at 615±20 nm to discriminate excitation light that

overlapped with the quantum dot emission peak. The emission signal is similarly

filtered using filters at 710 ± 25 nm to select fluorescence from quantum dots. The

laser pulse and the intensifier are controlled by phase-locked generators and the in-

tensifier is imaged on a CCD camera. In order to compare the efficiency of their

time-gated detection compared to conventional fluorescence imaging, they synthe-

sized images by overlapping the excitation pulse and intensifier detection window

times during the image exposure (image called CW for continuous wave excitation).

Alternatively, time-gated images were obtained by inserting a delay between the

end of the excitation pulse and start of the detection gate. They injected a solution

of QDs in Phosphate buffered saline (PBS) at different concentrations along the

back of three anaesthetized nude mice and imaged the injection points. Figure I.15

shows images of the three mice previously injected with QDs in CW (on the left)

and superposition of CW (in green) and the time-gated (in red) images on the right.

Time-gated detection greatly improved contrast of QDs, allowing a detection of QD

concentrations down to 0.25 nM. Depending on the concentration, the exposure time

was variable, from 125 ms to 5 s. The delay is empirically fixed at 50 ns after the

laser pulse. The image contrast, defined as the ratio between QDs signal and the

autofluorescence, increased by a factor from 3 to 10 using time-gated detection.

This application of time-gated detection allows an enhancement of near-infrared

quantum dots detection. Moreover, the quantum dots used have an emission wave-

length in the optical therapeutic window. However, this type of quantum dots is

composed of heavy metals (cadmium and tellurium). The imaging set up is a whole-

body imaging system, which has not the spatial and temporal resolutions necessary

for individual cell tracking.

Whole-body imaging using silicon nanoparticules

Recently, Gu et al. have imaged a human ovarian cancer xenograft in a mouse

model using porous silicon nanoparticules introduced via intravenous injection [40].

Synthesized porous silicon nanoparticles have a mean hydrodynamic diameter of

168 nm. Their emission wavelength is centered at 800 nm (QY = 10%) and their

fluorescence lifetime is 12 µs, about 1000 times longer than the autofluorescence. A
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Figure I.15 – Wide-field images of 3 nude mice subcutaneously injected with
near-infrared-emitting QDs at different concentrations along their backs. a)
Image obtained with continuous wave (CW) illumintation. b) Superposition of
CW images (in green) and time-gated images (in red) with a 50 ns delay after
the laser impulsion [39].

time-domain fluorescence imaging system eXplore Optix is used to image mice in

vivo. The system was used with a 470-nm excitation laser with a repetition rate of

40 MHz, corresponding to a 25 ns time window between pulses. CW fluorescence

images are obtained by reconstructing the photoluminescence signal collected us-

ing the full 25 ns time-window from the data. For time-gated (TG) fluorescence

images the photoluminescence signal was collected between 20.5 and 21.5 ns of the

imaging time-window from the full data. Figure I.16 presents CW and TG images

of a nude mouse bearing a human ovarian cancer xenograft at different time after

injection of silicon nanoparticules. The white arrow indicates the tumour localiza-

tion. Just after injection, no signal from nanoparticles is observed in the tumour

location. One hour after injection, CW image does not indicate difference of con-

trast between normal tissue and tumour tissue. However, time-gated image shows

a weak photoluminescent signal at the tumour location. Four hours post-injection,

the authors observe a different contrast between CW and TG images at the tumour

location. Silicon nanoparticles have accumulated in the tumour location are their

presence was clearly revealed using the TG detection. The signal at the tumour

location decreases 24 hours post-injection, which suggests that a degradation and

clearance from the host occur [41].

This experiment uses nanoparticles that emit in the optical therapeutic window.
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Figure I.16 – CW and time-gated images of nude mouse bearing a human ovarian
carcinoma SKOV3 xenograft tumour at different time after the porous silicon
nanoparticles injection [40].

Their fluorescence quantum yield is relatively high (10%) in this range of emission

wavelengths. These nanoparticles are biodegradable, which ensures a low level of

toxicity. Because we aim to track cells over a few days, they need to be massively

charged with nanoprobes. Indeed, the cell division leads to a probes dilution between

the two daughter cells. Here, the high hydrodynamic diameter of the nanoparticles

limits the massive loading of cells with nanoprobes and decreases the number of

days during which cells can be tracked. Moreover, this optical system by photons

counting requires a long acquisition time and important analysis treatments in order

to obtain the definitive image. In our application, because we want to determine the

metastatic migration pathway we need to track dynamic cells. Finally, this system

does not allow a cell-scale detection, and therefore a detection of isolated and rare

cells.

Wide-field imaging and flow cytometric analysis

Nanodiamonds are promising fluorescent biomarkers because they are highly pho-

tostable and biocompatible [42]. Very recently, Hui et al. [43] reported their use to

detect cancer cells in blood analysis. Here, nanodiamonds have an emission wave-
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length centered at 700 nm, their fluorescence lifetime is around 20 ns and their

diameter is 100 nm.

The optical set up was a wide-field microscope with an excitation at 600 nm.

The detection was performed by a nanosecond intensified charge-coupled device.

Figure I.17 shows images of HeLa cells stained with nanodiamonds and immersed in

human blood in order to mimic in vivo autofluorescence signal. The left image is a

typical wide-field fluorescence image and the right image is a wide-field time-gated

image. The exposure time used for fluorescence images is 0.1 s and for time-gated

images 0.3 s. They use a 100X immersion oil objective. They clearly observed a

sensitivity enhancement with the time-gated detection that was confirmed by the

intensity profiles of both images.

Figure I.17 – In vitro images of HeLa cells stained with nanodiamonds and
immersed in human blood. a) Wide-field fluorescence classical image. b) Time-
gated image. c) Intensity profiles along the black and red color lines of images
just above [43].

They also performed flow cytometry using their system. They used microchannel

devices with dimension compatible to mouse and rate blood capillaries. The cell

counting was performed using a MATLAB program that also allowed measuring
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fluorescence intensity of nanodiamond-labelled cells. Finally, to demonstrate the

principle that their wide-field imaging system may serve as a useful instrument for

in vivo flow cytometry they labelled mouse lung cancer cells with nanodiamonds

and then injected them into a mouse via its tail vein. Figure I.18 presents in vivo

images of mouse blood vessel where a stained cell pass though.

Figure I.18 – In vivo images of mouse lung cancer cells stained with nanodia-
monds and injected in a mouse bloodstream via the tail vein. [43].

The experiments use nanodiamonds that are biocompatible and easily taken up

by cells for labelling. Their diameter is 100 nm and their fluorescence lifetime is

20 ns. The optical set up developed allows a cell-scale imaging with an enhance in

sensitivity by autofluorescence rejection. However, the fluorescence lifetime of nan-

odiamonds is not so far from the autofluorescence one. This limits a total rejection

of the autofluorescence. To the best of our knowledge, this article is the first one

that clearly shows images of isolated cells in an in vivo sample using time-gated

detection.

I.4 Conclusion

This state of the art of the current imaging techniques for in vivo cell tracking al-

lowed us to determine that fluorescence imaging is a sensitive technique that should

permit the detection of isolated circulating cells. To overcome the two limitations

in fluorescence imaging, we propose to stain cells with near-infrared long fluores-

cence lifetime probes and to couple them to a time-gated detection to reduce the

autofluorescence signal and improve the sensitivity. Several groups have worked on

the development of time-gated imaging systems in order to reduce autofluorescence

signals. The here-reported experiments utilize different types of nanoprobes with

various fluorescence decays. Indeed, nanoprobes fluorescence decay has to be longer

than the autofluorescence one.
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To conclude, optical microscopy seems to be the most adapted imaging tech-

nique. In this manuscript, I will present our probe choice, their synthesis and opti-

cal characterization. Then, I will describe the optical set up we developed and the

results obtained using both optical set up and nanoprobes. In order to determine

the metastatic migration pathway, for the PIOL application, we plan to label cells

with near-infrared-emitting long fluorescence lifetime probes. Toxicity test will be

performed on these cells. Stained cells will be injected in the eye of a mouse model of

PIOL, and we plan to observe them in the blood vessels of a mouse ear, as illustrated

in Fig. I.19.

Figure I.19 – Scheme of the CTC detection principle using near-infrared-emitting
nanoprobes coupled to time-gated detection (Scheme from Thomas Pons).
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CHAPTER II. NEAR-INFRARED-EMITTING QUANTUM DOTS FOR CELL LABELLING

II.1 Introduction

In order to efficiently detect in vivo circulating tumour cells, we have to be highly

sensitive. Fluorescence microscopy is a technique that is very sensitive. Nevertheless,

this sensitivity is limited by the low visible light penetration depth and the tissue

autofluorescence. In order to reduce these two limitations, the fluorescent probes

must have well-defined specifications. Indeed, we need probes with an emission

wavelength in the "optical therapeutic window" and that present long fluorescence

lifetime compared to the autofluorescence one. Nanoprobes also have to be small

(to massively charge biological cells), biocompatible and present a low cytotoxic.

Finally, as we aim to track cells over a few days, they need to keep their chemical

and photo-stability in a biological environment.

There are several materials that have an emission in the near-infrared region

[44]. We can remove from the list organic molecules that have fluorescence lifetimes

too close from the autofluorescence. Among the existing materials, we selected

different near-infrared emission and long fluorescence lifetimes nanoparticles : silicon

nanoparticles, rare earth doped nanoparticles and quantum dots.

Silicon nanoparticles have the advantage of being non cytotoxic and biodegrad-

able. Indeed, in 2009, Park et al. have reported that silicon nanoparticules self-

destruct in a mouse model into renally cleared components in a relatively short

period of time with no evidence of toxicity [41]. Their fluorescence lifetime is long

(around 1-10 µs) but their fluorescence quantum yield is not enough high to detect

rare and individual event (around 10 %). Rare earth also have excitation and emis-

sion properties adapted for in vivo imaging. In 2013, Foucault-Collet et al. have

synthesized near-infrared emitting lanthanides and have managed to obtain in vitro

images of HeLa cells after probes incubation. Their fluorescence lifetime is long,

however their diameter is high (a fraction of micrometer) and their fluorescence

quantum yield is too low for our application of single cell tracking (a few percents)

[45].

Quantum dots (QDs) are nanocrystals of semiconductors with an emission wave-

length depending on their size and on their composition [46][47]. Their emission

wavelength can be tuned from 300 nm to 5 µm. Because of their small size (around

5 to 10 nm), these nanocrystals present a different behaviour from the corresponding

bulk semiconductor. QDs are composed of an inorganic core surrounded by an or-

ganic outer layer of surfactant molecules (ligands) which aims to ensure the colloidal

dispersion and to passivate the QD surface. The small size of these nanocrystals
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implies great importance of surface effects that can degrade the fluorescence. An

interesting strategy to improve nanocrystals surface passivation, and thus preserve

a high quantum yield, is their overgrowth with a shell of a second semiconductor

(typically ZnS) resulting in core/shell systems.

A nanocrystal can be considered as a nano-sized quantum box in which electrons

are confined. The wave function associated with an electron in a nanocrystal is less

spread compared to the bulk semiconductor. The electron is confined which costs

energy and induces an increase of the band gap. This affects the electronic structure

and tends to separate the electronic levels from each other, especially as the radius

of the nanocrystal gets smaller: this effect is called quantum confinement. This

leads to a red shift of the QD fluorescence as the size increases.

In the last few years, quantum dots have been used for biological applications

[48][49] because they combine a high resistance to photobleaching and interesting

optical properties. Figure II.1 shows a HeLa cell previously labelled with the Green

Fluorescence Protein (GFP) on the top and with QDs on the bottom. The cell

stained with QDs can be observed for a longer time compared to the GFP cell that

photobleaches more rapidly.

Figure II.1 – Comparision of the photobleaching between a cell stained with
GFP (on the top) and QDs (on the bottom). Images from Alexandra Fragola.

Many nanocrystals have a bandgap which yields an emission wavelength in the

near-infrared region [50]: CdHgTe/ZnS [51], InAs [52] and CdTe [53]. However,

the use of these kind of materials is limited because of the high toxicity of their

heavy metals composition such as lead, cadmium or arsenic. Indium phosphide

(InP) seems a good alternative as it can theorically reach emission wavelengths in
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the optical therapeutic window. Unfortunately, the phosphorus precursors are rare

and expensive [54], or release a deadly gas PH3 during the reaction [55]. Moreover,

it is difficult to provide InP nanocrystals big enough to reach near-infrared emission

wavelength.

New types of quantum dots, commonly called I-III-VI (because of their chem-

ical composition) have been synthesized [56][57][58]. They have the advantage of

being composed of low toxic elements and their emission is tunable from green to

near-infrared regions. CuInSe2 nanocrystals have a bandgap of 1.04 eV at 300 K

(corresponding to a theoretical maximum emission wavelength of 1.2 µm) and their

Bohr radius is equal to 5.4 nm, which enables the confinement regime for smaller

nanocrystals sizes. These materials have first been used for solar cells because of

their low cost, abundance, optimal bandgap energy and their broad absorption spec-

tra [59][60]. Then, they have been synthesized as colloidal nanocrystals via different

methods : precursors decomposition [61][62][63], autoclave [64] or high temperature

injection in organic medium [65]. Several groups have been interested in these ma-

terials and have worked on their synthesis in order to improve their fluorescence

quantum yield [65][66][67]. A solution to increase the fluorescence quantum yield

was to add a shell, with a higher bandgap, around the core in order to confine the

charges (electrons and holes) inside the cores [58][68]. This shell also allowed the

preservation of the fluorescence properties after solubilization in water for in vivo

biological fluorescence imaging [56][58][68][69][70].

Furthermore, most of the reported QDs syntheses are performed in organic sol-

vent. Thus, QDs are surrounded by long organic strings as ligands and are not

directly biocompatible. For this reason, we have to modify the quantum dots sur-

face to provide biocompatible nanocrystals. It has been shown that QD surface

chemistry is not only responsible for the biocompatibility but also for the toxicity

since it determines the biodistribution [71]. The ligand has to present different func-

tions: one part which allows the QDs anchoring and another hydrophilic part which

allows the water solubilization and biocompatibility. There are two main techniques

[72] to water-solubilize nanoparticles: QDs encapsulation in amphiphilic polymers

or phospholipid surfactants and ligand exchange [73][74].

This chapter will focus on the synthesis and characterization of nanocrystals

and on their water solubilization before cell labelling. We will show that this type

of quantum dots have adapted optical properties for in vivo time-gated and cell

tracking imaging. We will then describe our chosen method in order to massively
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label cells with near-infrared-emitting quantum dots (NIR QDs) previously made

biocompatible using a ligand exchange.

II.2 Zn-Cu-In-Se cores

II.2.1 Synthesis

The core synthesis is inspired from the synthesis that Elsa Cassette et al. developed

three years ago in our lab [58]. For this synthesis, all metal precursors (copper chlo-

ride, indium chloride, selenourea and zinc acetate) are mixed together in a three-neck

flask in the presence of a solvent (octadecene) and some ligands (oleylamine, trioc-

typhosphine and dodecanethiol). The solution is heated at 265◦C. Figure II.2 shows

a scheme of the set up used for quantum dots synthesis. The solvent commonly

used for quantum dots synthesis is the octadecene (ODE) because its boiling point

is sufficiently high (around 315◦C). Trioctylphosphine (TOP) behaves as a ligand.

Oleylamine (OLA) acts as a ligand and also activates the reaction with the selenium

precursor. Dodecanethiol (DDT) has a high boiling point (280◦C) and stabilizes the

nanocrystals during the temperature increase. Figure II.3 presents the chemical for-

mula of the different molecules used during the core synthesis. The nanocrystals are

formed from 90◦C where the solution becomes yellow then red at 120◦C and brown

at 200◦C (see Fig II.4). The nucleation and growth of the nanocrystals occur as the

temperature increases. Figure II.5 shows the normalized photoluminescence spectra

of Zn-Cu-In-Se cores with respect to the temperature. The more the temperature

increases, the more the nanocrystals emit in the near-infrared region because of the

quantum confinement. Heating is stopped immediately after the targeted emission

wavelength is reached (about 820 nm) and the flask is quickly cooled down to room

temperature to stop the reaction.

Cu-In-Se nanocrystals emission is due to defects or other trap states in the crystal

structure. These defects are also responsible for the low fluorescence quantum yield

and create deep-traps for the exciton. We noted that the incorporation of zinc during

the core synthesis improves a lot the fluorescence quantum yield [75][76]. This may

be attributed to defect passivation and filling of vacancy sites by Zn atoms inside

the core. Figure II.6 shows the emission spectra divided by the absorbance at the

excitation wavelength of CuInSe cores from Cassette et al. synthesis and Zn-Cu-In-

Se cores I have developed. This figure shows that for the same emission wavelength

Zn-Cu-In-Se cores are brighter up to 7 times than CuInSe cores without zinc.
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Figure II.2 – Experimental set up for the QDs synthesis.

Figure II.3 – Chemical formula of the different ligands and solvents used for core
synthesis.
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Figure II.4 – Colloidal nanocrystals in hexane obtained at different temperatures
under visible light (top) and UV lamp excitation (bottom).

Figure II.5 – Normalized photoluminescence (PL) intensity spectra of Zn-Cu-
In-Se cores obtained at different temperatures.
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Figure II.6 – Photoluminescence (PL) intensity spectra normalized by the ab-
sorbance at the excitation wavelength of Zn-Cu-In-Se cores and CuInSe cores.

II.2.2 Structural properties

We have characterized the Zn-Cu-In-Se nanocrystals using several techniques:

• X-ray diffraction (XRD) informs us about the cristallographic structure and

alloy composition,

• transmission electronic microscopy (TEM) allows us to determine the shape

and to estimate the size distribution,

• energy dispersive X-ray spectrometry (EDX) is an analytical technique used

for the elemental analysis or chemical element characterization of a sample.

X-ray diffraction (XRD)

This method uses an X-ray beam that interacts with the crystal. It causes the

diffraction of the light beam in specific directions. The angles and the intensity of

the diffracted rays are measured. By comparing the diffractogram obtained with

reference crystal peaks, we determine the cristallographic structure of our crystal.

I-III-VI semiconductors generally have a chalcopyrite cristallographic structure

as described in the scheme II.7(a). It corresponds to a quadratic structure. I-III-

VI semiconductors can also exist in a cubic structure called zinc blende. Cations
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(Copper, Indium and Zinc), represented as grey atoms in Scheme II.7(b), form a

face-centered cubic lattice. Compared to the chalcopyrite structure, cations are

located in the center of half tetraedric sites formed by the selenium atoms network

(yellow atoms) and also form a face-centred cubic lattice. In this case, it forms a

cubic structure because the cations are not ordered.

(a) (b)

Figure II.7 – Scheme of the different cristallographic structures for Cu-In-Se
based nanocrystals. a) Quadratic structure. b) Cubic structure. Yellow atoms
stand for selenium atoms, grey atoms, blue atoms and pink atoms stand for
cations.

In order to determine the crystallographic structure of our cores we performed

X-ray diffraction measurements. Figure II.8 presents a diffractogram of our cores in

purple and the reference peaks of cubic CuInSe2 and ZnSe. Our core nanocrystals

diffractogram fits well with the CuInSe2 and ZnSe diffractograms in cubic structure

as shown in Fig. II.8 (cyan and orange peaks). We can now determine the percentage

of each element in the alloy using Vegard’s law (see Appendix A). This law gives a

relationship between the crystal lattice parameter of an alloy and the proportions

of the constituent elements. If we assume that our QDs are an alloy of CuInSe2 and

ZnSe, we obtain as composition 56% of CuInSe2 and 44% of ZnSe in cubic structure.

Using these results we can determine the ratio between each elements, as show in

Table II.1.

These data allow us to determine the cores composition and density and estimate

the cores concentration (see Appendix A).
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Figure II.8 – Diffractogram of Zn-Cu-In-Se core nanocrystals and reference peaks
of cubic CuInSe2 and ZnSe nanocrystals (PDF 01-088-2345 (ZnSe) and PDF
01-070-3084 (CuInSe2 )).
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Cu/Zn Cu/Se
1.27 0.36

Table II.1 – Ratios between the different elements that compose the cores
obtained using the Vegard’s law.

We conclude that the cores are composed of an alloy of 56% of CuInSe2 and 44%

of ZnSe in cubic structure.

Transmission Electron Microscopy

Transmission electron microscopy (TEM) is a technique in which a beam of electrons

is transmitted through a thin sample. The beam of electrons interacts with the

sample as it passes through. An image is formed with the electrons transmitted

through the sample.

We can determine the nanoparticle shape and size using transmission electron

microscopy (TEM). Figure II.9 presents TEM images of the Zn-Cu-In-Se at different

magnifications. The higher magnification allows us to visualize the crystalline planes

of our cores. The cores have a diameter of 4.1±0.4 nm.

(a) (b)

Figure II.9 – TEM images of Zn-Cu-In-Se core nanocrystals (scale bars: 10 nm).

39



CHAPTER II. NEAR-INFRARED-EMITTING QUANTUM DOTS FOR CELL LABELLING

EDX measurements

In EDX measurements, an incident electron beam excites a core electron of an atom,

ejecting it and thus creating an electron hole where the electron was. An electron

from an outer higher-energy orbital fills the hole, and the energy difference may be

released in the form of an X-ray. The number and energy of the X-rays emitted

from a transition can be measured by an energy-dispersive spectrometer. Since the

X-rays energy is characteristic of the energy difference between the two electronic

levels and of the electronic structure of the element. This allows us to determine

the relative composition of the sample measured.

The different ratios between all elements present in the cores are presented in

the table II.2.

Cu/In Cu/Zn Cu/Se Cu/S
1.10±0.05 1.020± 0.002 0.61± 0.03 0.470±0.003

Table II.2 – Ratios between the different elements that compose the cores

These results confirm the presence of zinc in high quantity in the cores. However,

these results are slightly different from those obtained in XRD. The ratio Cu/S

reports the presence of sulfur in our cores samples. The presence of sulfur may

be attributed to the dodecanethiol as ligand or to the dodecanthiol that can be

decomposed and incorporated in the core during the synthesis. However, if the

amount of sulfur was higher, XRD peaks would have been shifted to the higher angles

because ZnS or CuInS2 have a smaller lattice parameter (Bragg’s law). Therefore,

for the concentration calculation we will consider that the cores are only composed

of CuInSe2 and ZnSe (see Appendix A).

This analysis confirms the presence of copper, indium, selenium and zinc in the

cores, as observed in XRD. This also confirms a high incorporation of zinc in the

core nanocrystals.

II.3 ZnS shell

In order to preserve the fluorescence and minimize the oxidation when a ligand

exchange is performed, it was necessary to add a shell of another semiconductor

material. The choice of the shell material depends on two main criteria. First, it

has to have a larger bandgap in order to confine the charges (electron and hole)
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inside the core. Second it has to have a lattice parameter close to the core’s one in

order to allow the growth.

Zinc sulfide is a good candidate with a bandgap of 3.61 eV and a lattice parameter

of 5.41 Å (5.78 Å for CuInSe2) [47]. Moreover, it is composed of non toxic elements

and has a good resistance towards oxidation allowing a better photostability. A

final argument for the choice of a ZnS shell is the good affinity of the cationic atoms

(Zn2+) with the dithiol function of the anchoring function of the poly(dithiol-co-

sulfobetaine) ligand noted PDSB, used for water solubilization.

II.3.1 Synthesis

The precursors synthesis is described in the Protocols chapter and their formula are

illustrated in Fig.II.10.

For the shell synthesis, 4 mL of as-prepared cores was dispersed in 4mL of ODE

and 1mL OAm into a new three-neck flask. The mixture is degassed under vacuum

at 40◦C. A solution of zinc ethylxanthate (Zn(EtX)2) and zinc oleate (Zn(OA)2)

(0.13 and 0.8 mmol, respectively) dissolved in ODE (2 mL), TOP (3 mL), and

dioctylamine (1 mL) is loaded into an injection syringe. The dioctylamine is added

to facilitate the precursors dissolution in ODE.

The flask is heated to 190◦C under argon atmosphere and these ZnS precursors

are added dropwise during one hour. At the end of the injection, the reaction flask is

cooled down to room temperature. The resulting Zn-Cu-In-Se/ZnS QDs are finally

precipitated with ethanol and redispersed in 10 mL of hexane.

Figure II.10 – Chemical formulas of zinc and sulfur precursors used for the shell
synthesis.
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II.3.2 Structural properties

Transmission electron micrscopy images

In order to verify the presence of a shell around our cores, we performed transmission

electronic microscopy (TEM). Indeed, the size of the core is compared to the size

of the resulting core/shell. Because of the size dispersion and their low contrast

in TEM we did not observe a significant size difference between the core and the

core/shell nanocrystals. The ZnS shell must be thin. TEM images do not show

nucleation of ZnS as illustrated in Fig.II.11. From TEM data, we estimated the

NIR QDs diameter to be 4.5 ± 0.3 nm.

In order to verify the presence of a shell around our cores we performed XRD

analysis and optical spectroscopy characterizations.

Figure II.11 – TEM images of core/shell nanocrystals at different magnifications.

XRD measurements

The Zn-Cu-In-Se/ZnS nanocrystals synthesized were analysed by XRD (Fig.II.12).

The purple and orange curves are respectively the diffractograms of the core nanocrys-

tals and the core/shell nanocrystals. The synthesis retains the crystalline structure

of the core. The shift of the core/shell nanocrystals peaks with respect to those

of the cores, indicates a slight decrease of the lattice parameter. This is consistent

with the growth of a ZnS shell on Zn-Cu-In-Se cores since ZnS has a smaller lattice

parameter. This is in favor of a ZnS shell growth or at least incorporation of these

elements in the crystal. However, the core/shell nanocrystals peaks width is similar

to the core nanocrystals ones. This suggests that the shell is very thin, limited to a

few monolayers.
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Figure II.12 – Diffractograms of Zn-Cu-In-Se cores (in purple) and Zn-Cu-In-
Se/ZnS core/shell (in orange).
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EDX measurements

We also performed EDX measurements in order to determine the composition of

the core/shell nanocrystals. Table II.3 presents the different ratios between all the

chemical elements they are composed. The Cu/In and Cu/Se ratios are more or

less preserved compared to the core nanocrystals. However, the ratios Zn/Cu and

S/Cu inrease for the core/shell nanocrystals. This confirms the presence of ZnS and

is consistent with the formation of a ZnS shell. The final Cu/Zn ratio allows us

to estimate a shell thickness of about 0.5 nm, which is consistent with the TEM

observations.

Cu/In Cu/Zn Cu/Se Cu/S
0.98±0.11 0.10± 0.001 0.58± 0.02 0.11±0.008

Table II.3 – Ratios between the different elements that compose the core/shell
nanocrystals

II.3.3 Spectral properties

We can characterize the shell growth by spectroscopy measurements.

By dividing the fluorescence spectra of the nanocrystals by their optical density

at the excitation wavelength, we can see that the quantum yield of fluorescence

increases during the growth of ZnS, up to 35 %, as shown in Figure II.13.

Figure II.14 represents the photoluminescence excitation spectra (PLE) of the

core nanocrystals in purple and core/shell nanocrystals in orange normalized at

550 nm where only cores absorb. The increase of the PLE below 400 nm for the

core/shell nanocrystals is characteristic of the presence of ZnS because ZnS absorb

in this spectral range (Eg = 3.54 eV for ZnS in zinc blende structure).

To summarize, for the core/shell nanocrystals (and to compare with the only

core ones), we observed:

• an increase of the absorbance below 400 nm,

• a peak shift in XRD measurements,

• an increase of the Zn/Cu and S/Cu ratios,

• an absence of secondary nucleation in TEM,

• an increase of the QY during the shell synthesis.
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Figure II.13 – Fluorescence spectra normalized by the absorbance at the excita-
tion wavelength of the nanocrystals Zn-Cu-In-Se cores before (blue curve) and
during the progressive growth of a shell of ZnS (green to red curves).

All these observations suggest that a thin shell has grown around the core

nanocrystals.

II.4 Influence of trap states on the optical prop-

erties

I-III-VI nanocrystals have a large full width at half maximum (FWHM) ranging

between 110 and 150 nm. Many factors can cause this broadening of the emission

spectra :

• the size dispersion of the nanocrystals,

• the composition dispersion,

• a non excitonic emission.

In the first two cases, the broadening is due to an ensemble effect while the last

broadening is intrinsic to the nanocrystal and would be visible in single nanocrystals

spectroscopy. Due to the ternary composition of nanocrystals, it is possible to have
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Figure II.14 – Photoluminescence excitation spectra of core nanocrystals (in
purple) and core/shell nanocrystals (in orange).
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some defects (vacancies, substitutions) in the crystal [77]. These can create a new

distribution of trap energy levels located inside the bandgap. Radiative transitions

can occur via these new levels, which will indeed lead to a broad emission due to

the different defect levels present in a nanocrystal (see diagram in Fig. II.15). If

the emission broadening is due to recombination via levels created by defects, these

defects are not located at the surface of the nanocrystals. Indeed, if it was the case,

the passivation of the cores by a shell of ZnS would sharpen emission spectra. This

sharpening is not observed as shown in Fig. II.16.

Figure II.15 – Scheme of the different possible radiative transitions. New energy
levels can be created near the conduction and/or valence band because of the
defects in the nanocrystals structure.

Another argument in favour of an emission due to energy levels created near to

the conduction and/or the valence band is their long fluorescence lifetimes. The

fluorescence intensity decays of NIR QDs are not monoexponential and present a

high proportion of long component (between 80-95%), around 150 ns as shown in

Fig.II.17. This long lifetime observed for core/shell nanocrystals is consistent with

a transition involving an extended electron quantized state and a localized trapped

hole [70]. This situation would be characterized by a large disparity in localization

volumes of the electron and the hole that provides a reduced spatial overlap of their

wave functions and a slow radiative decay according to the Fermi’s golden rule.

We have reported the synthesis and characterization of long fluorescence lifetime

and near-infrared quantum dots. They have a high fluorescence quantum yield (up to

35% in organic solvent) and are small. As this QDs synthesis is performed in organic

solvent we have to modify the QD surface to provide biocompatible nanocrystals.
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Figure II.16 – Photomumescence intensity of NIR emitting cores (in black) and
core/shell nanocrystals (in red).

II.5 QDs as probes for biological applications

As we intend to track cells over a few days they need to be massively loaded with

nanoprobes that are stable in the cell cytoplasm with time.

II.5.1 Solubilization in water

There are two main techniques to solubilize nanoparticles in water:

• QDs encapsulation in amphiphilic polymers or phospholipid surfactants,

• ligands exchange.

The hydrophobic part of the amphiphilic molecules used for encapsulation in-

teracts with the organic shell of ligands at the QD surface whereas the hydrophilic

part ensures the water solubilization as illustrated in Fig. II.18. Typically, quantum

dots and amphiphilic molecules are mixed together in chloroform. Then, water is

added and the chloroform is evaporated to induce micelle formation. This technique

preserves QDs optical properties. Indeed, the hydrophobic shell formed by the syn-

thesis ligands and the hydrophobic part of the polymer acts as a barrier against

water molecules and oxidation. Nevertheless, the obtained systems are not very

stable [78] because the hydrophilic interactions are weak and are thus not compat-

ible with long term stability. Moreover, because of the polymer shell, the obtained
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Figure II.17 – Photoluminescence intensity decay of NIR emitting cores (in or-
ange ) and core/shell nanocrystals (in purple).
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systems present a high hydrodynamic radius which is not well adapted for biological

applications such as protein targeting and renal clearance [79].

Figure II.18 – Scheme of encapsulation into micelles.

The other strategy consists in performing a ligand exchange. Ligand exchange

consists in substituting the synthesis ligands by hydrophilic ones. In our laboratory,

we have focused on ligand exchange as it leads to smaller and more stable QDs,

including in an intracellular environment [78]. This technique is based on the balance

between adsorption and desorption of the ligands at the surface of the nanocrystals

in solution by addition of an excess of the new ligand. It consists in replacing initial

hydrophobic ligands with hydrophilic ligands to make nanoparticles water-soluble.

These ligands have two different parts : one group to anchor to the QD surface and

another one to ensure the water solubilization. The anchoring part usually used is

the thiol function because it has a good affinity with cationic metal ions (Zn2+) at

the QD surface [80][39]. In order to increase the anchoring strength, it has been

proposed to use bidentate ligands such as the dihydrolipoic acid (DHLA) [74]. This

ligand has a dithiol group which allows a stronger anchoring and provides a better

stability (see Fig.II.19) .

Different solubilization chemical functions have been used. For DHLA, the sol-

ubilization is provided by the carboxylate function. The stability is due to electro-

static repulsion between negatively charged nanoparticles which prevents formation

of aggregates. But this stability is reduced in saline medium by electrostatic screen-

ing. Moreover, these anionic groups can interact with positively charged biomacro-

molecules [74][81]. These electrostatic issues were resolved by the use of polyethylene

glycol groups known to limit non specific interactions but to provide larger systems

[82].
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Figure II.19 – Chemical formula of the different ligands.

In order to obtain small and low non specific adsorption nanoparticles, zwitteri-

onic groups are a good alternative. They are formed by a positive and a negative

charge close to each other, which ensures a global neutral charge. In 2007, Bawendi

et al. proposed to use the cysteine as a zwiterrionic ligand for QDs [83]. This ligand

exhibits weak nonspecific interactions with proteins, small size and good resistance

to pH variations and salinity. Nonetheless, QDs coated with cysteine quickly ag-

gregate after a few days because of the low stability of monothiol anchor groups.

For this reason, in the laboratory, Muro et al. developed a new ligand composed

of a dithiol as an anchoring function and a zwitterionic part as a water solubiliza-

tion function (DHLA-SB)[84]. The DHLA-SB-QDs were stable in a large pH range

but started to aggregate after a few days in the cell cytoplasm. This can be at-

tributed to a low stability in diluted media due to the ligand desorption. For this

purpose, Giovanelli et al. have developed a new ligand, noted PDSB, with several

anchoring and solubilization functions per ligand [85]. This ligand is a co-polymer

composed of two monomers: one contains the dithiol functionand the other one in-

cludes the zwitterionic function in a 20/80 ratio (See the synthesis in the Protocol

part). Moreover, the multiplicity of the different functions leads to a better QDs

stability in diluted media and in the cell cytoplasm up to 54 hours after labelling.
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Figure II.20 shows HeLa cells previously electroporated with CdSe/CdS/ZnS QDs

coated with DHLA-SB (on the left) and CdSe/CdS/ZnS QDs coated with the PDSB

(on the right), 54 hours after electroporation. The DHLA-SB-QDs start to aggregate

in the cell cytoplasm whereas PDSB-QDs remain individualized, freely diffusing and

homogeneously distributed in the cell cytoplasm.

(a)

(b)

Figure II.20 – (a) Fluorescence microscopy images of HeLa cells, 54 hours after
the electroporation with DHLA-SB-QDs. (b) Fluorescence microscopy images
of HeLa cells, 54 hours after electroporation with PDSB-QDs. Scale bars 5 µm.
(Images from Eleonora Muro).

For our application, we need long-term stable QDs. The ligand exchange can

not be performed directly with the PDSB because of low organic solubility of the

PDSB (more than 80% of hydrophilic part). Thus we have to perform a first ligand
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exchange (with a weak ligand) to provide water soluble QDs. Then, the first ligand

can be replaced with the strong ligand as shown in Fig.II.21. The detailed protocol

of ligand exchange is described in the Protocols part.

(a)

(b)

Figure II.21 – Scheme of the ligand exchange procedure. (a) First ligand ex-
change with mercaptopropionic acid to obtain water-soluble QDs (b) Second
ligand exchange with PDSB (poly(dithiol-co-sulfobetaine) zwitterionic) ligand
to provide long-term stable water-soluble QDs [85].

We have observed that the emission is slightly blue shifted after ligand exchange

(see Fig.II.22), which could be attributed to a slight etching of the QD surface.

We used indocyanine green as a reference for quantum yield measurements be-

cause it emits in the near-infrared region. Fluorescence QY measurements gave

typical values of 35% for QDs in hexane and 20% for QDs in aqueous solution after

ligand exchange with an emission wavelength around 800 nm. All these properties

make them interesting probes for cell labelling and in vivo imaging.
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(a)

(b)

Figure II.22 – (a) Normalized Photoluminescence intensity spectra of NIR QDs
in hexane (red curve) and in water (blue curve). (b) Normalized photolumi-
nescence intensity decays of near-infrared-emitting quantum dots (NIR QDs) in
hexane (red curve) and water (blue curve).
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II.5.2 Cell labelling technique

Many techniques can be used to deliver QDs in the living cell cytoplasm. Many

of them require the QDs functionalization in order to target membrane receptors

and induce endocytosis. Nevertheless, there are other methods such as pynocytosis,

microinjection or electroporation that allow QD delivery in the living cell cytoplasm

without any supplementary modification of the QD surface. As we aim to track

cells over a few days, they need to be massively loaded with nanoprobes. Indeed,

because of cell division, which leads to a QD’s dilution between two daughter cells,

cells have to be initially loaded with a high number of nanoprobres.

Pinocytosis is a process that induces endocytosis using a hypertonic shock. This

phenomenon allows the introduction of extracellular material inside the cell thanks

to pynocytic vesicles broken in the cell cytoplasm by hypotonic shock. This allows

the release of nanoparticles inside the cell. Delehanty et al. [86] have shown that

this technique induces QD aggregation if the concentration is too high. Moreover,

Eleonora Muro has noticed that the fluorescence signal strongly decreases with time

compared to other delivery techniques. She observed that 24 hours after the inter-

nalization of the QDs by pinocytosis, the fluorescence signal measured was equal

to 15 % of the initial value one hour after the delivery. The current hypothesis is

the establishment of an active cellular process such as the exocytosis due to the

hypotonic shock [87]. For this reason, we didn’t choose pinocytosis as a labelling

technique because we aim to track tumour cells over a few days and therefore need

long term staining.

Microinjection is another way to deliver quantum dots into the cell cytoplasm.

It allows the mechanical introduction of small volumes (around nL) of a high con-

centrated solution of QDs thanks to a capillary guided by fluorescence microscopy

into the cell cytoplasm. This technique is of a low toxicity for cells, but each cell

has to be injected individually which is not adapted for our applications.

Electroporation refers to the application of an external electric field that increases

the permeability of the cell membrane’s phospholipid bilayer by creating small holes,

thus allowing the extracellular materials to directly enter the cytoplasm during an

electric pulse by diffusion [88][89]. The pores then close and the cell membrane

recovers more or less its integrity. Electroporation causes the loss of about one half

of the initial cell population. As we want to track cells over a few days, we selected

this technique because it provides cells that are massively loaded with QDs in their

cytoplasm.
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All electroporation experiments have been performed on 500,000 cells in suspen-

sion in a complete medium with various concentrations of QDs. Cells are placed in a

2 mm electroporation cuvette. The cuvette is subjected to a 0.15 kV (for HeLa cells)

or a 0.13 kV (for A20 cells) pulse for about 30 ms using a Gene Pulser electroporator.

Electroporation experiments are a good means to compare the behaviour of dif-

ferent QD batches in the cell cytoplasm. It allowed us to quantitatively compare the

two QD batches. The two QD solutions were prepared with identical optical density

at the excitation wavelength. We performed electroporation on HeLa cells (because

it is a cell line well-known in the laboratory and electroporation conditions were

established by Eleonora Muro during her PhD). Figure II.23 presents fluorescence

microscopy images of HeLa cells, 5 hours after electroporation with two different

batches of NIR QDs. The top image corresponds to cells electroporated with NIR

QDs composed of cores with a low percentage of zinc in their composition. The bot-

tom image corresponds to cells electroporated with NIR QDs synthesized with our

new protocol. Both images have been obtained with the same optical parameters

(exposure time, objective, diaphragm aperture).

These images show that NIR QDs are still bright in the cell cytoplasm and are

homogeneously distributed. We do not observe QDs aggregates, but instead QDs

freely diffuse in the cell cytoplasm. These images also show that the new synthesis

of NIR QDs provided us brighter QDs in the cell cytoplasm compared to QDs

synthesized without zinc in their cores.

Once we demonstrated that Zn-Cu-In-Se/ZnS QDs are homogeneously distributed

in the cell cytoplasm we wanted to determine the evolution of the QD signal in the

cell cytoplasm with time. Cells were electroporated with NIR QDs and we imaged

them over a few days. Figure II.24 shows images of living HeLa cells electroporated

with NIR QDs, obtained at different times after the electroporation (5, 24, and 48

h). In order to visually compensate for the diminution of the fluorescence signal in-

duced by QD dilution after each cell division, the intensity level of the middle image

(24 h) was doubled and the level of the last image (48 h) was quadrupled according

to the number of cell divisions. The original images exhibit average intensity levels

compatible with one and two division stages and no leaking of QDs out of the cell.

The images in Fig. II.24 show that NIR QDs coated with this surface chemistry

stay bright and homogeneously distributed in the cell cytoplasm for several days.

Moreover, while initial free-floating cells look round (Fig. II.24, 5 h), they become

adherent on the coverslip the day after electroporation (Fig. II.24, 24 h). This,
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(a)

(b)

Figure II.23 – Fluorescence microscopy images of HeLa cells, 5 hours after elec-
troporation. (a) Cells electroporated with Cu-In-Se/ZnS (b) Cells electroporated
with Zn-Cu-In-Se/ZnS. Scale bar = 16 µm.
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together with their preserved mitotic activity, suggests a low level of toxicity. In

order to determine the NIR QDs toxicity we performed two types of tests described

in the next section.

5h 24h 48h 

Figure II.24 – Fluorescence microscopy images of HeLa cells electroporated with
NIR QDs at different times after the electroporation: 5, 24, and 48 h. Scale bar:
16 µm.
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II.5.3 QDs toxicity

For the Primary Intraocular Lymphoma (PIOL) application, the group of Sylvain

Fisson has developed and characterized a murine model of the PIOL [16]. In this

model, the injection of T-lymphocytes, called A20 cells, in the eye of a mouse creates

the eye tumour. Because we want to use these cells for in vivo studies, we performed

toxicity tests on this cell line. Many toxicity tests have been done on visible CdSe

nanocrystals [90][91] and near-infrared cadmium based quantum dots [92]. But

to our knowledge, few groups have studied I-III-VI cytotoxicity. The toxicity is

evaluated by two tests. The first one, using FACS, compares the percentage of live

cells in each sample. The second one, an MTT assay, compares the number and

metabolismof cells in each sample.

FACS measurements: testing the percentage of live cells

We decided to evaluate the NIR QDs toxicity in the cell cytoplasm of A20 cells at

different times after electroporation. For this, we compared the cell viability of two

samples over time:

• cells electroporated with NIR QDs called QD-electroporated cells

• cells electroporated without NIR QDs called control cells.

We incubated the different samples with a 1 nM solution of fluorescence dead

cell dye emitting at 530 nm. The fluorescent dead cell dye is diluted in complete

medium for incubation. SYTOX Green nucleic acid stain is a high-affinity nucleic

acid stain that easily penetrates cells with compromised plasma membranes and yet

will not cross the membranes of living cells. After 10 minutes of incubation, we

centrifuge our solution in order to replace complete medium with medium without

FBS, which is recommended in FACS measurements. We measured cell viability

after electroporation. The obtained data are not quantitative and only aims to

compare the percentage of live cells for the two samples at different time after

electroporation.

Flow cytometry allows the precise study of individual cells previously labelled

with a fluorophore and moving through a flow channel. The cell suspension (see Fig.

II.25) is entrained in the center of a narrow, rapidly flowing stream of liquid. A nozzle

tip allows the cell alignment before the analysis by fluorescence. A laser illuminates

the cell and the response is measured by two detectors placed at 90◦with respect to
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each other. The forward scatter (FSC) intensity value gives an information about

the size of the cells. The side scatter (SSC) intensity value gives an information

about the cell granulometry.

Figure II.25 – Flow cytometry scheme principle.

Figure II.26 presents FACS data for the two measured samples at different times

after electroporation. We chose to represent the mortality dye signal together with

the forward scattering signal, which is representative of the cell size. First, we elim-

inated all cell doublets by plotting the amplitude of the FSC signal as a function
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of the area of the FSC signal. All events that are not in the diagonal is consid-

ered as doublet. The doublet treatment is performed in order to discriminate an

autofluorescence signal from a fluorescent interest signal and is commonly done for

FACS data treatments. Figure II.26 depicts the FACS results obtained with time.

Each graph represents the signal of the dye versus the cell size. We chose an ar-

bitrary threshold on the y-axis in order to separate the living cells from the dead

ones. All elements that are above the horizontal line in Fig.II.26 are considered as

dead cells. All elements below the threshold are considered to be living. The same

threshold is used for each sample and each day. Results are summarized in Table

II.4, which presents the percentages of living cells in our sample at different time

after electroporation.

(a)

(b)

Figure II.26 – FACS analysis of A20 cells electroporated with time. (a) Electro-
porated with NIR QDs (b) Electroporated without any QDs.
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Sample % of live cells
D1

% of live cells
D2

% of live cells
D3

% of live cells
D4

Control cells 87 91 94 95
QD-
electroporated
cells

85 88 91 94

Table II.4 – Cell viability after 1, 2, 3 or 4 days for cells electroporated without
QDs and cells electroporated with NIR QDs.

From these measurements, we observe that:

• There is only a limited difference at each time point between cells electropo-

rated with QDs and cells electroporated without QDs.

• As time increases after electroporation, there is a slight increase in the percent-

age of live cells measured on both samples. This may reflect the population

recovery that occurs after electroporation. In fact, a few hours after electro-

poration the effects of the electric field applied to the cells translate into an

overall diminished cell survival, which translates in higher numbers of dead

cells. The survival of those cells that have been less affected by the electric

field mark the recovery of the electroporated cell population and the overall

reduction in the total number of counted dead cells.

To summarize, FACS data show that cells electroporated with NIR QDs and

cells electroporated without NIR QDs behave essentially in the same way regarding

their survival. The small difference between both samples can not be considered as

significant concerning the cell survival and suggests that NIR QDs do not induce cell

mortality. Moreover, as time increases after electroporation, we observe an increase

of survival . It may be attributed to a main loss of cells just after electroporation,

then cells continue to divide and for this reason, the percentage of live cell increases.

In order to be more quantitative and to probe if cell metabolism is similar or not

between these two cases, we performed MTT assays.

MTT assays

The MTT assay is a classical test to determine and quantify cell activity and cell

viability. We performed this test to confirm FACS results and to compare the cell

activity of cells electroporated with and without NIR QDs and unperturbed cells.
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The reagent used is the tetrazolium salt MTT (3 - (4,5-dimethylthiazol-2-yl)

-2,5-diphenyl tetrazolium). In active living cells, the tetrazolium rings is reduced

by mitochondrial succinate dehydrogenase, to a formazan. This forms a purple

precipitate in the mitochondria. The amount of precipitate formed is proportional

to the amount of living cells (but also to the metabolic activity of each cell). In

a typical assay, cells are incubated (37◦C, 5 % CO2) with NIR QDs in complete

cell medium, then rinsed and exposed to the MTT reagent in cell medium for 2

hours at 37◦C. Finally, cells are rinsed and lysed by exposure to a detergent solution

(isopropanol: Triton, 9:1 vol %). Cell lysis enables the release of the purple product

formazan, which is then detected via absorbance spectroscopy in a plate reader.

As previously said, we performed the test for 3 different samples at different time

after electroporation, 5h, 24h and 48h in triplicate:

• Cells electroporated with NIR QDs, called QD-electroporated cells,

• Cells electroporated without QDs, called control

• Unperturbed cells, called Cells.

Figure II.27 shows the absorbance values of each sample at different times after

electroporation on the left and the absorbance values of the both electroporated

samples on the right graph. We observe that the absorbance of the unperturbed

cells is higher than the absorbance of the two other samples. This suggests that the

activity and/or the number of cells are higher. However, the absorbance of both

electroporated samples are similar with time. The cell activity and the metabolism

are therefore affected by the electroporation. However, the presence of QDs does

not seem to further disturb the cell activity.

The difference between unperturbed and electroporated cells could be due to

either higher number of cells or a higher activity per cell in the unperturbed sample.

To discriminate between these hypotheses, we have normalized the absorbance by

the number of live cells.

Figure II.28 presents the absorbance of each sample at different time after elec-

troporation normalized by the number of cells. Errors bars are very high because of

the disparity of the number of cells on each sample of each triplicate just after elec-

troporation. However, error bars decrease with time, and we can not explain that

for the moment. Because of the high values of error bars it is difficult to interpret

correctly this graph. However, this graph shows that both electroporated samples

have a similar absorbance which suggests a same cellular activity. In order to be
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(a) (b)

Figure II.27 – Absorbance of the different samples. a) All samples are presented.
b) Zoom on the electroporated samples.

more relevant it could be interesting to repeat these experiments but it requires a

high quantity of quantum dots, which requires a long preparation. Thus, to deter-

mine if the cell activities and metabolism are changed by electroporation, it could

be interesting to inject electroporated cells (with or without QDs) in the murine

model of the PIOL and compare the tumour development and spread to a control

sample with unperturbed cells.
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Figure II.28 – Absorbance of the different samples normalized by the number of
cells.
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II.6 Conclusion

We reported the synthesis and characterization of near-infrared-emitting quantum

dots based on low toxic materials. Their emission wavelength is tunable in the

"optical therapeutic window" around 800 nm. Thanks to the introduction of zinc

in the core synthesis, we succeeded in synthesizing small nanoparticles with a high

fluorescence quantum yield for this range of wavelengths. We also synthesized a

thin shell around the cores in order to enhance the fluorescence and enable ligands

exchange. This type of nanocrystals have optical properties that are linked to the

trap states that create intermediate energy levels: large emission spectrum and slow

fluorescence decay.

After a ligand exchange, these nanocrystals stay bright and keep their optical

properties (emission wavelength and fluorescence lifetime). The PDSB ligand al-

lows the water-solubilization and the QDs’ biocompatibility. This ligand enables a

strong anchoring at the QD surface and provides long term stable quantum dots in

biological media.

We also presented the electroporation, technique used to label massively living

cells with a high concentration of nanoparticles. We have shown that NIR QDs

stay bright, freely diffusing and homogeneously distributed in the cell cytoplasm

after electroporation. Toxicity tests revealed that NIR QDs seem to present a low

toxicity: they do not induce cell mortality but we could not definitely conclude on

the electroporation effect on cell metabolism.

These probes have the adapted optical properties for in vivo studies (emission

wavelength, fluorescence quantum yield, size). We have now to develop an optical

set up that could limit and reduce the autofluorescence, the second factor that limit

sensitivity in fluorescence imaging.
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III.1 Introduction

Fluorescence microscopy is an essential tool for better understanding many biolog-

ical phenomena [93][94]. It provides information at different scales of space (single

molecule dynamics, cellular processes, embryonic development, tissue organization,

behaviour of small animals ...) and time (from the millisecond for proteins interac-

tion tracking to the day for stem cells tracking or embryogenesis processes). Thus,

wide field microscopes and confocal microscopes are routine instruments in biology

laboratories. Yet, technical and more fundamental bottlenecks still restrict the capa-

bility of fluorescence microscopy. The study of individual and rare events at the cell

scale in live tissues is still out of reach. Actually, it requires a cell scale resolution and

a high sensitivity. Autofluorescence, even if it is reduced in the near-infrared region

still decreases sensitivity and signal to noise ratio. In order to solve this problem,

the fluorescence signal peak wavelength should lie in an absorption and diffusion

free region and should be distinguishable, either spectrally or temporally, from the

autofluorescence background. In our optical set up, we use dichroic and emission

filters with optical densities close to OD=8 for wavelengths longer than 715 nm (see

Appendix B). Indeed, we estimated an order of magnitude of the acheivable SNR by

measuring the signal to noise ratio of a cell, previously stained with NIR QDs and

embedded in an autofluorescent signal from beef tissue, we have obtained a kind of

signal-to-noise ratio (SNR) of 0.7. Thus, spectral filtering alone is not efficient to

increase sensitivity and have a SNR >1. Time-gated detection is a good alternative

and allows a temporal separation between two signals having different time scales.

Autofluorescence has a shorter fluorescence lifetime (<5 ns) compared to NIR QDs

(150 ns). Using a time-gated detection together with spectral filtering, we managed

to obtain a SNR >15 and this increase is mainly due to reduction of autofluorescence

signal using temporal separation (details in chapter IV). However, the efficiency of

the time-gated detection depends strongly on the gate characteristics (duration and

delay between the laser pulse and the opening). The optimal values of these pa-

rameters depend on the autofluorescence and QDs lifetimes but also on the relative

magnitudes of signals and noise levels.

Therefore, it is essential to characterize the noise sources behaviours in order to

determine the optimal experimental conditions and improve the SNR. As we want to

determine the migration pathway of CTC, we also need to have a spatial resolution

allowing the precise cell location (few micrometers). Therefore, spatial resolution

measurements are also required.

68



III.1. INTRODUCTION

I describe an optical set up which brings a solution to the mentioned specifica-

tions. It consists in a detection which is temporally separated from the excitation

in order to reduce short fluorescence lifetime signals such as autofluorescence. This

system acts like a gate which opening, closing and width can be controlled at the

nanosecond scale. Thus, the instrument developed can be used for two different

applications : time-gated detection where the detection window is fixed (see scheme

in Fig.IV.1), and fluorescence lifetime measurements where the detection window is

shifted regarding the laser pulse (see scheme in Fig.III.12) [28].

In this chapter, we will present spatial resolution measurements and present

noise measurements and characterization. Finally, we report fluorescence lifetime

measurements performed using our optical set up.

Figure III.1 – Scheme of the time-gated detection. In green, an adapted detection
window in order to get rid of signal from autofluorescence.
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III.2 Experimental set up

III.2.1 Description

The light source used for time-gated imaging (setup shown in Fig. III.2) is a picosec-

ond pulsed laser diode, emitting at 659 nm, with variable repetition rates (from 1

MHz to 80 MHz) injected in the epi-illumination path of a commercial microscope

body. The beam spot size and position in the focus plane of the objective are con-

trolled by an external telescope and periscope. Depending on the sample, we use a

60× water immersion Olympus objective (NA = 1), a 40× Olympus objective (NA

= 0.6) or a 20× water immersion Olympus objective (NA = 0.7). We use emission

filters to eliminate most of the excitation photons that may enter the detection path,

usually due to reflections on optical surfaces. As already mentioned we use dichroic

and emission filters that have a transmission T=2.4826×10−8 at the excitation wave-

length. A relay achromatic pair of lenses matches the image size to the intensifier

and gate surface. The same relay system is placed head to tail between the intensifier

and the electron multiplying charge-coupled device (EMCCD) camera. The laser

diode and the intensifier are synchronized by two phase-locked function generators.

(See filters specifications and HRI quantum efficiency in Appendix B).

III.2.2 Operation of the intensifier

The intensifier (Picostar HRI, LaVision) is composed of a photocathode, a mi-

crochannel plate and a phosphore screen as described in Fig.III.3. Emission photons

hit the photocathode and produce photoelectrons. A high voltage applied between

the photocatode and the microchannel plate accelerates and directs the electrons

into the channels. At the output of the microchannel plate the electrons strike a

phosphor screen and their kinetic energy is converted into light. The spectral re-

sponse of the photocathode is provided by the manufacturer (it covers all the visible

and near infrared with a maximum sensitivity in the red, see Appendix B), and the

emission of the phosphor screen is centered around the maximum of emission of this

element, at 540 nm which corresponds to the maximum of the spectral response of

the EMCCD (see Appendix B).

The intensifier can be used in different modes. For our experiments, we worked

with a mode called RF mode. In this mode, the gate is driven by a waveform syn-

thesizer. This mode is suited to perform time-gated detection as well as fluorescence

intensity decay measurements. In this mode we control two different parameters :

the microchannel plate voltage (MCP gain) which fixes the electrons amplification
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Figure III.2 – Optical setup. The sample is illuminated by a pulsed laser diode
with a 1 or 5 MHz repetion rate and emitting at 659 nm. The laser and the
intensifier are synchronized by two phase-locked function generators.
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and the RF gain which activates the photocathode and convert photons into primary

electrons that are accelerated toward the microchannel plate. Both parameters have

to be set so as to maximize the signal to noise ratio.

Figure III.3 – Scheme of the intensifier operation

III.2.3 Set up flexibility

To determine if our NIR QDs are saturated using our excitation we lead a calculation

to determine the number of photons absorbed by a QD using our excitation laser.

Calculations were performed with a 20X objective a repetition rate of 5 MHz and a

laser with a repetition rate of 5 MHz and a maximum intensity. If we consider that

a QD has a fluorescence lifetime of 150 ns, it can absorb at saturation:

Nsat =
1

150 × 10−9
≃ 7 × 106photons/s

We have now to calculate the number of photons sent to our sample using our

laser diode. We measured an average power equal to P = 0.190 mW for a repetition

rate of 5 MHz to the output of the objective. Our laser emits at 659 nm, thus the

energy of a photon is given by :

E =
hc

λ
= 3 × 10−19J

We can then determine the number of photons by second on our sample:

Nlaser =
P

E
= 6 × 1014photons/s

The surface illuminated by the laser using a 20× objective is S = 1.28×10−3cm2
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Thus, we can determine the illuminance given by:

I =
N

S
= 4.7 × 1017photons/cm2/s

Depending on its size and composition and on the excitation wavelength, a rea-

sonable order of magnitude of a QD absorption cross section is about σ=10−15 cm2

[95]. Therefore, the number of absorbed photons by a QD during one second is given

by :

NQD = I × σ = 470photons/s

By comparing NQD and Nsat there are 5 orders of magnitude. QDs are not

saturated using our excitation. Therefore, if we do not manage to detect in vivo

isolated cells we will increase the QD fluorescence signal by increasing the excitation

illumination. This can be either realized by reducing the laser spot size or by

replacing the actual laser diode by a more powerful source.

III.3 Set up characterization

Because we want to track cell and identify their pathway, we need a cell scale spatial

resolution (10 µm). Moreover, because the final goal is to detect circulating tumour

cells, the microscope has to be highly sensitive and able to detect few signal photons.

For this reason, we have to characterize all "noise photons". Thus, this section will

deal with the spatial resolution value and characterize noise sources we are subjected

to.

III.3.1 Spatial resolution

This section presents resolution measurements performed using near-infrared emit-

ting 200 nm-diameter beads.

One of the main limitation of conventional optical microscopy is the resolution

limit imposed by diffraction, which prevents observation smaller than half of the

emission wavelength structures. This can be calculated knowing the point spread

function (PSF), which is described by the equation bellow and is given for a classical

wide field microscope with a circular pupil:

I(r) = I0
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73



CHAPTER III. OPTICAL SET-UP, CHARACTERIZATION AND OPERATION MODES

where r is the distance to the center of the diffraction spot, k =
2π

λ
the wave

number, NA the numerical aperture of the objective and J1 the first order Bessel

function.

We measured the PSF by depositing infrared emitting (λ ≃ 750 nm) 200 nm-

diameter beads on a coverslip and imaging them using a 20× objective (NA = 0.7,

corrected for coverslip). Repetition rate of the laser was fixed to 5 MHz. We

compared the PSF measurements with a model that took into account the beads

shape and both microscope and gate transfer functions.

We used two bead models that are illustrated in Fig.III.4 :

• a cylindric bead with an intensity profile corresponding to a gate function,

• a spherical bead for which the signal level depends on the local thickness of

the bead.

Figure III.4 – Scheme of the bead models used and their respective intensity
profiles for the simulation.

Figure III.5 presents the intensity profiles of the two different modeling of beads

corresponding to the convolution of the PSF of the objective with the signal bead

models described above. The profiles are similar for the two beads models initially

chosen and are similar to the PSF of the objective. Thus, if the resolution is limited

by the diffraction at the objective level, the FWHM of the intensity profile of the

beads would be equal to 0.65 µm around 750 nm.
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(a)

(b)

Figure III.5 – (a) Representation of the objective PSF and the bead models
used. (b) Theoretical bead profiles obtained with our optical set up if we take
into account a resolution limitation only due to diffraction by the objective pupil.75
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(a)

(b)

Figure III.6 – (a) Experimental bead profiles using a 20X (NA = 0.7) for different
MCP gains. (b) Gaussian fit of the experimental bead (FWHM = 3.2 µm)
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Figure III.6 presents the experimental bead profiles performed with different

MCP gains.

The FWHM does not change with the MCP gain. Moreover, if we fit the data

with a gaussian model, we obtain a FWHM equal to 3.2 µm, which is much larger

than what we expect if only the bead dimensions and the objective limit the reso-

lution (FWHM ≈ 0.65 µm).

The difference between our measurements and the expected value can be ex-

plained by different hypothesis :

• an approximate focus and spherical aberrations present if the imaged beads

are not directly in contact with the coverslip,

• a bad conjugaison of the achromatic pairs which provides a magnification

factor,

• aberrations induced by a possible misalignment of the optical axes of the var-

ious components in the detection bench.

• a decrease of the resolution due to the intensifier, noted HRI for High Rate

Intensifier.

The images of the beads have been obtained after we set up and aligned the

optical components to the best of our ability. We found the position of the sample

that minimizes the images of the beads. At this point it is difficult to assert that one

factor is responsible for the loss of resolution. All we can do for the next simulations

is to define a transfer function for the HRI.

Indeed, among all these points, it is difficult to really improve the focus and

determine which achromatic pair creates a magnification factor. We can limit the

presence of spherical aberrations by using a corrected objective which allows the

observation of samples deposited on a coverslip (here the objective used is corrected).

However, the spherical aberrations can be observable if we do not image beads that

are directly bonded to the microscope coverslip. But spherical aberrations are not

responsible for such degradation of the resolution. Actually, according to the data

sheet of the intensifier, the resolution depends on the mode used by the intensifier.

Thus, the image obtained on the EMCCD camera can be written as:

Image = Object
⊗

ObjectivePSF
⊗

Intensifier (III.2)
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Densiset et al [96] have observed a loss of resolution using a comparable system

and have clearly showed a degradation of the resolution when using a HRI.

For these reasons, we have performed a simulation where we defined a transfer

function for the HRI depending on the HRI cutoff frequency. We have considered

that the channel radius depended on the cutoff frequency of the intensifier and

provided us a 2D gaussian PSF. The equation III.2 can now be written as :

Image = Object
⊗

Objective PSF
⊗

Intensifier gaussian PSF (III.3)

We fitted our experimental bead profile data with modeled profile using a cut-

off frequency of 10 lp/mm, which is consistent with the HRI datasheet. Figure

III.7 presents the experimental bead profile and the modelled profile obtained using

Eq.III.3. Both curves are more or less superimposed and the remaining difference

between the simulation and the experimental data can be attributed to the spherical

aberrations and the magnification factor error that are not taken into account in

the modelling.

To conclude this part, the resolution of the optical set up is not limited by the

diffraction of the objective pupil. The intensifier appears to be responsible for the

loss of resolution. Our model allowed us to determine the cutoff frequency of the

intensifier that fits well with our experimental data. Even if the resolution is not as

important as a classical wide field microscope (about 500 nm), as we want to track

10 µm-size cells, the resolution is sufficient for our application.

III.3.2 Noise sources

As the goal of the project is to detect rare and individual events, it is critical to

characterize noise sources in order to optimize the intensifier parameters. This sec-

tion presents the intensifier noise sources in order to better understand its behaviour

and enhance the set up sensitivity.

There are many parameters that can modify the background noise level :

• the gain associated to the conversion photons- electrons at the entrance of the

intensifier, called RF gain,

• the gain associated to the electrons amplifications, called MCP gain,

• the integration time,
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Figure III.7 – Comparison of the experimental bead profile (in black) and the
simulated profile (in red) according to the equation III.2 with a cut frequency
of 10 lp/mm.
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• the gate width,

• the camera gains.

In this part, I will focus on the intensifier parameters and their influence on the

level of detection noise. To perform detection noise quantification, we have recorded

a stack of 30 images and measured the standard deviation for each pixel using the

plugin Z Project of Image J. This process provided us an image for which each pixel

corresponds to the standard deviation of the intensity of the same pixel on the stack

of images. Then we chose a region of interest (ROI) (typically a region illuminated by

the laser spot) and measured the average of the standard deviation per pixel in this

ROI. These measurements correspond to the measurements of the detection noise

and have been performed varying one by one each parameter previously mentioned.

Dependency on the gate width and the integration time

By fixing many parameters such as the MCP gain, the RF gain, the camera gains

and the laser/gate repetition rates, we measured the influence of the gate width and

the integration time on the detection noise level. We have performed detection noise

measurements in order to better understand the HRI behaviour. Figure III.8 (a)

presents the detection noise as a function of the gate width for different integration

times. Figure III.8 (b) presents the detection noise as a function of the integration

time for a gate width fixed. As illustrated in this figure, the detection noise slowly

depends on the gate width. For each integration times, the ratio between the average

of the detection noise for the larger gate and the detection noise for the shorter gate

is conserved. This can be attributed to a transient noise caused by the opening

and/or the closing of the gate.

However, the detection noise increases with the integration time. The variation

is proportional to the square root of the integration time as shown in the Table III.1.

As the variation slowly depends on the gate width, the increase with the integration

time is due to photons created by the electron amplification in the intensifier. If

the photons were "ambient photons" the value of standard deviation would be linear

with the gate width. But here, we do not observe such a variation. We can conclude

that the intensifier creates "photon noise" due to an amplification of electrons in the

intensifier.
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(a)

(b)

Figure III.8 – Influence of (a) the gate width and (b) the integration time on
the background noise.
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Gate width (ns) 160 120 80 40
DN/

√
100(

√
ms) 13.5 12.7 11.5 9.7

DN/
√

80(
√

ms) 13.8 13.1 11.5 9.7
DN/

√
60(

√
ms) 13.3 12.9 11.5 9.6

DN/
√

40(
√

ms) 13 12.3 11.3 9.2
DN/

√
20(

√
ms) 13 12.1 11.1 9.3

Table III.1 – Detection noise (noted DN in the table) divided by the square
root of the integration time for each gate width for a repetition rate of 5 MHz.

Dependency on the intensifier gains

We wanted to determine the effect of the intensifier gains (RF gain and MCP gain) on

the "noise signals". The measurement procedure is the same as previously explained.

Figure III.9 shows how the detection noise depends on the MCP or the RF gains.

The variation is linear with the MCP gain whereas the RF gain does not affect it.

We can relate these results to the previous ones. The RF gain does not create ’noise

electrons’ that are created in the amplification process by the MCP.

Dependency on the camera gains

We also wanted to determine the effects of the camera parameters on the noise

sources. In a EMCCD camera, two types of gain can be settled : the CCD gain and

the EMCCD one. The CCD gain represents the conversion factor from electrons

to digital counts, or Analog-Digital Units (ADU). Gain is expressed as the number

of electrons that get converted into a digital number, or electrons per ADU. It

corresponds to the ratio between the number of electrons per pixel and the number

of counts per pixel. The EMCCD gain corresponds to an electron amplification.

Figure III.10 presents the detection noise regarding the camera gains. We fixed the

exposure time to 100 ms and for the CCD gain variation, the EMCCD gain was

fixed to zero whereas for the EMCCD gain variation, the CCD gain was fixed to 3.

As illustrated in Fig. III.10, the detection noise slowly increases with the CCD gain

but varies linearly with the EMCCD gain.

III.3.3 Influence of the noise signal on the signal-to-noise ratio

(SNR)

We wanted to determine the SNR profile compared to the noise and signal ones. We

deposited NIR QDs on a coverslip and measured the emmitted signal making sure
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Figure III.9 – Detection noise regarding the MCP gain (in purple) and the RF
gain (in green).
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Figure III.10 – Detection noise regarding the CCD gain (in purple) and the
EMCCD gain (in orange).
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to previously substract the background. Figure III.11 shows the evolution of the

SNR for different onfigurations: by changing the value of the RF gain or the MCP

one. The SNR slowly depends on the RF gain and increases when the MCP gain

also increases. Even if the high voltage of the MCP gain makes noise increase, the

SNR is also improved. In brief, it is interesting to work with the highest MCP gain.

Figure III.11 – Signal-to-noise ratio of NIR QDs deposited in a coverslip.

III.3.4 Detection noise conclusion

To summarize, we observed that the intensifier creates "noise electrons" due to a non

controlled amplification. These electrons strike a phosphor screen and their kinetic

energy is converted into photons. These photons are then detected by a EMCCD

camera. Thus, because they are created at the intensifier level, the gate width does

not affect the detection noise whereas it varies with the square root of the integration

time as a typical photon noise. The SNR increases with the voltage applied in the

microchannel plates. Therefore, SNR can be improved by using the highest voltage

of the MCP gain. The different noise sources identified here are :
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• an instrumental noise due to the opening and/or closing gate that varies with

the number of gates during an image,

• a dominant noise that increases with the square root of the exposure time,

• a noise due to the voltage applied to the microchannel plate of the intensifier,

• a noise due to the camera gains.

III.4 Fluorescence lifetime measurements

As previously mentioned, the optical set up developed can also be used to perform

fluorescence lifetime measurements. For fluorescence lifetime measurements, the

detection gate is delayed regarding the excitation. Here, we present fluorescence

lifetime measurements carried out using our optical set up. These measurements

aim to verify if our NIR QDs keep their fluorescence lifetime properties in different

media and in the cell cytoplasm with time.

III.4.1 Principle

The intensifier is used in a mode that is suited to perform time-gated detection as

well as fluorescence intensity decay measurements. Photoluminescence (PL) inten-

sity decays are measured by acquiring a sequence of images, while phase shifting a

200-ns width gate trigger signal with respect to the laser trigger, as illustrated in

Fig III.12. This introduces a controllable time delay, τ , between the laser impulsion

and the beginning of the detection gate. Thus, for each delay of the gate, an image

is acquired using a Matlab program developed by Vincent Loriette. This program

allows to synchronize the HRI with the camera and to acquire an image for each

gate position.

A common region of interest (ROI) for all images is selected and for each image,

the average intensity of the ROI pixels is measured. The image offset, induced by the

camera or by the external light sources, is eliminated by recording a sequence without

laser excitation and subtracting the average of the pixels intensity of the same ROI

from the original sequence. The results are then normalized to the measurement

obtained after the laser pulse at zero delay. For fluorescence decay measurements,

we typically use a radio frequency gain at 50% and Micro Channel Plate gain at 700

V and an input driving peak to peak voltage of 4 V.
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(a)

(b)

(c)

Figure III.12 – Scheme of the principle of fluorescence intensity decay measure-
ments.

87



CHAPTER III. OPTICAL SET-UP, CHARACTERIZATION AND OPERATION MODES

III.4.2 Influence on the gate width for the lifetime mesurements

As we want to track cells over a few day, NIR QDs long fluorescence lifetime need

to be preserved in the cells for a week at least. For this reason, PL intensity decay

measurements on QDs were carried out for different samples. The gate width has an

influence on the lifetime measurements when the fluorescence lifetime of the molecule

is not monoexponential[96]. For our NIR QDs, the long component represents at

least 80 % of the decay. Thus, by assuming that the decay is monoexponential the

gate width has no influence on the fluorescence lifetime.

In a general case, the measurable signal is given by:

Sm (t) = F0 + A × exp (− [t + t0] /τ)

Where F0 corresponds to the background level offset and A is the signal am-

plitude. The values F0 and A are given counts (or electrons, or binary levels) per

second. We measure this signal during the opening gate [t, t + ∆] where ∆ is the

gate width

Sd (t) =
t+∆
∫

t

F0 + A × exp (− [t + t0] /τ) dt

Sd (t) = F0∆ − Aτ exp (− [t + t0] /τ) (exp (−∆/τ) − 1)

If we detect N pulses per image, the detected signal is given by:

Sd (t) = Fccd + NF0∆ − NAτ exp (− [t + t0] /τ) (exp (−∆/τ) − 1)

We note γ0 = NAτ [1 − exp (−∆/τ)] exp (−t0/τ) and Σ0 = Fccd+NF0∆ corresponds

to the total offset

If there is no background signal:

S (t) = S0 (t)

that can be also written:

S0 (t) = γ0 exp (−t/τ)

If we calculate the log of S0

ln (S0 (t)) = Γ −
t

τ
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with Γ = ln (γ0). The lifetime is given by:

τ = −
(

d ln (S0 (t))
dt

)

−1

If the background signal is low, that can be the case because we record a sequence

of images without any fluorescent sample and substracte it to the original sequence

we can write:

ln (S (t)) ≈ ln (S0) + Σ0/S0 = γ0 −
t

τ
+

Σ0

γ0

exp (t/τ)

and
d ln (S (t))

dt
≈

−1
τ

(

1 −
Σ0

γ0

exp (t/τ)

)

and we estimate

τ ∗ ≈
τ

1 − Σ0

γ0

exp (t/τ)
≈ τ

(

1 +
Σ0

S0 (t)

)

This formula is valid when Σ0 ≪ γ0 exp (−t/τ).

The error depends on the value of Σ0 compared to S0. While S0 (t) is higher

than Σ0 the estimated value τ ∗ is similar to the theoretical value τ . Thus, the most

important point to obtain an experimental value of τ close to the true one is to use

condition in which Σ0 is lower than S0.

III.4.3 Measurements on QDs in different media and in the cell

cytoplasm with time

We measured the fluorescence intensity decays on three different samples in order to

observe the influence of the QDs surrounding medium on their fluorescence lifetime.

Lifetime measurements have been performed as described above. Figure III.13 shows

fluorescence intensity decays obtained for three NIR QD samples: in hexane, in

water (after ligand exchange), and in the cytoplasm of living cells. We performed

the same experiment to measure fluorescence decays in the cell cytoplasm at different

times after the electroporation (5, 24, and 48 h). We have fitted the fluorescence

decay curves by a multiexponential curve with two major components and presented

the different parameters in Table III.2. As shown in this table, more than 80 %

of the decay is represented by the long component. The resulting values of τ1

and τ2 are equatable from one curve to another, taking into account the standard

deviations. This experiment shows that the decay kinetics remain unchanged not
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Sample α1 τ1 (ns) α2 τ2 (ns)
QDs in hexane 0.05 28 ±1.8 0.95 138 ±2
QDs in water 0.05 25 ±1.8 0.95 134 ±2.7

QDs in cell cytoplasm 0.15 60 ±25 0.85 177 ±78
5 h 0.2 39 ±10 0.8 142 ±35
24 h 0.15 60 ±25 0.85 177 ±78
48 h 0.05 31 ±11 0.95 197 ±37

Table III.2 – Numerical values of τ1 and τ2 used to fit our fluorescence decay
curves in Fig. III.13 and Fig. III.14 and their respective weights, α1 and α2.

only in different media (Fig. III.13) but also in the cell cytoplasm even three days

after electroporation (Fig. III.14). These results reflect the long-term stability of

QDs in the cytoplasmic medium, and confirming the possibility to use them to label

cells for long-term tracking applications.

Figure III.13 – Normalized fluorescence intensity decay measurements of NIR
QDs in different media (hexane, water, and cell cytoplasm)
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Figure III.14 – Normalized fluorescence intensity decay measurements of NIR
QDs in the cell cytoplasm at different times after the electroporation (5, 24, and
48 h).

III.5 Conclusion

The optical set up I developed allows carrying out time-gated detection and fluo-

rescence intensity decay measurements. This system allows to temporally shift the

detection regarding the excitation in order to overcome short fluorescence lifetime

signals. The resolution is affected by the intensifier but is still compatible with

unique 10 µm diameter cell detection. The HRI creates "noise electrons" that are

converted in "noise photons" by the phosphor screen. The optical set up allowed us

to perform fluorescence lifetime measurements in order to verify the conservation of

the long decay component. We showed that NIR QDs keep their long fluorescence

decay in different media, including in the cell cytoplasm of living cells, at least for

48 h. These results reflect the long-term stability of NIR QDs in the cytoplasmic

medium, and confirm the possibility to use them to label cells for long-term tracking

applications. NIR QDs can be coupled to time-gated detection and we will deter-

mine the optimal parameters in order to increase the SNR and permit the detection

of single cell in an autofluorescent environment.
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IV.1 Introduction

There are three main factors that limit the ability of a wide field microscope to

detect rare and isolated events within tissue:

• the autofluorescence signal coming from the illuminated volume can be much

larger than the signal of interest,

• the light absorption by the tissue that lies between the markers and the ob-

jective reduces the number of emitted photons that can be collected by the

microscope,

• the scattering degrades the spatial resolution, and as a side effect also degrades

the sensitivity because for a given number of detected photons, the signal is

spread over more camera pixels.

In order to reduce these limitations, the fluorescence signal peak wavelength

should lie in an absorption and diffusion free region and should be distinguishable,

either spectrally or temporally, from the autofluorescence background.

Time-gated detection technique is used to isolate a time-decaying signal from

other signals having a different, longer or shorter decay times. It is usually employed

to get rid of the autofluorescence signal and enhance sensitivity [38][40][39][97]. In

order to be highly efficient for the time-gated detection, the markers should have

a lifetime at least one order of magnitude longer/shorter than the autofluorescence

lifetime ( < 5 ns) (see scheme in Fig.IV.1). Classical markers (fluorescent proteins

or cyanine dyes) are thus not adapted to this technique because their lifetime is

too close to the autofluorescence one [98][99]. Moreover, in order to enhance the

sensitivity, the marker should also have optical properties adapted to tissue imaging

(emission and absorption in the ’optical therapeutic window’).

In this chapter, we will present in vitro, ex vivo and preliminary in vivo ex-

periments that show short lifetimes rejection and NIR QDs detection enhancement

using the optical system developed and presented in the previous chapter. The

efficiency of the time-gated detection strongly depends on the gate characteristics

(width and delay between the laser pulse and the beginning of the detection), on

the relative magnitude of autofluorescence and probe signals and on the noise signal

level. In order to better characterize the effect of all parameters we developed a

model presented in the last section of this chapter.
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Figure IV.1 – Plot of the time-gated detection signals. In green, an adapted
detection window to the removal of the autofluorescence signal.
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IV.2 Short lifetime rejection

The optical set up described above can also be used to perform time-gated de-

tection. Several groups have worked on time-gated detection in order to reduce

autofluorescence signals. Time-gated detection can be performed by using Time-

Correlated Single Photon Counting (TCSPC) or by using an intensifier. TCSPC

has the advantage to be highly sensitive (detection of unique photons). However it

is a scanning technique and first requires to construct a lifetime curve and secondly

necessitates a computer program to build an image from a collection of detected

events. Therefore, this method is not usable to track single dynamic events. The

other solution is to use an intensifier that acts like a gate with programmable width

and time shift with respect to the laser pulses. This method gives a time-gated

(TG) image without necessarily perform a lifetime measurement and is thus better

adapted for dynamic cell tracking. In this chapter, I will focus on the first results

that show we can efficiently discriminate short lifetime signals from our NIR QDs’

long fluorescence lifetime. I will also present the model we developed in order to

better understand the influence of all parameters in the autofluorescence rejection

efficiency.

IV.2.1 Description of the ratio R (τ, ∆)

In order to characterize the efficiency of the gate, we defined a scalar function of

time, noted R (τ, ∆), which corresponds to the ratio between the QD signal and

all the other sources of signals that are considered undesirable. These signals are

technical noises from the gate or the camera, photon noise and autofluorescence

signals. The parameter τ corresponds to the time delay between the laser excitation

and the beginning of the detection gate and ∆ corresponds to the gate width of the

detection. The signal given by a quantum dot on a camera pixel per laser pulse,

noted φQD is :

φQD = ϕQD exp (−t/τQD)

in counts per second. The value of φQD can be determined experimentally but

depends strongly on the particular experimental conditions (exposure time, laser

repetition rate, intensifier gains). ϕ corresponds to the amplitude of the signal.

If the detector exposure time is long compared to τQD, the signal in classical
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fluorescence images, called here continuous wave images (CW) is :

SQDCW
= τQDϕQD

Now, if we consider a gated detection with a gate width noted ∆ and a delay τ

between the excitation and the beginning of the detection, the integrated signal

during an opening gate is given by :

SQD =
τ+∆
∫

τ

φQDdt = τQDϕQD exp (−τ/τQD) [1 − exp (−∆/τQD)]

The autofluorescence contribution can be described by the same way:

SaCW
= τaϕa

and with a time-gated detection:

Sa = τaϕa exp (−τ/τa) [1 − exp (−∆/τa)]

Therefore we define a general ratio, R (τ, ∆), as:

R(τ, ∆) =
SQD

Soff + Sa

where SQD and Sa correspond respectively to the signal of quantum dots and aut-

ofluorescence and Soff corresponds to the noise signal. If we use a gated-detection

R becomes:

R(τ, ∆) =
τQDϕQD exp (−τ/τQD) [1 − exp (−∆/τQD)]
Soff + τaϕa exp (−τ/τa) [1 − exp (−∆/τa)]

We note SQD(0) and Sa(0), respectively the signal from the quantum dots and

autofluorescence at zero delay:

SQD(0) = SQD(τ = 0, ∆) = τQDϕQD [1 − exp (−∆/τQD)]

Sa(0) = Sa(τ = 0, ∆) = τaϕa [1 − exp (−∆/τa)]
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Finally we obtain:

R(τ, ∆) =
SQD (0) exp

(

−τ
τQD

)

Soff + Sa (0) exp
(

−τ
τa

) (IV.1)

In a classical sample, where autofluorescence signal and NIR QDs signal are

spatially superimposed, if we consider a region of interest at QDs location, ROIQDs,

and a region of interest where there is only autofluorescence, ROIa, for each gate

position we measure:

ROIQD = SQD + Sa + Soff

and

ROIa = Sa + Soff

The background signal on each ROI can be previously eliminated by recording

a sequence of images without excitation and by subtracting it to the original one

with excitation.

Therefore if we calculate the ratio between both ROI, we finally obtain:

ROIQD

ROIa

=
SQD + Sa + Soff

Sa + Soff

= R + 1

In the next section I will present results obtained for three different samples: in

vitro sample where short lifetime spurious signal (that mimics autofluorescence) was

spatially separated to NIR QDs signal, ex vivo sample where a NIR QDs stained cell

was deposited in an autofluorescent tissue and preliminary in vivo samples where a

solution of NIR QDs was injected in the tail vein of a mouse and the blood vessels

of its ear were imaged.

IV.2.2 Test with spatially separated short lifetime and long life-

time QD signals

In order to demonstrate the possibility to discriminate efficiently short lifetime sig-

nals using our time-gated detection, we made a sample that contained cells stained

with organic fluorophores, and cells previously labelled with QDs.

We simultaneously imaged cells electroporated with NIR QDs and cells electro-

porated with NIR fluorescent beads (beads coated with NIR organic fluorophores,

F8780, Invitrogen) with a very short fluorescence liftetime (τ < 5 ns). Figure IV.2

is a plot of the normalized fluorescence intensity decay of the two cells shown in Fig.
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IV.3. These measurements show that the NIR QDs fluorescence lifetime is at least

one order of magnitude longer than the fluorescence lifetime of the organic beads.

After electroporation, cells have been rinsed, mixed together and deposited on the

same cover slip. We have illuminated the cells with the pulsed laser source at 1

MHz and imaged them through 200-ns-gate. For this study, we did not investigate

the influence of these two parameters that have been fixed arbitrarily. The signal

was averaged over the central 10x10 pixels area of each cell. Each image has been

acquired using a different delay τ between 0 ns and 200 ns with 2.7 ns steps. The

camera exposure duration was fixed to 150 ms. Figure IV.3 shows examples of time-

gated images of two cells taken at delay 0 ns, 11 ns, 30 ns and 50 ns. The left cell

was stained with NIR QDs and the right one with fluorescent beads.
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Figure IV.2 – Fluorescence intensity decay measurements of NIR QDs and flu-
orescent beads in cells.

We measured the ratio between NIR QDs and organic beads by defining a region

of interest (ROI) on each cell. Here, both signals are spatially separated. Thus, on

each ROI we measure a sum of QDs or beads signals and noise :
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Figure IV.3 – Images of HeLa cells labeled with NIR QDs (cell on the left) or
beads containing NIR fluorescent organic dyes (cell on the right) at different
delays τ after the laser pulse (scale bar: 10 µm).
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ROIQD = SQD + Soff

ROIbeads = Sbeads + Soff

Therefore if we calculate the ratio between both ROI, we obtain:

Rmeasured = R +
Soff

Soff + Sbeads (0) exp
(

−τ
τa

)

The noise is estimated as the standard deviation of the background level previ-

ously defined. The second term of the equation is negligible when τ is short. When

τ is high, Sbead contribution is very low and the term tends to 1.

Figure IV.4 presents the plot of R measured on the images presented in Fig.

IV.3, as a function of the delay.

The fit allowed us to estimate a maximum R(τ) ratio obtained at τ = 28 ns.

We consider the gain as the ratio between R(τoptimal) and R(τ = 0). Here, the

R(τ) ratio increases by two orders of magnitude between R(τ = 0 ns) = 0.44 and

R(τ = 28 ns) = 40. Experimentally, we found R(τ = 28 ns) = 38 At a delay of 27

± 2.7 ns, the fluorescent beads signal goes below the noise level. This is thus, the

optimal delay for opening the gate.

As long as the denominator in Equation IV.1 is dominated by the spurious

fluorescence, the R(τ) ratio increases as exp(τ (1/τfluo − 1/τQD)). If on the contrary

the background noise is dominant, the R(τ) ratio decreases as exp(−τ/τQD).

For this experiment, we have recorded a stack of 402 images. Typically one image

is recorded per second, thus the sample has been illuminated during ca. 6 minutes.

We can wonder about a possible photobleaching of the organic dye fluorescence. For

this reason, we have recorded sequences of images by increasing and then decreasing

the delay of the opening of the gate as illustrated in Fig. IV.5. As previously

performed, one image is acquired for each gate position. We measured the average

intensity of a ROI and plotted it in the graph in Fig. IV.6. Indeed, the fluorescence

of near-infrared emitting beads is decreased by photobleaching. Nevertheless, after

6 minutes of illumination, the signal has decreased by a factor of 1.5 but it is still 10

times larger than the background level. Therefore, the progressive disappearance of

the cell stained with the fluorescent beads (right) clearly illustrates the rejection of

the short lifetime signal when the delay increases and is not mainly induced by the

photobleaching.
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Figure IV.4 – Ratio R for our data (dots) and best (curve) fit using Eq. IV.1 as
the fitting function.

Figure IV.5 – Principle of "back and forth" measurements.
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Figure IV.6 – Fluorescent intensity decay measurement of near infrared beads
after "back and forth" measurements.

IV.2.3 Test in a real autofluorescent sample

We have deposited HeLa cells previously electroporated with NIR QDs on a thin

slice of ex vivo tissue of beef muscle. Here QDs’ signal is superimposed to the

autofluoresence one, compared to the previous experiments where both signals were

spatially separated. We have illuminated the sample with the pulsed laser source

at 5 MHz and imaged it through a 160 ns gate width. Here again, we did not

investigate the influence of the repetition rate and the gate width that have been

fixed arbitrary. All images have been acquired with an exposure time of 100 ms

and each image corresponds to an open gate position relative to the laser pulse at

the zero delay τ = 0. Here, we defined a ROI that corresponds to the cell and and

another one around the cell that corresponds to the autofluorescence. We made

the assumption that the autofluorescence signal is homogeneous in all the sample

surface. As previously mentioned, for this type of sample we measure R+1.

Figure IV.7 is a plot of the average intensity at the cell location (purple curve),

the average intensity next to the cell location (yellow curve) and the ratio R(τ) as

defined in the previous section (red curve). For τ =< 0 ns, which corresponds to

a gate that is open when the laser pulse illuminates the sample, the autofluores-

cence signal dominates the NIR QDs one. Thus, both signals are nearly constant
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and we mainly detect signal from tissue autofluorescence. For positive values of τ ,

since autofluorescence has a short fluorescence lifetime (<5 ns), its contribution falls

rapidly. At τ = 17.7 ns, when the autofluorescence signal falls below the noise level,

R reaches its highest value: R(τ = 17.7) = 15.4. This maximum represents an in-

crease by more than one order of magnitude compared to zero delay R(τ = 0) = 0.6,

demonstrating the important benefit of our system. Then, R decreases following the

QDs’ fluorescence decay. Figure IV.8 shows images of the sample for two different

time delays. On the left image, the gate opens before the laser impulsion, and both

fluorescence from the cell and fluorescence from the tissue (autofluorescence) con-

tribute to the signal. On the right image, the gate opens with a delay τ = 17.7 ns

after the laser pulse, the background due to autofluorescence has been eliminated

using time-gated detection.

Figure IV.7 – Average intensity at the cell location (purple squares), average
intensity of the autofluorescence (yellow circles). Evolution of the ratio R with
the delay τ (red squares). (∆ = 160 ns)
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Figure IV.8 – Images of NIR QDs stained cell deposited in a thin slice of beef
tissue for different positions of the gate detection (scale bar: 10 µm).

This experiment demonstrates the efficiency of autofluorescence rejection through

time-gated detection of long lifetime NIR-QDs and the gain in sensitivity when a

single stained cell is embedded within a strongly autofluorescent environment. Here,

the gain has been multiplied by 25 compared to the measure obtained just after the

laser pulse. The difference of gain between this experiment and the previous one is

mainly due to the high value of the bead signal in the previous experiment. Indeed,

as the gain inversely depends on the value of R(τ = 0), the more the spurious signal

is high, the more the ratio R is low for τ = 0 and the gain is high. The difference

between the higher value of R strongly depends on the experimental conditions such

as the repetition rate or the gate width and we did not optimize these parameters

for both previous experiments.

IV.2.4 Preliminary results for in vivo experiments

We injected a solution of NIR QDs (about 1 nmol) in the tail vein of a mouse Balb/c

and imaged the ear blood vessels using our time-gated detection. The repetition rate

of the laser was fixed to 5 MHz and we imaged the mouse ear through a 40 ns-gate

width. The gate width was chosen short because we investigated the fluorescence

lifetime and wanted short gate width. The laser repetition rate was arbitrarily fixed

to 5 MHz. Figure IV.9 depicts two images of a ear blood vessel of the mouse for

different gate delays. The left image is acquired for a delay τ = 0 ns and the right

image is acquired for a delay τ = 7.7 ns. On the left image we do not observe any

blood vessel whereas on the right image the NIR QDs in the blood vessel are visible.

As previously done, we calculated the ratio R for each image and obtained R(τ =
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0) = 0.4 and R(τ = 7.7) = 2.9. Even if the value of R is not so high with the

gated detection (less than 3), the gain using time-gated detection is multiplied by

7. Figure IV.10 is a plot of the average intensity at the vessel location and around

the vessel as a function of the delay τ . Figure IV.10 also presents the evolution

of R with the delay τ . As mentioned in the previous section, the ratio R reaches

its maximum value when the autofluorescence signal falls bellow the noise. The

short gain obtained here can be attributed to the short gate width compared to the

previously described experiments.

Figure IV.9 – Images of a ear blood vessel of a mouse for different gate delays.
The left image is acquired for a delay τ = 0 ns and the right image is acquired
for a delay τ = 7.7 ns. Scale bar : 20 µm.

These preliminary results are very encouraging and show that the gated-detection

strongly enhances the sensitivity for in vivo NIR QDs detection. We now want to

determine the best conditions in order to obtain the highest value of R.

In order to better understand the evolution of the ratio R and the gain obtained

using the gated detection, we developed a model. This model takes into account

the different noise sources, the gate width, the repetition rate of the laser diode, the

NIR QDs and autofluorescence lifetimes.
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Figure IV.10 – Average intensity at the vessel location (in red) and around the
vessel (in black). Evolution of the ratio R with the delay (in brown). (∆=40
ns)
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IV.3 Determination of optimal values of the dif-

ferent parameters

According to our definition of R, we have shown that it depends on five parameters

(see Eq.IV.1):

1. The QDs fluorescence lifetime noted τQD,

2. The autofluorescence lifetime noted τa,

3. The noise signal noted Soff ,

4. The gate width noted ∆,

5. The delay between the excitation and the beginning of the detection noted τ .

For the previous experiments we did not investigate the influence of the gate

width and laser repetition rate. By deriving R versus τ , we can obtain the optimal

value of τ when the derivative is equal to zero:

−1
τQD

SQD (0) exp (−τ/τQD) [Soff + Sa (0) exp (−τ/τa)]

+
1
τa

SQD (0) exp (−τ/τQD) Sa (0) exp (−τ/τa) = 0 (IV.2)

This can also be written as:

−1
τQD

[Soff + Sa (0) exp (−τ/τa)] +
1
τa

Sa (0) exp (−τ/τa) = 0

(

1
τa

−
1

τQD

)

Sa (0) exp (−τ/τa) =
1

τQD

Soff

Thus we obtain:

τopt = −τa

[

ln

(

Soff

Sa(0)

τa

τQD − τa

)]

This formula is interesting because it shows that the optimal gate delay does

not depend on the QDs concentration. If the first logarithm is dominant (which is

consistent with the previous experiments where the autofluorescence dominates the
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signal), then the value of τopt only depends on the autofluorescence and noise levels

and lifetime. Thus we write τopt as :

τopt = τa

[

ln

(

Sa (0)
Soff

)]

We now consider a sum of impulsions for an integration time given for the EM-

CCD camera. Figure IV.11 depicts the chosen configuration. We note ∆ccd the

exposure time and fmod the repetition rate of the laser. The repetition rate can also

be written as :

fmod = (τopt + ∆)−1

For the calculations, we assume that ∆ccd is a multiple of 1/fmod and we consider

that the last gate detection takes into account the entire NIR QDs decay. We note

N the number of impulsions during ∆ccd. We have N = fmod∆ccd. The NIR QDs

and autofluorescence signals can be written as :

SQD = NτQDϕQD exp (−τ/τQD) [1 − exp (−∆/τQD)]

Sa = Nτaϕa exp (−τ/τa) [1 − exp (−∆/τa)]

If we take into account that the NIR QDs signal may extend over several pulses

we have :

SQD = NτQDϕQD

∞
∑

p=0

exp

(

−
(

τ +
p

fmod

)

/τQD

)

[1 − exp (−∆/τQD)]

SQD = NτQDϕQD exp (−τ/τQD) [1 − exp (−∆/τQD)] ×
∞
∑

p=0

exp

(

−p

fmodτQD

)

SQD = NτQDϕQD exp (−τ/τQD) [1 − exp (−∆/τQD)] ×
1

1 − exp
(

−1
fmodτQD

)
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Thus, if we want to determine the optimal delay τopt we have now :

τopt = −τa

[

ln

(

Soff

Sa(0)

τa

τQD − τa

)]

τopt = τa

[

ln

(

Nτaϕa [1 − exp (−∆/τa)]
Soff

)

+ ln
(

τQD − τa

τa

)

]

τopt now depends on N that also depends on fmod and fmod depends on τopt.

Indeed, this problem has no analytical solution. For this reason we performed a

numerical analysis in order to better understand the time-gated efficiency depending

on the noise value, on the autofluorescence signal, on the probe lifetime.

Figure IV.11 – Scheme of the chosen configuration for the calculations.

As mentioned in the previous chapter, the signal noise level can be written as:

• for time-gated images we have :

Soff =

√

(

κoff,N

√
N
)2

+ (κCCD)2 +
(

φoff

√

∆ccd

)2

+ (SQD)2 + (Sa)2 + (κintensifier)
2

110



IV.3. DETERMINATION OF OPTIMAL VALUES OF THE DIFFERENT PARAMETERS

where SQD and Sa are defined as following and are expressed in levels:

SQD = NτQDϕQD exp (−τ/τQD) [1 − exp (−∆/τQD)] ×
1

1 − exp
(

−1
fmodτQD

)

Sa = Nτaϕa exp (−τ/τa) [1 − exp (−∆/τa)]

where κoff,N

√
N corresponds to the noise component due to opening/closing

gate, κCCD corresponds to the noise due to CCD camera, φoff

√
∆ccd corre-

sponds to the noise that varies as the root square of the exposure time and

κintensifier is the noise due to the intensifier. κ constants are expressed in levels

and φoff is expressed in levels
√

Hz

• in classical images, when the gate is always opened we have :

Soff =

√

(κCCD)2 +
(

φoff

√

∆ccd

)2

+ (SQD)2 + (Sa)2 + (κintensifier)
2

where SQDCW
= NϕQDτQD and SaCW

= Nϕaτa correspond to the signals

values in continuous wave mode.

First, we fixed the noise signal level, the autofluorescence and NIR QDs levels

and changed the fluorescence lifetime of the probes. In order to only observe the

influence of the fluorescence lifetime on the final gain, we fixed the value of SQDCW
.

Here the gain is defined as the ratio between the QD signal and the autofluorescence

signal, normalized by the same ratio without time-gated detection. We fixed the

exposure time at 100 ms.

However, our developed model needs an order of magnitude for signal values.

We used values obtained in a mode where the gate is permanently opened, as in

classical fluorescence microscopy. Results are obtained for a repetition rate of 5 MHz.

As the energy of one laser impulsion is constant, we can obtain the signal value for

another repetition rate by multiplying the signal value by the corresponding multiple

factor between both repetition rates. In our model we used this strategy and took

SaCW
= 96200 and SQDCW

= 37700 counts, according to the data obtained for in

vivo experiment. Moreover, constants κoff,N , κCCD, φoff are difficult to measure

independently. For this reason, we chose values such as the ratio between Sa and

Soff is equal to 100 for a delay τ = 0 ns. This corresponds to the higher value of Sa

and this assumption is relevant with our previous experimental data.

111



CHAPTER IV. TIME-GATED DETECTION FOR AUTOFLUORESCENCE REJECTION

As we want to better identify the influence of the different parameters we de-

cided to change separately the noise components, the signal components and lifetime

components. The autofluorescence signal value was fixed for all simulations.

First, we varied the probe lifetime and determined the optimal parameters by

assuming that the quantum efficiency is conserved even if the fluorescence lifetime

varies. Thus, we fixed SaCW
, SQDCW

, Soff and varied the probe lifetime value.

Our program allows calculating the optimal values of the repetition rate (noted

fmod,opt), the optimal delay (noted τopt), the value of R without and with time-gated

(noted respectively R in CW, and R in TG) and the gain using time-gated detection

(noted G). Here, the gain is defined as the ratio between the QD signal and the

autofluorescence signal, normalized by the same ratio without time-gated detection.

Table IV.1 presents the optimal parameters depending on the probe lifetime values.

As shown in this table, the probe lifetime value has an influence on the final value

of R in time-gated detection. Indeed, when the probe lifetime is too close to the

autofluorescence lifetime the value of R is close to one. However, if the lifetime

value increases the R value also increases. Nevertheless, the difference between a

lifetime of 150 ns and a lifetime of 15 µs is not so high. Thus, in order to efficiently

couple probes to time-gated detection they need to have a lifetime of one order of

magnitude higher than the autofluorescence one.

Probe lifetime (ns) R in CW R in TG Gain τopt (ns) fmod,opt(MHz)
15 0.18 1.2 6.7 17 21
150 0.18 3.1 16 23 13

15000 0.18 3.3 18 24 13

Table IV.1 – Parameters values depending on the probe fluorescence lifetime

We fixed the autofluorescence and QDs lifetimes and signals and varied the value

of the noise signal. Table IV.2 presents the optimal parameters for different ratios

Sa/ Soff . Noise signal has an influence on the R value in time-gated detection.

It also shows that for a low Sa/ Soff the repetition rate increases compared to

a configuration where Sa/ Soff . Indeed, for low ratios Sa/ Soff the optimal τ is

shorter and the gate is opened during few nanoseconds in order to not accumulate

noise signal. Using our previously mentioned conditions, we found a Sa/ Soff ratio

limit value of 35 in order to provide a SNR equal to 1 in time-gated detection.

Then we fixed the signal of autofluorescence and varied the QDs signal in order

to understand the optimal values modifications. Table IV.3 presents the different
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Ratio Sa/ Soff R in CW R in TG Gain τopt (ns) fmod,opt(MHz)
1000 0.35 22 63 30 13
100 0.18 3.1 16 23 13
50 0.12 1.7 13 20 15
10 0.033 0.43 13 10 29

Table IV.2 – Parameters values depending on the ratio Sa/ Soff .

parameters for different ratios Sa/SQD. The value of R for time-gated detection

strongly depends on the ratio Sa/SQD, almost linearly. This shows that it is crucial

to label cells with a high quantity of probes in order to increase SQD and R in time-

gated. We can also determine the limit of QD signal value in order to obtain a value

of R equal to 1. We found a Sa/SQD limit ratio of 7.7.

Signal values R in CW R in TG Gain τopt (ns) fmod,opt(MHz)
Sa = 5 × SQD 0.099 1.6 13 23 14
Sa = 3 × SQD 0.16 2.5 13 23 14

Sa = SQD 0.41 7.8 19 23 14

Table IV.3 – Parameters values depending on the values of Sa and SQD.

All these simulations were performed for previously defined values of lifetimes and

signals that corresponded to previous experimental conditions. The developed model

allows a determination of optimal parameters regarding fixed signal and lifetime

values. By fixing the autofluorescence value and changing noise and QD values it

permits to determine the best conditions for time-gated detection and to optimize R.

These simulations revealed that in many cases the optimal repetition rate is in the

range between 12 and 15 MHz, which corresponds to a repetition rate three times

more important that the one we used for our experiments. The next experiment will

consist in using a pulsed laser repetition rate between 12 and 15 MHz and checking

if the measurements are coherent with the model. Then we can use this model to

design the in vivo experiment where I will inject QD stained A20 cells into the mouse

bloodstream and use our time gated detection to visualize them.

IV.4 Conclusion

In this chapter, we have shown we could efficiently discriminate long fluorescence

lifetimes from short fluorescence decays spatially separated using our optical set up.
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We have also shown we could efficiently enhance sensitivity (multiplied by 25) when

a stained cell was embedded in an autofluorescent tissue. We also presented prelim-

inary in vivo results: we injected a solution of NIR QDs in a mouse bloodstream

and also strongly enhanced sensitivity using time-gated detection to visualize the

vessels. In the last section, we presented a model developed in order to better char-

acterize the influence of each parameter on the efficiency of time-gated detection.

We have shown that, as mentioned previously, the probe fluorescence lifetime, the

noise signal level and the ratio Sa/SQD are crucial parameters for the final value of

R. Now, we would like to validate this model by comparing these simulations with

experimental data. Finally, we want to inject massively loaded cells with NIR QDs

in a mouse bloodstream and determine the optimized parameters to enhance their

detection using our time-gated detection. We also plan to inject different ranges of

known cell concentrations in order to verify if our system is also quantitative.
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V.1 Synthesis of near-infrared-emitting quantum

dots

This protocol describes the synthesis of near infrared emitting quantum dots based

in I III VI materials.

Core synthesis

The synthesis of Zn-Cu-In-Se/ZnS core/shell quantum dots is inspired by Cassette

et al. In our core synthesis, all precursors (0.4 mmol of CuCl, 0.4 mmol of InCl3,

0.8 mmol of selenourea, 0.8 mmol of Zn acetate) are introduced in a three-necked

flask with 10 mL of octadecene (ODE) and 4 mL of trioctylphosphine (TOP), and

briefly sonicated. Then, 4 mL of oleylamine (OAm) and 2 mL of dodecanethiol are

added. The solution becomes pink and is stirred and degassed for 30 min under

vacuum. The flask is then filled with argon and the solution heated progressively

up to 260◦C by steps of 5◦C. During the rise in temperature, the solution becomes

colorless and then red and finally black indicating the formation of nanocrystals.

Heating is stopped immediately after the target temperature is reached and the

flask is cooled down to room temperature. The Zn-Cu-In-Se cores are precipitated

twice with ethanol and then dispersed in 10 mL of hexane.

ZnS precursors preparation

Zinc oleate, Zn(OA)2, was prepared from hexahydrate Zn(NO3)2 and Na(OA). 30

mmol (m=8.91 g) of Zn(NO3)2,6H20 (M = 297 g/mol) are dissolved in methanol and

60 mmol (m=18.27 g) of Na(OA) (M=304 g/mol) are also dissolved in methanol.

When the two solutions are perfectly clear , they are mixed slowly. The resulting

white precipitate was isolated by filtration and dried one night under vacuum.

Zinc ethylxanthate, Zn(EtX)2, was prepared from hexahydrate Zn(NO3)2and

K(EtX) as follows: 10 mmol of hexahydrate Zn(NO3)2 and 20 mmol of K(EtX)

(M=160 g/mol) were separatly dissolved in distilled water. The solution were slowly

mixed under stirring to form a white precipitate that was isolated and washed several

times with water and dried overnight at 60◦C.

Shell synthesis

For the shell synthesis, 4 mL of as-prepared cores are dispersed in 4 mL of ODE and

1 mL of OAm into a new three-necked flask. The mixture is degassed under vacuum

at 40◦ C. A solution of zinc ethylxanthate and zinc oleate (respectively 0.13 mmol

116



V.1. SYNTHESIS OF NEAR-INFRARED-EMITTING QUANTUM DOTS

and 0.8 mmol) dissolved in ODE (2 mL), TOP (3 mL), and dioctylamine (1 mL)

is loaded into an heated injection syringe. The flask is heated to 190◦C and these

ZnS precursors are added dropwise in 1 h under argon atmosphere. The injection is

introduced when the temperature reaches 130◦C in order to be sure that at 190◦C

this is well underway. At the end of the injection, the reaction flask is cooled down

to room temperature. The resulting Zn-Cu-In-Se/ZnS QDs are finally precipitated

with ethanol and redispersed in 10 mL of hexane.

Synthesis of the PDSB ligand

Synthesis of the monomer A

Figure V.1 – Scheme of the synthesis of the PDSB ligand [85].

To a suspension of APMA-HCl (2 g, 11.2 mmol) in dichloromethane (20 mL) was

added triethylamine (2.5 mL, 17.9 mmol). Methanol (2 mL) was introduced to ob-

tain complete solubilization. A solution of LA (2.76 g, 13.4 mmol) in dichloromethane

(5 mL) was then added, followed by NHS (1.58 g, 13.8 mmol) in one portion. The

reaction mixture was cooled down to 0◦C with an ice bath and a solution of DCC

(3.00 g, 14.4 mmol) in dichloromethane (10 mL) was injected dropwise. The medium

was warmed up to room temperature and further stirred overnight. A pale yellow

solution containing a white precipitate was obtained. The solution was washed by

a 0.1 M aqueous HCl solution (2 × 50 mL), deionized water (1 × 50 mL) and a 0.2

M aqueous NaOH solution (2 × 50 mL). The organic phase was separated, dried

over MgSO4, filtrated and concentrated under reduced pressure. The crude residue

was purified by chromatography on silica (eluent: hexane/ethyl acetate 1/4, then

hexane/acetone 1/1) to give A (2.88 g, 8.71 mmol, 78%) as a pale yellow solid.

Synthesis of the polymer A+B

To a solution of B (SPP, 1.17 g, 4 mmol, 4 equiv.) in deionized water (20 mL) was

added a solution of A (331 mg, 1 mmol, 1 equiv.) in THF (20 mL). A solution of
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Figure V.2 – Scheme of the synthesis of the PDSB ligand [85].

V50 (130 mg, 0.5 mmol, 0.5 equiv.) in deionized water (2 mL) was further added in

one portion. The pale yellow mixture was stirred and degassed by argon bubbling

for 40 min. MPA (42 µL, 0.5 mmol, 0.5 equiv.) was injected into the reaction

medium, which was stirred overnight at 60◦C under argon atmosphere. THF was

evaporated under reduced pressure; the residual solution was extracted with 20 mL

of dichloromethane and the aqueous phase was separated. A 9-fold excess of ethanol

was poured into the latter phase to precipitate the polymer, which was separated by

centrifugation (50-mL centrifuge tubes, 2,800 g, 10 min) and further dried overnight

under vacuum in the presence of P2O5 as a desiccant. The polymer was obtained as

an off-white solid (1.05 g, 70%).

V.2 Solubilization in water: ligand exchange

As decribed previously, the NIR QDs synthesis occurs in organic media. In order

to obtain biocompatible QDs, the solubilization in water is performed thanks to a

ligand exchange.

400 µL of core/shell nanocrystals are precipitated with ethanol and resuspended

in 150 µL of mercaptopropionic acid (MPA) overnight at 60◦C. The QDs are dis-

solved in dimethylformamide (1 mL) and precipitated using potassium tert-butoxide.

QDs are resuspended in basic water (sodium tetraborate 10 mM, pH 9.2) and mixed

with a solution of PDSB ligands previously reduced by NaBH4 (in order to open

the dithiol function) for 12 h at 60◦C (see Fig.II.21). After the ligand exchange,

the QDs are purified using ultrafiltration (thanks to 30 KDa vivaspins) and ultra-
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centrifugation (at 50 000 rpm, during 25 minutes in a 10-40 % sucrose gradient).

After the ultracentrifugation, a tiny band of nanocrystals with same morphological

properties is isolated. This solution is then purified by ultrafiltration. The QDs are

finally resuspended in a 20 mM aqueous solution of NaCl.

V.3 Electroporation of HeLa cells

QDs are diluted in Dulbecco’s Modified Eagle Medium (DMEM) enriched with 10

% Fetal Bovine Serum (FBS) and 1% penicillin-streptomycin antibiotics, later re-

ferred as complete medium. About 500,000 HeLa cells are previously precipated by

centrifugation ( 2000 rpm, 5 minutes) and then suspended with 10 µM of QDs in a

final volume of 100 µL in a 2-mm electroporation cuvette. The cuvette is subjected

to 0.15 kV for about 30 ms pulse using a Gene Pulser (Biorad) electroporator. Juste

after the electroporation, 1 mL of warm complete medium is added in the electro-

poration cuvette. The solution is then transfered in a 2 mL-ependorf and cells are

rinsed 5 times with warm complete medium by centrifugation (1200 rpm, 5 min-

utes). Cells are then deposited in a 4-wells LabTek and are kept at least for 1 h at

37◦C under a 5% CO2 atmosphere before imaging.
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V.4 Chemical and biological products used

V.4.1 Chemical products

Product Abreviation Assay Origin Storage

Copper chlorure(I) CuCl >99% Sigma-Aldrich -

Indium chlorure InCl3 99.999% Sigma-Aldrich Glove box

Zinc acetate - 99.99% Aldrich -

Selenourea SeU >98% Acros Organics 4◦C glove box

Sodium oleate Na(OA) >82% Riedel-de Heen -

Zinc nitrate Zn(NO3)2 > 98% Riedel-de Heen -

Potassium Ethylxanthogenate K(EtX) >98% Sigma-Aldrich -

Potassium tert-butoxide - >97% Fluka -

Oleylamine OAm 96% Acros Organics -

Dioctylamine DOA 98% Acros Organics -

Trioctylphosphine TOP >95% Cytop-380 Glove box

Dodecanthiol DDT >97% Sigma-Aldrich -

Mercaptopropionic Acid MPA >99% Sigma-Aldrich -

V.4.2 Chemical solvents

Solvent Abreviation Assay Origin

1-Octadecene ODE 90% Sigma-Aldrich

Hexane - - VWR

Ethanol EtOH - VWR

Methanol MetOH RE Carlos Herba

Dimethylformamide DMF anhydrous 99.8% Sigma-Aldrich

V.4.3 Biological products

Product Abreviation Origin

Dulbecco’s Modified Eagle Medium DMEM Life technologies

Roswell Park Memorial Institute 1640 RPMI Life technologies

Fetal Bovine Serum FBS Life technologies

Penicillin-streptomycin - Life technologies

Hygromycine - Life technologies

Dulbecco’s Phosphate-Buffered Saline DPBS Life technologies

Trypsine - Life technologies

Electroporation cuvette - Eurogentec
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V.4.4 Preparation of cell medium for HeLa cells

HeLa cell complete medium was prepared with :

• 1 bottle of 500 µL of DMEM medium Glutamax+,

• 50 mL of FBS,

• 5 mL of Penicillin-streptomycin,

All the preparation is filtered using 22 µm membrane filters. The HeLa cell complete

medium is conserved at 4◦C.

V.4.5 Preparation of cell medium for A20 cells

HeLa cell complete medium was prepared with :

• 1 bottle of 500 µL of RPMI medium Glutamax+,

• 50 mL of FBS,

• 5 mL of Penicillin-streptomycin,

• 1 mL of pyruvate .

All the preparation is filtered using 22µm membrane filters. The A2O cell complete

medium is conserved at 4◦C. If A20 are tranfected with luciferase, 1% of hygromycine

is added in the medium. The luciferase gene is often next to a restance gene for

hygromycine, it allows to preferentially select cells Luciferase +.
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Conclusion

The detection of individual and rare cells in vivo remains a challenge and is crucial to

better understand metastatic migration pathways and processes. Indeed, it requires

a highly sensitive imaging instrument to detect circulating tumour cells that leave

the primary tumour to invade another site. Fluorescence imaging is a sensitive

technique but its sensitivity is limited by the low visible light penetration depth

because of absorption and scattering of tissues and the tissue autofluorescence.

During my PhD thesis, I have worked on the development of a sensitive fluo-

rescence imaging technique using an exogenous labelling with nanoparticles for in

vivo cell tracking. I have optimized the synthesis of near-infrared emitting quantum

dots in order to enhance their fluorescence quantum yield. We noticed that the

incorporation of zinc in the core synthesis has provided us brighter quantum dots.

We attributed this to defect passivation and a filling of vacancy sites by Zn atoms

inside cores. Using our synthesis we have obtained nanoparticles with an emission

wavelength centred at 800 nm in the "optical therapeutic window" where absorption

and scattering are minimal and with a fluorescence quantum yield up to 35% in

hexane. These nanoparticles have been water solubilized using a new co-polymer

developed in the lab that provides nanoparticle stable in a biological environment

up to one week after their incorporation. These type of quantum dots also have a

long fluorescence lifetime (around 150 ns) compared to tissue autofluorescence (<5

ns). We used this property to couple them to a time-gated detection in order to

reduce autofluorescence signal that degrades contrast in fluorescence imaging.

The second part of my project was to develop a wide-field fluorescence microscope

to perform time-gated detection. This technique was used to isolate a time-decaying

signal from other signals having a different time decay. The detection developed

allowed a cell scale resolution and permitted to realize both time-gated detection

and fluorescence lifetime measurements. The optical set up is based on an intensifier

that acts like a gate that opens and closes with a controllable delay after the laser
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impulsion. We performed in vitro and ex vivo experiments and enhanced sensitivity

by a multiplied factor of 25. This allowed us to detect a unique cell embedded in

an autofluorescent signal. We also performed preliminary in vivo experiments by

injecting a solution of NIR QDs in a mouse bloodstream via the tail vein and then

imaging ear vessels with enhanced sensitivity and signal-to-noise ratio. These results

are promising and we managed to enhance the signal-to-background by a factor 7.

Moreover, all the parameters were not optimized regarding this application. We also

developed a model in order to better understand the influence of the different gate

parameters on the signal-to-noise ratio.

In perspective of this work we want to inject A20 cells previously electroporated

with near-infrared quantum dots in a mouse bloodstream via the tail vein and de-

termine if our technique is sensitive enough to detect an individual stained cell.

We plan to inject massively loaded cells at different concentrations. This will allow

determining experimental conditions to detect in vivo isolated cells and the final

sensitivity gain. In the case of no cell is detected we plan to change our spot laser

geometry in order to increase the excitation power. This can be performed efficiently

because with our actual experimental conditions and NIR QDs are not saturated by

the excitation. An other strategy to increase the sensitivity is to perform binning

even if it provides a loss of resolution. Then, once signal detected, we also want

to determine the lower NIR QDs concentration that can be detected in order to

correlate it to the number of cell divisions and the number of days we will be able

to detect QDs stained A20 cells for the PIOL application.

In the longer term, an other project in collaboration with a research team in

Nancy is the staining of specific tumour cells and detection of small metastases,

which are not detectable with classical imaging techniques. Finally, in collaboration

with the Commissariat Ãă l’ Energies Atomique et aux Energies Alternatives we

would like to evaluate applications in stem cell transplants. Stem cells will be

labelled with our NIR QDs and transplanted in a mouse brain. The aim is to

observe these stem cells over a few days and, by using a second staining with a

specific neuron differentiation dye, we will be able to correlate their differentiation

into neurons with the number of cell divisions.

To conclude, many biological applications require high detection sensitivity. The

development of our imaging system could be useful for many other cases.
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A.1. VEGARD’S LAW

Appendix A : Vegard’s law and

estimation of QDs concentration

A.1 Vegard’s law

Vegard’s law allows us to determine the percentage of each material that composes

an alloy. Using the position of each experimental diffraction peaks and the Bragg’s

law, we can determine the distance dh,k,l. Bragg’s law is given by :

dh,k,lsin(2θ) = λ

where θ is the diffraction angle, λ is the wavelength of the X-rays that interact

with the sample. Here λ corresponds to the Kα of the copper which is 1.54 Å. For

a cubic structure a relationship between dh,k,l and the lattice parameter noted a is

given by

dh,k,l =
a√

h2 + k2 + l2

Thus, for each diffraction peak we have obtained the values given in the Table

V.1

hkl peak position (2θ in ◦) dh,k,l (Å) aalloy (Å)
111 27.5 3.24 5.61
220 45.5 1.99 5.62
311 54.0 1.70 5.62

Table V.1 – Experimental values of the different parameters obtained for each
diffraction peak.

Finally using the Vegard’s law we have :
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aalloy = xaZnSe + (1 − x)aCuInSe2

We found x = 0.44 on average on the three peaks. Therefore, our cores are

composed of 44% of ZnSe and 56% of CuInSe2.

A.2 Estimation of the cores concentration

In order to calculate the cores concentration we will make several assumptions : the

core size monodispersity and spherical shape. We also consider that all precursors

are consumed during the reaction.

The different parameters used to calculate the core concentration are :

• The Avogadro number noted Na,

• The final solution volume noted V,

• The core diameter value obtained by TEM 4 nm,

• The volumic mass of the cores noted ρ,

ρ = 0.56 × ρCuInSe2
+ 0.44 × ρZnSe = 5.91g/cm−3

• The nanoparticule volume noted VNP = 3.3 × 10−20cm3

• The molar mass of the cores noted M= 252 g/mol,

• The introduced copper moles noted n(Cu) = 0.4 mmol.

First we determine the mass of a nanoparticule, noted mNP :

mNP = ρ × VNP = 1.95 × 10−19g

Secondly we determine the number of copper moles by nanoparticules:

n = 0.56 ×
mNP

M

We can now calculate the number of copper by nanoparticules given by :

NCu/NP = n × Na = 257Cu/NP
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A.3. ESTIMATION OF THE CORE/SHELL NANOCRYSTALS CONCENTRATION

Finally, we can estimate the cores concentration :

Ccores =
n(Cu) × Na

NCu/NP

×
1

Na
×

1
V

= 156µM

A.3 Estimation of the core/shell nanocrystals con-

centration

For the shell synthesis, we introduce 4 mL of cores, which are finally resuspended

in 10 mL of hexane. Therefore the final estimated concentration of the core/shell

nanocrystals is given by :

CQD =
Ccores

2.5
= 62µM
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B.1. OPTICAL SET UP COMPONENTS

Appendix B : Optical set up

characteristics

B.1 Optical set up components

B.1.1 Filters properties

Figure V.3 – Filters transmission as function of the wavelength.
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B.1.2 High Rate Intensifier quantum efficiency

Figure V.4 – Quantum efficiency of the intensifier as function of the wavelength.
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B.1.3 EMCCD camera efficiency

Figure V.5 – Quantum efficiency of the EMCCD camera Quantem 512 SC as
function of the wavelength.
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Abstract. Fluorescence imaging is a promising technique for the detection of individual cell migration. Its sen-
sitivity is, however, limited by a high tissue autofluorescence and a poor visible light penetration depth. In order to
solve this problem, the fluorescence signal peak wavelength should lie in an absorption and diffusion free region
and should be distinguishable, either spectrally or temporally, from the autofluorescence background. We
present, here, the synthesis and characterization of low toxicity Zn–Cu–In–Se/ZnS core/shell quantum dots.
Their fluorescence emission wavelength peaks around 800 nm, where the absorption and scattering of tissues
are minimal. They are coated with a new ligand, which yields small, stable, and bright individual probes in the live
cell cytoplasm, even 48 h after the labeling. Furthermore, these near-infrared-emitting quantum dots have a long
fluorescence lifetime component (around 150 ns) compared to autofluorescence (<5 ns). Taking the advantage
of this property and coupling these probes to a time-gated detection, we demonstrate efficiently the discrimi-
nation between the signal and short lifetime fluorescence such as the autofluorescence. This technique is sup-
ported by a method we developed, to massively stain cells that preserves the quantum dot stability and
brightness for 48 h. © 2014 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JBO.19.5.051208]

Keywords: quantum dots; fluorescence; microscopy; detection; cells.

Paper 130546SSRR received Jul. 31, 2013; revised manuscript received Dec. 5, 2013; accepted for publication Dec. 5, 2013; pub-
lished online Jan. 6, 2014.

1 Introduction

Several in vivo cell tracking techniques based on the magnetic

resonance imaging or positron emission tomography1 have been

developed but remain challenging for rare and individual cell

detection, mainly because of their low-spatial resolution. On

contrary, the fluorescence microscopy allows a cell scale detec-

tion, but is limited by a low sensitivity. Indeed, absorption and

scattering of visible light, as well as tissue autofluorescence

degrade image contrast. Time-gated detection has been devel-

oped for fluorescence lifetime imaging microscopy measure-

ments2 and also allows the rejection of short lifetime signals

such as tissue autofluorescence.3–6

In the last few years, quantum dots have been used as probes

for biological applications7,8 because they combine a high

resistance to photobleaching with interesting optical properties:

broad absorption cross section, tunable emission wavelength

(according to their size and composition) and high fluorescence

quantum yields (QY). For fluorescence imaging, there is indeed

an “optical therapeutic window” (from 700 to 900 nm), where

the absorption and scattering of major tissue chromophores are

minimum.9,10 In this range of wavelengths, in vivo fluorescence

imaging has been performed due to near-infrared-emitting quan-

tum dots (NIR QDs).11 Recently, NIR QDs based on I–III–VI

materials have emerged12–14 and exhibit a long fluorescence

lifetime (around 150 ns).15–17 Moreover, unlike other semi-

conductor nanoparticles emitting in the IR (PbSe, CdTe),

they are made of low toxicity materials.18 Nevertheless, the

current challenge in this range of wavelengths consists of syn-
thesizing probes with high fluorescence QY.12,15,19–22 Moreover,
for cell tracking applications, cells have to be loaded with
numerous probes, which have to be equally distributed between
the two daughter cells to preserve homogeneous population
labeling.

We present here a new synthesis of NIR QDs made of low
toxicity materials, emitting at 800 nm, and with fluorescence
QY up to 35% in hexane. Their emission wavelength allows
an excitation with a red-emitting laser, giving a better light
penetration depth in tissues. The quantum dots are coated with
a copolymeric ligand we recently developed,23 which allows one
to obtain bright, stable, and homogeneously distributed probes
in the cell cytoplasm at least for 48 h. Furthermore, our NIR
QDs exhibit a long fluorescence lifetime (around 150 ns) com-
pared to tissue autofluorescence (<5 ns). Due to these unique
properties and a time-gated detection on a widefield microscope,
these QDs allow significant enhancement of the detection sen-
sitivity of individual cells by efficiently rejecting short fluores-
cence lifetime signals.

2 Materials and Methods

2.1 Synthesis of NIR QDs

The synthesis of Zn–Cu–In-Se/ZnS core/shell quantum dots is
inspired by Cassette et al.14 In our core synthesis, all precursors
(0.4 mmol of CuCl, 0.4 mmol of InCl3, 0.8 mmol of selenourea,
and 0.8 mmol of Zn acetate) are introduced in a three-necked

*Address all correspondence to: Vincent Loriette, E-mail: sophie.bouccara@
espci.fr 0091-3286/2014/$25.00 © 2014 SPIE
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flask with 10 mL of octadecene (ODE) and 4 mL of trioctyl-
phosphine (TOP), and briefly sonicated. Then, 4 mL of oleyl-
amine (OAm) and 2 mL of dodecanethiol are added. The
solution is stirred and degassed for 30 min under vacuum.
The flask is then filled with argon and the solution is heated
progressively up to 260°C in, typically, 10 min. Heating is
stopped immediately after the target temperature is reached
and the flask is cooled down to room temperature. The Zn–
Cu–In–Se cores are precipitated with ethanol and then dispersed
in 10 mL of hexane.

For the shell synthesis, 4 mL of as-prepared cores is dis-
persed in 4 mL of ODE and 1 mL of OAm into a new three-
necked flask. The mixture is degassed under vacuum at 40°C.
A solution of zinc ethylxanthate and zinc oleate (respectively,
0.13 mmol and 0.8 mmol) dissolved in ODE (2 mL), TOP
(3 mL), and dioctylamine (1 mL) is loaded into an injection
syringe. The flask is heated to 190°C and these ZnS precursors
are added dropwise in 1 h under argon atmosphere. At the end of
the injection, the reaction flask is cooled down to room tem-
perature. The resulting Zn–Cu–In–Se/ZnS QDs are finally pre-
cipitated with ethanol and redispersed in 10 mL of hexane.
Optical spectroscopy characterization is performed using a F900
Edinburgh spectrometer.

2.2 Solubilization in Water

The solubilization in water is performed due to a ligand
exchange. Four hundreds microliters of the Zn–Cu–In–Se/
ZnS QDs are precipitated with ethanol and resuspended in
100 μL of mercaptopropionic acid overnight at 60°C. The
QDs are dissolved in dimethylformamide (1 mL) and precipi-
tated using potassium tert-butoxide. QDs are resuspended in
basic water (sodium tetraborate 10 mM, pH 9.2) and mixed
with a solution of poly(dithiol-co-sulfobetaine) zwitterionic
ligands23 for 12 h at 60°C. After the ligand exchange, the
QDs are purified as previously described by Giovanelli et al.

using ultrafiltration and ultracentrifugation. The QDs are finally
resuspended in a 20 mM aqueous solution of NaCl.

2.3 Cell Labeling

QDs are diluted in Dulbecco’s modified Eagle medium enriched
with 10% fetal bovine serum and 1% penicillin–streptomycin
antibiotics, later referred to as complete medium. About
500,000 HeLa cells are suspended with 10 μM of QDs in
a final volume of 100 μL in a 2-mm electroporation cuvette.
The cuvette is subjected to 0.15 kV for a 30-ms pulse using
a Gene Pulser (Biorad, Hercules) electroporator. The cells are
rinsed five times with warm complete medium, dispersed in
a nonfluorescent imaging medium (OptiMEM® with no phenol
red, Life technologies, Carlsbad, California) and deposited on a
microscope coverslip (25 mm in diameter). The cells are kept at
least for 1 h at 37°C under a 5% of CO2 atmosphere before
imaging.

2.4 Optical Setup

The light source used for time-gated imaging (setup shown in
Fig. 1) is a picosecond pulsed laser diode (Picoquant PDL 800,
Berlin, Germany), emitting at 659 nm, with a 1 or 5 MHz rep-
etition rates injected in the epi-illumination path of a commercial
microscope body (Olympus BX51WIF, Shinjuky, Japan). The
beam spot size and position on the sample are controlled by
an external telescope and periscope. We use a 60× water immer-
sion Olympus objective (NA ¼ 1) and a 40× Olympus objective
(NA ¼ 0.6). We use emission filters to discriminate between the
QDs fluorescence and the excitation signal. A relay achromatic
pair matches the image size to the intensifier and gate surface
(Picostar HRI, LaVision, Goettigen, Germany). The same relay
system is placed head to tail between the intensifier and the elec-
tron multiplying charge-coupled device (EMCCD) camera
(Roper QuantEM 512 C, Photometrics, Tucson, Arizona) to pre-
serve the nominal microscope magnification factor. The laser

Fig. 1 Optical setup. The sample is illuminated by a pulsed laser diode with a 1 or 5 MHz repetion rate
and emitting at 659 nm. The laser and the intensifier are synchronized by two phase-locked function
generators.
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diode and the intensifier are synchronized by two phase-locked
function generators (Agilent 33120A and Agilent 33220A).

2.5 Photoluminescence Intensity Decay
Measurements

The system described above can be used to carry out photolu-
minescence (PL) intensity decay measurements. The intensifier
is used in a mode in which the gate is driven by a waveform
synthesizer. This mode is suited to perform time-gated detection
as well as fluorescence intensity decay measurements. PL inten-
sity decays are measured by acquiring a sequence of images,
while phase shifting a 200-ns width gate trigger signal with
respect to the laser trigger, as illustrated in Fig. 2. This introdu-
ces a controllable time delay, τ, between the laser excitation and
the beginning of the detection gate. Thus, for each gate position,
an image is acquired. A common region of interest (ROI) for all
images is selected and for each image, the average intensity of
the ROI pixels is measured. The image offset, induced by the
camera or by the external light sources, is eliminated by record-
ing a sequence without laser excitation and substracting the
average of the pixel intensity of the same ROI from the original
sequence. The results are then normalized to the measure
obtained after the laser pulse. For fluorescence decay measure-
ments, we typically use radio frequency gain at 30% and Micro
Channel Plate gain at 700 V and an input driving peak to peak
voltage of 2 V.

3 Results and Discussion

3.1 NIR QDs as Stable Probes for Cell Imaging

3.1.1 Spectroscopic characterization of NIR QDs

We have developed and optimized the synthesis of NIR emitting
Zn–Cu–In–Se/ZnS core/shell QDs. Compared to the previously
reported Cu–In–Se/ZnS QDs,14,24 we note that the incorporation
of zinc during the core synthesis improves their fluorescence
QY, and provided us with brighter core/shell QDs, as already
noted with Zn–Cu–In–S QDs.13,20,25 This has been putatively
attributed to defect passivation and filling of vacancy sites by
Zn atoms inside the QD cores. The QD size is estimated at
typically 3 nm by electron microscopy and x-ray diffraction
(data not shown). The initially hydrophobic QDs are solubilized

in water as described in Sec. 2. These ligands provide suitable

long-term colloidal and intracellular stability for our NIR QDs

as will be demonstrated below.
Figure 3 presents the emission spectra of our NIR QDs in

hexane and water, as well as the PL intensity decays. The emis-

sion (with an FWHM of around 130 nm) is centered around

800 nm, which corresponds to the “optical therapeutic window”

for in vivo fluorescence imaging, in which the tissue penetration

is maximal.9,10 Fluorescence QY measurements gave typical

values of 35% for QDs in hexane and 20% for QDs in aqueous

solution after ligand exchange. We have observed that the emis-

sion is slightly blue shifted after ligand exchange, which could

be attributed to a slight etching of the QD surface, or to better

PL QY preservation of bluer-emitting QDs during the ligand

exchange.
PL decays are multiexponential with a slow component,

typically from 150 to 200 ns, compared to II–VI QDs, which

usually decay in <20 ns.4,26 This slow component is dominant.

It can be related to a donor–acceptor transition and defect

recombination. In fact, the localization of the exciton electron

on Cu atoms strongly reduces the exciton overlap in these

QDs and yields longer excitonic lifetimes.15 This type of recom-

bination also explains the broad emission spectra compared to

II–VI QDs.16 A shorter component between 10 and 60 ns is

Fig. 2 Principle of photoluminescence intensity decay measure-
ments. For each gate position, an image is acquired and the intensity
of a region of interest is measured.

Fig. 3 (a) Normalized photoluminescence spectra. (b) Normalized
photoluminescence intensity decays of near-infrared-emitting quan-
tum dots (NIR QDs) in hexane (black) and water (gray).
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mainly due to intrinsic recombination of initially populated core
states or surface states.16

3.1.2 Labeling of live cells and NIR QDs stability

As we aim to track cells over a few days, they need to be stained
with a very high concentration of probes. Indeed, the cell
division leads to a QDs dilution between two daughter cells.
For this reason, we choose electroporation within the several
techniques27 because it allows one to obtain cells which are
massively loaded with QDs in their cytoplasm.

Moreover, cell tracking experiments require highly stable
intracellular probes. QDs have to remain individual and freely
diffusing in order to be equally distributed in two daughter
cells. Muro et al.28 observed that the cytoplasmic aggregation
kinetics depend strongly on the nanoparticle surface chemistry.
Consequently, we have chosen to coat our quantum dots with
a multidentate ligand which allows a high stability in cells
for visible emitting quantum dots during several days.23

Figure 4 shows images of living HeLa cells electroporated
with NIR QDs, obtained at different times after the electro-
poration (5, 24, and 48 h). In order to visually compensate
for the diminution of the fluorescence signal induced by QD
dilution after each cell division, the intensity level of the middle
image (24 h) was doubled and the level of the last image (48 h)
was quadrupled according to the number of cell divisions. The
original images exhibit average levels compatible with one and
two division stages and no leaking of QDs. The images in Fig. 4
show that NIR QDs coated with this surface chemistry stay
bright and homogeneously distributed in the cell cytoplasm
for several days. Moreover, while initial free-floating cells are
round (Fig. 4, 5 h), they become adherent on the coverslip the
day after the electroporation (Fig. 4, 24 h). This, together with
their preserved mitotic activity, is coherent with an expected low
level of toxicity.29

As we intend to couple these probes to a time-gated detec-
tion, we have to verify that they keep their long fluorescence
lifetime in different media and in the cell cytoplasm with
time. We have measured the fluorescence intensity decays on
three different samples in order to observe the influence of
the QDs surrounding medium on their fluorescence lifetime.
The lifetime measurements have been performed as described
above in Sec. 2.5. Figure 5(a) shows fluorescence intensity
decays obtained for three NIR QD samples: in hexane, in
water (after ligand exchange), and in the cytoplasm of living
cells. We performed the same experiment to measure fluores-
cence decays in the cell cytoplasm at different times after the

electroporation (5, 24, and 48 h). We have fitted the fluorescence

decay curves by a multiexponential curve with two major

components and presented the different parameters in Table 1.

The corresponding values of each parameter τ1 and τ2 are equat-

able from one curve to the other, taking into account the stan-

dard deviations.

The decay kinetics remain unchanged not only in different

media [Fig. 5(a)] but also in the cell cytoplasm even after

Fig. 4 Fluorescence microscopy images of HeLa cells electroporated with NIR QDs at different times
after the electroporation: 5, 24, and 48 h (scale bar: 16 μm).

Fig. 5 (a) Normalized fluorescence intensity decay measurements of
NIR QDs in different media (hexane, water, and cell cytoplasm).
(b) Normalized fluorescence intensity decay of NIR QDs in the cell
cytoplasm at different times after the electroporation (5, 24, and 48 h).
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3 days [Fig. 5(b)], reflecting the long-term stability of QDs in
the cytoplasmic medium, and confirming the possibility to use
them to label cells for tracking applications.

3.2 NIR QDs Coupled to Time-Gated Detection for
Short Lifetime Autofluorescence Rejection

3.2.1 Proof of principle

We demonstrate the increase of sensitivity by combining time-
gated fluorescence detection with cells labeled with our long PL
lifetime NIR QDs. To this end, we have imaged simultaneously
cells electroporated with NIR QDs and cells electroporated with
NIR fluorescent beads (beads coated with NIR organic fluoro-
phores, F8783, Invitrogen, Life technologies, Carlsbad,
California) with a very short fluorescence lifteime (τ < 5 ns).
The cells have been rinsed, mixed together, and deposited on
the same coverslip. As described in Sec. 2, we have illuminated
the cells with the pulsed laser source at 1 MHz and imaged them
through 200-ns gate. For this study, we did not investigate the
influence of these two parameters that have been fixed arbitrar-
ily. Each image has been acquired using a different delay τ,
between the laser pulse excitation and the opening of the
gate. We have varied this delay between 0 and 200 ns with
2.7 ns steps. The camera exposure duration was fixed to
150 ms. Figure 6 shows examples of time-gated images of
two cells taken at delay 0, 11, 30, and 50 ns. The left cell
was stained with NIR QDs and the right one with fluorescent
beads. The progressive disappearance of the cell stained with
the fluorescent beads (right) clearly illustrates the rejection of
the short lifetime signal as the delay increases. Figure 7 is a
plot of the fluorescence intensity decay of the two cells
shown in Fig. 6. The signal was averaged over the central 10 ×
10 pixels area of each cell. At zero delay, the ratio between the
fluorescent beads signal and the QD signal is 2.5. At a delay of
27� 2.7 ns, the fluorescent beads signal goes below the noise
level. This is thus the optimal delay for opening the gate. We

characterized the efficiency of the gated detection by defining

a parameter RðτÞ which corresponds to the ratio of the signal

from NIR QDs on the background noise and the spurious fluo-

rescence signal corresponding to short lifetime signal. It can be

written as

RðτÞ ¼
SQDð0Þ exp

�

−τ
τQD

�

N þ Sfluoð0Þ exp
�

−τ
τfluo

� ; (1)

where SQDð0Þ and Sfluoð0Þ are, respectively, the signal from

the quantum dots and fluorescent beads at zero delay, N is

the background noise level, and τ is the gate delay. N depends

on the gate width but not on the delay. τQD and τfluo are the fluo-

rescence lifetimes of QDs and short lifetime fluorophores,

respectively. As long as the denominator in Eq. (1) is dominated

by the spurious fluorescence, the RðτÞ ratio increases as

exp½τð1∕τfluo − 1∕τQDÞ�. If, on the contrary, the background

noise is dominant, the RðτÞ ratio decreases as expð−τ∕τQDÞ;
This behavior is illustrated in Fig. 8, where we plotted R mea-

sured on the images presented in Fig. 6, as a function of the

delay. The solid gray curve is a fit of the data with the function

of Eq. (1). The fit allowed us to estimate the fluorescence life-

times: we found τfluo ¼ 2.7� 0.3 ns and τQD ¼ 120� 30 ns

and a maximum RðτÞ ratio obtained at τ ¼ 28 ns. The RðτÞ ratio
increases by two orders of magnitude: at Rðτ ¼ 0 nsÞ ¼ 0.44

and Rðτ ¼ 28 nsÞ ¼ 40.
In order to quantify the time-gated detection efficiency, we

define a fluorescence rejection factor as the ratio between the

QD signal and the spurious fluorescence signal, normalized by

the same ratio without time-gated detection. It can be written as

Table 1 Numerical values of τ1 and τ2 used to fit our fluorescence
decay curves in Fig. 5 and their respective weights, α1 and α2.

Sample α1 τ1 (ns) α2 τ2 (ns)

QDs in hexane 0.05 28� 1.8 0.95 138� 2

QDs in water 0.05 25� 1.8 0.95 134� 2.7

QDs in cell cytoplasm 0.15 60� 25 0.85 177� 78

5 h 0.2 39� 10 0.8 142� 35

24 h 0.15 60� 25 0.85 177� 78

48 h 0.05 31� 11 0.95 197� 37

Fig. 6 Images of HeLa cells labeled with NIR QDs (cell on the left) or beads containing NIR fluorescent
organic dyes (cell on the right) at different delays τ after the laser pulse. (scale bar: 10 μm).

Fig. 7 Fluorescence intensity decay measurements of NIR QDs and
fluorescent beads in cells.
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GðτÞ ¼
1 − exp

�

− Δ

τfluo

�

1 − exp
�

− Δ

τQD

�

exp
�

− τ

τQD

�

exp
�

− τ

τfluo

� ; (2)

with Δ the gate width. Using the estimated values of the life-

times, we obtain Gðτ ¼ 28 nsÞ ¼ 3.4 × 104. The high value

of the rejection factor is obtained due to the long fluorescence

lifetime of NIR QDs in the cell cytoplasm. The optimal gate

delay is fixed by spurious fluorescence level and lifetime and

by the background noise level. It depends only weakly on the

QDs’ lifetime and can be optimized independently on the QD

characteristics.

3.2.2 Ex vivo experiment

We have deposited HeLa cells previously electroporated with

NIR QDs on a thin slice of ex vivo tissue of beef muscle.

This corresponds to a situation where the QDs’ signal is super-

imposed to the autofluoresence one, compared to the previous

experiments where both the signals were spatially decorrelated.

We have illuminated the sample with the pulsed laser source at

5 MHz and imaged it through a 160 ns gate width. All images

have been acquired with an exposure time of 100 ms and each

image corresponds to an open gate position relative to the laser
pulse at the zero delay τ ¼ 0.

Figure 9 is a plot of the average intensity at the cell location
(NIR QDs and tissue autofluorescence and noise) (black curve),
the average intensity next to the cell location (tissue autofluor-
escence and noise) (gray curve) and the ratio RðτÞ as defined in
the previous section.

For τ < 0 ns, which corresponds to a gate that is open when
the laser pulse illuminates the sample, the autofluorescence
signal dominates the NIR QDs one. Thus, both the signals
are nearly constant and we mainly detect signal from tissue
autofluorescence. For positive values of τ, since autofluores-
cence has a short fluorescence lifetime (<5 ns), its contribution
falls rapidly. At τ ¼ 17.7 ns, when the autofluorescence signal
falls below the noise level, R reaches its highest value:
Rðτ ¼ 17.7Þ ¼ 15.4. This maximum represents an increase
by more than an order of magnitude compared to zero delay
[Rðτ ¼ 0Þ ¼ 0.6], demonstrating the important benefit of our
system. Then, R decreases following the QDs’ fluorescence
decay.

Figure 10 shows images of the sample for two different
time delays. On the left image, the gate opens before the
laser impulsion, and both fluorescence from the cell and
fluorescence from the tissue (autofluorescence) contribute to
the signal. On the right image, the gate opens with a delay
τ ¼ 17.7 ns after the laser pulse.

This experiment demonstrates that autofluorescence rejec-
tion through time-gated detection of long lifetime NIR-QDs
exhibits performances and gain in sensitivity when a single
cell is embeded within a strongly autofluorescent environment.

4 Summary

We have synthesized and characterized new biocompatible
NIR QDs for in vivo fluorescence imaging. These probes remain
stable, bright, and homogeneously distributed in the cell cyto-
plasm. They also keep their long fluorescence decay in different
media, including in the cell cytoplasm of living cells, at least for
48 h. Due to these properties, we demonstrated that we could
couple these probes to a widefield time-gated imaging and effi-
ciently discriminate between NIR QDs emission and spurious
short lifetime signals, such as autofluorescence in an ex vivo

sample. This combination of probes and widefield time-gated
detections could be functional for in vivo cell tracking, where
the autofluorescence is the main limitation.
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Multimodal Mn-doped I–III–VI quantum dots for
near infrared fluorescence and magnetic resonance
imaging: from synthesis to in vivo application†

Gary Sitbon,abc Sophie Bouccara,abc Mariana Tasso,abc Aurélie Francois,d

Lina Bezdetnaya,d Frédéric Marchal,d Marine Beaumonte and Thomas Pons*abc

The development of sensitive multimodal contrast agents is a key issue to provide better global, multi-scale

images for diagnostic or therapeutic purposes. Here we present the synthesis of Zn–Cu–In–(S, Se)/

Zn1�xMnxS core–shell quantum dots (QDs) that can be used as markers for both near-infrared

fluorescence imaging and magnetic resonance imaging (MRI). We first present the synthesis of Zn–Cu–

In–(S, Se) cores coated with a thick ZnS shell doped with various proportions of Mn. Their emission

wavelengths can be tuned over the NIR optical window suitable for deep tissue imaging. The

incorporation of manganese ions (up to a few thousand ions per QD) confers them a paramagnetic

character, as demonstrated by structural analysis and electron paramagnetic resonance spectroscopy.

These QDs maintain their optical properties after transfer to water using ligand exchange. They exhibit

T1-relaxivities up to 1400 mM�1 [QD] s�1 at 7 T and 300 K. We finally show that these QDs are suitable

multimodal in vivo probes and demonstrate MRI and NIR fluorescence detection of regional lymph

nodes in mice.

Introduction

Noninvasive molecular imaging is being increasingly used both

as a scientic tool to study biological processes in living

organisms and as a diagnostic tool to provide clinicians with an

otherwise inaccessible image of a specic marker distribu-

tion.1–3 Each imaging modality presents complementary

advantages in terms of sensitivity, spatial resolution, imaging

depth and ease of use.4,5

Near infrared uorescence imaging (NIRFI), in particular, is

attracting increasing attention due to its high sensitivity, low

cost, non-invasiveness and easy implementation. It is however

limited to near surface tissues, since its imaging depth does not

exceed a few centimeters. Its spatial resolution varies from the

micrometer scale using microscopy on cell samples to centi-

meters in thick tissues, due to light diffusion. Magnetic

resonance imaging (MRI), on the other hand, provides whole

body images with a homogeneous millimeter-resolution, albeit

with a lower sensitivity. Nanotechnology offers the potential to

design probes that offer contrast in both imaging modalities

and combine the best of each, therefore providing a more

comprehensive picture of the biological markers of interest. In

particular, uorescent semiconductor quantum dots (QDs)

represent an attractive platform to integrate different contrast

agents.

During the past decade, visible emitting QDs have

increasingly been used for cellular imaging due to their

unique optical properties such as their high brightness,

photo-stability and multiplexing capabilities. They have for

example enabled long term tracking of single molecules or

simultaneous labeling of many different biomolecular

targets.6,7 QDs are also being increasingly used for in vivo

imaging to improve detection sensitivities.8,9 For in vivo

applications, however, QDs should emit in the NIR range,

typically between 700 nm and 1000 nm, in order to minimize

light absorption and diffusion and therefore maximize

imaging depth.10 While no signs of acute toxicity have been

observed aer the injection of large doses of Cd-based QDs,11

safer, heavy-metal free QDs have been developed in order to

minimize toxicity. Recently developed silicon-based QDs,12,13

as well as QDs based on I–III–VI2 materials such as CuInS2 or

CuInSe2 (ref. 14–17) provide attractive uorescent probes for

biomedical applications due to their low toxicity and high

detection sensitivities.
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Several strategies have been used to bring together uores-

cence and MR contrast into one nanoprobe using I–III–VI QDs.

For example, Hsu et al. incorporated CuInS2/ZnS QDs and

superparamagnetic iron oxide nanoparticles in silica beads.18

However, the resulting size is much larger than the original

nanoparticles, which may hinder access to conned spaces. In

order to obtain more compact nanoprobes, Cheng et al. have

encapsulated CuInS2/ZnS QDs in an amphiphilic polymer, to

which they coupled Gd3+-chelates.19 In addition to the relatively

low number of Gd conjugated per QD, leading to a small relax-

ivity per QD, this strategy may suffer from the weak non-covalent

link between the QD and the paramagnetic ion. Indeed, the QD

organic surface chemistry may easily detach with time from the

QD surface due to its interaction with the complex in vivo envi-

ronment, as has been shown for example for micelle encapsu-

lated QDs.20 Even relatively strong dithiol-containing ligands

have been shown to exhibit a fast desorption rate from the QD

surface, on the order of 1 h�1.21 The dissociation between the

uorescent QDs and the magnetic species linked to the surface

ligands therefore represents a strong limitation to the use of this

type of multimodal probe for in vivo imaging.

We have therefore chosen to directly incorporate the para-

magnetic ion into the QD inorganic shell to ensure that at all

times the uorescent and magnetic species remain colocalized.

Doping of QDs with Mn2+ ions has been reported earlier in II–VI

QDs.22 Wang et al. demonstrated the use of Mn-doped CdSe/ZnS

QDs for in vitro uorescence andMR imaging of macrophages.23

More recently, several groups reported the synthesis of Mn-

doped CuInS2 or AgInS2 QDs.24–26 However, none of these QDs

emit in the NIR. In addition, they were only able to incorporate a

small number of Mn per QD, leading to a low MR sensitivity.

These two limitations precluded their use for in vivo imaging.

Here we report the synthesis and characterization of Zn–Cu–In–

(S, Se)/Zn1�xMnxS QDs designed for in vivo imaging: the emis-

sion of these QDs is tunable in the NIR range for optimal

uorescence imaging and they contain up to 3000 Mn atoms.

This very high Mn loading leads to relaxivities in the mM (QD)�1

s�1 range and allows QD-based multimodal in vivo imaging. As

an illustration, we demonstrate in vivo MRI and uorescence

detection of regional lymph nodes in mice.

Materials and Methods
Chemicals

All chemicals were purchased from Sigma-Aldrich and used as

received without further purication. Zinc ethylxanthogenate

(Zn(EtX)2) and zinc oleate (Zn(OA)2) were prepared from zinc

nitrate, potassium ethylxanthogenate and sodium oleate

according to previously reported methods.16 HeLa cells were

obtained from ATCC and cultured using supplemented DMEM

medium (DMEM, high glucose, GlutaMAX, pyruvate, 10 vol%

FBS, 1 vol% penicillin–streptomycin) from Gibco.

Synthetic procedures

Synthesis of Zn–Cu–In–S cores. In a typical synthesis of Zn–

Cu–In–S cores, 1 mmol of copper(I) iodide (190 mg), 1 mmol of

indium acetate (291 mg) and 0.1 mmol of zinc acetate

(Zn(OAc)2, 18 mg) were introduced in a three-neck ask with 5

ml of dodecanethiol (DDT) and degassed under vacuum at 40 �C

for 30 min. The yellow turbid suspension was then placed under

argon ow and heated to 120 �C for 10 min. The resulting clear

yellow solution was subsequently further heated to 220 �C. Aer

approximately 15 minutes, the mixture was quickly cooled to

room temperature. The obtained 780 nm emitting Zn–Cu–In–S

cores were then collected by precipitation with ethanol (EtOH)

and washed three times by successive redispersion and

precipitation in hexane–EtOH. The nal precipitate was redis-

persed in 10 ml of hexane.

Synthesis of Zn–Cu–In–Se cores. In a typical synthesis of Zn–

Cu–In–Se cores, 1 mmol of CuCl (99 mg), 1 mmol of InCl3
(221 mg), 2 mmol of Zn(OAc)2 (367 mg) and 2 mmol of sele-

nourea (246 mg) were introduced in a 100 ml three-neck ask

with 10 ml of trioctylphosphine and 25 ml of octadecene (ODE).

Aer sonicating the suspension for a few minutes, we added

5 ml of DDT and 10 ml of oleylamine (OAm). The resulting pink

solution is degassed for 30 minutes at 40 �C. The solution is

then heated at 230 �C and turned from pink to black. Aer 80

minutes of heating, 800 nm emitting Zn–Cu–In–Se cores were

obtained and puried as described above. The nal black

precipitate was redispersed in 10 ml of hexane.

Growth of a MnxZn1�xS shell. We used a dropwise injection

for the growth of a MnxZn1�xS shell on Zn–Cu–In–E (E¼ S or Se)

cores. The rst solution (solution 1) was composed of 2.5 mmol

of Zn(EtX)2 (768 mg), 3 ml of OAm and 7 ml of ODE. It resulted

in a white turbid solution. The second solution (solution 2) is

prepared in a 100 ml three-neck ask. We introduced 2,5-x

mmol de Zn(OA)2, 2 ml OLA and 8 ml ODE. The solution was

degassed under vacuum at 120 �C for 10 minutes. Aer the

solution was cooled to room temperature, we introduced

x mmol of manganese(II) acetate and the solution was then

degassed again under vacuum at 120 �C for 10 minutes. The

orange solution is kept under argon prior to the injection.

In a 100 ml three-neck ask, we mixed 1 ml of core QD

solution prepared as mentioned above and 10 ml of ODE. The

solution was degassed under vacuum at 50 �C for 40 minutes

and then heated at 200 �C under argon. Solution 1 and solution

2 were then injected simultaneously in 2 hours. Aer cooling at

room temperature, QDs were puried as described above and

redispersed in 10 ml of hexane.

Water solubilization. QDs can be transferred in water by cap

exchange with polyethylene glycol (PEG) modied-dihydrolipoic

acids (DHLA-PEG) prepared according to a literature method

with commercially available Jeffamine M-1000 polyetheramine

(Huntsman).27 A two-step surface modication was rst per-

formed to facilitate the subsequent water solubilisation. For

that, 1 ml of QD solution was precipitated with ethanol and

resuspended in chloroform. They were le overnight at 60 �C in

the presence of 200 ml OAm. QDs were then precipitated with

acetone and redispersed in chloroform. We then added 100 mg

Zn(OA)2 and the solution was heated to 60 �C for 2 hours. Aer

precipitation with acetone to remove excess ligands and redis-

persion in chloroform, cap exchange and purication were done

as reported before.15

This journal is © The Royal Society of Chemistry 2014 Nanoscale, 2014, 6, 9264–9272 | 9265
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Characterization

Optical characterization. Absorption spectra were performed

using a UV-Visible Varian Cary-5E spectrometer. Photo-

luminescence excitation spectra were performed using a Horiba

Jobin Yvon Fluoromax-3 spectrouorometer. Photo-

luminescence spectra and uorescence lifetime measurements

were performed using an Edinburgh Instruments FSP920

spectrouorometer. The excitation source was either an Edin-

burgh Instruments EPL375 laser diode with an emission wave-

length at 376 nm or a xenon 450 W arc lamp. The detector used

for the experiments was a Hamamatsu R2658P side window

photomultiplier. Photoluminescence quantum yields (QY) were

measured using zinc phthalocyanine as reference, according to

a previously reported method.15

Structural characterization. TEM/HRTEM images were

acquired using a JEOL 2010 TEM equipped with a Gatan

camera. XRD powder diffraction patterns were acquired using a

Philips X'Pert diffractometer with a Cu Ka source. We deter-

mined the size of crystalline domain, d, using Scherrer's law:

d ¼
Kl

FWHM cos q
;

where K is a dimensionless shape factor (a typical value of 0.9

for spherical objects was used as a rst approximation), b is the

FWHM of the peak (in radians) and q is the Bragg angle of the

corresponding peak.

EPR measurements were performed using a Bruker EMX

spectrometer operating at X band frequency (9.7 GHz).

Elemental analysis was performed by energy-dispersive X-ray

spectroscopy (EDX) on a Hitachi S-3600N scanning electron

microscope operated at 15 keV. ICP-AES analyses were per-

formed by Repsem analytical platform in Strasbourg. Samples

are prepared by dissolving dried QDs with nitric acid.

Dynamic light scattering (DLS) was carried out on a CGS-3

goniometer system equipped with HeNe laser illumination at

633 nm and an ALV/LSE-5003 correlator (Malvern). Puried QD

solutions are ltered (0.2 mm) and measured at ve different

angles between 45� and 120�.

Zeta potentials were measured in triplicate in water using a

Malvern Zetasizer.

Manganese ions leaching. Manganese leaching was

measured by colorimetry using 3,30,5,50-tetramethylbenzidine

(TMB) as described by Bosch-Serrat.28 Puried hydrophilic

quantum dots were dispersed in cell culture medium (optiMEM

reduced serum, no phenol red medium, Gibco) at a concen-

tration of 1 mM and le at 37 �C. Aer different incubation

times, free manganese ions are separated from QDs by ultra-

ltration (100 kDa cutoff), quantied using TMB absorbance at

450 nm and standard calibration solutions.

Relaxivity characterization. Spin-lattice relaxivities (r1) were

measured at 7 T and room temperature using a Bruker ASX 300

MHz NMR spectrometer. A solution containing QDs was intro-

duced in a 200 ml Teon sample holder and put in the spec-

trometer. We then used an inversion recovery protocol with

various time delays, s, between the 180�-inversion pulse and the

90�-reading pulse. The NMR signal, M, for a given time delay s,

is given by

MðsÞ ¼ M0

�

1� exp

�

�
s

T1

��

;

where M0 is the NMR signal before inversion. T1 is obtained

from the above equation (see Fig. S6a in ESI†). Relaxation

measurements were performed at different QD concentrations

to obtain the relaxivity of each QD sample (Fig. S6b†).

Cell viability assay. To assess the cytotoxicity of our probes,

we performed a colorimetric MTT assay on HeLa cells. The assay

is based upon the reduction of yellow 3-(4,5-dimethylthiazol-2-

yl)-2,5-diphenyltetrazolium bromide to its purple formazan by

viable cells. HeLa cells were seeded on a 96-well plate at a

density of 10 000 cells per well. Aer overnight incubation at

37 �C and 5% CO2, culture medium was removed and cells were

rinsed with phosphate buffer saline (PBS) solution. Then, 100 ml

of culture medium containing QDs at various concentrations

were added. These QD solutions were pre-ltered (0.2 mm) for

sterilization. Aer 24 hours of incubation at 37 �C and 5% CO2,

medium was removed and cells were rinsed with PBS. We then

added 100 ml of culture medium and 20 ml of a solution of MTT

in water (5 mg ml�1). Aer 2 hours incubation, culture medium

was removed and cells were rinsed with PBS. 150 ml of a 10% vol

Triton X-100 in isopropanol was added to cells. Aer 30 minutes

incubation, absorbance at 550 nm was measured on an absor-

bance microplate reader. Three replicates for each condition

were considered, as well as (i) a blank control with only cell

medium, and (ii) a control with the highest evaluated nano-

particle concentration in cell medium. This latter control

intended to assess eventual (and parasitic) MTT reagent

conversion induced by QD nanoparticles.29,30 In our assays, such

an effect was not observed: the absorbance of the only-QDs

control was similar to the one of the blank with only medium.

Furthermore, all reported absorbance values are increments

relative to the absorbance of the blank.

In vivo experiments

Animals and QD administration. All animal experiments

were conducted in agreement with the Principles of Laboratory

Animal Care (National Institutes of Health publication no. 86-

23, revised 1985) and approved by the regional ethics

committee. Female C57/BL6 mice (Janvier, Le Genest-Isle,

France) were used in this study and maintained under specic

pathogen-free conditions. 300 ml of a 40 mM stock solution of

CuInSe2/Zn0.8Mn0.2S QDs was ultraltered and the pellet was

dissolved in 60 ml of PBS. All experiments were performed under

anesthetic using intraperitoneal injection of 0.01 ml g�1 of body

weight of a solution containing 9 mg ml�1 of ketamine

(Ketalar®, Panpharma, Fougères, France) and 0.9 mg ml�1 of

xylazine (Rompun®, Bayer Pharma, Puteaux, France). Female

C57/BL6 mice (Janvier, France) were injected subcutaneously in

the distal part of the le anterior paw with 20 ml of QD solution.

Aer product delivery, the le paw was kneaded to improve

product migration. Immediately aer injection, animals were

placed in the MR scanner, in the same position as before QD

injection.

Magnetic resonance imaging. MRI was performed on a 3T

MR scanner (SIGNA HDxt, General Electric, Milwaukee, WI)
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using a four channel volume coil for reception (RAPID

Biomedical, Rimpar, Germany). T1-weighted images were

acquired using a fast spin-echo sequence with the following

parameters: TE/TR ¼ 12/500 ms; acquisition matrix ¼ 480 �

320; eld of view ¼ 120 mm2 and 17 1 mm thick slices. Acqui-

sitions were performed pre and post (20 min) QD injection.

Near-infrared uorescence imaging. In vivo optical imaging

of QDs was performed using a Fluobeam® (Fluoptics, Grenoble,

France) NIR imaging system. A 750 nm longpass emission lter

is used. The regions of interest (ROIs) were depilated using a

commercial hair removal cream before imaging. The CCD

camera shows the specicity to adjust the uorescence signal

on the pixel which presents the strongest uorescence intensity.

Thus, the injection point of QDs was hidden if necessary,

allowing thereby a better ROI visualization. In vivo uorescence

of axillary lymph nodes and lateral thoracic was acquired aer

MRI experiments, about 1 h aer QD administration.

Results and discussion
Growth of thick zinc sulde shell on Zn–Cu–In–S cores

We rst synthesized Zn–Cu–In–S core QDs using a protocol

adapted from Li et al.14 We added a small amount of zinc

precursors to the core synthesis as this improved the core

photoluminescence quantum yield (PL QY),15 without restrict-

ing the tunability of the emission in the NIR region due to the

increase of the bang gap. The Zn content was indeed typically

limited to 25% compared to the Cu content, as estimated from

EDS, and the Cu–In ratio was close to one. The obtained Zn–Cu–

In–S cores typically emitted at 780 nm, with a FWHM of 100 nm,

and a PL QY of 30%.While the size of these cores was difficult to

estimate from TEM images due to low contrast, X-ray dif-

fractograms were consistent with a core size of about 3 nm

using Scherrer's law (see Materials and methods section).

Our objective was then to grow a thick ZnS shell to be able to

incorporate at later stages a maximal number of paramagnetic

Mn2+ ions in the shell. Layer by layer deposition of ZnS on

quantum dots following a SILAR protocol31 required elevated

temperatures (>240 �C) to activate low reactivity precursors (zinc

oleate and sulfur dissolved in octadecene). At these tempera-

tures however, QD cores were rapidly etched, while lower

temperatures resulted in an absence of growth. Previously

described protocols were able to yield thin (1 nm) ZnS shell

around Zn–Cu–In–S cores using dropwise injection of more

reactive zinc ethylxanthate or dithiocarbamate precursors.14,15

However the injection of additional precursors resulted in

secondary nucleation of ZnS nanocrystals without increasing

the shell thickness. We found that adjusting (see Materials

and methods for details) the amount of oleylamine and the

injection speed helped growing thicker monocrystalline

shells, in the range of 2–3 nm, corresponding to about 10 ZnS

monolayers, as shown in Fig. 1a by TEM (8� 2 nm in diameter)

and XRD (7 � 1 nm).

The resulting QDs retained their emission properties in the

near infrared (Fig. 1b), with a small blue shi which could be

attributed to the incorporation of Zn in the core due to cation

exchange and/or Zn interdiffusion.15,32 Photoluminescence

excitation (PLE) spectrum showed a sharp rise below 350 nm,

corresponding to the contribution of ZnS. This conrms the

growth of a thick ZnS shell on the uorescent QD cores.

Comparison of PLE and absorption spectra indicates a limited

secondary nucleation (typically less than 10%). Fluorescence

decays showed a long lifetime component around 200 ns (see

Fig. S1 in ESI†), which is typical for these I–III–VI QDs.14,33

Incorporation of manganese in the shell

To incorporate manganese in the ZnS shell, we simply replaced

zinc oleate with manganese acetate in the injection solution

using different ratios of Mn to Zn. To avoid oxidation of

manganese, the solution was carefully degassed under vacuum

before adding the manganese precursor, as was previously

described by Yang et al.34 We thus synthesized samples with 1,

2, 5, 10, 20 and 30% of manganese precursor in the injection of

solution.

Incorporation of Mn in the ZnS shell is evidenced by X-ray

diffractograms, as shown in Fig. 2. The nanocrystals retain their

Fig. 1 (a) TEM images of Zn–Cu–In–S/ZnS core–shell QDs; (b) normalized PL spectra of Zn–Cu–In–S core (gray) and Zn–Cu–In–S/ZnS core–
shell QDs (black), absorbance spectra of core (triangles) and core–shell (squares), and PLE spectrum of Zn–Cu–In–S/ZnS core–shell QDs
(circles).
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sphalerite structure, with narrow diffraction peaks indicative of

large monocrystalline nanoparticles. Using Scherrer's law (see

Materials and methods section), the derived crystallite size is

around 7 nm for all samples. The diffraction peaks deviate from

pure ZnS towards MnS at smaller angles with increasing Mn

content in the injection solution. The position of the XRD peaks

may be used to determine the nal Mn content in the nano-

crystals using Vegard's law. In the range of 2% to 30% of Mn

compared to the total cation content (Zn + Mn), the Mn

proportion measured in the nal nanocrystals using XRD

closely follows the composition of the injection solution. This

was conrmed by elemental analysis using EDS on nanocrystal

powders, as shown in Table S1 in ESI.†

In addition, the incorporation of manganese in the ZnS shell

is probed using electron paramagnetic resonance (EPR). EPR

spectra for samples with different manganese contents are

presented in Fig. 3. We observed a classical structure for

manganese in zinc sulde.35 At very lowMn concentration, up to

2%, these spectra exhibit a six-line hyperne structure, with a 71

G splitting at 9.7 GHz corresponding to Mn in ZnS.35 This

structure gradually disappears when the manganese content is

increased, due to Mn–Mn interactions.36 Magnetometry

measurements at room temperature show a paramagnetic

behavior for all samples (see Fig. S2 in ESI†). This, together with

the above results, conrms that Mn is incorporated inside the

shell and not only adsorbed at the surface of the QDs.

Incorporation of Mn in the shell did not inuence the size or

the shape of the nanocrystals: TEM images (Fig. 4a) show nearly

spherical nanoparticles of around 9 � 3 nm in diameter (see

Fig. S3(c) in ESI for size distribution†), corresponding to a 2–3

nmMnxZn1�xS shell thickness. Diffraction patterns observed by

high resolution TEM conrm the cubic sphalerite crystalline

structure of the core–shell nanocrystals (Fig. S3 in ESI†).

We investigated the inuence of Mn : Zn ratio on the optical

properties of Zn–Cu–In–S/Zn1�xMnxS QD. These properties

remain quite similar to Zn–Cu–In–S/ZnS QDs, as shown in

Fig. 4b and S4 in ESI.† Absorption and photoluminescence

excitation spectra show a high absorption at small wavelength,

below 350 nm, which reects the growth of a thick ZnS shell.

Similarly to Zn–Cu–In–S/ZnS QDs, the growth of the shell

induces a small blue shi due to a limited incorporation of zinc

in the core. No systematic additional shi was observed for

different Mn content. For these QDs, the bandgap energy is

lower than the 4T1–
6A1 ligand-eld Mn transition,37 which

prescribes energy transfer from the QD bandgap to the Mn

centers, so that the QDs retain their core emission properties.38

Relaxivity measurements

There are mainly two strategies to transfer quantum dots into

water: encapsulation and ligand exchange.39 The encapsulation

Fig. 2 XRD patterns obtained for different Mn concentrations in the injection solution. Patterns for zinc blende ZnS (JCPDS 03-065-5476) and
MnS (JCPDS 03-065-2884) are indicated for reference.

Fig. 3 EPR spectra of Zn–Cu–In–S/Zn1�xMnxS QDs obtained for
various Mn contents.
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process requires the use of amphiphilic molecules, whose

hydrophobic part interacts with the initial hydrophobic ligands

of the QD and hydrophilic part ensures water solubility and

colloidal stability. This strategy possesses the advantage of an

excellent preservation of the uorescence properties, since the

QD surface chemistry is kept unmodied. Their PL stability in

water is also superior, as the hydrophobic layer prevents water,

ions and small solutes from accessing the QD surface. However,

this would potentially limit the MRI response of these probes,

as water protons would not be able to reach the close proximity

of the paramagnetic Mn ions located in the ZnS shell. In

contrast, exchanging the original hydrophobic ligand with new

hydrophilic ligands may decrease the PL quantum yields of the

QDs due to suboptimal surface passivation and oxidation.

However, it enhances proton access to the QD surface, which

should translate into better MRI response. Since we expect that

the uorescence sensitivity achieved by our QDs will be higher

than for MRI, we chose to use the latter strategy. In addition,

ligand exchange generally offers more compact probes

compared to encapsulation strategies. We therefore exchanged

the original (xanthogenates, oleylamine and/or oleate) ligands

by polyethylene glycol (PEG) modied-dihydrolipoic acids

(DHLA-PEG).27 These ligands provide colloidal stability in a

wide range of buffers with a reduced non-specic biomolecule

adsorption. QDs were then puried using ultraltration to

remove excess of unbound ligands and possibly desorbed ions,

as well as using centrifugation to remove small aggregates. The

optical properties remained similar in water (see Fig. S5 in ESI†)

and we obtained quantum yields up to 20%. The hydrodynamic

radius of our QDs capped with DHLA-PEG wasmeasured by DLS

and was found to be 10.8 � 0.7 nm (see Fig. S6 in ESI†),

consistently with the size of our QDs and of the DHLA-PEG

ligands. Zeta potential measurement indicated that our probes

were neutral (0.5 � 0.2 mV), as expected from PEG-coated

nanoparticles.

We then measured the r1 relaxivity of Zn–Cu–In–S–

Zn1�xMnxS QDs with different manganese contents using 1H

NMR in pure water under a 7 T static magnetic eld at 300 K.

The relaxation rate of water protons increased linearly with the

QD concentration for all samples (see Fig. S7 in ESI†). We

measured the absolute concentration of manganese, indium

and zinc using ICP-AES, then normalized by the Mn concen-

tration to derive relaxivity values in mM (Mn)�1 s�1, as shown in

Fig. 5. At low Mn content, we observe a strong increase in

relaxivity with increasing Mn content, from about 0.01 mM

(Mn)�1 s�1 for QDs containing 1%Mn to 0.5 mM (Mn)�1 s�1 for

QDs containing 20% Mn at 7 T. This increase suggests that

several Mn participate cooperatively in the relaxation dynamics

of water protons diffusing near the surface of the nanoparticle:

when the Mn concentration is higher, each Mn participates

more efficiently to the water relaxivity. Interestingly, the optimal

Mn concentration in ZnS, 20%, is above the solubility of MnS in

ZnS at the synthesis temperature (7.5% for bulk materials).40 It

is unclear whether our continuous growth method actually

Fig. 4 (a) Typical TEM image (inset: HRTEM image, scale bar: 5 nm), (b) absorbance (squares) and PL (black) spectra of Zn–Cu–In–S–Zn1�xMnxS
core–shell QDs.

Fig. 5 Longitudinal relaxivity r1 of Zn–Cu–In–(S, Se)/Zn1�xMnxS QDs
normalized to the Mn (S: triangles; Se: inverted triangles, right axis) or
QD (S: squares; Se: diamonds, left axis) concentration as a function of
the Mn content in the shell.
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leads to epitaxial growth of small MnS nanoclusters or if the Mn

ions are dispersed homogeneously in the shell. While bulk MnS

is antiferromagnetic,41 very small MnS clusters may contain

uncompensated spins at their boundaries, which could interact

with nearby water protons and accelerate their relaxation. With

more concentrated samples (such as Zn0.75Mn0.25S), the effec-

tive relaxivity per mmol of manganese decreases. This may be

due to the increase of antiferromagnetic coupling between

neighbouring manganese atoms.42

With respect to the application of our Mn-doped QDs toMRI,

it is interesting to consider their “per QD-relaxivity” in mM

(QD)�1 s�1, obtained by multiplying the per Mn-relaxivity by the

number of Mn per QD, as determined by elemental analysis.

This will indeed dictate the local concentration of doped QDs

needed to obtain a T1 contrast in a specic tissue. Fig. 5 shows

that the per-QD relaxivity rst strongly increases with the

doping rate, since both the per-Mn relaxivity and the number of

Mn per QD increase. The optimal sample, corresponding to a

Zn0.8Mn0.2S shell, presents a r1 value of 0.5 mM (Mn)�1 s�1 and

1500 mM (QD)�1 s�1 at 7 T. The per-Mn relaxivity is lower than

for single ion probes such as Gd-DTPA (3.1 mM�1 s�1 at 7 T (ref.

43)) and slightly lower than previously reported Mn-doped Si

QDs,44 Zn0.9Mn0.1S nanocrystals45 and CdSe/Zn0.94Mn0.06S

QDs.23 We attribute this difference to the fact that the effect of

Mn ions on water protons decreases with the distance to the

shell surface, so that Mn ions deeply buried in the shell do not

contribute much to the overall relaxivity. On the other hand, our

thick shell allows the incorporation of much more Mn ions

(3000 Mn/QD for the optimal sample), leading to a maximal

relaxivity of 1500 mM (QD)�1 s�1 at 7 T. This high relaxivity

should provide a high detection sensitivity for low density

biomolecular markers.

Ideally, QDs for in vivo imaging should not only emit in the

NIR transparency window (700–900 nm) but also be capable to

efficiently absorb light in the same region, so that excitation

light could efficiently penetrate the tissue and excite the

probes. If we select for this purpose an excitation wavelength

around 700 nm, optimal NIR QDs should emit further than

the 700–750 nm range obtained for our CuInS2-based probes

in order to optimize their absorption cross-section at 700 nm

and be able to efficiently discriminate between excitation

back reection and uorescence emission. We therefore

chose to synthesize Zn–Cu–In–Se/Zn0.8Mn0.2S core–shell QDs,

based on previously reported protocols for cores16 and

protocols similar to those used for Zn–Cu–In–S for the

Zn1�xMnxS shell. This allowed us to obtain Mn-doped QDs

with smaller shell thicknesses (around 1.5 nm) and manga-

nese content (see Table S1 in ESI†), but with an 800 nm

centered emission (see Fig. S8 in ESI†), which was better

adapted for in vivo imaging. The relaxivity of Zn–Cu–In–Se/

Zn0.86Mn0.14S QDs was estimated to be 110 mM (QD)�1 s�1

and 0.13 mM (Mn)�1 s�1. The relaxivity per Mn atom (Fig. 5,

inverted triangle) is comparable with the ones obtained with

Zn–Cu–In–S cores. Nonetheless, the per QD relaxivity (Fig. 5,

diamond) is lower due to a smaller number of Mn ions

incorporated in each QD (around 1000 Mn/QD) and a smaller

surface of QDs.

Mn leaching and cytotoxicity

To ensure a prolonged colocalization of the MRI and uores-

cence signals and limit toxicity due to Mn leaching, the para-

magnetic Mn dopants must remain inside the QD nanocrystals

even aer prolonged exposition in a biological medium. Zn–Cu–

In–Se/Zn0.86Mn0.14S QDs were incubated in culture medium at

37 �C and the released Mn ions were quantied by colorimetry.

The release of Mn ions was indeed found to be extremely slow:

(1.3 � 0.8)& aer 3 days and (2.6 � 0.9)& aer 7 days.

We investigated the cytotoxicity of our probes with or

without Mn in the shell using a common colorimetric MTT

assay aer a 24 h incubation (Fig. S9 in ESI†). Interestingly, the

presence of manganese in the QD shell does not increase

signicantly the cytotoxicity of our QDs, even at millimolar

concentrations of Mn. Cellular viability remains above 80% for

QD concentrations up to 1 mM, which shows the low toxicity of

these QD probes. In comparison, other QDs reported a much

stronger toxicity with IC50 values around 100 nM, such as CdSe/

ZnS (45 nM),46 CdTe/ZnS (100 nM)47 or InAs/InP/ZnS (z100

nM).48 This lower toxicity may be attributable to the large inert

ZnS shell and to the virtual absence of released free Mn ions

from the QDs at this timescale. We also note that in vitro toxicity

results cannot be directly extrapolated to in vivo toxicity, since it

depends on the overall biodistribution and organ specic

doses.49 For example, an absence of acute toxicity has been

demonstrated aer intravenous injection of relatively high

doses of CdSe-based QDs.11 Since our Cd-free QDs show lower in

vitro toxicity, we assume that they will also present limited in

vivo toxicity, even though a comprehensive in vivo study is

required to fully understand the in vivo biological response to

our nanoprobes.

In vivo imaging

As a simple proof-of-principle, we chose to demonstrate detec-

tion of regional lymph nodes in mice. This required no further

functionalization for specic targeting of the QDs, since nano-

particles injected subcutaneously are partly drained through

lymph vessels and captured by macrophages in the lymph

nodes. In addition, lymph node detection represents a potential

clinical application of such probes, as lymph node resection is a

common diagnostic procedure in the treatment of breast

cancer. A solution containing 4 nmol of Zn–Cu–In–Se/

Zn0.88Mn0.12S QDs emitting at 810 nm and coated with DHLA-

PEG was prepared in phosphate buffer saline solution (PBS) and

injected in the anterior le paw of a mouse. As previously

demonstrated with other PEG-coated NIR emitting QDs, the

probes migrated very rapidly to the regional lymph nodes.15

Using MRI, a strong signal enhancement was clearly visible on

T1-weighted images, acquired 20min aer QD injection (Fig. 6),

compared to pre-injection images. Near infrared uorescence

images acquired a few minutes later (Fig. 6c) clearly show the

two regional lymph nodes previously detected in MRI. Here, the

injection point was hidden to increase the contrast. However,

the nodes were also visible without hiding it, as shown in

Fig. S10 in ESI.† These results demonstrate the good
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colocalization of MR and NIRF contrast in the regional lymph

nodes due to the uptake of the Mn-doped QDs.

Conclusion

In this work, we have described the synthesis of core–shell Zn–

Cu–In–(S, Se)/Zn1�xMnxS bimodal probes for both near infrared

uorescence imaging and MRI, based on low-toxicity materials.

By varying the size and composition of the cores, we were able to

tune the emission wavelength of these QDs throughout the

“therapeutic window”, the spectral range corresponding to

minimum absorption and diffusion of blood and tissues. The

growth of a thick shell of Zn1�xMnxS on uorescent cores not

only preserves their uorescence in water but also confers a

paramagnetic character to our probes. Optimization of the

nanoparticle size andMn content leads to r1 relaxivities in water

ranging from 1 to 1500 mM (QD)�1 s�1, allowing sensitive MR

and NIRFI detection. Finally, we have demonstrated the use of

these probes in vivo for imaging the regional lymph nodes in

mice in both NIRFI and MRI. These probes represent promising

tools for in vivo biological and biomedical imaging due to their

high sensitivities and to the well-developed toolbox available for

QD functionalization. Further biodistribution and toxicity

studies will be required before translating these probes to the

medical eld.
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Résumé

Le suivi de cellules in vivo est essentiel afin de déterminer par exemple les voies de migration

de cellules tumorales circulantes ou encore pour suivre l’activité de cellules immunitaires. La

microscopie de fluorescence assure une bonne résolution ainsi qu’une grande sensibilité et semble

adaptée à la détection de cellules uniques in vivo dans un modèle de souris. Néanmoins, sa

sensibilité est limitée par deux principaux facteurs: le signal d’autofluorescence des tissus d’une

part, et l’absorption et la diffusion de la lumière visible dans les tissus d’autre part.

Nous présentons la synthèse et la caractérisation optique des quantum dots Zn-Cu-In-Se/ZnS

composés de matériaux peu toxiques. Ces nanoparticules possèdent un maximum d’émission centré

autour de 800 nm, où l’absorption et la diffusion par les tissus biologiques sont limitées. Elles

sont rendues biocompatibles grâce à une chimie de surface développée au laboratoire qui permet

d’obtenir des sondes petites, brillantes et stables en milieu intracellulaire pendant plusieurs jours.

Grâce à leur temps de vie fluorescence beaucoup plus long (150 ns) que celui de l’ autofluo-

rescence des tissus (< 5ns), nous avons développé un microscope de fluorescence résolu en temps

qui permet de sélectionner le signal d’une cellule isolée marquée par des quantum dots et rejeter

l’autofluorescence du tissu environnant. Nous présentons également les premières images in vivo

de veines marquées avec ces sondes et observées avec notre microscope.

Abstract

In vivo cell tracking is a promising tool to improve our understanding of certain biological

processes (circulating tumour cells migration, immune cells activity). Fluorescence microscopy

ensures a high resolution and a good sensitivity. The latter is however limited by the high tissue

autofluorescence and poor visible light penetration depth.

We present the synthesis and characterization of Zn-Cu-In-Se / ZnS (core/shell) QDs made

of low toxicity materials. These QDs exhibit a bright emission centred around 800 nm, where

absorption and scattering of tissues are minimal. These nanocrystals are coated with a new

surface chemistry, which yields small and bright probes in the cell cytoplasm for several days after

labelling.

These QDs also present a fluorescence lifetime much longer (150 ns) than the tissue autofluo-

rescence (< 5 ns). By combining a pulsed excitation source to a time-gated fluorescence imaging

system, we show that we can efficiently discriminate the intracellular QDs signal from autofluores-

cence in an ex vivo sample and thus increase the detection sensitivity of labelled cells into tissues.

We also report preliminary results obtained in an in vivo sample.


