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PREFACE 

In order to better understand this thesis, it is necessary to have some background information 

regarding my research journey and my intellectual confrontations so far. I did my Master at 

the Vienna University of economics and business (WU Wien), specializing in tourism & 

leisure management and with additional courses in regional & urban planning1. It was the 

regional & urban planning courses that were highly motivating, so I decided to do my master 

thesis with Prof. Edward Bergman from the regional & urban planning institute. Prof. 

Bergman works for example on cluster life cycles (Bergman, 2008) or methodology issues 

regarding cluster studies (Bergman & Feser, 1999a, 1999b). 

 

Prof. Bergman proposed me to candidate to the NEURUS programme in order to intensify my 

master thesis research experience. NEURUS stands for “Network for European and United 

States Regional and Urban Studies” and is an international consortium of universities 

dedicated to the collaborative study of urban and regional development issues2. This 

consortium paved my way to acquire my first research scholarship and to conduct my first 

research semester abroad. I spent this research semester at the UNC Chapel Hill (North 

Carolina, USA) in the department of City & Regional Planning and under the supervision of 

Prof. Harvey Goldstein (for example working on the link between industrial growth and 

regional clustering (Feser, Renski, & Goldstein, 2008)). 

 

In my Master Thesis I studied the research triangle park in North Carolina. The title of my 

master thesis was “The Impact of Mergers on Regional Systems - The Case of North 

Carolina” (A. Glaser, 2007) and focused on the impact (regarding innovation, firm 

establishments, employment and research collaborations) of the 1995 pharmaceutical merger 

between Glaxo and Burroughs Wellcome in and around the research triangle park. The 

methodologies I used for this master thesis were shift-share analysis and network analysis. 

 

Retrospectively, I owe a lot to this NEURUS programme because, even though at that time I 

was not at all conscious about it, it showed me how research can be done in Europe and the 

United States. It allowed me to expose my first research endeavours to various professors in 
                                                 
1 Already during my undergraduate studies I took additional courses in geography at the University of Vienna 
(the main university in Austria). 
2 For further information: http://www.neurusinfo.org/ 
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the urban/regional studies and planning field during NEURUS seminars, for example the 

current American coordinator Prof. Feser (2008; 2000) or the current European coordinator 

Prof. Van Steen (Pellenbarg & Van Steen, 2001, 2003) which were already active at my time 

as well.  

 

Even though the NEURUS programme prepares the students to continue with a PhD thesis, I 

decided that working in the “real world” is a better choice then continuing an academic 

endeavour. However, after one year in the policy evaluation department at the International 

Labour Organisation in Geneva and two years in a market research company (TNS Sofres) in 

Paris, I decided that I am ready again to confront myself to a new “academic journey”.  

 

The only thing I knew when I took the decision to go back to the academic world was that I 

wanted to continue studying this “regional system” phenomenon and the innovation and 

entrepreneurial activities that are happening within these “regional systems”. My profound 

motivation regarding this topic was properly in the beginning to identify why some regions 

succeed and others don’t and finally what “one” (be it public or private actors) can do to help 

the local actors to “survive” in a globalized and highly competitive world. 

 

I thus looked for a PhD programme in the Paris Region and I was luckily admitted to the 

management PhD programme at ESCP Europe, with Prof. Jean-Michel Saussois, as well as to 

the French doctoral programme at Mines ParisTech, with Prof. Thierry Weil. Working with 

Prof. Weil and the Cluster observatory (“Observatoire des pôles de compétitivité”) at Mines 

ParisTech (and the members of this observatory I met during my application process (such as 

Prof. Frédérique Pallez or Ass. Prof. Philippe Lefebvre) was a great opportunity. 

 

ESCP Europe, while providng a very stimulating research context, did not have a dedicated 

research unit on clusters but only on public management more broadly. I thought that the 

combination of both intensive focus on clusters at Mines ParisTech and more broadly public 

management3 at ESCP Europe would be a perfect combination. I am immensely grateful to 

                                                 
3 Prof. Saussois was not particularly focusing on clusters but more broadly on public management, but when I 
started my PhD he was working on a cluster study with colleagues from Novancia Business School to investigate 
the entrepreneurial dynamics in French clusters (Bonnafous-Boucher & Saussois, 2010). This research project 
also financed me a short fieldwork trip to Austria to investigate the differences with the French system and to 
write a research note about the Austrian system (A. Glaser, 2011). 
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my advisors because even though it was sometimes a difficult endeavour, it gave me a very 

rich learning and studying experience. 

 

Table 1 summarizes the background of my three research supervisors. All three professors 

and their research environments strongly influenced how I conceive research in general and 

cluster research in particular. As Table 1 shows, the common denominator between all three 

researchers is that they are interested in studying regional clusters. However, besides this 

common denominator, the manner of how they perceive clusters and conduct research is very 

different.  

 

Table 1: Comparison of my master and PhD theses supervisors’ environments 
 Prof. Edward 

Bergman 
Prof. Thierry 

Weil 
Prof. Jean-Michel 

Saussois 
My supervisor for Master thesis PhD thesis PhD thesis 
Nationality American French French 
Master in City Planning Engineering Management 
PhD in Urban & Regional 

Development  
Physics Sociology 

HDR (French 
Qualification for 
Ph.D. Supervisor) 

n.a. Management Sociology 

Last institutional 
affiliation 

Vienna university of 
Economics and Business 
(Austria) 

Mines ParisTech (a French 
engineering school) 

ESCP Europe 
(a French management 
school) 

Research collective Network for European and 
United States Regional and 
Urban Studies 
(multinational consortium) 

French cluster observatory 
(“Observatoire des pôles 
de compétitivité”) at 
Mines ParisTech 

Centre for Research and 
Development in Public 
Management 
(“Centre de Recherche et 
Développement en 
Management Public”) at 
ESCP Europe 

Institutional 
affiliation in the 
USA (permanent or 
for research period) 

University of 
Pennsylvania, UNC 
Chapel Hill 

Stanford University Georges Washington 
University 

Common 
denominator 

interest in Regional 
Clusters 

interest in Regional 
Clusters 

interest in Regional 
Clusters 

 

Retrospectively, when I started my PhD I had a more economic approach to clusters (by 

conducting shift-share analyses, network analyses, or looking at quantitative indicators of 

regional differences) than a management (or public management) approach to clusters. I was 

at a certain distance regarding the actual local actors that are situated within the clusters and 

the public policies that are put in place to foster their development. However, the French 

cluster policy and my PhD supervisors influenced me to completely change my approach to 

the subject.  
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When I started my PhD, Prof. Weil (T. Weil, 2010; T. Weil & Fen Chong, 2008), thanks to 

his large and detailed knowledge on the subject and his intensive relationship with 

practitioners on the field (be it within the French cluster organisations or at the French 

political level), had just accessed the raw data of the national cluster policy evaluation4. This 

French cluster evaluation (CMI & BCG, 2008) not only evaluated the policy in itself but also 

the 71 cluster organisations located on the French territory. It was an ideal starting point for 

my PhD. For me, at least in the beginning, it “simply” presented an opportunity to continue 

quantitative analyses regarding regional cluster differences, something I started during my 

Master Thesis. However, very fast I realized that the collected data and the notion of cluster 

was not the same as the data and the cluster notion I was used to during my Master Thesis.  

 

Instead of studying spontaneous clusters (Chiaroni & Chiesa, 2006) by for example analyzing 

a cluster’s life cycle (Bergman, 2008) or by analysing a cluster’s internal structure (Morrison 

& Rabellotti, 2009; Salman & Saives, 2005) or internal-external relations (Boschma & Ter 

Wal, 2007) through network studies, I was suddenly confronted to a highly political cluster 

construct. Meaning the political wish to support emerging or nascent clusters at a certain 

location. Fromhold-Eisebith & Eisebith (2005) or Chiaroni & Chiesa (Chiaroni & Chiesa, 

2006) call this type of clusters “policy-driven clusters”. 

 

The data I started working with in the beginning of my PhD were the reflection of this highly 

political construct called French “clusters” (for example which type of local actors are 

governing the policy-driven cluster, how much fund does the policy-driven cluster have, who 

are its “members” meaning who has paid its membership fee). The work with this data was 

transformed into two articles: (1) one article which was published in the journal “European 

Planning Studies” and which focuses on how pre-existing R&D activities of a region 

influence the performance of these policy-driven cluster initiatives (performance i.e. the 

amount of state funding received by the cluster members for their R&D projects) (Gallié, 

Glaser, Mérindol, & Weil, 2013a)5, and (2) another article (in the revision phase for the 

journal Entrepreneurship & Regional Development) focuses on how the governance structure 

                                                 
4 See Chapter 1, Section 2 for a detailed explanation of the French cluster policy and the conducted evaluations.  
5 A previous version of this article was presented at three conferences: at the European Academy of Management 
(EURAM) conference (T. Weil, et al., 2010a), at the European Localized Innovation Observatory (EUROLIO) 
conference (Mérindol, et al., 2010) and at the European Group for Organizational Studies (EGOS) conference 
(T. Weil, et al., 2010b). 
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of policy-driven cluster influences its capability to attract resources (A. Glaser, Gallié, & 

Weil, 2012)6. 

 

In parallel of this work with Prof. Weil on the performance differences between the various 

policy-driven cluster initiatives that were set up on the French territory thanks to the national 

cluster policy, I was also working with Prof. Saussois on the historical development of the 

French industrial policy (Porcher, Glaser, & Saussois, 2010). Prof. Saussois has a rich 

knowledge on the policy developments in France and the United States thanks to his research 

endeavours on industrial policies at both sides of the Atlantic (Saussois, 1988, 1990). He thus 

wanted me to step one step backwards in order to look at this French “cluster policy” from a 

more distant level and how it is inserted in a French historical and cultural context. 

 

Even though working on the performance of cluster initiatives with Prof. Weil and on a more 

global historical approach of industrial policies with Prof. Saussois, I realized very fast that 

somehow a “wall” is separating me from them. My knowledge on regional innovation 

systems (Asheim & Isaksen, 1997; Cooke, Uranga, & Etxebarria, 1998; Tödtling & 

Kaufmann, 2001) acquired during my Master Thesis was not helping me in really 

understanding the French context and what they were talking about. I was suddenly 

confronted to terms and notions that were completely new for me but which were apparently 

necessary to really understand the French system and how it tries to create regional innovation 

systems, be it7 

� at a political-institutional level, for example DIRECCTE, DREAL, DRAAF, CIADT, 

DATAR, DGCIS, GTI, ANR, OSEO, FUI, or CDC and their relations to each other, 

� at a political-functioning level, meaning the relation between the State and its different 

regions, of a unitary country like France compared to the federal countries like USA 

or Austria I was used to when studying clusters, 

� at a political-policy level, for example SPL, CRITT, RRIT, or Technopoles, or 

� at a political-historical level, for example Jacobin, Girondin, Colbert, or Général de 

Gaulle and the planification à la française,  

 

                                                 
6 A previous version of this article was presented at the Association Internationale de Management Stratégique 
(AIMS) conference (A. Glaser, Gallié, Mérindol, & Weil, 2010). 
7 For the time being I will not explain the terms listed hereinafter. A French cluster scholar will know what these 
terms mean, a foreign scholar will probably, just like me in the beginning, not know what these terms mean. I 
will come back to these terms little by little throughout the thesis.  
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I knew that if I really want to understand the French policy-driven cluster system, I had to 

immerge into the system and not only stay with my quantitative data. I had to get in contact 

with the actors on the field; otherwise I would have had the impression that my conclusions, 

so far only drawn from my quantitative analysis and from my slowly starting theoretical 

knowledge on the French system, are maybe wrong. I thus decided with my PhD supervisors 

to start conducting a qualitative study in one of the 71 French cluster organisations (see 

Chapter 5 for a detailed description of my methodology and data collection process). At that 

point I really felt like Henry in Jules Verne’s book “A journey to the center of the earth” 

(1864) who is sitting at the bench of a black hole where the bottom was completely invisible 

(see Box 1).  

 

Box 1: Henry’s adventure and thoughts 
Extracts from: Jules Verne, ‘A journey to the center of the earth’, 1864: 
 
Preparation for the journey: “ Neither you nor anybody else know anything about the real state of the earth's 
interior. All modern experiments tend to explode the older theories. Were any such heat to exist, the upper crust 
of the earth would be shattered to atoms, and the world would be at an end.” A long, learned and not 
uninteresting discussion followed, which ended in this wise: “I do not believe in the dangers and difficulties 
which you, Henry, seem to multiply; and the only way to learn, is like Arne Saknussemm, to go and see.” 
“Well,” cried I, overcome at last, “let us go and see. Though how we can do that in the dark is another 
mystery.” “Fear nothing. We shall overcome these, and many other difficulties. Besides, as we approach the 
centre, I expect to find it luminous”” 
 
Starting the journey: “While we were seated on this extraordinary bench I ventured once more to look 
downwards. With a sigh I discovered that the bottom was still wholly invisible. Were we, then, going direct to 
the interior of the earth?” 
 
Discovering the mantle: “However, few as the minutes were during which I gazed down this tremendous and 
even wondrous shaft, I had a sufficient glimpse of it to give me some idea of its physical conformation. Its sides, 
which were almost as perpendicular as those of a well, presented numerous projections which doubtless would 
assist our descent.” 
 
Approaching the core: “I have very strong doubts if the most determined geologist would, during that descent, 
have studied the nature of the different layers of earth around him. … Not so the inveterate Professor. He must 
have taken notes all the way down, for, at one of our halts, he began a brief lecture. “The farther we advance,” 
said he, “the greater is my confidence in the result. The disposition of these volcanic strata absolutely confirms 
the theories of Sir Humphry Davy. … I at once regret the old and now forever exploded theory of a central fire. 
At all events, we shall soon know the truth.” 
 
Thinking about the return: “Each of us could now descend by catching the two cords in one hand. When about 
two hundred feet below, all the explorer had to do was to let go one end and pull away at the other, when the 
cord would come falling at his feet. In order to go down farther, all that was necessary was to continue the same 
operation. This was a very excellent proposition, and no doubt, a correct one. Going down appeared to me easy 
enough; it was the coming up again that now occupied my thoughts.” 
 

Still afraid about the French political system, like Henry who is afraid to start climbing down 

the earth, I particularly wanted to focus on how the cluster organisation creates innovation 

and linkages between its actors (thus still highly influenced by the regional innovation system 
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literature I initially knew). During several months, I regularly participated in a range of 

internal and external meetings of a cluster organisation situated in the Paris Region. 

 

However, very fast I realized that the day-to-day occupation of the cluster organisation was 

less on innovation put for example on labelling, the management of internal conflicts, the 

management of their (sometimes conflictual) relationships with cluster members or the 

French national or regional cluster administrations, or the (sometimes difficult) negotiation of 

responsibilities with other political entities of the region regarding additional services to local 

actors. The political part of the system was thus again much more present in my observations 

than the innovation part (which existed but was not the main part). 

 

Thanks to this first qualitative fieldwork, I started to apprehend the system a little bit better, 

but I still felt that I needed to go one step further down in order to really understand (or at 

least try to) the French policy-driven cluster system, its relation to innovation and the role of 

the political institutions in this system. I thus felt that the core of my journey was not reached 

yet or expressed in a methodology language that I did not reach “theoretical saturation” 

(Eisenhardt, 1989; B. G. Glaser & Strauss, 1967 (2009)) and that I still did not really 

understood how the French try to construct regional innovation systems.  

 

I thus started to conduct interviews with cluster members to get to know how they actually 

construct R&D projects and which role the local (political) cluster organisation plays in this 

endeavour. My first qualitative results were then presented at several conferences such as at 

the Public and Non-Profits (PNP) Doctoral Student Professional Development Consortium of 

the Academy of Management (AOM) conference (A. Glaser, 2012a), the Proximity Days 

(organised by MOSAIC at HEC Montréal) conference (A. Glaser, 2012b) and the Danish 

Research Unit for Industrial Dynamics (DRUID) conference (A. Glaser, 2013b). 

 

In parallel to this qualitative fieldwork, the attended conferences and the constant reading of 

the cluster literature, some additional elements considerably helped me to continuously try to 

confront my fieldwork observations and to making sense of what I observed on the field. 

 

On the one hand two research collectives:  

� The cluster observatory at Mines ParisTech: The first important research collective 

that helped me to confront my fieldwork observations was the cluster observatory 



 x

(“observatoire des pôles de compétitivité”)8 at Mines ParisTech of which I am a 

member since the beginning of my thesis. The cluster observatory particularly helped 

me through the monthly seminars that we organised. In these monthly seminars we 

always invited researchers and cluster practitioners (cluster managers, representatives 

of the State and the regional authorities, CEO’s of companies, academics, 

consultants…) to expose a certain cluster issue during one hour followed by one hour 

discussion with all participants. This platform allowed me to confront my single 

cluster case study observations to the reality of other clusters and thus allowed me to 

identify if what I observed is particular related to my cluster observation or also the 

reality in other clusters. Additionally to the monthly seminars, this cluster observatory 

also allowed me to be integrated in a research collective, retrospectively maybe one of 

the most valuable things during my PhD. It was extremely enriching to exchange 

regularly, additionally to my two PhD supervisors9, with three other French cluster 

specialised. Prof. Frédérique Pallez (particularly interested in public administration 

and evaluation (Aggeri & Pallez, 2005; Fen Chong & Pallez, 2008; Fixari & Pallez, 

2014; Pallez, 2014b)), Ass. Prof. Philippe Lefebvre (particularly interested in the 

management of policy-driven cluster initiatives (Lefebvre, 2008, 2013)), and Dr. 

Emilie-Pauline Gallié (particularly interested in R&D collaborations and proximity 

(Gallié, 2009; Gallié & Guichard, 2005)). 

� The GEME at UQAM Montréal: The second important research collective was my 

visiting semester at UQAM Montréal with Prof. Anne-Laure Saives (particularly 

interested in the strategic value of clusters for firms (Desmarteau & Saives, 2003; 

Salman & Saives, 2005)). This visiting semester happened exactly in the middle of my 

qualitative fieldwork, after my observation and interview period within the cluster 

organisation and before my interviews with the cluster members. My integration in the 

GEME10 research team which focuses, amongst others, on Canadian clusters, allowed 

me to confront my French observations to external parties and to gain some additional 

distance to my French data. 

 

On the other hand two intensive guided theoretical reflections: 
                                                 
8 http://observatoirepc.org/ 
9 It was also very important to exchange with all my colleagues at ESCP Europe, even though they were not 
specialised in cluster studies, they always gave me extremely valuable advices.  
10 The GEME stands for “Groupe d'Études en Management des Entreprises”. Within the GEME research unit 
there are two teams: the GEME-Bio team focusing on the biotechnology industry and the GEME-AERO team 
focusing on the aeronautics industry. 
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�  Focus on cluster evaluations: The first important theoretical reflections concern my 

work and my debates with Prof. Pallez and Dr. Gallié on policy-driven cluster 

evaluations. We first analysed the French 2008 policy-driven cluster evaluation 

(Gallié, Glaser, Lefebvre, & Pallez, 2012) and then compared this French to other 

European policy-driven cluster evaluations (Gallié, Glaser, & Pallez, 2014)11. One 

important conclusion of this work on the French policy-driven cluster evaluation and 

its comparison to international examples is that the act of evaluating cluster policies 

might not only serve to evaluate the performance of the cluster policy but also clarify 

the underlying objectives of the policy. Most of the time it is only at the moment when 

an evaluation has to be conducted that the policy-driven cluster “leaders” decide on 

the actual “objects” that are important to evaluate. These “objects” then reveal the 

objective of the policy. Again this work on evaluations of cluster policies not only 

allowed me to apprehend a large variety of cluster policies but also position the 

French way of doing into an international context.  

� Focus on organisational studies: The second important theoretical reflections were 

my debates with Prof. Saussois. Whenever I talked with Prof. Saussois (an 

organizational sociologist in his heart) about my fieldwork observations, he constantly 

proposed me to look at traditional organisational and sociology studies (like for 

example (Brunsson, 1989; Crozier, 1964 (2010); Gouldner, 1954 (1964); Hofstadter, 

1979 (1999); Selznick, 1949; Sennett, 1992 (1977), 2012)). He thus oriented me 

towards apprehending these French policy-driven cluster constructs like organizational 

entities where similar power plays and hierarchical issues emerge like in traditional 

organisations.  

 

As one can see, I completely dived into the French cluster policy system and tried to make 

sense of my observations from different angles. My research process was also a highly 

abductive one (Dubois & Gadde, 2002) constantly going back and forth between data and 

theory12. Somewhen during my PhD I had the impression that I completely lost my initial 

objectives namely how one can analyze regional systems and help local actors particularly 

                                                 
11 A previous version of this article was for example presented at the Regional Science Association International 
– British and Irish Section (RSAI-BIS) (Gallié, Glaser, & Pallez, 2010) and at the Seminar of the Institute for 
Public Management and Economic Development (IGPDE) in 2012. 
12 This confrontation with the French system also lead to an article (accepted by the DRUID conference in 2013) 
where I tried to look at the system through the eyes of Richard Sennett (A. Glaser, 2013a) 
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regarding innovation. Instead I was just observing political tension and problems at every 

level. 

 

The first time I heard about that it can be completely normal to be in “confrontation” or 

“depressed” with one’s fieldwork was during a PhD methodology course on ethnographic 

methods (held by Christina Garsten (Garsten, 2013)) at ESCP Europe. Pollard (2009) for 

example summarizes the difficulty of ethnographic fieldwork in 24 feelings: “alone, 

ashamed, bereaved, betrayed, depressed, desperate, disappointed, disturbed, embarrassed, 

fearful, frustrated, guilty, harassed, homeless, paranoid, regretful, silenced, stressed, trapped, 

uncomfortable, unprepared, unsupported and unwell.”  Even though I cannot identify with all 

of these feelings, I certainly crossed the majority of them.  

 

However, at that time I was profoundly convinced that my research endeavour is far away 

from an ethnographic methodology. I was convinced that it is a classical case study analysis 

(Eisenhardt, 1989; Yin, 2009) where I just had to define the number of cases and the units of 

analysis studied. One is not allowed to forget that I was coming from a quantitative 

background during my master thesis thus anything which was based on a highly qualitative 

data collection process was frightening me (also intensified through the fact that my mother 

tongue is not French). However, as I was moving down the latter (from first looking only at 

the quantitative evaluation data of the French cluster policy over the policy-driven cluster 

organisation observations to interviewing the policy-driven cluster actors) in order to 

completely apprehend the French policy-driven cluster system it was more and more difficult 

for me to define the number of cases studied or the attached units of analysis. The units of 

analysis were constantly moving when further descending to the core of the cluster policy as 

also the initial focus on innovation was fading away.  

 

It was only during the final writing up of my research and the intensive studying of other 

PhDs on French clusters that were recently defended (Bardet, 2011; Berthinier-Poncet, 2012; 

Chabault, 2009; Dang, 2011; Fen Chong, 2009; Lallemand, 2013) that I realized that one of 

the added values of my PhD compared to the other PhDs on French cluster policies was 

maybe the fact that I am simply not French. As an Austrian researcher studying the French 

system, I somehow had a different position compared to the other PhDs on French cluster 

policies. I was more an external observer that just discovered the system and my cluster 

knowledge has maybe developed a little bit more in an international context and not only in a 
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French context. Things that seemed obvious to French scholars were not at all obvious for me 

as an Austrian scholar. 

 

Additionally, my thesis, compared to the other thesis on the French policy-driven clusters, is 

written in English language. Automatically when writing in English one addresses itself not to 

a French community that knows the French system but to an international community that 

might not know the French system. Bourdieu (1982) for example underlines that there are no 

neutral words and hat language is not only a communication tool but also reflects the social 

reality of the ones who use the language. The explanation of the policy-driven cluster system 

to a non French speaking person has to be much more detailed but at the same time simplified 

and has to be constantly compared with other international examples in order to try making 

the observed French elements more comprehensive to an external research community.  

 

These reflections on my position regarding my research and my methodology, lead me to the 

conclusion that my data collection regarding the French policy-driven cluster system actually 

started at the first day of my PhD. That studying policy-driven clusters is a highly systemic 

endeavour and that all these different manners of confronting me to the French system lead 

me to conduct a single case study with an ethnographic (Garsten, 2013) and grounded theory 

(B. G. Glaser & Strauss, 1967 (2009)) approach. All the different levels of my analysis (from 

the quantitative analysis to the qualitative analysis, from the discussions with French scholars 

and international scholars) form a whole to apprehend in detail “What is a cluster?” and 

particularly “What is a French policy-driven cluster?”. 

 

I would like to finish this preface with referring to inspiring scholars, such as Coase (1937), 

Rosenberg (1982) or Jacobs (1961), that see research as a life journey. At the beginning one 

does not really know towards what one is heading, one has a certain interest and feeling and 

start doing research. However, it is only at the end of one’s career that the whole makes sense. 

Coase (1988, p. 47), for example nearly 50 years after his influential book “The nature of the 

firm”  (1937) admits that in the beginning he only had a vision, and now at the end of his 

career he has dreams but still he does not know if at the end he will discover what he thought 

that he will discover: 

“It has been said that young men have visions and old men have dreams. My dream is to 
construct a theory which will enable us to analyze the determinants of the institutional 
structure of production. In "The Nature of the Firm" the job was only half done [...] My dream 
is to help complete what I started some fifty-five years ago and to take part in the development 
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of such a comprehensive theory. […] I intend to set sail once again to find the route to China, 
and if this time all I do is to discover America, I won't be disappointed.” (Coase, 1988, p. 47). 

 

In the beginning of my PhD I thought that I will focus on analysing regional systems and the 

innovation processes happening in this regional systems. However, during the research 

process I realized that my incomprehension of the French system and the strong political 

component has to be integrated in the analysis, a political component that is strongly varying 

between different countries implementing cluster policies. From the outside it looks the same, 

from the inside it is definitely not the same, strongly impacting multi-country cluster analyses. 

 

This thesis is the wish to make the French system comprehensible to outsiders, and on the 

other hand this thesis is the wish to discuss the different structural, political, organisational 

and evolutionary diseases that might emerge when implementing cluster policies around the 

world and which all actors involved in cluster policies should be conscious about. Probably 

50 years from now, when I look back to this thesis again, I will just see it as a little point in 

my general knowledge on clusters. This thesis is just an additional element in my research 

endeavours of studying regional systems and helping local actors to better understand how to 

succeed in a globalized world. 
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GENERAL INTRODUCTION  

1 Cluster: the (new) buzzword 

The academic cluster literature started to intensify during the 1990s, and literally exploded in 

the beginning of the 21st century (Cruz & Teixeira, 2009). The birthplace of the cluster policy 

fashion in the literature (Porter, 1998c) and among governments (OECD, 1999, 2009; Sölvell, 

Lindqvist, & Ketels, 2003) can though be traced back to the 1980s. The 1980s experienced 

three important shifts of thought. First, the period experienced a shift from neoclassical 

(exogenous) economic growth models (Solow, 1956, 1957; Swan, 1956) to endogenous 

economic growth models (Lucas, 1988; Romer, 1986). Economic growth was no longer only 

explained by labour and capital accumulation but also by knowledge accumulation. 

Additionally, an increased role was attributed to institutions for fostering economic growth. 

Second, the period experienced a shift from a mass production era, where the region did not 

play an important role, to a post-mass production era, where the region played an important 

role (Storper, 1997). The region was increasingly considered as a crucial element where 

flexible specialization takes place (Christopherson & Storper, 1986; Piore & Sabel, 1984; 

Storper & Christopherson, 1987) and where embedded actors (Granovetter, 1985) have a 

higher capacity for innovation and knowledge acquisition (Aydalot, 1986; Aydalot & Keeble, 

1988; Jaffe, 1986; Oakey, 1984). Finally, the concept of comparative advantage (Ohlin, 1933; 

Ricardo, 1817 (1821)), for a long time used to explain national success, was increasingly 

criticised by Porter (1990). Porter (1990) developed the concept of competitive advantage 

explaining that every nation or region goes through different development stages which can 

be influenced by government authorities. The large diffusion of the concept of “cluster” will 

be analysed in the first part of this thesis through an “archeological” analysis of the notion. 

 

These shifts of thoughts, embedded in an increased global competition, led policy makers to 

take example on highly successful regions. The two regions that were particularly scrutinized 

are the Third Italy in Emilia-Romagna (Italy) (Becattini, 1979; Capecchi, 1990; Putnam, 

1993; Trigilia, 1986) and Silicon Valley in California (USA) (Miller & Cote, 1985; Rogers & 

Larsen, 1984; Saxenian, 1983, 1990, 1991, 1994; T. Weil, 2010). Scholars and governments 

started to reflect on how to “grow”  (Miller & Cote, 1985), “breed” (DeBresson, 1989), or 

“clone”  (D. Rosenberg, 2002) these successful regions so that every nation could have its 

competitive hub. 
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The objective during the 1990s was to decorticate the natural conditions of “spontaneous 

clusters” to be able to create “policy-driven clusters” (Chiaroni & Chiesa, 2006). In policy-

driven clusters, there is a “strong commitment of governmental actors whose willingness [is] 

to set the conditions for the development of the […] cluster” (Chiaroni & Chiesa, 2006, p. 

1073). The real breakthrough of the cluster idea and that governments can take the faith of 

their regions in their hands, came with the publication of Porter’s seminal work on clusters 

(Porter, 1998b, 1998c). Porter (1998c, p. 78) who scrutinized in detail a multitude of “healthy 

regions” in the United States summarized that these healthy regions or “clusters” are 

“geographic concentrations of interconnected companies and institutions in a particular 

field.” Additionally, “many clusters include governmental and other institutions […] that 

provide specialized training, education, information, research and technical support” (Porter, 

1998c, p. 78). Porter (1998c, p. 79) established mappings of these healthy regions and called 

it “the anatomy” of a cluster that governments could strive for. 

 

2 The rising implementation of cluster policies 

Using the cluster approach (Porter, 1998c) to foster a country’s competitiveness started to 

emerge during the 1990s and since then the approach experienced a considerable entry into 

the policy realm, be it for example in Europe (Ahedo, 2004; Fromhold-Eisebith & Eisebith, 

2005; Gallié, Glaser, Mérindol, & Weil, 2013b; Lefebvre, 2013), America (Altenburg & 

Meyer-Stamer, 1999; Arthurs, Cassidy, Davis, & Wolfe, 2009; Ciravegna, 2012; Doloreux & 

Shearmur, 2009), Asia (Nishimura & Okamuro, 2011a, 2011b) or Africa (Cammett, 2007). 

The cluster policy approach combines under one header traditionally separated policies, such 

as regional, science & technology and industrial policies (OECD, 2007). 

 

The specificities of cluster policy approach appear to be the following; 

� compared to the traditional science & technology policy approach, cluster policy does 

not focus on financing individual single sector projects but on financing collaborative 

research (OECD, 2007);  

� compared to the traditional industrial policy approach, cluster policy does not focus on 

national champions but on supporting common needs of firm groups, particularly the 

needs of SMEs (OECD, 2007); 
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�  compared to the regional policy approach, cluster policy does not redistribute from 

leading to lagging regions but tries to build competitive regions by fostering networks 

among local actors (OECD, 2007). 

 

Cluster policies try to build policy-driven clusters (Chiaroni & Chiesa, 2006) by fostering 

networks among local actors. This particularly happens through financing collaborative 

research and supporting common needs of local firm groups (Nishimura & Okamuro, 2011b; 

Sölvell, et al., 2003). The objective of cluster policies is to transform agglomerations of non-

interconnected local actors into “functioning” policy-driven clusters where local actors are 

interconnected and innovate together. In fine, this process is supposed to be leading to a 

greater competitiveness of the individual actors and the whole region (Schmiedeberg, 2010).  

 

In order to replicate conditions of spontaneous clusters and start building policy-driven 

clusters, government authorities establish cluster organisations employing cluster managers 

(Coletti, 2010). Two recent studies underline that one of the most important elements of these 

cluster organisation managers is to foster networks among people and firms (Coletti, 2010; 

Sölvell, et al., 2003). The tasks of these managers embrace for example “fostering exchanges 

between cluster members […], networking with stakeholders, lobbying, identifying and 

integrating new cluster members, strategy development for the cluster […], organising 

events” (Coletti, 2010, p. 685). 

 

3 Increasing critics: towards a crisis of clusters? 

Numerous governments around the world have implemented cluster policies (Sölvell, 2008; 

Sölvell, et al., 2003) and the European Union has put cluster policies to advance innovations 

in Europe at the centre of its strategy recommendations (European Commission, 2006), as 

knowledge management is considered as crucial (Saussois, 2000). Europe currently counts 

approximately 1205 cluster organisations13. However, there has been recently an increasing 

amount of academic literature that has a very critical stance regarding the positive impact of 

cluster policies and how they are implemented (Hospers, 2005; Kiese & Wrobel, 2011; 

Shearmur, 2011a). The critics of the academics are of multiple nature:  

� Shaky theoretical basis: Several academics criticise that government authorities have 

rushed ahead with implementing cluster policies based on the ideas of Michael Porter 
                                                 
13 European Cluster Observatory: www.clusterobservatory.eu (2010) 
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(1990 (1998), 1998c) even though the cluster concept in itself continues to stay on a 

very shaky theoretical ground (Kiese & Wrobel, 2011; R. Martin & Sunley, 2003; 

Nathan & Overman, 2013); 

� Multiplication of objectives, closed system thinking and disconnection to local 

specificities: Some other predominant critics are for example that cluster policies 

combine too many different objectives (Burfitt & Macneill, 2008), that governments 

consider the region as a closed system (H. Bathelt & Dewald, 2008; Rugman, 1992; 

Shearmur, 2011a), or that best practice examples serve as role models and are then 

implemented in regions without taking into account the specific local characteristics 

(Eklinder-Frick, Eriksson, & Hallén, 2014; Hospers, 2005; G.-J. Hospers, P. 

Desrochers, & F. Sautet, 2009); 

� High entanglement of actors. Policy-driven clusters are highly complex because there 

exists an entanglement of different action spaces (for example governments, policy-

driven cluster managers, policy-driven cluster members) with different views 

(Brachert, Titze, & Kubis, 2011; Kiese & Wrobel, 2011; Sellar, Emilova, Petkova-

Tancheva, & Mcneil, 2011; Steinle, Schiele, & Mietzner, 2007; T. Weil & Fen Chong, 

2009). This complexity leads some other authors to argue that the outcome of policy-

driven clusters cannot be “manipulated” and thus a better approach would be to 

abandon cluster policies altogether and to focus instead on “agglomeration policies” 

(Nathan & Overman, 2013, p. 397). 

 

While practitioners implemented cluster policies, academics have not yet fully embraced an 

analysis of these implementation processes. Scholars continued studying the characteristics of 

clusters, by for example focusing on clusters’ life cycle (Audretsch & Feldman, 1996; 

Bergman, 2008; Menzel & Fornahl, 2010), on clusters’ internal structure (Morrison & 

Rabellotti, 2009; Salman & Saives, 2005), on clusters’ internal vs. external relations (Harald 

Bathelt, Malmberg, & Maskell, 2004; Boschma & Ter Wal, 2007; Huggins & Johnston, 2010; 

Lechner & Dowling, 2003; Maskell, Bathelt, & Malmberg, 2006), on clusters’ network 

facilitators (Ingstrup, 2010; McEvily & Zaheer, 2004; Mesquita, 2007), or the importance of 

trust between actors in clusters (Cooke, 1996; Cooke & Wills, 1999; MacKinnon, Chapman, 

& Cumbers, 2004; Murphy, 2006; Ottati, 1994). However, they somehow seem to ignore the 

rise of the managerial issues that went along with the implementation of cluster policies. Be it 

for example the managerial issues regarding fostering innovation (Lefebvre, 2013), regarding 

implementing the cluster policy (Burfitt, Macneill, & Gibney, 2007), or evaluating the cluster 
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policy (Gallié, et al., 2014). This doctoral dissertation aims at taking these managerial and 

organisationnal challenges into account. 

 

4 The growth of a relevance gap  

The consequence of this drift between academics and practitioners is the progressive 

constitution of a “relevance gap”, i.e. a growing alienation between academics and 

practitioners (Kiese & Wrobel, 2011; R. Martin & Sunley, 2003). This leads to the paradox 

situation that even though “libraries of incredibly useful books and articles on clusters” 

exists (Swords, 2013, p. 369), they seem not to be focusing on the challenges practitioners 

face when actually building policy-driven clusters. As we will demonstrate in our literature 

review, cluster literature mostly continues describing how a cluster looks like. Swords (2013, 

p. 369) recently pointed to the problem that “the translation of clusters into, and then through 

local and national policy” is not studied in the cluster literature. In the same stream of 

research, Ebbekink & Lagendijk (2013, p. 737) point to the fact that scholars have to start 

investigating “cluster policy as a policy challenge”. 

 

The academic community somehow still tries to define what a cluster is and what the 

conceptual differences are between clusters and similar concepts such as global, national, 

regional, sectoral or ‘combined’14 innovation systems (Asheim, Smith, & Oughton, 2011; 

Edquist, 2001; Niosi, 2011). The plenary debate of the 2013 DRUID conference even raised 

the polemic question15 if the systems of innovation (SI) approach is still a promising line of 

research. We will argue in this doctoral dissertation that the cluster and SI approach is more 

than ever a promising line of research but has lost track of its most basic elements: the 

practitioners on the field who try to put the theoretical cluster concept, mainly Porter’s cluster 

concept (McDonald, Huang, Tsagdis, & Tüselmann, 2007), into action. Governments around 

the world heavily used and still use the various cluster and SI approaches to frame their 

innovation policies (Edquist, 2005). Abandoning the research on clusters and SIs would be 

like abandoning en route all the authorities and governments that believed in these concepts 

and consequently invested a considerable amount of public money16. 

                                                 
14 For Edquist (2001), a combined system corresponds for example to a sectoral and regional innovation system, 
which according to him relates for example to the cluster concept of Porter (1998c). 
15 Source (10/02/2013): http://druid8.sit.aau.dk/registrant/index/login/cid/13 
16 For example, the French government invested 3 billion Euros in its competitiveness cluster policy between 
2005 and 2011 and the Walloon government plans to invest 618 million Euros in its cluster policy between 2006 
and 2014.  
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The multitude of components constituting the clusters and SI17 (Edquist, 2001, 2005), the 

endless range of activities that influence the development, the diffusion and use of 

innovation18 (see Edquist, 2005, p. 191 for a complete list), the boundless quantity of 

observable relations among components and between components and activities19 (Edquist, 

2005), and the multitude of different stakeholders involved (e.g. public authorities, policy-

driven cluster managers, policy-driven cluster beneficiaries) make the cluster and SI approach 

look like a conceptual “monster” where one does not know which element to prioritise. 

Instead of getting absorbed into this academic whirl of concepts and relations, and thus 

developing ivory-tower theories that risk not helping policy makers at all, we emphasise in 

this thesis a return to the practitioners in clusters and SI and the identification of the dilemmas 

they face when trying to build policy-driven clusters. 

 

5 Research questions and design 

The critics regarding policy-driven clusters are rising over the last years. Yet, it is still 

necessary to understand deeper the drivers of these critics as well as to address them in a 

constructive manner in order to help the practitioners on the field overcome their difficulties. 

When scrutinizing the policy-driven cluster literature, we will demonstrate that governments 

constantly face a multitude of cornelian dilemmas, i.e. a set of decisions and choices for 

which there is no “one best choice”. They have to decide upon these dilemmas without 

knowing if in fine the decision taken will really lead to the development of a policy-driven 

cluster that gains international visibility and competitive advantage. For example during the 

set-up phase, those that implement cluster policies have to decide if they privilege direct 

subsidies or indirect subsidies (Nishimura & Okamuro, 2011b), if they focus on regional 

development or industrial excellence (T. Weil & Fen Chong, 2008; Younès, 2011), if they 

implement a policy-driven cluster organisation at national or at local level (Burfitt & 

Macneill, 2008; Perry, 2005). 

 

                                                 
17 Organisations (i.e. the players or actors as for example companies, universities, venture capital organisations 
and public innovation policy agencies institutions) and institutions (i.e. the rules of the game as for example the 
legal system, norms, routines standards)  
18 For example R&D, competence building, formation of new product markets, incubating, financing  
19 For example between organisations (competition, transaction, networking) or between organisations and 
institutions (the influence of institutions on organisations, the organisational embeddedness in the institutional 
environment) 
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In this thesis, we will study these organisational dilemmas and their consequences in policy-

driven clusters. Facing a dilemma means that there is no “one best choice”, so by going in one 

direction one certainly produces also negative effects, or side-effect pathologies, that in some 

cases might hinder the policy-driven cluster to function effectively. We will define 

“pathology” in a cluster setting as the visible managerial symptoms that policy-driven clusters 

may endure. These pathologies are directly generated by “organizational dilemmas”, by 

having privileged one direction over another. The challenge in cluster policy study is to 

pinpoint these side-effect pathologies and their associated dilemmas in order to improve 

cluster policy implementation and to better adapt the cluster policy to the local settings. In 

this thesis, we will not give an answer to whether one dilemma direction or another is better. 

Instead, we will first summarize and establish a taxonomy of the different dilemmas that we 

identified in the literature, by using a systematic literature review (SLR) methodology 

(Denyer & Neely, 2004; Pittaway, Robertson, Munir, Denyer, & Neely, 2004; Tranfield, 

Denyer, & Smart, 2003). Second, we will empirically analyse the extent to which these 

dilemmas produce organisational pathologies in a French policy-driven cluster situated in the 

Paris Region: the HealthCluster Paris Region (HCPR)20 is analysed in the second part of this 

doctoral dissertation. 

 

HCPR is a policy-driven cluster that consecutively received a low performance evaluation, 

from national cluster policy evaluators (CMI & BCG, 2008; Erdyn, Technopolis, & 

BearingPoint, 2012) but also from academics (Bonnafous-Boucher & Saussois, 2010). HCPR 

thus represents an “extreme case” (Eisenhardt, 1989; Flyvbjerg, 2006) in the cluster 

landscape, a case of a pathologic policy-driven cluster. This pathologic case allows, in a 

Popperian falsification tradition, to look at a “black swan” and to start a new critical reflection 

process (Flyvbjerg, 2006, p. 228; Popper, 1959) on how a policy-driven cluster works and 

which pathologies it might produce. As HCPR is an extreme case, we see the pathologies 

through a magnifying glass. There are numerous policy-driven clusters in France that seem to 

encounter much less difficulties (the “white swans”) (see for example (Bidan & Dherment-

�������� �		
�� �
�������� �		��� �������� �		
��� �
���� �� �		�� ) than HCPR. The knowledge 

gained through the in-depth analysis of cluster pathologies in an extreme case will prove to be 

precious, because it will help us rethink how a policy-driven cluster actually works and what 

can be improved during the management of the implementation and evaluation processes. 

                                                 
20 Name changed.  
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We study HCPR by using a case study methodology (Eisenhardt & Graebner, 2007; 

Flyvbjerg, 2006; Yin, 2009) that combines observation, interviews, documents and archival 

data. Even though we were continually embedded and confronted with our cluster policy 

fieldwork (as we will explain in the research design chapter), we had two main qualitative 

fieldwork periods. The first main qualitative fieldwork period took place between September 

2010 and January 2011, and the second main fieldwork period took place between November 

2011 and March 2012. Using a longitudinal approach in case studies (Eisenhardt & Graebner, 

2007; Leonard-Barton, 1990) is particularly recommended when operating in nascent research 

fields (Edmondson & McManus, 2007), as it is the case for cluster policy implementation and 

the study of its challenges. The methodological issues and details processes for data collection 

and analysis will be presented in chapter 4. 

 

Overall, we will argue in this thesis that it is necessary to shift from the sole study of the 

“anatomy of clusters” (Porter, 1998c) to the deeper study of “pathology of clusters”. The 

traditional static cluster approach has become a dynamic approach with organisational 

dilemmas (see Figure 1). The thesis that we defend in this doctoral dissertation can be 

formulated as follows:  

Implementing cluster policies produce organisational dilemmas that generate side-

effect pathologies. 

 

And we defined three associated Research Questions (RQs):  

RQ1: What are the organisational dilemmas that can be observed in the 

implementation of the French cluster policy (the case of HCPR)?  

RQ2: To which extend do these organisational dilemmas generate side-effect 

pathologies?  

RQ3: How can the knowledge of these pathologies benefit to cluster policy 

(implementation and evaluation)?  
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Figure 1: Problem statement and Research Questions  

 

 

6 Expected contributions 

This thesis is expected to make several theoretical, methodological and managerial 

contributions.  

 

Expected theoretical contributions: We wish to contribute to the new critical line of 

research that urges academics to start focusing on the dilemmas of policy driven-clusters that 

emerge when transforming the theoretical cluster concept into the policy realm (Burfitt & 

Macneill, 2008; Burfitt, et al., 2007; Ebbekink & Lagendijk, 2013; Swords, 2013). We wish 

to contribute to the cluster policy literature by first establishing a taxonomy of potential 

cluster dilemmas and second by identifying the caused pathologies. Second, by studying a 

pathogenic case, we offer the academic community a look at an extreme case that will help 

rethinking how a policy-driven cluster works, can be better implemented and evaluated. The 

studies of “black swans” are particularly important to get new scientific conversations going 

(Flyvbjerg, 2006).  

 

Expected methodological contribution: We wish to contribute to the study of policy-driven 

clusters from different angles. Previous research has already shown that policy-driven clusters 

have highly entangled actors (T. Weil & Fen Chong, 2009) with competing strategic 

objectives (Brachert, et al., 2011; Kiese & Wrobel, 2011; Sellar, et al., 2011; Steinle, et al., 

2007). Our case study set-up will allow us to study HCPR from different angles (for example 
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the operational team, the cluster members, or other policy-driven clusters of the region). 

Second, we also wish to contribute to the systematic literature review (SLR) methodology 

(Denyer & Neely, 2004; Pittaway, et al., 2004; Tranfield, et al., 2003) that will be used in this 

thesis to scan the cluster policy literature in order to frame the literature of a nascent field.  

 

Expected managerial contribution: We wish to contribute to the cluster policy evaluation 

literature (Bellandi & Caloffi, 2010b; Diez, 2001; Gallié, et al., 2012; Raines, 2003; 

Schmiedeberg, 2010; Sölvell & Williams, 2013), by focusing on the study of cluster 

organisation effectiveness (Gallié, et al., 2014). We wish to improve the evaluations that take 

an “in the action” (Chanut, 2009) cluster policy evaluation approach. We hope to improve 

the methodology and indicators of cluster policy evaluations by pinpointing the different 

dilemmas of policy-driven clusters and the potential pathologies that emerge. The thesis 

wishes to contribute to the “management model” of cluster policy evaluations (Gallié, et al., 

2014). On the other hand, we wish to contribute to the cluster policy implementation field 

(Burfitt, et al., 2007; Foray, David, & Hall, 2011; Nauwelaers, 2001). We will summarize the 

different implementation dilemmas to help the ones who implement policy-driven clusters to 

structure their reflections in a more systematic manner. 

 

7 Structure of the thesis 

Figure 2 presents the structure of the thesis, divided in three parts and nine chapters. 
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Figure 2: Structure of thesis 
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FIRST PART: LITERATURE REVIEW 

This literature review is split in three chapters. In the first chapter, we embed this research in 

an historical context, in order to highlight genealogies of the “cluster” notion. In the second 

chapter, we focus on the most recent academic literature on clusters and particularly on the 

cluster-policy literature: this allows us to review the dilemmas encountered when 

implementing cluster policies. In the third and final chapter of this literature review, we 

identify research gaps and formulate the research questions that are empirically tested in this 

thesis. 

 

We use two different types of methodologies to conduct this literature review. In the first 

chapter, we mostly conduct a descriptive and narrative literature review as traditionally done 

in the business and management fields (Denyer & Neely, 2004). According to Denyer & 

Neely (2004, p. 133) this type of literature review, if done wisely, “can provide the reader 

with an overview of the different perspectives in a field of study, including its key 

methodological and theoretical traditions.” However, this type of literature review, when 

done poorly, also “run the risk of only reflecting the reviewer’s perspective or position” 

(Denyer & Neely, 2004, p. 133). 

 

In the second chapter, focusing on the cluster policy literature, we apply a more systematic 

literature review (SLR) methodology (Leseure, Bauer, Birdi, Neely, & Denyer, 2004a; 

Pittaway & Cope, 2007; Pittaway, et al., 2004; Thorpe, Holt, Macpherson, & Pittaway, 2005; 

Tranfield, et al., 2003). The main difference between a traditional descriptive or narrative 

literature review and a SLR is that, in the latter, “the [investigation] process is reported 

openly in the same way that empirical research would be” (Pittaway, et al., 2004, p. 480). 

This exact description of the literature investigation process “should enable readers, whether 

academics, practitioners or policy-makers, to determine for themselves the reasonableness of 

the decisions taken and the appropriateness of the conclusions” (Denyer & Neely, 2004, p. 

133). We use a SLR approach to investigate the current state of the “cluster policy” research 

stream not only to overcome any type of critics that might be associated with a descriptive 

and narrative literature review, but also to render our literature review as useful as possible for 

further research on this topic. 
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Chapter 1:  An archaeology of cluster research 

Cluster research started to intensify in the 1980s and then exploded in the 1990s. The 

following historical review not only allows us to understand the political and societal context 

of the period but also the paradigm changes that happened during this time. If we wish to 

better understand cluster research that started to intensify in the 1990s (see Figure 3) and then 

exploded with governments implementing cluster policies at the beginning of the 21st century, 

it appears necessary to turn back the clock for 30 years and understand what happened during 

the 1980s. The events, discussions and publications of this period still heavily influence 

today’s governments and policy decisions.  

 

Hereinafter, we give a brief overview of some of the important cornerstones of this period: 

economic growth, region and competitive advantage. Undertaking this “archaeological” 

(Foucault, 1966 (1994)) work and discussing the general context that surrounded the 

birthplace of modern cluster research is all the more necessary as a cluster is a highly 

systemic research object. Researchers who are concentrated on a certain research object 

sometimes lose sight of why they are actually focusing on this particularly object. The object 

thus becomes a mere theoretical object, with little societal implications. A relevance gap 

emerges (Mesny & Mailhot, 2012), something increasingly underlined by cluster policy 

scholars (Kiese & Wrobel, 2011; R. Martin & Sunley, 2003). However, cluster research was 

born out of a specific societal context and with the intent to perform a societal impact. If we 

wish to go forward in improving the currently adopted cluster policies around the world, we 

first have to understand again (and relearn) under which context cluster research intensified 

and cluster policies emerged. The following theoretical journey is a try to dismantle and 

analyse the “thought-styles” (Fleck, 1935 (1980)) of the 1980s in order to understand why 

cluster policies emerged. Even though we are now as well embedded in a certain “thought-

style” we will try to show that a certain shift happened during the last 30 years of cluster 

research and that we are now confronted with new challenges compared to the 1980s and 

1990s.  
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Figure 3: Evolution of the articles published on ‘clusters’ (1962-2007) 
 

 
Source: Cruz & Teixeira (2009, p. 3)21 
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21 ad Figure 3: Cruz & Teixeira (2009, p. 3) conducted their search in Business Source Complete and EconLit 
databases (EBSCO), they identified 2 940 relevant articles, they used following keywords: “cluster�  and 
industry�  (thus considering these words’ derivations, such as clustering, clusterized, industrial, etc.), in 
addition to some of their close-to-synonymous concepts, namely agglomeration, external economies, 
spatial concentrations, and industrial districts” 
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1 Economic growth: the knowledge and institutional turns 

“Economic growth” is indeed a large and complex field of research22, and not the central 

object of our research. However, it is useful for management scholars interested in clusters to 

understand, at least schematically, the debates on economic growth – its indicators, theoretical 

models and the role of institutions - that emerged shortly before the “hype” of cluster research 

began in the 1990s, and that subsequently led to cluster policies implemented by governments 

around the world. 

 

1.1 Economic growth: performed through indicators 

When economists analyse the economic situation (or “healthiness”) of a country, they look at 

annual changes of different macroeconomic variables as for example household consumption, 

export rate, import rate, private consumption, government’s financial balance, etc. (Lequiller 

& Blades, 2006). However, the most important indicator economist look at is the gross 

domestic product (GDP) and its variations from one period to the next.23 

 

For now exactly 70 years24, governments around the world constantly strive to increase their 

GDP25. In order to increase a country’s GDP, government authorities have to find the “right” 

policies to positively stimulate the economic actors and consequently their outcomes. 

Theories that explain what leads to economic growth, measured by GDP increase, vary over 

time and, as we will see hereinafter, generally stay vague. A Harvard economist recently said 

that economic growth remains a mystery: “What makes some countries rich and others poor? 

Economists have asked this question since the days of Adam Smith. Yet after more than two 

hundred years, the mystery of economic growth has not been solved” (Helpman, 2004, p. ix).  

                                                 
22 In case the reader is not an economist and a novice to economic growth theories, but interested in deepening 
its knowledge about it, we can recommend following readings: the undergraduate textbook of economic growth 
by Weil (2012), the graduate textbook of economic growth by Barro & Sala-i-Martin (2003) and the handbook 
of economic growth by Aghion & Durlauf (2005, 2014). 
23 “GDP combines in a single figure, and with no double counting, all the output (or production) carried out by 
all the firms, non-profit institutions, government bodies and households in a given country during a given 
period, regardless of the type of goods and services produced, provided that the production takes place within 
the country’s economic territory.” (Lequiller & Blades, 2006, p. 15) 
24 In 1934, Simon Kuznets (the chief architect of the United States national accounting system) presented the 
newly developed GDP measure to the American Congress. In 1944, exactly ten years later, leaders of the allied 
nations reunited in Bretton Woods and decided to use the GDP as the primary measure for economic growth 
(Costanza, Hart, Talberth, & Posner, 2009). 
25 We will not discuss in this thesis if the GDP is the right indicator to measure the “healthiness” of a country. 
See for example Costanza et al (2009) for an informative discussion on this subject. 
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Economic growth theories only enter reality when they are somehow “performed” by 

countries, governments and economic actors. However, every country is different so that 

economic theories, developed on an aggregate level, might turn out differently on the field. 

Lucas (1988, p. 41) formulated it this way “[…] there is no one pattern of growth to which all 

economies conform, so a useful theory needs also to capture some forces for change in these 

patterns, and a mechanics that permits these forces to operate.” In other words, economic 

growth and all policy measures that go along with it are constantly confronted to our 

“bounded rationality” (Simon, 1955) which limits us to find the “absolute truth” and only 

allows us to find the best solution under particular circumstances.  

 

1.2 Economic growth models: from exogenous to endogenous 

Economic growth theories generally follow the curve of a life cycle: they are born, they 

experience growth and a peak period, before they start declining again to ultimately being 

replaced by “better” growth theories (but sometimes growth theories also experience revivals) 

(for a discussion of the different waves see for example Barro & Sala-i-Martin, 2003; 

Helpman, 2004; Maier & Tödtling, 2002; Snowdon, 2006). During the peak period of an 

economic growth theory, the academic community particularly concentrates on a few 

mainstream models until an alternative theory gains enough momentum to start a new cycle, 

putting a new economic growth model in the centre of attention. Starting a new wave is a 

difficult endeavour as following retrospective reflection of one of the fathers, Paul M. Romer, 

of a new wave trying to introduce knowledge into the models shows: 

“My greatest regret is the shift I made while working on these external effects models, a shift 
that took me away from the emphasis on research and knowledge […] I am now critical of this 
work, and I accept part of the blame. Looking back, I suspect that I made this shift toward 
capital and away from knowledge partly in an attempt to conform to the norms of what 
constituted convincing empirical work in macroeconomics. No international agency publishes 
data series on the local production of knowledge and inward flows of knowledge. If you want 
to run regressions, investment in physical capital is a variable that you can use, so use it I did. 
I wish I had stuck to my guns about the importance of evidence […].” (Romer, 1994, p. 20) 

 

Hereinafter, we focus on two important economic growth paradigms that managed to impose 

their worldviews on the academic community. The two waves under scrutiny happened 

during the second half of the 20th century: the neoclassical growth theories (also called 

exogenous growth theories) mainly stimulated by Robert M. Solow (1956, 1957) and Trevor 

W. Swan (1956) in the middle of the 1950s, and 30 years later, the endogenous growth 

theories mainly stimulated by Paul M. Romer (1986) and Robert E. Lucas (1988).  
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1.2.1 The neoclassical (or exogenous) economic growth model 

In the neoclassical growth models there are three factors that contribute to the long-term 

growth of countries: capital accumulation, labour input, and technical progress (Maier & 

Tödtling, 2002, p. 64). This means, that “sustained increase in real GNP26 must be due either 

to an increase in the quantity of capital and labor used in production or due to a more 

efficient use of these inputs (e.g., technical and/or organizational progress)” (Gilpin, 2001, p. 

110). However, the neoclassical growth models do not put technical progress within the 

equation of the model (i.e. technical progress is not an endogen factor of the model), but they 

put technological progress outside of the model (i.e. technical progress is considered to be an 

exogenous factor of the model). This means, that for Solow (1956, 1957), “technology (unlike 

capital and labor) cannot be observed or measured directly”  (Gilpin, 2001, p. 111), it is thus 

not part of the model but the residual of the equation. 

 

The neoclassical growth theories are therefore unable to explain why economic change or 

innovation happens, the theory “assumes that progress in technology is produced by random 

scientific and technological breakthroughs” (Gilpin, 2001, p. 112). The incapacity of the 

model to explain the reasons for technical progress paired with the fact that Solow’s model 

predicts declining growth rates in the long run27 “ leads to the conclusion that government 

policies can do little to accelerate the long-term rate of economic growth” (Gilpin, 2001, p. 

110). 

 

This neoclassical (or exogenous) economic growth model dominated scientific thoughts from 

the 1950s up to the 1980s. According to Helpman (2004), there were some exceptions that 

tried to integrate explanations for technical progress into their models (for example Arrow 

(1962) or Uzawa (1965)) but for the majority of economists, technical progress stayed an 

exogenous factor of economic growth that cannot be manipulated intentionally.  

 

                                                 
26 GNP means “Gross national product”. However, GNP is no longer used and was replaced by GNI (or gross 
national income). As already discussed, “GDP measures the total production occurring within the territory”, 
while “GNI measures the total income (excluding capital gains and losses) of all economic agents residing 
within the territory (households, firms and government institutions).” (Lequiller & Blades, 2006, p. 18) 
27 Solow’s model predicts declining growth rates in the long run. The model assumes thus that in the end all 
nations will converge to the same level of development 
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1.2.2 The endogenous economic growth model 

What happened in the 1980s? Snowdon (2006, pp. 81-83) lists a whole list of possible reasons 

why economists finally accepted an endogenous economic growth model, that considers 

technical change as an internal factor and not as an external residual. Snowdon (2006, p. 82) 

mentions for example that there was an increasing awareness that developing countries did 

not seem to catch up with developed countries (something they were meant to do according to 

the neoclassical model), the availability of new data sets, the collapse of the Soviet Union, as 

well as other reasons.  

 

Romer (1986) and Lucas (1988) initiated a considerable revival of interest in economic 

growth theories by introducing endogenous economic growth models that were finally 

accepted by the academic community. Hereinafter, a very simplistic summary of the new 

approach:  

“[…] the new theory incorporates technological progress and advances in knowledge as 
endogenous factors within the growth model. Technological advance is considered endogenous 
because technological innovations are the result of conscious investment decisions taken by 
entrepreneurs and individual firms. Firms are assumed to invest in research and development 
activities for the same reasons that they invest in other factors of production; that is, on the 
basis of the expected profitability of the investment. In effect, the new growth theory assumes 
that knowledge, technology, and/or "know-how" constitute a separate factor of production in 
addition to capital and labour" (Gilpin, 2001, pp. 112-113). 

 

Knowledge is thus only considered as an “official" economic factor, leading to economic 

growth, for little less than 30 years. 

 

Knowledge as a factor of production 

The first major revolution that endogenous growth theories initiated was the integration of 

knowledge as a third factor, next to capital and labour, in their economic growth models. 

Lucas (1988) for example based its argumentation heavily on the works of Jane Jacobs (1961, 

1969). Jane Jacobs observed the city like an anthropologist and illustrated with a multitude of 

examples what happens on the sidewalks, parks, or public spaces of cities. She gives a very 

thick and detailed description of how a city works and her work was and still is a crucial 

masterpiece for community and urban planners. The reason why Lucas (1988) comes back to 

the works of Jacobs is because she describes in a very illustrative manner how information 

and knowledge is transported in a city. Jacobs (1961) credits this knowledge flow in the city 

to the multitude of public characters, i.e. “anyone who is in frequent contact with a wide 

circle of people and who is sufficiently interested to make himself a public character” 
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(Jacobs, 1961, pp. 89-90). These public characters live and work within a city’s boundary and 

it is through these public characters that information travels easily: “his main qualification is 

that he is public, that he talks to lots of different people. In this way, news travels that is of 

sidewalk interest” (Jacobs, 1961, pp. 89-90). 

 

Lucas (1988) thus picks up the ideas and observations of Jacobs and integrates them into his 

economic growth models. For him, capital and labour alone can no longer explain why cities 

exist. He argues that if we consider that economic actors act in a rational manner, then they 

would have no reason to stay somewhere where land is more expansive than somewhere else. 

So for Lucas (1988) there must be another explanation why economic actors stay within the 

city and this explanation is the knowledge gain one can earn in a city compared to when being 

outside of a city: 

“If we postulate only the usual list of economic forces, cities should fly apart. The theory of 
production contains nothing to hold a city together. A city is simply a collection of factors of 
production - capital, people and land - and land is always far cheaper outside cities than 
inside. Why don't capital and people move outside, combining themselves with cheaper land 
and thereby increasing profits? […]. Cities are centered on wholesale trade and primary 
producers, and a theory that accounts for their existence has to explain why these producers 
are apparently choosing high rather than low cost modes of operation. It seems to me that the 
'force' we need to postulate account for the central role of cities in economic life is of exactly 
the same character as the 'external human capital' I have postulated as a force to account for 
certain features of aggregative development.” (Lucas, 1988, pp. 38-39) 

 

Investments in knowledge thus play an important role because the more a firm invests in 

knowledge, the more knowledge will circulate between the economic actors at a certain 

location. When a firm invests in knowledge, Romer (1986, p. 1003) considers that 

“knowledge cannot be perfectly patented or kept secret” . Therefore, “the creation of new 

knowledge by one firm is assumed to have a positive external effect on the production 

possibilities of other firms” (Romer, 1986, p. 1003). There will always be externalities that 

cannot be protected by a firm and therefore the investment in knowledge by one firm is 

considered by Romer (1986) to have a multiplier effect28. 

 

The role of public policy in economic growth 

The second major revolution of endogenous growth theories is that it integrates the possibility 

that the growth rate does not need to decline in the long run (as do the neoclassical growth 

                                                 
28 We would like to alert the reader that there is a major difference between Jacobs (1969) and Romer (1986) 
understanding under which circumstances these knowledge spillovers occur (see for example Beaudry & 
Schiffauerova, 2009). For pedagogical reasons, we will not yet enter this debate but come back to this point 
when we will focus on the region. 
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theories), meaning that in the end, there is a possibility that countries do not converge to the 

same level of development (Helpman, 2004): 

“The new growth theory is important because it permits or even encourages the use of 
government policies to increase the long-term rate of economic growth. […] [it] assumes that 
increasing returns to scale and positive investment economies can lead to an increased growth 
rate, especially in high-tech sectors. […] [additionally, it] suggests that government policies, 
through promotion of increased national savings and investment rate and also increased 
support for R&D, can lead to a sustained higher rate of economic growth” (Gilpin, 2001, p. 
113). 

 

This has of course an important impact on the role public policies can play in economic 

growth. Instead of being considered as “useless in the long run” because all countries will 

anyhow converge to the same level, they might actually be a crucial indicator to differentiate 

the economic growth patterns of countries. For example, Morgan & Nauwelaers (2003 

(1999)) underlined that even the World Bank changed its mind about State intervention in 

order to foster innovation and economic growth:  

“The state is gradually being rehabilitated as a necessary and legitimate agent in economic 
development, after a period when it was denigrated, especially in the UK and the US, as a 
'dead hand' on social and economic process. That the state has a positive role to play in 
promoting innovation and economic development was recently affirmed by no less an 
institution than the World Bank, which in the past has been criticised for extolling the market 
over the state and for downplaying the institutional architecture of market-based economies.” 
(Morgan & Nauwelaers, 2003 (1999), p. 11)29 

 

Instead of being a “dead hand”, the World Bank started thus to explicitly recommend state 

intervention and to be an “animator”  of the emerging knowledge economy.  

 

1.3 Economic growth: the rising importance of institutions 

The discussions about economic growth during the 1980s went hand in hand with a revival of 

institutional theories, an important cornerstone to better understand today’s cluster policies. 

Hereinafter, we thus particularly concentrate on the revival of institutional theories in 

economics and their possible impact on economic growth (North, 1986, 1989, 1990)30. Romer 

(1986) and Lucas (1988) were not the only ones at that time who wanted to overcome the 

                                                 
29 Morgan & Nauwelaers (2003 (1999)) refer to a speech that James D. Wolfenshon, the president of the World 
Bank between 1995 and 2005, held during a Keynote speech at Peking University in 2002: “We at the Bank fully 
support this move towards embracing the potential of the “Knowledge Economy” and see our role as a catalyst, 
a facilitator, a broker and a connector, positioned at a major intersection in the network economy, connecting 
global learning opportunities together with investment assistance for local development.” Source: 
http://www.polity.org.za/article/wolfensohn-implementing-a-global-partnership-for-poverty-reduction-
29052002-2002-05-29 (15/05/2014) 
30 For the time being we will not particularly focus on institutional theories in economics treating “only” 
transaction costs (Coase, 1937, 1988; Commons, 1931; Williamson, 1973), or on institutional theories in 
sociology (for example Gouldner, 1954 (1964); Selznick, 1949) having impacted organization theories 
(DiMaggio & Powell, 1983; March & Olsen, 1984; Meyer & Rowan, 1977; W. R. Scott, 1987). 
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established growth theories, for example Matthews (1986) or North (1986, 1989) had the 

same endeavour. However, compared to economists like Romer and Lucas, who were 

particularly focusing on formal economic growth models, economists like Matthews (1986) 

and North (1986, 1989) had a more historical approach. 

 

The objective of North (1990, p. 3) was to appreciate “the role of institutions in economic 

performance“ and to develop an “analytical framework to integrate institutional analysis into 

economics and economic history”. North tried, in a similar manner as Romer and Lucas, to 

overcome the neoclassical economists by proposing another explanation for economic growth 

(North, 1989), this time the focus laid less on knowledge externalities and more on 

institutions. 

 

North (1990, p. 3) defines institutions as the “rules of the game in a society”. For North 

(1990, p. 3), institutions “structure incentives in human exchange, whether political, social, 

or economic”. More precisely, he underlines that “they consist of both informal constraints 

(sanctions, taboos, customs, traditions, and codes of conduct), and formal rules 

(constitutions, laws, property rights)” (North, 1991, p. 97). According to North, these existing 

“rules of the game” differ from country to country and might explain that economic growth 

differs as well. For North, organizations are a group of individuals that pursue a common goal 

and at the same time organizations are also the actors of the system that can change the 

institutions. However, this change happens “incrementally rather than in discontinuous 

fashion” (North, 1990, p. 6). For North, compared to neoclassical scholars, human interaction 

is not optimal. So there has to be a third person that structures the exchange, but not only for 

disciplinary reasons.  

 

Also for Matthews (1986, p. 915), institutions construct themselves over time, step by step, 

where every new step is influenced by the previous step. However, Matthews (1986, p. 914), 

compared to North (1990) is particularly reluctant regarding experimenting with institutions 

on a national level. He particularly underlines that institutions are very complex, “much more 

complicated than appears on the surface” which also means that “it may be quite difficult to 

see why an institution has arisen and what purposes it currently serves”. For Matthews 

(1986) experimenting with these institutions would lead to a “random walk” where one does 

not know the end destination. Matthews (1986, p. 917) underlines that experimentation on a 

single firm level would be fine “because it does not much matter for the economy as a whole 
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if it does not work”. However, he is more reluctant to experiment with institutions on a 

national level, “we have to recognise candidly that institutional changes can easily lead in the 

long run to results that are quite different from intended” (Matthews, 1986, p. 917). 

 

North (1990) on the other hand underlines the importance of the State and according to him 

the State should go beyond a simplistic Public Choice theory, which sees the State only from 

a redistribution angle. However, North (1990, p. 99) also points out that once a certain path is 

taken this path is difficult to change as “the network externalities, the learning process of 

organizations, and the historically-derived subjective modelling of the issues reinforce the 

course”. The choice to go in a certain direction might thus have a huge impact. A mediocre 

development might thus continue in a mediocre path. These words are particularly interesting 

to retain when discussing cluster policies. 

 

A major cornerstone of the 1980s was thus the turn from exogenous to endogenous economic 

growth theories and thus everything which goes along: a focus on knowledge, knowledge 

externalities, knowledge investment, the assumption that countries do not converge to the 

same development level, and the increasing role accredited to institutions in economic 

growth. Additionally this went hand in hand with the rise of institutional theories and the role 

institutions, or more particularly the State, might play in economic growth. We will see that 

this development is particularly important when we start discussing cluster policies in chapter 

2. In the next section we will focus on another important change: the emergence of the region 

as an economic organization. 
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2 The emergence of regions as economic organizations 

Regional economics experienced a strong revival during the 1980s. Storper (1997, p. 3) 

summarises this re-emergence as following: “Something funny happened in the early 1980s. 

The region, long considered an interesting topic to historians and geographers, but not 

considered to have any interest for mainstream western social science, was rediscovered 

[…]”. Even though, regional development was studied by researchers before the 1980s, what 

was new was that the region was suddenly considered as a “unit of social life in 

contemporary capitalism equivalent to […] markets, states or families” and there was the 

assumption that it might be a “fundamental basis of economic and social life ‘after mass 

production’” (Storper, 1997, p. 3). Again, in order to understand what Storper exactly means 

by “after mass production” and why the “region” emerged as a unit of analysis in the 1980s, 

we have to dig further down the history. 

 

We first discuss in detail the seminal propositions of Marshall on regions, then discuss the 

revival of Marshallian industrial districts during the 1980s and finally focus on the most 

emblematic cluster “role models” that were “created” during this period.  

 

2.1 The rise and fall of Marshall’s industrial district  

Even though the main focus of Marshall’s work was not specifically on clusters or industrial 

districts, Marshall (1890 (1920)) is widely cited in cluster studies because of his chapter: 

“The concentration of specialized industries in particular localities”. In this chapter, he 

describes his observation gained from studying England’s industrial organization at the end of 

the 19th century. He observed that skilled and fortunate workers often “gathered within the 

narrow boundaries of a manufacturing town or a thickly peopled industrial district” (1890 

(1920), p. IV.X.6).  

 

Marshall draws five main observations of why this happens (see Table 2): 

� Knowledge circulation: First of all he observed that knowledge circulates “in the air” 

within these industrial districts, that new ideas are immediately passed on to other 

manufactures and that “the mysteries of the trade become no mysteries” (p. IV.X.7). 

� Specialisation through division of labour: The second important observation concerns 

the economies of scale the individual manufacturer can make through the division of 
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labour within an industrial district. When machinery is expensive, he observed that the 

different manufactures specialize in one task of the value chain, which allows them to 

save money because they can use their machinery more efficiently at full capacity.  

� Pool of skilled workers: The third important point of industrial districts according to 

Marshall is the pool of skilled workers which attracts employers because they know 

that they will find skilled employees at this location, and which attracts more 

employees because they know that they will easily find work.  

� Physical conditions: Then Marshall also observes that some industrial districts seem to 

exist because the physical conditions (for example easy access, specific natural 

resources) of the location are favourable for the industry.  

� Patronage of a court: The “patronage of a court” is the last important point that 

Marshall mentions and that according to him explains why industries locate in a 

certain location. Under patronage of a court, he understands how kings, lords or other 

important personalities have the power to “invite” artisans to locate in a certain 

location. These rulers created in a certain manner “artificial” industrial districts where 

they wished to have the industry set up31. Another reason to deliberately set up an 

industrial district was for example when the location was specialized in mining but did 

not offer any other jobs, particularly for women or children, which were not strong 

enough to do the hard physical work. Marshall gives the example of Barrow, a village 

known for its railway and mining activities, where a textile district was set up 

“deliberately on a large scale in order to give variety of employment in a place where 

previously there had been but little demand for the work of women and children” (p. 

IV.X.10). 

 

                                                 
31 Two concrete examples Marshall gives to underline the benefits the “patronage of a court” brought for the 
different artisans in advancing their skills: “[…] the mechanical faculty of Lancashire is said to be due to the 
influence of Norman smiths who were settled at Warrington by Hugo de Lupus in William the Conqueror's time” 
(p. IV.X.4); “[…] the greater part of England's manufacturing industry before the era of cotton and steam had 
its course directed by settlements of Flemish and other artisans; many of which were made under the immediate 
direction of Plantagenet and Tudor kings” (p. IV.X.4). 
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Table 2: Co-location: main advantages and reasons according to Marshall 
Topic Marshall’s observations 

Knowledge 
circulation 

“Good work is rightly appreciated, inventions and improvements in machinery, in 
processes and the general organization of the business have their merits promptly 
discussed: if one man starts a new idea, it is taken up by others and combined with 
suggestions of their own; and thus it becomes the source of further new ideas.” (1890 
(1920), p. IV.X.7) 

Specialisation 
through division 
of labour 

“The economic use of expensive machinery can sometimes be attained in a very high 
degree in a district in which there is a large aggregate production of the same kind […]. 
For subsidiary industries devoting themselves each to one small branch of the process of 
production, and working it for a great many of their neighbours, are able to keep in 
constant use machinery of the most highly specialized character, and to make it pay its 
expenses […] and its rate of depreciation very rapid.” (1890 (1920), p. IV.X.8) 

Pool of skilled 
workers 

“[…] a localized industry gains a great advantage from the fact that it offers a constant 
market for skill. Employers are apt to resort to any place where they are likely to find a 
good choice of workers with the special skill which they require; while men seeking 
employment naturally go to places where there are many employers who need such skill 
as theirs and where therefore it is likely to find a good market.” (1890 (1920), p. IV.X.9) 

Physical 
conditions 

“[…] such as the character of the climate and the soil, the existence of mines and 
quarries in the neighbourhood, or within easy access by land or water.” (1890 (1920), p. 
IV.X.3) 

Patronage of a 
court 

“When an Eastern potentate changed his residence […] the deserted town was apt to 
take refuge in the development of a specialized industry, which had owed its origin to the 
presence of the court. But very often the rulers deliberately invited artisans from a 
distance and settled them in a group together.” (1890 (1920), p. IV.X.4)�

 

Besides the advantages of co-location and the reasons of industries to co-locate, Marshall 

(1890 (1920)) also stressed the negative effects of co-location as for example the increasing 

“ground-rents” and the “competition for dwelling space” within the city limits which forced 

a lot of companies to go to the suburbs of cities or to the neighbouring regions. Additionally, 

even though Marshall favours specialization for knowledge spillovers, Marshall also points 

out the high risk of a one-sided industrial specialization32: 

“A district which is dependent chiefly on one industry is liable to extreme depression, in case 
of a falling-off in the demand for its produce, or of a failure in the supply of the raw material 
which it uses. This evil again is in a great measure avoided by those large towns or large 
industrial districts in which several distinct industries are strongly developed. If one of them 
fails for a time, the others are likely to support it indirectly; and they enable local shopkeepers 
to continue their assistance to workpeople in it.” (1890 (1920), p. IV.X.12) 

 

Marshall was an influential economist of his time, but not particularly for his works on 

industrial districts. However, one century later, he is one of the most cited authors in regional 

research (Cruz & Teixeira, 2009). Today, researchers studying clusters constantly retake his 

observations just discussed and develop them further. In the following chapters we first 

present why Marshall’s observations experienced a revival (during the mass production 

period industrial districts and thus regions were not in the center of attention) and underline 

                                                 
32 In the second half of the 20th century, Detroit and its automotive industry experienced exactly what Marshall 
tried to alert about at the end of the 19th century.  
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the strong focus on his idea of “knowledge circulation” within industrial districts, although, 

criticized by Krugman (1991 (1993)). 

 

2.2 The revival of industrial districts 

For economists interested in institutions (North, 1989) and economists interested in 

knowledge externalities (Lucas, 1988) it might have been the fight against neoclassical 

theories that spurred their rebirth during the 1980s. For scholars interested in the region (be it 

geographers, economists, political scientists, etc.) this rebirth seems to be related to additional 

explanations. According to Storper (1997), and others that we discuss hereinafter, the 

increasing interest in the “region” as a unit of analysis for economic studies might have been 

initiated by a change in the production system. Storper for example underlines that in the 

early 1980s the production system moved from a mass-production system to a “post-Fordist, 

flexible, learning based” system (1997, p. 4) and that in this process “the region” was 

suddenly (re)considered as a “fundamental basis of economic and social life” (1997, p. 3). 

Hereinafter we discuss three important developments regarding the region as a new unit of 

analysis: flexible specialization, innovation and embeddedness.  

 

2.2.1 The region, a locus for flexible specialization 

At the beginning of the 20th century the production system changed considerably compared to 

the production system of the 19th century and thus the time Marshall did its observation of 

industrial districts in England. When Marshall wrote Principles of Economics (1890 (1920)), 

the production system was still mainly organized in crafts and so within one industrial district, 

several different crafts participated in the production of a certain product. In other words, the 

production system was based on a “vertically disintegrated, small-firm industrial system” 

(Rocha, 2013, p. 100). 

 

However, at the beginning of the 20th century the craft production system was replaced by a 

mass production system that exploded after the end of WWII. Piore & Sabel (1984) call this 

change in production system at the beginning of the 20th century, the “first industrial divide” . 

Instead of having predominantly vertically disintegrated companies, the first industrial divide 

lead to big vertically integrated companies which paved the way to mass production and mass 

consumption. Vertically integrated companies have the different production steps assembled 

within one company and are thus able produce an increased amount of standardized products 
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in a much faster and cheaper way than before. One prominent example is the Ford Motor 

Company founded in 1903. The mass production system initiated mass consumption and led, 

especially after WWII, to strong economic growth and wealth, known in France as “the 

glorious thirty” or in Germany and Austria as the “economic miracle”. 

 

However, this production system that procured increasing wealth and nearly full employment 

started to fall apart in the 1970s. Again it is difficult to pinpoint the exact causes of this 

change (for example some important events of the 1970s: end of the Bretton Woods system, 

oil crisis, stock market crash). Jones (2007, p. 150), a business history scholar, for example 

points out that at that moment a “new global economy” has started to emerge and that “from 

the late 1970s, deregulation and Iiberalization stimulated increased globalization.” 

According to Jones (2007), this was accompanied with “China's adoption of market-oriented 

policies and opening to foreign investors in 1979” (p. 150), one decade later by the “collapse 

of Communism in Russia and Eastern Europe” (p. 150) but also an “accelerating growth in 

India” (p. 151). Finally, this opening up of boarders, deregulation, and liberalization 

“resulted in significant geographical shifts in economic power” (Jones, 2007, p. 151). 

 

This geographical shift in economic power might have helped China or India, but was 

perceived as a threat by the western world. In the beginning of the 1980s, American scholars 

like Piore & Sabel’s (1984) perceived the economic situation as extremely gloom as this 

introduction to their famous book called “The second industrial divide” shows:  

“The times are troubled indeed when the good news is almost indistinguishable from the bad. 
Economic downturns no longer seem mere interruptions in the march to greater prosperity; 
rather, they threaten to destroy the world markets on which economic success has dependent 
since the end of World War II. Meanwhile, upturns avert disaster without solving the problems 
of unemployment and slow growth, which have become chronic in almost all the advanced 
countries. No theory seems able to explain recent events, let alone predict what will happen 
next.” (Piore & Sabel, 1984, p. 3) 

 

Today, exactly thirty years later, the opening words of Piore & Sabel’s book might be seen as 

still very accurate. Has something changed? One of the punching bags of the observed and 

frightened economic decline in the 1980s was the vertical integrated company which was able 

to produce at large scale for minimal cost, but which was perceived as not flexible and unable 

to adapt to fast changing and increasingly demanding (global) consumer tastes. Piore & Sabel 

(1984, p. 6) identified two strategies “for relaunching growth in the advanced countries”. 
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The first strategy was build “on the dominant principles of mass-production technology” 

(Piore & Sabel, 1984, p. 6). They argued that if one wishes to maintain this system, it 

“requires a dramatic extension of existing regulatory institutions, including a redefinition of 

economic relations between the developed and the developing worlds” (p. 6). However, for 

them another additional promising strategy was to go “back to those craft methods of 

production that lost out at the first industrial divide” (p. 6). 

 

The second strategy, called by Piore & Sabel (1984) “flexible specialization”, was thus in a 

certain manner a modern version of the production system Marshall already described at the 

end of the 19th century. Instead of having one big vertically integrated company, small-

specialized companies located in a certain region might be more capable to compete in the 

new globalized economy. Sabel (1984, p. 344) underlines that “[…] there is a growing 

consensus […] that changes in the conditions of competition in mass markets for standard 

goods are a the root of the crisis, and that the reorientation of industry toward the production 

of more specialized goods by more flexible technologies and more skilled workers will be on 

of the principal outcomes”. 

 

In the same stream of research, Christopherson and Storper (Christopherson & Storper, 1986; 

Storper & Christopherson, 1987) dedicated a whole research stream to the role of flexible 

specialization and the social and economic impacts of this new mode of production and thus 

confirmed the observation of Piore & Sabel. Christopherson and Storper (Christopherson & 

Storper, 1986; Storper & Christopherson, 1987) particularly focused on Hollywood’s film 

industry where a vertically integrated studio system (i.e. production, distribution and 

exhibition were combined under one roof) has predominated up to the 1980s but then shifted 

to a vertical disintegration system. Storper & Christopherson (1987, p. 115) underline that the 

shift towards vertical disintegration considerably changed the importance of urban centres. 

According to them “flexible specialization creates powerful agglomeration tendencies at the 

regional level” (1987, p. 115) and that this is “further strengthening external economies”.  

 

Also Allen J. Scott (1988a, 1988b), an American geographer and political scientist, focused in 

his research on the impacts of these “new” flexible production systems. Scott (1988a, p. 174) 

called these production systems “new industrial spaces” in contrast to the “rigid structure” of 

“mass production”. For Scott (1988a, p. 174), these “new industrial spaces” are 

“characterized by an ability to change process and product configurations with great 



First part: Literature review - Chapter one 
 

 29 

rapidity” . Additionally, “they are […] typically situated in networks of extremely malleable 

external linkages and labour market relation. […] they tend as far as possible to externalize 

production processes by buying in services and products that might otherwise by supplied 

internally […]”  (A. J. Scott, 1988a, p. 174). The sectors in which these new production 

systems were established experience a “vigorous revival of entrepreneurial behavior, 

renewed market competition and active technological innovation” (A. J. Scott, 1988a, p. 

174).  

 

There are two particularities of Scott’s analysis. First, Scott already started to mention the role 

of increased technological innovation in these “new industrial spaces” a topic of increasing 

important in the following years. Second, instead of concentrating on urban centres 

(Christopherson & Storper, 1986; Storper & Christopherson, 1987), Scott had a more regional 

approach to these flexible production systems (Hudson, 1989; Komninos, 2002), also an 

approach that intensified in the following years. 

 

However, we would like to underline that the flexible production system “hype” was also 

criticized. For example Gertler (1988) warns the research community of the “perils of 

generalization”. Gertler (1988) criticizes that a lot of research done on flexible specialization 

bases its arguments on the automotive sector. However, according to Gertler (1988) the 

automotive sector was (already for the vertical integrated company) and will always stay a 

specific case. Gertler (1988, p. 430) admits that “significant changes are happening” but 

argues that the flexible specialization is not something completely new and challenges “the 

assertion that these changes are all-pervasive and present a distinct break with the past and 

the dawning of a new era of production”. For him it is just an “intensification and 

development of historical trends established long ago”  (Gertler, 1988, p. 430). Additionally, 

Gertler (1988, p. 431) warns that "the flexibilization of the firm represents first and foremost 

an ideology to undermine the power and rigidity of labour so that firms can achieve greater 

levels of current and future profitability". 

 

At the same time as Piore & Sabel, Christopherson & Storper or Scott started to focus on 

flexible specialization and the new role of the region in this process for companies also other 

researchers started to focus on the role of the region in the economic system. However, 

instead of having a pronounced flexible specialization approach, the focus laid more on 

innovation. 
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2.2.2 The region, a locus for innovation 

Besides the focus on flexible specialization, the region was also increasingly considered as the 

new locus of innovation. In the beginning of the 1980s, several researchers started to 

investigate this assumed relationship between innovation and region.  

 

Oakey et al (1980) studied if technological change varies between the regions in Britain. 

Their study showed that there exist regional variations of innovative activity. In this early 

study, they concluded that this might be particularly due to the variances on non-production 

workers (or skilled workers). Some years later, in another study, Oakey (1984) went one step 

further and investigated for example the impact of various regional resources (as for example 

finance, labour and technical information) on innovation in high technology SMEs located in 

Britain and the USA. This time the focus laid particularly on the role of government aid, 

which was more developed in the USA than in Britain for high tech companies. 

 

Another early researcher focusing on these questions is Jaffe (1986). Jaffe (1986), who 

studied if the R&D productivity of firms was increased if located next to other R&D intensive 

firms or “technological neighbours”. Jaffe (1986) concluded, based on American company 

data sources, that this was the case for R&D intensive firms. However, firms with low own 

R&D suffer from very strong R&D intensive neighbours. 

 

These studies were important bricks to get the research stream going. However, their visibility 

was maybe weaker due to their scattered results on some regional data. Philippe Aydalot, a 

French regional and urban economist, founded an association that tried to bundle the 

investigation efforts of researchers interested in this interplay between innovation and region. 

In 1984, Philippe Aydalot founded a research group called the “European Research Group on 

Innovative milieus“ (“Le Groupe de Recherche Européen sur les Milieux Innovateurs”, 

abbreviation: GREMI). The particularity of this well-known research group33 was that they 

set up a common methodology and studied a multitude of regions with the same hypotheses, 

the same criteria and the same questions (Matteaccioli & Tabariés, 2006). This allowed a high 

comparability of results and a certain “industrialisation” of the research question. The 
                                                 
33 We think the GREMI example is a great “role model” how research on such a complicated topic can be done. 
Instead of pursing individual research agendas in social sciences, we should much more often bundle our 
research effort to increase the quality and impact of our findings. Also Porter (1990 (1998)) collaborated with 
several research teams in order to conduct a multi-country study using the same methodology. 
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objective of the GREMI was to study “the relations between technical innovation and 

territory”  (Matteaccioli & Tabariés, 2006, p. 3). 

 

Even though the title stipulates “European Research Group”, not only European research 

teams participated but also North-American research teams (Matteaccioli & Tabariés, 2006). 

Instead of taking a “company” approach or a “technology” approach to tackle the question of 

how innovation emerges and gets fostered, the research group decided to take an explicit 

“milieu” approach. The question among the GREMI scholars (Aydalot, 1986; Aydalot & 

Keeble, 1988; Camagni, 1991; Maillat & Lecoq, 1992; Maillat & Perrin, 1992; Maillat, 

Quévit, & Senn, 1993) thus laid less on flexible specialisation or employment questions but 

on how the local environment and culture stimulates the innovativeness of the companies:  

“Il s’agit de se demander quelles conditions extérieures à l’entreprise sont nécessaires pour la 
naissance de l’entreprise et l’adoption de l’innovation. On considère que l’entreprise (et 
l’entreprise innovante) ne préexiste pas aux milieux locaux, mais qu’elle est sécrétée par eux. 
Les milieux sont considérés comme des « pouponnières » d’innovations et d’entreprises 
innovantes. Ce choix implique que les comportements innovateurs ne sont pas nationaux, mais 
qu’ils dépendent de variables définies au niveau local ou régional. L’accès à la connaissance 
technologique, les injonctions d’un tissu industriel, l’impact de la proximité d’un marché, 
l’existence d’un pool de travail qualifié... Ce sont là des facteurs d’innovation qui vont 
déterminer sur un territoire national des zones de plus ou moins grande innovativité.” 
(Aydalot, 1986) 

 

The idea that the “region” plays an increasing role for the innovation process started in the 

1980s together with the changes happening in economic growth theories and the orientation 

towards a knowledge economy. During the 1990s this regional innovation literature further 

developed and lead to different innovation system literature streams as for example national 

innovation systems (Lundvall, 1992), regional innovation systems (Cooke, 1992), or learning 

regions (Asheim, 1996; Florida, 1995). However, another concept that is important to 

understand in this context is the notion of “embeddedness”. The economic actors were 

increasingly seen as embedded in a certain regional milieu that will lead them to be more 

innovative. 

 

2.2.3 The region, a locus for embeddedness 

The last important concept that emerged during the 1980s and that is important for cluster 

studies concerns embeddedness (Granovetter, 1985). Embeddedness put at the forefront the 

role of sociology in economic reflections and thus the role of humans - and human 

interactions - in economic systems. Not only economists or geographers but also economic 

sociologists tried to add their knowledge to the profound changes that were happening during 
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the 1980s. In the case of economic sociology, Swedberg (2003) for example puts forward that 

economic sociology experienced maybe a revival due to external factors such as 

Thatcherism34 or Reaganism35. Swedberg (2003) joins the list of different types of political 

and societal factors (see also Snowdon (2006) or Rocha (2013)) that try to explain this 

intensification and renewal in economics, geography and sociology during the 1980s. 

However, this research does not base its argumentation on political or societal factors to 

explain their “rebellion” or “revival” of the 1980s, but on the criticism of neoclassical 

thinking (or in the case of the regional economies discussion on the death of mass production 

systems in developed countries). 

 

Granovetter is considered as the father of the economic sociology revival (Swedberg, 2003). 

Particularly due to his famous article “Economic action and social structure: the problem of 

embeddedness” (Granovetter, 1985). In this article Granovetter (1985) critics that there is no 

“middle ground” to analyse social structure and relations. He criticizes that social relations 

are either “oversocialized” by sociologists, that consider economic actors as “obedient to the 

dictates of consensually developed systems of norms and values” (1985, p. 483), or 

“undersocialized” by neoclassical economists, that consider economic actors as rational and 

“atomized” individuals. At the contrary, Granovetter argues that “most behavior is closely 

embedded in networks of interpersonal relations” (1985, p. 505) and that this would avoid to 

undersocialize or oversocialize human actions: 

“The embeddedness argument stresses […] the role of concrete personal relations and 
structures (or "networks") of such relations in generating trust and discouraging malfeasance. 
The widespread preference for transacting with individuals of known reputation implies that 
few are actually content to rely on either generalized morality36 or institutional arrangements37 
to guard against trouble.” (Granovetter, 1985, p. 490) 

 

It is thus this embeddedness in a social network which builds trust and which might impact 

the economic outcome of the individual. Granovetter also criticizes institutionalists like 

Williamson (1973), because the question should not centre on markets or hierarchies but on 

embeddedness of the economic actor. For Granovetter, relying only on explanations of the 

institutional framework, “discourage[s] the detailed analysis of social structure” which he 

considers as the “key to understanding how existing institutions arrived at their present state” 

(Granovetter, 1985, p. 505). Granovetter concludes his article with encouraging sociologists 

                                                 
34 Prime minister of the United Kingdom from 1979 to 1990. 
35 President of the United States from 1981 to 1989.  
36 Granovetter uses “generalized morality” in reference to his thoughts about “oversocialization”. 
37 Granovetter uses “institutional arrangements” in reference to his thoughts about “undersocialization”. 
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to start debating again the role of human actions in economic domains. He believes that 

“there is a place for sociologists in the study of economic life but that their perspective is 

urgently required there” and that “sociologists have unnecessarily cut themselves off from a 

large and important aspect of social life” (Granovetter, 1985, p. 507). 

 

During the twentieth century, sociology was for a long time considered as the “science of 

leftovers” and as “a pseudoscience that had nothing to offer [to economists]” (Granovetter, 

1990, p. 89). However, the re-emergences of new institutional theories, also stimulated 

sociologists like Granovetter to participate again in this scientific debate and the new 

economic sociology was born, re-integrating human actors and their exchanges in the core of 

economic debates. According to Swedberg (2003, p. 34), the basic approach of the new 

economic sociology is that the “core economic phenomena should be analyzed with the help 

of sociology” and that three approaches are particularly helpful in this endeavours “network 

theory, organization theory, and cultural sociology” . These different approaches are used to 

analyse “economic organizations”, which is not to be understood as a firm, but as “the 

organization of whole economies” (2003, p. 53). One of these economic organizations are for 

example industrial districts (Swedberg, 2003). This shift of thought is similar to Becattini’s 

(1979) thoughts. Already at the end of the 1970s, Becattini (1979) wrote that in order to 

understand the particularity of industrial districts, the “unit of analysis” had to shift from the 

“single firm”  to the “cluster” level (characterized by “interconnected firms located in a 

small area”)38. 

 

To sum up, the 1980s also experienced an important revival of the role of social interactions 

in economic discussions. Besides, understanding the role of knowledge externalities and 

institutions for economic growth, sociologists advocated to concentrate as well on the 

embedded human interaction to explain change and economic development. Finally, the 

region experienced a revival as a locus of where all these observations seem to take place. 

 

2.3 The stabilisation of regional “role models” in the 1980s 

In this last part, we focus on two regional “role models” that emerged during the 1980s. The 

Italian economist Sebastiano Brusco (1982) and the American political scientist AnnaLee 

Saxenian (1983), started to focus on the economic organization of regions. However, instead 

                                                 
38 according to Brusco (1990, p. 14).  
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of primarily focusing on the changing production system or solely on the role of innovation 

and embeddedness, Brusco’s and Saxenian’s focus laid more on observed performance 

differences between regions and the wish to explore the causes. By doing so, they underlined 

the superior economic performance of these regions and created two role models that are still 

seen as the main examples why we are implementing cluster polices today. Even though 

10 000 km apart, not only Brusco (1982) and Saxenian (1983), but a range of economists, 

economic sociologists, economic geographers and political scientists scrutinized these two 

regions during the 1980s: California (in the United States of America) and Emilia-Romagna 

(in Italy). The common denominator of both regions was a superior economic performance 

compared to other regions in the respective countries. Even though the explanations that were 

put forward and the angle of analysis are slightly different, both regions served as major role 

models in the subsequent cluster “hype”. We think it is important to focus on these two role 

models when discussing cluster policies, as elements of their success were subsequently tried 

to be replicated in other regions (with more or less success). We will first focus on Emilia-

Romagna (and its ceramic industry) before discussing California (and its semiconductors 

industry in Silicon Valley). 

 

2.3.1 Emilia-Romagna: The third Italy 

Emilia-Romagna, just beneath Italy’s Northern regions, gained in fame because of its superior 

economic performance and better resistance to crisis in the 1970s and 1980s (Brusco, 1982). 

The region is part what scholars named the “Third Italy”39. The term “Third Italy” was first 

coined40 by Bagnasco (1977). The main characteristics of the “Third Italy” were the “dense 

networks of flexible, strongly related, small and medium-sized firms in craft-based industries 

[…] in a number of specialized industrial districts”. The industrial organization of the “Third 

Italy” thus stood in sharp contrast to the “industrial heartland of the North” (First Italy; 

vertically integrated companies specialized in mass production), and the “backward South” 

(Second Italy) (Boschma, 1998, p. 1). Several scholars tried to describe and understand the 

special characteristics that made the success of Emilia-Romagna and the “Third Italy” 

(Becattini, 1979, 1990, 2002; Brusco, 1990; Capecchi, 1990; Putnam, 1993; Pyke, Becattini, 

& Sengenberger, 1990; Trigilia, 1986).  
                                                 
39 Several important writings of the period were only published in Italian language. For example the book of 
Bagnasco (1977) discussing the “Third Italy”, or the article of Becattini (1979) discussing the industrial districts 
of Northern Italy. Due to our lack of Italian, we had to read secondary literature in order to understand their 
writings. The secondary literature on which we base our argumentations is mentioned in the footnotes so that the 
main text is not overcharged with citations.  
40 according to Brusco (1990) 
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Becattini (1979), one of the major scholars studying the “Third Italy”, studied it through the 

lens of the works of Marshall (1890 (1920)), and is thus one of those who initiated the revival 

of Marshall’s observations to analyse modern industrial districts41. However, the focus of 

Becattini (1979) (and others studying the region) laid much more on the “historical and 

territorial-specific sociocultural factors”42 to explain the regional particularities. This is 

different compared to Marshall (1890 (1920)) who did not pay much attention to these 

factors. However, the major common denominator of the English industrial districts at the end 

of the 19th century and the Italian industrial districts at the end of the 20th century is this 

particularity of small firms specialising in a certain tasks, and the localised division of labour 

for production.  

 

Becattini (1990, p. 38) defines an industrial district as “a socio-territorial entity which is 

characterized by the active presence of both a community of people and a population of firms 

in one naturally and historically bounded area”. In this definition of industrial districts, 

Becattini (1990) mentions several important concepts. First, Becattini (1990) underlines the 

importance of a “community of people” in the region. For Becattini (1990, p. 39), a “good” 

community is a community with a “relatively homogeneous system of values and views”. 

Second, Becattini (1990) mentions that a “population of firms” has to be present in the 

“historically bounded area”. For Becattini (1990, p. 39), the different firms in the region are 

not installed there accidentally. He argues that as the population of firms represent a 

“localised realisation of a division of labour”, the firms are not only attracted by “pre-

existing localising factors” but are “rooted in the territory” (1990, p. 40). To understand this 

strong connection with the territory, Becattini (1990, p. 39) argues that one has to understand 

the historical development of the region.  

 

These arguments go hand in hand with the arguments of Putnam (1993), an American public 

policy researcher who conducted an in-depth study of twenty Italian regions. The particularly 

of this study was that in 1970, Italy simultaneously established 15 ordinary and 5 special 

regions. This represented a unique opportunity for researchers to investigate the birth and 

development of new institutions. The central question of Putnam’s research was: “What are 

the conditions for creating strong, responsive, effective representative institutions?” (Putnam, 

                                                 
41 according to Brusco (1990) 
42 according to Rocha (2013, p. 98) 



First part: Literature review - Chapter one 

 36

1993, p. 6). The main condition he identified as crucial for effective representative institutions 

was strong “social capital” in the region. For Putnam (1993, p. 167), social capital can be 

described as “features of social organization, such as trust, norms, and networks, that can 

improve the efficiency of society by facilitating coordinated actions”. This for example also 

includes "norms of reciprocity and networks of civic engagement" (1993, p. 167). 

 

A good example of Putnam’s (1993) social capital theory is the Emilia-Romagna Region. One 

of the particularity of the Emilia-Romagna Region was that “the Italian Communist and 

Socialist parties had an absolute majority” (Capecchi, 1990, p. 28) in the Region after WWII 

up to the 1980s. Several studies were particularly interested in this political dimension that 

might explain the success of this Region (Brusco, 1982; Trigilia, 1986). The governing 

Communist party in Emilia-Romagna was for example actively helping the local companies 

to get started, co-ordinating associations for the local artisans or providing day-care centres 

for children so that women can work (Capecchi, 1990). For example this included the 

establishment of a ceramics centre43 in the region, or the provision of a centralised service 

regarding “information […] [on] patents, and foreign markets” (p. 32), the provision of 

professional training or the help to start co-operations with universities. However, all this help 

was not rigid but very flexible and tailored to the individual needs of the companies. Capecchi 

(1990, p. 32) underlines that “the point to stress about these undertakings is their flexibility 

[…]. Flexible specialisation of the production system was taken as a model also in the area of 

services to the firms”. This was very helpful for training the local entrepreneurs and helping 

them to survive but also created a common spirit among them. 

 

Another reason, next to the regional social capital, that might explain the strong solidarity 

among the local population might have been the consciousness (or readiness) to join forces in 

order to survive, not against a global threat, but a national threat: “This “common” 

management of industrialisation in Emilia-Romagna has had a “common enemy”, the 

national government which, being Christian-Democrat, has traditionally supported the large 

enterprises of the north and threatened the factories of Emilia” (Capecchi, 1990, p. 28). 

 

From an organizational theory point of view the “readiness” of organizational members is 

often discussed in change management articles (Armenakis, Harris, & Mossholder, 1993). 

                                                 
43 For information: the Emilia-Romagna region is specialized in ceramics. 
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Readiness is defined as “the cognitive precursor to the behaviours of either resistance to, or 

support for, a change effort” (Armenakis, et al., 1993, pp. 681-682). In an organizational 

context change managers need to influence their organizational members’ “beliefs, attitudes, 

and intentions regarding the extent to which changes are needed and the organization’s 

capacity to successfully make those changes” (Armenakis, et al., 1993, p. 681). Applied to the 

Emilia-Romagna Region, we could say that the ruling parties have successfully managed to 

influence the population’s readiness. 

 

2.3.2 California: Silicon Valley 

The industrial organisations of two areas in California were particularly investigated during 

the 1980s: Silicon Valley and its semi-conductor industry (Miller & Cote, 1985; Rogers & 

Larsen, 1984; Saxenian, 1983, 1990, 1991, 1994) and Hollywood and its motion picture 

industry (Christopherson & Storper, 1986, 1989; Storper & Christopherson, 1987). We 

already discussed the Hollywood and its motion picture industry in the flexible specialization 

section. In this section we will now focus on Silicon Valley. We will see that the 

circumstances of Silicon Valley’s performance fame are (slightly) different compared to the 

Emilia-Romagna Region in Italy. 

 

Silicon Valley is located in the Northern part of California, more precisely in the southern part 

of the San Francisco Bay Area. The history of Silicon Valley is very rich thus we will not 

summarize it in detail (see for example Rogers & Larsen, 1984; Saxenian, 1983, 1994; T. 

Weil, 2010). Hereinafter, we will just point to the most important developments that we 

consider relevant for the subsequent development of cluster policies that try to replicate the 

Silicon Valley model.  

 

Santa Clara County, the part of the Bay area were Silicon Valley is located today, was still a 

“peaceful agricultural valley” in 1940, but by 1970 “the region had gained international 

fame as [...] the capital of the semiconductor industry and the densest concentration of ‘high 

technology’ enterprises in the world” (Saxenian, 1983, p. 7). The question is what happened 

in-between? As in the Emilia-Romagna region, the political environment of the epoch played 

an important role in the industrial growth of the region. However the reasons were much 

different. At the end of WWII and the beginning of the Cold War, the government of the 

United States of America decided to invest a considerable amount of money in university 

research “to develop war-related technologies” (Saxenian, 1994, p. 11). The two universities 
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that benefited most from these subsidies were the Massachusetts Institute of Technology 

(MIT) in Eastern Massachusetts (on the East coast) and Stanford University in Northern 

California (Saxenian, 1994). The cutting edge research, which was done thanks to these 

investments, spore the development of technical skills and therefore the development of 

human capital. This again attracted companies and initiated new firm formations (Saxenian, 

1994). Compared to the Emilia-Romagna region, the formation of the Silicon Valley was not 

due (at least in the beginning) to a regional government providing associational help and 

training for local companies. In the Silicon Valley, the government help was targeted to 

university research that triggered firm attraction.  

 

However, even though Silicon Valley and Route 12844 received research subsidies, their 

respective starting points and developing paths were not at all the same (Saxenian, 1994). The 

Route 128 was already a successful and established hub for technological innovation before 

the government started its research investments, while the area of Silicon Valley was an 

agricultural region (Saxenian, 1994). The total employment in the high technology sector 

(Figure 4), or more particularly in electronic components and semiconductors firms (Figure 

5), differed considerably. Silicon Valley was still far behind in numbers of high technology 

jobs during the 1950s. However, this changed in the 1970s, when Silicon Valley took the 

incontestable lead until today. 

 

Figure 4: Total high technology 
employment 

Figure 5: Employment in electronic 
components and semiconductor firms 

Source: approximately adapted from Saxenian (1994, 
p. 3) 

Source: approximately adapted from Saxenian 
(1994, p. 79) 

 

                                                 
44 For a detailed case study of Route 128 see Dorfman (1983) 
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Saxenian (1994) tried to explain the differences between these two regions in order to 

understand the cause that lead to these different developments. One the one hand, she 

underlines that “both Stanford and MIT encouraged commercially oriented research and 

courted federal research contracts” (Saxenian, 1994, p. 12). However, one the other hand she 

points out that “MIT’s leadership focused on building relations with government agencies 

and seeking financial support from established electronics producers” while “Stanford’s 

leaders, lacking corporate or government ties or even easy proximity to Washington, actively 

promoted the formation of new technology enterprises and forums for cooperation with local 

industry” (Saxenian, 1994, p. 12).  

 

The relationship between the universities and the local industry were thus substantially 

different in the two regions. While the MIT, close to Washington, focused on official 

connections with government agencies and big established companies, Stanford knew that the 

distance to these established companies and Washington was too far (Saxenian, 1994). The 

pioneers of Silicon Valley “saw themselves as outsiders to the industrial traditions of the 

East” (Saxenian, 1994, p. 29). This distance “facilitated experimentation with novel and 

productive relationships” (1994, p. 27) and created “a more flexible industrial system, one 

organized around the region and its professional and technical networks rather than around 

the individual firm” (Saxenian, 1994, p. 30). Collaboration, mutual help, informal 

relationships, openness and no secrets were the main premises of this local culture.  

 

On the other hand, for the firms situated at Route 128, there was no urgency to change 

something because they were the leader in technological innovation and so the “technology 

enterprises adopted the autarkic practices and structures of an earlier generation of East 

Coast businesses” (Saxenian, 1994, p. 59). The local culture continued as before and was 

characterised by “secrecy and territoriality ruled relations between individual and firms, 

traditional hierarchies prevailed within firms, and relations with local institutions were 

distant – even antagonistic” (Saxenian, 1994, p. 59). This had as a consequence that “the 

regional economy remained a collection of autonomous enterprises, lacking social or 

commercial interdependencies” (Saxenian, 1994, p. 59).  

 
There are certain similarities between Silicon Valley and Emilia-Romagna. Emilia-Romagna 

knew that they are disadvantaged as the government mainly focused on the “First Italy”. The 

consequence was that they created a common culture of mutual aid and exchange, similar to 
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Silicon Valley. In both cases, there was an underlying understanding that in order to succeed, 

they really had to battle together and try something new; there was a “readiness” of the local 

population to create a common culture. Besides this common feeling of being an outsider, 

Silicon Valley and Emilia-Romagna have not that much in common (see Table 3). Silicon 

Valley focuses on the high technology industry and the government particularly helped with 

research funding. Emilia-Romagna is characterised by a craft based industry where 

government intervention mainly deals with forming associations and training. Also Porter 

(1990, p. 73) mentioned that “companies gain advantage against the world’s best competitors 

because of pressure and challenge”. The importance of this “outsider” feeling in order to 

generate a strong local culture and economic growth might be an element of particular 

importance for cluster policy studies. 

 

Table 3: Differences and similarities between Silicon Valley and Emilia-Romagna 
 Silicon Valley Emilia-Romagna 

Craft based industry  X 
High technology industry X  
Government helped mainly in the 
form of research subsidies 

X  

Government helped mainly in the 
form of associations, professional 
training 

 X 

“Outsider” feeling because of Route 128 “First Italy” 
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3 The rise of (regional) competitive advantage 

In the 1980s, besides the reconsideration of the existing growth theories and the consideration 

of the region as a crucial element where the economy is organised, the 1980s also represent 

the birthplace of modern strategic management, and the creation of the notion “competitive 

advantage” at the firm, regional or national level by Michael Porter (1985 (1998)).  

 

The writings of Michael Porter heavily influenced companies and strategic management 

research (Barney, 1986, 1991; Huggins & Izushi, 2011) but also governments around the 

world in their quest for competitiveness (Lundequist & Power, 2002; McDonald, et al., 2007). 

The central idea of Porter’s work concerns “the nature of competition” (Huggins & Izushi, 

2011). In order to understand Porter’s theories, its critics and the differences compared to the 

scholars discussed so far we have to understand Porter’s particular “thought-style” (Fleck, 

1935 (1980)) which is somehow different to the scholars already discussed. Porter at the 

beginning of his career had a strong company approach, a point of differentiation compared to 

the other researchers already discussed. However, Porter such as the authors we already 

discussed also tried to overcome neoclassical economic thoughts (Aktouf, Chennoufi, & 

Holford, 2011)  

 

In 1999, a poll conducted among Strategic Management Society members elected Porter as 

“the most influential strategic management scholar over the previous twenty-five years” 

(Huggins & Izushi, 2011, p. 1) and even though Porter influenced governments and 

businesses around the world like maybe nobody else, his research was criticized by a large 

number of scholars (for example by geographers (R. Martin & Sunley, 2003; Swords, 2013), 

by business scholars (Davies & Ellis, 2000; Dunning, 1993; McDonald, et al., 2007), or by 

policy scholars (Motoyama, 2008)). Hereinafter we will try to explain this ambiguity, 

understand these critics and why he nevertheless managed to become the guru of 

competitiveness clusters. We split this section on competitive advantage in three different 

parts: First we present the birth and development of Porter’s business approach to clusters, 

then we discuss the meaning of competitiveness for regions and nations, and finally we focus 

on the critical voices against Porter and national competitiveness. 
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3.1 The birth of Porter’s business approach to clusters 

In the preface of Porter’s first book he wrote that his research situates “at the intersection 

between the mainstream economic research in industrial organization and the preoccupation 

of research in business administration with problems of the manager” and that he believes 

that “innovative research and teaching in both economics and administration will benefit 

greatly from exposure to the other's territory” (Porter, 1976, p. xi). Using concepts and 

theories form other disciplines is considered as crucial to facilitate the production of new 

knowledge (Greckhamer, Koro-Ljungberg, Cilesiz, & Hayes, 2008; Schmidt, 2007) and 

Porter is definitely somebody who did it in an extremely successful manner (see Porter, 

1981). Porter was “[…] the first author to bring together […] industrial organization 

economics and strategic manager – in order to provide a better discussion of the strategic 

choices made by firms” (Aktouf, et al., 2011, p. 76). However, he did not stop at the 

intersection between industrial organization economics and strategic management. In his later 

works he also transcended the barriers versus economic geography or regional science 

(Huggins & Izushi, 2011). As we already saw with Romer (1994) it is difficult to impose new 

ideas and theories within one discipline, doing it across different disciplines is even more 

complicated as the worldviews, vocabulary, or methodologies vary and simply being 

understood is already a challenge. The four most influential books of Porter are “Competitive 

Strategy” (Porter, 1980 (1998)), “Competitive Advantage” (Porter, 1985 (1998)), “The 

competitive advantage of nations” (Porter, 1990 (1998)) and “On competition” (Porter, 

1998d). However, the two earlier books (1980 (1998), 1985 (1998)) stand in contrast to the 

two later books (1990 (1998), 1998d). Table 4 briefly summarizes the evolution of Porter’s 

ideas45. 

                                                 
45 For a more detailed discussion of Porter’s work we can recommend following book: Huggins, R. and H. 
Izushi, Eds. (2011). Competition, competitive advantage, and clusters: the ideas of Michael Porter. Oxford, 
Oxford University Press. 
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Table 4: Evolution of Porter’s ideas on competition 

 
Competitive 
Strategy (1980) 

Competitive 
Advantage (1985) 

The competitive 
advantage of 
nations (1990) 

On Competition 
(1998) 

Main level of 
analysis 

Industry Firm Nation Region 

Observation 

Cross-industry 
variations & Intra-
industry variations in 
profitability 

Differences in the 
translation of generic 
strategies into 
actions 

Lack of a convincing 
explanation of a 
nation’s influence on 
its competitiveness  

Clusters enhance 
productivity 

Key 
questions 

What factors 
determine the 
attractiveness of 
industries for long-
term profitability? & 
What is the source of 
intra-industry 
variations in 
profitability?  

How does a firm put 
the generic strategies 
(cost, differentiation, 
focus) into practice 
in order to create 
competitive 
advantage?  

What are the sources 
of high levels of 
productivity and 
long-run 
productivity growth 
achieved by a 
nation’s successful 
internationally 
competing firms?  

na 

Results 

- Profit potential in 
an industry is 
determined by the 
collective strength of 
five forces 
- Profit potential of 
firms is determined 
by a firm’s ability to 
(1) analyze the 
sources of each of 
the five forces; (2) 
find a position in the 
industry where it can 
best defend itself 
against competitive 
forces or influence 
them in it’s favour.  

- Value a firm 
creates stems from 
(1) the many discrete 
activities it performs 
in designing, 
producing, 
marketing, 
delivering and 
supporting products; 
(2) its ability to 
identify and map 
those activities and 
to put them in 
accordance with the 
chosen strategy 
- But overall 
industry structure 
(five forces) has an 
impact on value 
creation 

Identification of four 
sets of determinants 
of national 
advantage: firm 
strategy, structure 
and rivalry; demand 
conditions; related 
and supporting 
industries; factor 
conditions  

The concept of 
clusters helps to 
capture important 
linkages, 
complementarities, 
and spillovers of 
technology, skills, 
and information that 
cut across firms and 
industries 

Competitive 
performance 
measurement 

Goal for firm: profitability 
Measurement: comparing receipts and costs 
Type: financial measure 
Improvement through: for example pricing 
strategies 

Goal for national or regional economies: 
productivity 
Measurement: output produced per unit input 
Type: physical measure 
Improvement through: technical efficiency or 
technological progress 

Framework Five Forces Value Chain Diamond 
Cluster (already at 
the core of the 
diamond) 

Disciplines Industrial Economics, Strategic management 
Industrial Economics, Strategic management, 
Economic geography, Regional science 

Audience firms and industries governments and policy makers 
Source: based on the first chapter of Huggins & Izushi (2011, pp. 1-22) 
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For the time being it is important to underline that the main level of analysis varies 

considerably between the different books. While the first book concentrates on an industry 

level, the second book digs down on the company level, the third book takes again a broader 

view by focusing on the nation, and the last book digs down again, but this time not to 

analyse firms but regional advantages. Each of the four books is associated with one main 

concept: the five forces46 concept to analyse an industry (Porter, 1980 (1998)), the value 

chain47 concept to analyse firms (Porter, 1985 (1998)), the diamond48 concept to analyse a 

nation’s advantages (Porter, 1990 (1998)) and the cluster concept to further develop the 

diamond model on a regional level (Porter, 1998d). 

 

The audiences of these books are not the same. In the first two books Porter particularly 

focused on firms and industry, in order to give recommendations for managers. In the last two 

books, the focus laid more on governments and policy makers. This also changed Porter’s 

views regarding the role of innovation and cooperation (see Table 5). Innovation is only 

treated as a marginal feature in the first two books while being one of the central elements for 

competitive advantage in the last two books. Also the role of cooperation is not really treated 

in the first two books, but is, like innovation, an important element in the last two books, 

particularly regarding knowledge exchange (Huggins & Izushi, 2011). 

 

Table 5: Porter’s major contradictions  

 
Competitive Strategy (1980) & 
Competitive Advantage (1985) 

The competitive advantage of nations 
(1990) & 
On Competition (1998) 

Role of 
innovation 

is only a marginal feature in the proposed 
tactics 

very important, creates competitive 
advantage 

Role of 
cooperation 

no role, sole focus upon competition 
very important, creates competitive 
advantage; coexists with competition 

Source: based on Huggins & Izushi (2011) 

 

According to Porter (Porter, 1985 (1998), 1990 (1998)), competitive advantage for a firm 

signifies not the same as for a nation or region. The goal for a firm is profitability measured 

                                                 
46 Porter’s five forces (1980): threat of new entrants, intensity of rivalry among existing competitors, threat of 
substitute products, bargaining power of buyers and bargaining power of suppliers 
47 Porter’s value chain (1985): isolation of nine categories of activities; four support activities (firm 
infrastructure, human resource management, technology development, procurement) and five primary activities 
(inbound logistics, operations, outbound logistics, marketing and sales, services) 
48 Porter’s diamond (1990): firm strategy, structure and rivalry; demand conditions; related and supporting 
industries; factor conditions 
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by comparing receipts and costs. It is thus a financial measure that can be improved through 

for example pricing strategies. The goal for a nation however is productivity measured by 

output produced per unit input. The national productivity measure is more a physical measure 

that is improved through technical efficiency or technological progress. This progress and 

efficiency can be gained by innovation: “A nation's competitiveness depends on the capacity 

of its industry to innovate and upgrade” (Porter, 1990, p. 73). The ideas on innovation and 

technical progress are in vogue at the end of the 1980s, as we have already seen with Romer’s 

(1986) and Lucas’s (1988) discussions on the importance to integrate “technological change” 

or Aydalot’s (1986) discussion on innovative milieus. 

 

Hereinafter we will now dig deeper into the development of Porter’s view on the productivity 

of nations and regions, which is particularly important for cluster researchers. For this we will 

discuss the rise of the competitiveness’ notion, Porter’s advisory role in Ronald Reagan’s 

government in the 1980s and the difference between comparative advantage (Ohlin, 1933; 

Ricardo, 1817 (1821)) and competitive advantage of nations (Porter, 1990 (1998)). 

 

3.2 The competitive advantage of regions and nations 

Besides the changes happening on a research and political sphere during the 1980s, we have 

to recall that the economy was also more and more struggling during the 1980s. Economic 

growth and regional competitiveness was not in the centre of attention during the period after 

World War II up to the 1970s because the economy in the developed countries was doing 

well. However, this started to change in the 1970s and was strongly visible in the 1980s. 

 

The discussed changes had a strong impact on how national competitiveness was perceived in 

an increasing globalised world. Krugman (1994, p. 29) calls it the “rhetoric of 

competitiveness” or “competitiveness metaphor”. In the beginning of the 1990s, Krugman 

wrote that “the view that, […], each nation is ‘like a big corporation competing in the global 

marketplace’ - has become pervasive among opinion leaders through out the world” (1994, p. 

29). An illustrative example of the influence of this “competitiveness” quest on politician is 

for example the establishment of an “advisory committee on industrial competiveness” by 

Ronald Reagan in 1983. 
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3.2.1 An opportunity to apply the notion at national level 

In 1981 Ronald Reagan (Republican Party) succeeded Jimmy Carter (Democratic Party) as 

the 40iest president of the United States. Beginning of the 1980s the economic situation of the 

United States was very gloom, which was one of the reasons of Carter’s defeat in the 

America’s presidential elections of 1980s49. The election of a republican president went along 

with profound changes regarding the direction of American policy (Duiker, 2009). Instead of 

continuing to promote a social welfare state, Reagan considerably cut spending in social 

areas, cut taxes and invested heavily in military (Duiker, 2009). Even though his approach is 

considered as conservative and in opposition to social welfare policies, this did not mean that 

Reagan believed in deficit reduction (as conservative parties might do today). Instead, Reagan 

considerably increased the American deficit in order to relaunch the economy: “In 1980, the 

total government debt was around $930 billion, by 1988, the total debt had almost tripled, 

reaching $2.6 trillion” (Duiker, 2009, p. 173). 

 

Retrospectively, an important initiative of Ronald Reagan was the establishment of an 

“advisory committee on industrial competiveness”50 (see  

Annex 1 for more detail). Ronald Reagan explained the role of the committee as follows:  

“I charged the Commission with advising me and my administration on ways to strengthen the 
competitiveness of U.S. industry. This nation's greatest competitive advantage in the past were 
ideas that helped America grow. We need to put the power of ideas to use again, for the good 
of our future. […]. To sustain high rates of real economic growth, we must continue to create 
new "miracles" of high technology - miracles both for innovation and for modernization of the 
major areas of our economy in manufacturing, agriculture, and services. The Commission 
members I am appointing today are distinguished leaders from large and small businesses, 
from labor, and from academia. […]. The Commission will focus its attention on […]: 
- Identifying the problems and opportunities for the private sector to transform new knowledge 
and innovations into commercial products, services, and manufacturing processes. 
- Recommending policy changes at all levels of government to improve the private sector's 
ability to compete in the international marketplace and to maintain and create opportunities 
for American workers.”51 

 

                                                 
49 Americas economic situation in the 1970s and 1980s: “The period from 1973 to the mid-1980s was one of 
economic stagnation, which came to be known as stagflation - a combination of high inflation and high 
unemployment. In 1984, median family income was 6 present below that of 1973. The economic downturn 
stemmed at least in part from a dramatic rise in oil prices […] By 1980s, the Carter administration was facing 
two devastating problems. High inflation and a noticeable decline in average weekly earnings were causing a 
perceptible drop in American living standards.” (Duiker, 2009, p. 173) 
50 Source: Ronald Reagan: "Executive Order 12428 - President's Commission on Industrial Competitiveness," 
June 28, 1983. Online by Gerhard Peters and John T. Woolley, The American Presidency Project. 
http://www.presidency.ucsb.edu/ws/?pid=41529 (accessed 15/05/2014) 
51 “Statement on Establishment of the President's Commission on Industrial Competitiveness”, August 4, 1983. 
Online by Gerhard Peters and John T. Woolley, The American Presidency Project. 
http://www.presidency.ucsb.edu/ws/?pid=41678 (accessed 15/05/2014) 
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The committee had as objective to find new ways to generate economic growth in order for 

the USA to succeed in the future. The emphasis of the committee should particularly lie on 

the identification of problems and opportunities as well as the recommendation of policies. In 

1983, one of the academic scholars that was appointed by Ronald Reagan to participate in this 

advisory committee on industrial competiveness was Michael Porter (1985 (1998)). In 1985, 

the commission published a final report named “Global Competition - The New Reality”52 

and particularly emphasized the lack of investment or policy frameworks in four areas: 

technology, capital resources, human resources and international trade. 

 

In 1986, John A. Young (president of the Hewlett-Packard Co) who also chaired Reagan’s 

initial committee on industrial competiveness decided to found the “Council on 

competitiveness”53. Retrospectively, Ronald Reagan initiated a national reflection on 

competitiveness that still prevails today. Today, this council on competitiveness is a non-

governmental organization and similar to the times of Reagan’s initial idea includes 

“corporate CEOs, university presidents, labor leaders and national laboratory directors”.  

 

The council wishes to be a “powerful ‘brain trust’” 54 which tries to ensure America’s 

prosperity in the future. In order to become member of this elite circle one has to be invited, 

however once invited to the network, the Council membership gives access to all important 

policy makers ranging from national to regional level. Additionally, the membership allows to 

be invited to policy dialogues and conferences. Michael Porter, nearly thirty years later, still 

occupies a place in the executive committee of this Council on competitiveness.  

 

For Porter, the appointment to Reagan’s “advisory committee on industrial competiveness” 

had an impact on his subsequent ideas and thoughts. The writings of Porter from the 1980s 

onwards are influenced by this quest for national competitiveness something he considered 

was not accurately grasped at that time (Porter, 1990). The participation of Porter in Reagan’s 

advisory committee on competitiveness has helped him as well to increase his already 

existing notoriety to become one of the most influential policy advisors in the world. 

 

                                                 
52 The final report “Global Competition - The New Reality” of the commission on industrial competitiveness 
was published in 1985 and can be accessed here: 
http://www.wedc.wa.gov/Download%20files/Global_Competition-The_New_Reality.pdf (accessed 15/05/2014) 
53 See: http://www.compete.org/ (accessed 15/05/2014) 
54 See: http://www.compete.org/ (accessed 15/05/2014) 
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3.2.2 From “comparative advantage” to “competitive advantage of nations” 

Porter, stimulated by its participation in Reagan’s advisory committee on industrial 

competitiveness, more and more criticized the dominant views of “comparative advantage” 

(Ohlin, 1933; Ricardo, 1817 (1821)). Porter (1990, p. 73) particularly criticizes that “there is 

a growing tendency to experiment with various policies intended to promote national 

competitiveness – from efforts to manage exchange rates to new measures to manage trade to 

policies to relax antitrust”. He argues that these experiments “usually end up only 

undermining [competitiveness]” and that instead “new perspective and new tools” are needed 

(Porter, 1990, p. 73). Very simplistic, he argues that: “We need to know, very simply, what 

works and why. Then we need to apply it.” (Porter, 1990, p. 73). 

 

However, Porter also tried to overcome a certain deterministic body of thought. According to 

Porter (1990 (1998), intro.), in a “modern global economy” every country has its future in its 

hands, nevertheless which resources it possesses in the beginning. This means that 

“prosperity is a nation's choice” and that “competitiveness is no longer limited to those 

nations with a favourable inheritance” (Porter, 1990 (1998), intro.). Instead “nations choose 

prosperity if they organize their policies, laws, and institutions based on productivity” 

(Porter, 1990 (1998), intro.) 

 

It is the national productivity, the “only meaningful concept of competitiveness at the national 

level” (Porter, 1990 (1998), Ch. 1, Sec. 2), that has to be stimulated and increased in order to 

generate more wealth. Porter identified four sources of competitive advantage (commonly 

known as the diamond model): (1) factor condition, (2) firm strategy, structure, and rivalry, 

(3) demand conditions, and (4) related and supporting industries. Each of these four sources is 

increasingly present in the four stages of national competitive development that he identified 

as well (see Table 6). The first stage of national competitive development is factor-driven, the 

second stage investment-driven and the third stage innovation-driven. According to Porter 

(Porter, 1990 (1998)), it is this innovation-driven stage that, according to Porter, that 

generates the greatest wealth and that countries should strive for. However, as soon as a 

country enters the wealth-driven stage it is declining again.  

 

Porter completely reinterpreted the comparative advantage (Ohlin, 1933; Ricardo, 1817 

(1821)) debate. First, for Porter (1990 (1998)) location still matters besides a shrinking world 

and globalization. Second, nations do not have to detect a comparative advantage to challenge 



First part: Literature review - Chapter one 
 

 49 

their “competitors” but “simply” create their own “competitive advantage”. In the centre of 

this idea lies the cluster concept, for Porter “the basic unit of analysis in understanding 

national advantage” (Porter, 1990 (1998), Ch. 10). Finally, if we think in the mind frame of 

organisational scholars, Porter might be closer to organisational learning scholars (Argyris & 

Schön, 1978; Nonaka & Takeuchi, 1995) than to population ecology scholars (Hannan & 

Freeman, 1977, 1989 (1993)).  

 

Table 6: Porter’s stages of development intersected with his sources of competitiveness 

 

Sources of competitive advantage (Diamond model) 

Factor condition 
Firm strategy, 
structure, and 
rivalry 

Demand 
conditions 

Related and 
supporting 
industries 

Stages of 
national 
competitive 
development 

1. Factor-
driven 

Basic factors are 
the essential 
source of 
advantage 

   

2. 
Investment-
driven 

Basic factors 
remain an 
advantage; more 
advanced factors 
are created 

Motivation of 
individuals and 
firms is high; 
domestic rivalry 
is intense 

Size and growth 
of domestic 
demand 
becomes an 
advantage 

 

3. Innovation-
driven 

Advanced and 
specialized factors 
are created and 
upgraded; 
selective factor 
disadvantages  

Firms develop 
global strategies 

Demand 
sophistication 
becomes an 
advantage; 
domestic 
demand begins 
internationalizin
g through a 
nation’s 
multinationals 

Related and 
supporting 
industries are 
well developed 

4. Wealth-
driven 

Cumulative past 
investment in 
factor creation 
persists as an 
advantage 

Motivation falls, 
rivalry ebbs 

Demand 
advantages 
narrow to 
present or past 
wealth-related 
industries 

Clusters thin 

Source: based on Porter (1990 (1998), Ch. 10, Sec. 2) 

 

Porter started to develop its cluster concept in its book on the competitive advantage of 

nations (Porter, 1990 (1998)) and further refined the concept the following years (Porter, 

1998a, 1998b, 1998c, 2000a, 2000b, 2001, 1998d; Porter & Stern, 2001). Generally Porter 

(Porter, 1998c, p. 78) defines clusters as “critical masses - in one place - of unusual 

competitive success in particular fields”. 

 

More precisely, Porter (1998b, p. 215) defines a cluster as a “a geographically proximate 

group of interconnected companies and associated institutions in a particular field, linked by 
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commonalities and complementarities”. The geographic scope of a cluster can take multiple 

forms, ranging “from a single city or state to a country or even a network of neighbouring 

countries” (Porter, 1998b, p. 215). However, the boundaries of a cluster are defined “by the 

linkages and complementarities across industries and institutions that are most important to 

competition” (Porter, 1998c, p. 79). 

 

According to Porter (1998b, p. 215), the actors of the cluster vary but “most include end-

product or service companies; suppliers of specialized inputs, components, machinery, and 

services; financial institutions; and firms in related industries.” Next to these core cluster 

actors, clusters also count a range of additional actors. Such as 

“firms in downstream industries [that is, channels or customers]; producers of complementary 
products; specialized infrastructure providers; government and other institutions providing 
specialized training, education, information, research, and technical support [such as 
universities, think tanks, vocational training providers]; and standards-setting agencies. 
Government agencies that significantly influence a cluster can be considered part of it.” 
(Porter, 1998b, p. 215) 

 

Between 1998 and 2001, the “Council on competitiveness” launched, together with Porter 

and his consultancy group Monitor, a “Clusters of Innovation” initiative55. This initiative had 

as objective to investigate “healthy regions”, “to map” them and based on these findings 

“develop the right policy recommendations” (Porter, 2001, p. ix). The assumption was, that 

“competitiveness and innovation are concentrated in clusters, or interrelated industries, in 

which the region specializes” (Porter, 2001, p. ix). So in order for a nation “to produce high-

value products and services that support high wage jobs”, governments have to “creat[e] 

and strengthen[…] these regional hubs of competitiveness and innovation” (Porter, 2001, p. 

ix).  

 

For example, in order to support healthy clusters and regions, the report (Porter, 2001) 

recommends to implement an explicit cluster development program to raise awareness among 

the local actors, to specifically recruit companies for the region after analysing the existing 

value chain and its gaps, or to detect opportunities at the intersection of different clusters to 

further enhance growth. Also national, regional and local governments need to implement the 

right policies, particularly focusing on innovation and encouraging cluster development, to 

further strengthen the regional and national competitiveness. 

 
                                                 
55 Source: “Council on competitiveness” website (http://www.compete.org/publications/detail/220/clusters-of-
innovation-initiative-regional-foundations-of-us-competitiveness/) (accessed 06/05/2014) 
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The clusters of innovation initiative catapulted Porter to one of the most wanted policy 

advisor in the world as this citation nicely summarizes:  

“From the OECD and the World Bank, to national governments such as the United Kingdom, 
France, Germany, the Netherlands, and New Zealand, to regional government agencies, and to 
local and city governments (including various US states), policymakers at all levels have been 
eager to receive his advice. […] [But also] an expanding array of developing countries in 
Asia, Latin America, the Middle East, and Africa […] vie for his expertise in economic 
development policy” (Huggins & Izushi, 2011, pp. 3-4). 

 

The particularity of Porter’s approach was that he mapped the different actors of a cluster like 

he did for the different functions of a company (the value chain) (Porter, 1985 (1998)) in 

order to determine the missing chain elements of the region and the potential dangers to create 

an endogenous competitive advantage. However, the Porterian “mapping” approach stays a 

relative static approach. For example he recommends that “regions should […] identify gaps 

within clusters, and seek to attract companies to fill them” (Porter, 2001, p. xvi). Porter, 

analysing the wine cluster in California and mapping the different local actors and their 

linkages, called this representation “the anatomy of the California wine cluster” (Porter, 

1998c, p. 79). 

 

To summarize, Porter, at the end of the 1980s and embedded in the though style of his time, 

advocated that every country could take into his own hand the creation of its competitive 

advantage. He underlines that “the most important sources of prosperity are created not 

inherited” (Porter, 2001, p. x). According to him, government authorities at every level need 

to foster the “right” elements in order to pass to the next stage of national competitive 

development (from the factor-driven stage to the innovation-driven stage). At the centre of 

Porter’s reflections on national competitiveness stands the concept of “productivity” that can 

only be sustained in the long run by continuous innovation:  

“The only meaningful concept of competitiveness at the national level is productivity. The 
principal goal of a nation is to produce a high and rising standard of living for its citizens. The 
ability to do so depends on the productivity with which a nation's labor and capital are 
employed. Productivity is the value of the output produced buy a unit of labor or capital. […] 
Sustained productivity growth requires that an economy continually upgrade itself. [...] [A 
nation's companies] must finally develop the capability to compete in entirely new, 
sophisticated industries.” (Porter, 1990, pp. 76-77) 

 

In the end of the 1980s we thus observed a shift from “comparative advantage” to 

“competitive advantage”. Governments around the world were eager to start creating their 

own “competitive advantage”. The end of the 1980s and beginning of the 1990s were thus a 
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paradigm change of how to consider competitiveness. However, as we will see in the next 

section, this shift also created strong criticisms from plenty of scholars. 

 

3.3 Competitiveness and its emerging critics 

The increased worldwide competition (Thurow (1992 (1993)) compares it to a chess play)56 

was increasingly debated by policy makers and academics alike. For example, Krugman 

(1994, p. 29) stresses that during this time a “whole industry of councils on competitiveness, 

“geo-economists” and managed trade theorists has sprung up in Washington”, all trying to 

help the USA gain the competitiveness race of the 21st century. Additionally to the rise of 

competitiveness advisors, the establishment of a global competitiveness index also reflects 

this new development of “competitiveness thinking” at the national level. Since the 1979, the 

World Economic Forum (WEF)57 publishes an annual competitiveness report and since 2004 

the WEF also introduced a global competitive index58. Each country started to strive for its 

competitiveness by implementing policies to reach the “innovation stage” of development. 

 

Today we even rank regions like companies (see Table 7). CEOs such as local and national 

authorities strive for the same objective: creating innovation within their defined boundaries. 

However, this quest for national competitiveness is also firmly criticized out of several 

reasons. 

                                                 
56 See Krugman (1994) for a list of bestsellers on the global competitiveness race of this time 
57 The WEF is a foundation that allows worldwide economic and political leaders to exchange on the economic 
options of the planet. Porter regularly participates in the discussions of the WEF. 
58 The WEF, similar to Porter’s definition, defines competitiveness as a “set of institutions, policies, and factors 
that determine the level of productivity of a country”  (WEF, 2011, p. 4). The index used for the ranking is 
composed out of three components: (1) basic requirements (e.g. infrastructure, institutions, macroeconomic 
stability, health, primary education), (2) efficiency enhancers (e.g. Higher education and training, technological 
development, size of the market, financial market development, efficiency of the market), and (3) innovation and 
sophistication factors (e.g. business sophistication). The weight attributed to each of these components varies 
according to the degree of development of the country. The index attributes a higher weight on innovation and 
sophistication factors for highly developed economies than for less developed economies. Today the main 
underlying paradigm is that innovation leads to higher productivity, which again will lead to higher wealth. The 
global competitive index allows the WEF to rank the majority of all nations (142 nations in 2011) according to 
their respective “competitiveness”. 
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Table 7: Top ten most innovative companies and regions in Europe 
Rank Companies (Country)59 Regions (Country)60 

1. ARM Holdings (UK) Stockholm (SE) 
2. Pernod Ricard (FR) Västsverige (SE) 
3. Danone (FR) Oberbayern (DE) 
4. Essilor International (FR) Etelä-Suomi (FI) 
5. Reckitt Benckiser (UK) Karlsruhe (DE) 
6. Diageo (UK) Stuttgart (DE) 
7. L’Oreal (FR) Braunschweig (DE) 
8. Beiersdorf (DE) Sydsverige (SE) 
9. Dassault Systemes (FR) Île de France (FR) 
10. Technip (FR) Östra Mellansverige (SE) 

Source for company ranking: Sharf (2012), Source for region ranking: Hollanders (2006) 
 

3.3.1 The critic of competition between territories 

For example, Krugman (1994, p. 29) underlines that this competitiveness race leads countries 

to compete with each other like companies (Krugman, 1994). For Krugman (1994, p. 29) 

“thinking in terms of competitiveness leads, directly and indirectly, to bad economic policies 

on a wide range of issues, domestic and foreign, whether it be in health care or trade” (p. 

30). Additionally he warns that “competitiveness is a meaningless word when applied to 

national economies and the obsession with competitiveness is both wrong and dangerous” (p. 

44). Also Delaplace (2011) and Gaffard (2008) argue that it would be dangerous to think that 

territories and regions are in competition to each other. 

 

3.3.2 The critic of blindness on knowledge and innovation 

Krugman (1991 (1993), p. 54) also firmly criticized the increased focus on local knowledge 

spillovers and the ignorance that other location factors might be more important. He describes 

this increased blindness and focus on only one type of location factor as falling in a 

“‘megatrends’ style of thought”. He might have been right but was not able to avoid the trend 

that already started. 

 

                                                 
59 Ranking criteria for companies: “The Innovation Premium is a measure of how much investors have bid up the 
stock price of a company above the value of its existing business based on expectations of future innovative 
results (new products, services and markets). Members of the list must have $10 billion in market capitalization, 
spend at least 1% of their asset base on R&D and have seven years of public data.” (http://www.forbes.com/ - 
accessed: 18/04/2013) 
60 Ranking criteria for regions: The ranking is based on seven indicators (for a detailed explication of the 
calculation see (Hollanders, 2006)): (1) Human Resources in Science and Technology, (2) Participation in life-
long learning, (3) Employment in medium-high and high-tech manufacturing, (4) Employment in high-tech 
services, (5) Public R&D expenditures, (6) Business R&D expenditures, (7) EPO patent applications 
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Twenty years later, Shearmur (2011b), in a certain Krugmannian manner continues this 

criticism. The cluster policies’ that were implemented at the end of the 20th century and 

beginning of the 21st century, based on Porter’s ideas, strongly focus on local buzz, networks 

and knowledge but rather ignore other agglomeration factors, equally important for creating 

innovation. For Shearmur (2011b, pp. 1238-1239), in order to maintain or create 

“proximities” between local actors “physical infrastructure and basic services (such as air 

transport, highway maintenance, hotels, etc.) are also required”. He argues that by only 

focusing on “intangible resources such as governance, networks, and knowledge” the hoped 

positive outcomes of policy-driven clusters might not be happening (Shearmur, 2011b, pp. 

1238-1239).  

 

Today, for plenty of politics but also academics, innovation and networking are at the core of 

cluster policies. For example Capron (2011, p. 107) underlines that “cluster policy is 

considered as one of the main strategic priorities for successfully promoting innovation”. Not 

surprisingly, a range of researchers automatically try to address the innovation and 

networking issue in their research endeavours (see for example (Cumbers, Mackinnon, & 

Chapman, 2003; Huggins & Johnston, 2009; Mans, Alkemade, Van der Valk, & Hekkert, 

2008; McDonald, et al., 2007)) and generally focus less on other important agglomeration 

factors.  

 

3.3.3 The critic of regions as closed systems 

Nations and then clusters were somehow more and more considered as closed systems that 

can be managed in order to increase their competitiveness (Shearmur, 2011a). These 

developments lead to the belief, that if nations or clusters are organised in the “right manner”, 

they can climb up the ladder to reach the innovation-driven stage and competitive advantage 

as defined by Porter (1990 (1998)). However, this closed system thinking is strongly 

criticized (H. Bathelt & Dewald, 2008; Rugman, 1992; Shearmur, 2011a). 

 

For example, Rugman (1992) firmly criticized a study Porter (1991) conducted on the 

Canadian economy. Porter (1991), scrutinizing the Canadian economy by applying his 

diamond model, concludes that Canada is weak in “developing global competitive 

advantage” as it is still mainly specialized in resources. According to Porter’s stages of 

national development thinking, resources belong to the “old economic order” which will not 

allow a sustainable long-term growth. However, Rugman (1992) argues that Porter’s 
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arguments are incorrect because the diamond model does not take into account that each 

nation is highly interlinked with other nations and that this is not at all taken into 

consideration in the diamond model:  

“[…in order] to become globally competitive, Canadian managers need to design strategies 
across both the U.S. and Canadian diamonds. They need to benchmark decisions on a North 
American basis, not just a Canadian one. Yet Porter rejects this approach […]. Porter's old-
fashioned, naïve and politically mischievous viewpoint is inconsistent with Canada's support of 
the free trade agreement, tax reform, constitutional renewal and other economic, social and 
political measures aimed at improving, the climate for doing business in a Canadian economy 
that is interdependent with a that of the U.S.” (Rugman, 1992, p. 59) 

 

Shearmur (2011a) such as Rugman (1992) argue that every nation or cluster is integrated in a 

broader regional and national system and therefore necessarily interlinked with other systems. 

One regional system might for example be the helping hand of another regional system. For 

Bathelt & Dewald (2008, p. 163), Porter created a confusion of the concept because he 

applied it “to the competitiveness of both national industry bundles and inter-linked regional 

industry networks”. 

 

Additionally, according to Porter, an important element of every cluster to compete 

internationally is to possess a local value chain. In case one important chain element is 

missing, entrepreneurship should be fostered to plug the hole. However, some researchers are 

completely opposed to this value chain view. The results of McDonald et al. (2007, p. 46) 

who analysed clusters in the UK show that “that there is no strong evidence that established 

local supply chains are significantly associated with international competitiveness.” 

However, they identified that “there is a link between established local supply chains and 

employment growth” but at the same time they underline that “this need not be a strong 

indicator of long-term regional competitiveness in terms of international competitiveness” 

(McDonald, et al., 2007, p. 46). According to their results, supporting a complete value chain 

within a closed system might bring an employment growth in the short-run but not an 

international competitive position in the long run. 
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4 Summary of chapter one 

Figure 6 summarizes graphical the different elements discussed in chapter one. On the one 

hand, the research sphere of the 1980s was characterized by the paradigm shift of economic 

growth theories (focus on knowledge and institutions), the change of production, an 

increasing role attributed to the region as a place where the economy is organized, and the 

shift from comparative advantage to competitive advantage. On the other hand the political 

and societal sphere was characterised by the opening of the Chinese market and the end of the 

cold war, the start of a power shift of economic activity, the oil crises, the abandon of 

Keynesian economics with the arrival of Thatcher and Reagan, and the rise of the computer61 

and the Internet. The two spheres were, in a certain manner, characterized by antagonistic 

developments: increasing globalisation, global integration and economic liberalism vs. 

increasing regionalisation and institutionalism. 

Figure 6: Timeline of events 1980s 

 

                                                 
61 The computer was elected by Time Magazine as the machine of the year in 1983 (Time Magazine, 1983). 
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The 1980s witnessed three major shifts in the research realm that constitute important 

elements for the birth of cluster studies. The main differences are summarized in Table 8. 

 

Table 8: Summary of research shifts during the 1980s 
 From To 

Focus on 
economic 
growth 

- Neoclassical (or exogenous) economic 
growth models. Focus on labour and capital 
- Institutions play a minor role in economic 
growth 

- Endogenous economic growth models. 
Focus on labour, capital and knowledge 
- Institutions play a role in economic growth 

Focus on 
regions 

- Region plays a minor role during the mass 
production era. 
- Embeddedness in social networks plays a 
minor role on the economic outcome of the 
individual. 

- Regions play a role in the post-mass 
production era (innovation & flexible 
specialization) 
- Embeddedness in social networks 
influences the economic outcome of 
individuals 

Focus on 
competitive 
advantage 

- Prevailing concept to discuss national 
success: comparative advantage 
- every nation has its own relative advantage 
compared to competitors, the objective is to 
identify this relative advantage 

- Prevailing concept to discuss national 
success: competitive advantage 
- every nation is master of its destiny and if it 
wishes to increase its wealth has to strive for 
innovation 

 

The first important shift concerns how economic growth is perceived. Up to the 1980s 

neoclassical (exogenous) economic growth models dominated. The main focus was on labour 

and capital while institutions played a minor role. From the 1980s onwards, endogenous 

economic growth models emerged. The focus not only laid on labour and capital but also on 

knowledge. Additionally, institutions started to play an increasing role in economic growth.  

The second important shift concerns the new discovered role of the region. During the mass 

production era regions did not play a major role and also the embeddedness in social networks 

was not considered as an important element to increase the economic outcome of individuals. 

However, this changed during the post-mass production era or the knowledge economy where 

innovation and flexible specialization gained in importance. Innovation and knowledge was 

now considered to be embedded in regions with dense networks.  

The third important shift is regarding national success. The prevailing concept up to the 1980s 

was comparative advantage, where the credo was that very nation has its own relative 

advantage compared to competitors. The objective was to identify this relative advantage. 

From the 1990s onwards the prevailing concept to discuss national success was competitive 

advantage, where every nation is master of its destiny and if it wishes to increase its wealth 

has to strive for innovation. 
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During the last 25 years, the cluster concept somehow took on a life of its own. Swords 

(2013) for example recently tried to study the cluster legitimization process in the UK. By 

mobilizing Latour’s actor-network-theory, Swords explains that it was a back and forward 

process of actors criticising the new trend but on the other hand legitimatizing it through the 

increased concentration on the phenomenon. On the one hand, it was the interplay between 

“academics” that “act[ed] as consultants” and “helped legitimize and reproduce clusters”, 

and the academics who “heavily critiqued the concept” (Swords, 2013, p. 380). On the other 

hand, it was the interplay between the central governments that wanted to create 

competitiveness and the regional actors, “bound by central government to foster [clusters]”, 

even though they were not always “convinced of clusters’ efficacy” (Swords, 2013, p. 380). 

Swords (2013, p. 380), underlines that the cluster concept “gained size and strength as 

clusters were simultaneously promoted and critiqued” . 

 

In this chapter we tried to underline that even though the cluster concept experienced a strong 

legitimization process, a great distance emerged between the beginnings of the study of the 

cluster concepts and the recent developments. A world lies between Romer’s or Luca’s 

economic growth theories, Porter’s cluster idea and his mapping approach and finally two 

neighbouring regions trying to “build” clusters. The whole idea to reach economic growth and 

competitive advantage by focusing on regions emerged during the 1980s. Since then, a longue 

road was travelled and governments around the world now establish policy-driven clusters on 

their territories (Motoyama, 2008; Swords, 2013). Governments currently believe, be it in 

developed countries or developing countries, that policy-driven clusters are the key to 

competitiveness and economic growth (OECD, 2007, 2009). However, little is actually 

known about these initiatives (foreword of Michael Porter in (Sölvell, et al., 2003, p. 5)). The 

literature on cluster policies and initiatives compared to the economic or geographic cluster 

literature still stays in the background (Swords, 2013). One has the feeling that the 

accelerating political and managerial reality on clusters, is drifting apart from the academic 

reality on cluster research. The drift between academics and policy makers and cluster 

managers is often related to the fuzziness of the cluster concept in itself, enclosing too many 

different objectives, not knowing to which regional entity it should be applied. The static 

mapping approach and the focus on the structure which Porter even calls “the anatomy” 

(Porter, 1998c, p. 79) of a cluster has become a dynamic approach with managerial 

challenges. In the next chapter we will now focus on the dilemmas and pathologies that 

emerge by implementing policy-driven clusters.  
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Chapter 2:  Dilemmas and pathologies in policy-driven clusters 

In the 21st century, policy-driven clusters have completely entered the policy realm. They 

have become a “buzz word” for policy-makers (Lundequist & Power, 2002, p. 699). Having 

policy-driven clusters on its territory was suddenly considered to be important for creating 

“healthy regions”, and hopefully regional and national competitiveness. Ahedo (2004, p. 

1099) for example underlined that even regional industry associations suddenly changed their 

name “from 'Interest Groups' to 'Cluster Organizations'” as it was considered that they “can 

easily function as 'cluster-organizations'” in order to foster “collaboration and cooperation 

between firms and other related actors”. However, some argue that governments were and 

are just “riding the wave of new regionalist fashions” (Swords, 2013, p. 369) and that all the 

hype is just a “flavor of the month” (Doloreux & Shearmur, 2009, p. 526) instead of showing 

real results.  

 

Clusters were long-time considered as the “economic weapons of a country” (Aziz & 

Norhashim, 2008). However, policy-driven clusters are somehow “often poorly designed” 

(Aiginger, 2007, p. 297) and are not always keeping up with their “natural” counter-parts 

(Doloreux & Shearmur, 2009, p. 526). Cluster policies started to be more and more “under 

fire”  because they are not reaching the expected goals (Ebbekink & Lagendijk, 2013). The 

general malaise regarding the results of policy-driven clusters seems more complex than the 

criticisms on Michael Porter we already discussed (i.e. that competitiveness applied to 

territories creates competition between territories, a certain blindness on knowledge and 

innovation, or the belief that territories function as closed systems). At the beginning of the 

21st century, more than 10 years after Porter (1990 (1998)) first introduced his cluster concept, 

Martin & Sunley (2003, p. 5) underlined that even though “cluster concept” is very 

“seductive”, the fuzziness of the concept will lead to increased policy problems. But what are 

exactly these policy problems? One of the objectives of Porter’s “Cluster of Innovation” 

initiative (1998 – 2001) was to investigate “healthy regions” and to develop policy 

recommendations (Porter, 2001, p. ix). However, even though policy-driven clusters should 

replicate these healthy regions, Martin & Sunley’s (2003, p. 5) underlined that the “the 

cluster concept should carry a public policy health warning”. Also Hospers et al (2009, pp. 

297-298) advocated that the best motto for officials in charge for cluster policy is perhaps: “If 

you can’t help, please do not harm”. In a somehow strange manner, policy-driven clusters, 

that were meant to help countries to succeed, are apparently not always able to do so. We 
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therefore have to start investigating “cluster policy as a policy challenge” (Ebbekink & 

Lagendijk, 2013, p. 737). By conducting a literature review focusing on these cluster policy 

dilemmas, we might finally lay the foundation stone to start investigating the treatments that 

in fine will probably cure these diseases. In this second chapter we will now focus on the 

study of the dilemmas and pathology of policy-driven clusters. 
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1 Cluster policies and their impact 

In this section we will start explaining the important gap that exists between practitioners and 

academics, which leaves ample room to a lot of policy-driven cluster problems that are not 

addressed in the literature. In a second step, we explain what pathology means in medicine 

and how we could apply it to cluster studies. Finally, even though our literature review 

focuses on the study of dilemmas and pathologies, plenty of positive effects of cluster policies 

are also discussed in the literature. We will shortly come back to these positive effects. 

 

1.1 Cluster policies: a new weapon to succeed in a globalized world? 

From the beginning of the 1990s onwards, governments around the world increasingly strived 

to create their own “healthy regions”62 in order to win the global competitiveness race within 

the newly emerging knowledge-dominated economy63. Clusters were considered as one of 

these national elements in order to help creating and fostering regionally interconnected 

knowledge hubs. Porter’s views on clusters had the biggest impact on “policy-makers and 

opinion-formers” in the United State and in Europe (McDonald, et al., 2007). 

 

The word cluster though is source of a lot of confusion. For example Silicon Valley is called a 

cluster but differs to clusters that are fostered by specific policies. Instead of talking about 

“spontaneous clusters”, which have “been a result of the spontaneous concentration of the 

key factors enabling [the cluster’s] birth and development” (Chiaroni & Chiesa, 2006, p. 

1073), Chiaroni & Chiesa (2006, p. 1073) talk about “policy-driven clusters”, “where the 

trigger was the strong commitment of governmental actors whose willingness was to set the 

conditions for the development of the […] cluster” (Chiaroni & Chiesa, 2006, p. 1073). These 

policy-driven clusters are initiated by cluster policies that are meant to upgrade a “mere 

agglomeration to a regional (innovation) system” (Schmiedeberg, 2010, p. 390). From the 

1990s onwards, cluster policies were increasingly considered “as a promising approach to 

strengthen the innovative capacities of regional systems, leading to greater competitiveness of 

a region and its actors” (Schmiedeberg, 2010, p. 390). Similarly to Schmiedeberg (2010), 

Doloreux & Shearmur (2009, p. 526) underline that the a cluster policy “aims at harnessing 

                                                 
initiatives62 Expression stems from Porter (2001, p. ix) 
63 Powell and Snellman (2004, p. 199) define the key component of a knowledge economy as the “greater 
reliance on intellectual capabilities than on physical inputs or natural resources”. 
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local interactions, knowledge spillovers, and institutions in order to encourage local growth 

and competitiveness”. 

 

Several scholars consider that the Silicon Valley belongs to the category of “spontaneous 

clusters”. However, it is important to underline, as already discussed, that also in Silicon 

Valley the State invested a considerable amount of money in university research. The 

difference with an explicit “policy-driven cluster” is that this did not happen under the header 

of a “cluster development program” (Porter, 2001) and all the additional activities that go 

along with such a program (e.g. collaboration support, regional marketing, etc.) (Sölvell, 

2008; Sölvell, et al., 2003). 

 

Normally a cluster policy implements one or several cluster initiatives on its territory. Cluster 

initiatives are “organised actions carried out to launch, develop and manage clusters with the 

involvement of involving private industry, public authorities and/or academic institutions are 

called ‘cluster initiatives’” (Coletti, 2010, p. 681). Very often these cluster initiatives “entail 

a cluster organisation”, which “are intermediate bodies employing people in charge of 

animating clusters, the so-called cluster managers” (Coletti, 2010, p. 679). However, 

according to Coletti (2010), cluster manager might be a too narrow description of his/her 

tasks. A better nomination would be “cluster facilitator”  because he/she is “a networker and 

a facilitator of relations” who “manages weak and strong ties with cluster members, 

potential members and stakeholders and, when a shared vision emerges, she encourages its 

collective realisation” (Coletti, 2010, p. 686). 

 

Even though the World Bank changed its mind regarding state intervention in order to foster 

innovation and economic growth at the end of the 20th century (Morgan & Nauwelaers, 2003 

(1999)), policies supporting research and economic activities within a specific country in 

order to stay competitive are not very new (Maguire & Davies, 2007). Government 

intervention in the name of scientific progress and thus a superior competitive position 

compared to other nations is a recurrent theme in history. Box 4 for example gives an 

illustrative example of how the United States some decades ago already faced and discussed 

similar policy issues as today. However, the novelty with cluster policies is that they try to 

group under one header several types of policies that were historically treated separately. It is 

important to place cluster policies in this broader context of policies, in order to better 

understand the current dilemmas of cluster policies. 
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Box 4: Government intervention in the name of scientific progress - a recurrent theme 
United States, 1940s (Jankowski, 2001, pp. 5-6): “Prior to World War II, the federal government’s role in the 
science system of United States was relatively minor and its funding for research and development … was 
generally small. However, successful wartime experiences demonstrated the potential for productive 
partnerships among the federal, industrial, and academic research sectors might be extended to peacetime 
needs as well.” Therefore, President Roosevelt asked in November 1944 to addressee these questions: “(1) the 
declassification of secret wartime research results, (2) the need to develop a program to support health-
related research, (3) conditions through which the government could provide aid to research activities in 
public and private organizations, and (4) the feasibility of creating a program for developing scientific 
talent.” The report (Bush, 1945), that was published one year later, gave the answers to Roosevelt’s questions 
and highlighted the importance of government subsidies for scientific progress regarding the nation’s health 
prosperity and security. Also under President Truman the reflections on the intervention of the State continued 
as a Scientific Review Board was created and its chairman, John Steelman, argued that “the U.S. must 
continually strengthen and expand its domestic economy and foreign trade through constant expansion of 
scientific knowledge and consequent steady improvement of technology.” 

 

1.1.1 Cluster policies: polyvalent by nature 

At the end of the 20th century, “industrial policy seemed to phase out” (Aiginger, 2007, p. 

297). However, “due to globalisation, outsourcing, low growth and high unemployment 

(specifically in Europe)” new types of policies re-emerged that particularly focused on 

clusters (Aiginger, 2007, p. 297). The underlying credence of the new emerging policies is 

that by stimulating regional economic actors to “join forces” and to innovate together, global 

competition can be faced. Nations enter in a certain manner into a war for competitiveness 

and cluster policies are considered to be one of these weapons to win this “war”. 

 

The OECD (2007, p. 41) outlines how the traditional policies have evolved into new 

approaches, that today cumulate into cluster policies and initiatives (see Table 9):�

- Regional policy: Whereas the old approach to regional policy was mainly concerned 

with redistributing all kinds of capitals (human capital, financial capital, etc.) “from 

leading to lagging regions”, the new approach to regional policy concentrates on 

“building competitive regions by bringing local assets and actors together”. The idea 

behind this approach is to collectively awake the intrinsic forces of the region to create 

the region’s competitive advantage. The chances of prosperous regional development 

are evaluated much higher than by simply allocating external help to the region. 

- Science and Technology Policy: Whereas the old approach to science and technology 

policy consisted mainly in financing “individual, single-sector projects in basic 

research”, the new approach to science and technology policy concentrates on the 

“financing of collaborative research involving networks with industry and links with 

commercialisation”. The idea behind this approach is that first of all, real creative 
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ideas spark better together than alone and that second, strong links with 

commercialisation partners are needed to bring inventions really to the market. 

- Industrial and enterprise policy: Whereas the old approach to industrial and enterprise 

policy consisted mainly in allocating subsidies to firms, particularly national 

champions, the new approach to industrial and enterprise policy is to support 

“common needs of firm groups and technology absorption (especially SMEs)”. The 

idea behind this approach is that particularly SMEs drive national growth and SMEs 

are more important in the new flexible specialization approach vs. the old mass 

production approach.  

 

Table 9: Policy streams influencing cluster policies 
Policy stream Old approach New approach Cluster programme focus 
Regional 
policy 

Redistribution 
from leading to 
lagging regions 

Building 
competitive regions 
by bringing local 
actors and assets 
together 

- Target or often include lagging regions 
- Focus on smaller firms as opposed to larger 
firms, if not explicitly than de facto 
- Broad approach to sector and innovation targets 
- Emphasis on engagement of actors 

Science and 
technology 
policy 

Financing of 
individual, 
single-sector 
projects in basic 
research 

Financing of 
collaborative 
research involving 
networks with 
industry and links 
with 
commercialisation 

- Usually a high-technology focus 
- Both take advantage of and reinforce the spatial 
impacts of R&D investment 
- Promote collaborative R&D instruments to 
support commercialisation 
- Include both large and small firms; can 
emphasise support for spin-offs and start-ups 

Industrial and 
enterprise 
policy 

Subsidies to 
firms; national 
champions 

Supporting 
common needs of 
firm groups and 
technology 
absorption 
(especially SMEs) 

Programmes often adopt one of the following 
approaches:  
- Target the drivers of national growth 
- Support industries undergoing transition and 
shedding jobs 
- Help small firms overcome obstacles to 
technology absorption and growth 
- Create competitive advantages to attract inward 
investment and branding for exports 

Source: OECD (2007, p. 41) 

 

1.1.2 The ancestors of cluster policies 

A bibliometric analysis on the different policies influencing cluster policies (see Figure 7) 

also reveals that cluster policies are the newest form of policies that only emerged at the end 

of the 20th century. Science and research policies are the oldest ones, particularly prominent 

after the second world war, followed by the emergence of several new policies at the end of 

the 1960s and beginning of the 1970s such as regional policies, industrial policies, structural 

policies and technology policies. Not surprisingly, innovation policies emerged during the 

1980s. 
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Figure 7: The ancestors (or siblings?) of today’s cluster polices 

 
Note: The date corresponds to the first mention of the policy in the title, abstract or keyword of an article 
referenced in the academic article database Scopus64. This implies that the policy might have already been 
discussed in the corpus of a text. (see Annex 2 for a list of the corresponding academic articles). 
 

Even though cluster policies are implemented throughout the world, they are considerably 

less discussed by the academic research community compared to the other types of policies 

(see Figure 8 and Figure 9). Research on regional policies and innovation policies are the 

most prominent at the moment. What is particularly interesting is research on “industrial 

policy” and “technology policy” experienced an enormous boom of interest in the middle of 

the 1990s, but both are now surpassed by “regional policy” and “innovation policy” research. 

Figure 8: Cluster Policy vs. Science, Research, Technology and Innovation Policy 

 

Note: Bibliometric analysis, Scopus database64 (01/04/13) (x=date of publication, y=number of articles) 
 

                                                 
64 Date: 01/04/13; Database: Scopus; Search Criteria: Search for "[x] policy" OR "[x] policies" in “Article Title, 
Abstract, Keywords“; [x] = Science, Research, Regional, Structural, Industrial, Technology, Innovation or 
Cluster; Data Range: “all years to present”; Document Type: Article; Subject Areas: “Social Sciences & 
Humanities” AND “Physical Sciences” 
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Figure 9: Cluster Policy vs. Industrial, Regional and Structural Policy 

 

Note: Bibliometric analysis, Scopus database64 (01/04/13) (x=date of publication, y=number of articles) 
 

1.1.3 Cluster policy: just a new industrial policy?  

Even though academics defend a range of opinions of what cluster policies are, Porter (2000a) 

advocates that there is a strong difference between industrial policy and cluster theory (not 

explicitly referring to cluster policies). On the one hand, industrial policy is based “on a view 

of international (or, more generally, locational) competition in which some industries offer 

greater wealth-creating prospects than others” and where “desirable industries (e.g., high 

tech, growing) should be “targeted” for support” (Porter, 2000a, p. 27). The focus lies thus 

on “what a nation (location) competes in” (Porter, 2000a, p. 27). 

 

On the other hand, “the concept of clusters rests on a broader and dynamic view of 

competition among firms and locations, based on the growth of productivity” (Porter, 2000a, 

p. 27). According to Porter’s logic (2000a, p. 27), the regional actors themselves can create 

their own regional advantage and so “all clusters can be desirable” as “all offer the potential 

to contribute to prosperity”. Instead of targeting only certain industries as in the traditional 

industrial policy, “all existing and emerging clusters deserve attention”  (Porter, 2000a, p. 

27). In a certain manner Porter advocates that supporting already emerging clusters, 

nevertheless which field they are in, corresponds to a more egalitarian view of governmental 

intervention, than targeting only one industry or national leader. 
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This view is criticised by Hospers et al. (2009) as, according to them, governments 

implementing cluster policies similarly to when implementing industrial policies also have to 

decide which clusters to help, either by “picking winners” or by “backing losers”. A better 

approach according to Hospers et al. (2009) would thus be if governments only intervene 

once the cluster has emerged in form of “cluster marketing” to help the cluster gaining a 

better international visibility. More over it was shown that policy-driven cluster often 

encourage the internationalisation of companies (S. Andersson, Colovic, & Lamotte, 2014; 

Colovic, 2013) or entrepreneurship (de Géry, Laviolette, & Bonnafous-Boucher, 2013). 

 

Some conclude that governments can only contribute little to the performance of a cluster (G.-

J. Hospers, et al., 2009, p. 298) and should therefore concentrate on their “ex-post” role in 

form of “brand[ing] the success of clusters after they have emerged spontaneously in the 

market […] by tak[ing] into account and promote the particularities and realities of an 

area”. For Hospers et al. (2009, p. 298) it is this “Regional Realism” which will make the 

difference between the regions instead of the running behind a certain role model. 

 

1.2 The relevance gap in cluster policy research 

One of the main general problems constantly addressed by policy-driven cluster researchers is 

the growing gap between practitioners introducing cluster polices and academics studying 

clusters in general. While academics are still debating about the right definitions65, 

practitioners have somehow “rush[ed] to employ 'cluster ideas'” (R. Martin & Sunley, 2003, 

p. 5). This had the consequence that the general “cluster ideas” have “run ahead of many 

fundamental conceptual, theoretical and empirical questions” (R. Martin & Sunley, 2003, p. 

5) and that cluster policies stay “on shaky theoretical and empirical foundations” (Nathan & 

Overman, 2013, p. 383). 

 

The theoretical consequence of this growing gap is that “conventional cluster theory” is 

unable to “explain the spread and functions of such [cluster] policies” (Kiese & Wrobel, 

2011, p. 1691). Kiese & Wrobel (2011, p. 1708) alert the cluster community that a strict line 

has to be drawn between “clusters” and “cluster policies, initiatives and organizations” as 

“conceptual differences” exist. In 2013, also Swords (2013, p. 369) underlined that “libraries 

of incredibly useful books and articles on clusters” exists. However, “there remains an 
                                                 
65 Aiginger (2007, p. 297) for example underlines that “no commonly accepted definition exists” for clusters and 
“concepts differ across nations, regions, stage of development and over time”. 
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absence of work which interrogates the translation of clusters into, and then through local 

and national policy” (Swords, 2013, p. 369). 

 

So even though the cluster literature is constantly growing (see Figure 3), little is still known 

regarding the dilemmas when the spontaneous cluster concept passes into the public policy 

realm and from the public policy realm into the operationalization realm (Swords, 2013). 

Policy-driven clusters stay somehow in a theoretical no man’s land and additionally continue 

to be criticised as “good intentions are overshadowed by bad outcomes” (Aiginger, 2007, p. 

297). 

 

1.3 Positive impact of policy-driven clusters 

Even though we will focus in this chapter on the policy-driven cluster dilemmas, it does not 

mean that cluster policies do not create positive effects. A range of the reviewed cluster policy 

articles mention the positive effects that policy-driven clusters can obtain. Spontaneous 

clusters, increase for example untraded interdependences (Storper, 1995) such as tacit 

knowledge exchange (Gertler, 1995, 2003), knowledge creation dynamics (Saives, Ebrahimi, 

Desmarteau, & Garnier, 2007), collective learning (Lawson & Lorenz, 1999); or trust 

building, thanks to an increased face-to face interactions (Harald Bathelt, et al., 2004; Waxell 

& Malmberg, 2007).  

 

One part of the cluster policy literature shows, that policy-driven clusters, which try to 

replicate the conditions of spontaneous clusters, are able to do so. Lundequist & Power (2002, 

p. 697), for example state that there is not one ideal type of cluster initiatives but that 

“whatever shape cluster initiatives take […] they can be seen as useful regional development 

tools […] to build competitiveness and competence”. Or Karaev et al. (2007) reviewed the 

literature regarding the influence of a cluster approach on the competitiveness of SMEs. They 

conclude that the literature shows that “establishing clusters” is “an efficient tool for 

overcoming the size limitations of SMEs” (Karaev, et al., 2007, p. 830). Additionally, the 

policy-driven cluster creates a “geographical proximity” which goes along with all the 

positive “agglomeration effects” such as “higher specialization, innovation and knowledge 

transfer” (Karaev, et al., 2007, p. 830). These “agglomeration effects” allow the SMEs to 

reduce their costs which again “improv[es] the competitiveness of industrial sectors, regions 

and nations” (Karaev, et al., 2007, p. 830). 
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Hereinafter, we mention some of the most important positive effects cited by the cluster 

policy literature and give some concrete empirical examples: 

� Greater visibility: One important positive effect of policy-driven clusters is the greater 

visibility that they create for their members. Lundequist & Power (2002), conducted 

and in-depth study of Swedish cluster initiatives and highlighted the positive effect of 

joint marketing efforts in order to create greater visibility for the individual company. 

Also Felzensztein et al. (2012), who conducted a survey (among clustered and non-

clustered low-tech firms) in Chile, show the positive effects of joining forces in 

marketing efforts. Finally, Fromhold-Eisebith & Eisebith (2005, p. 1265), studying 

German and Austrian clusters, also come to the same result, by underlying the “better 

visibility and image of the industry group” thanks to the membership in a policy-

driven cluster (Fromhold-Eisebith & Eisebith, 2005, p. 1265). 

� Greater adaptability: Another important positive effect of policy-driven clusters is the 

greater adaptability of the member companies to unforeseen economic changes or 

events. Gadille et al. (2013, p. 340), who conducted an in-depth analysis of a French 

aeronautic cluster underline that the French cluster policy “stimulate(s) important 

changes within local economic structures”. Particularly, because independent SMEs 

join forces due to the cluster policy and that they “are better able to respond to 

changing competitive conditions than the more traditional enterprises within the 

region” (Gadille, et al., 2013, p. 340). 

� Better relations with the public authority: Another important positive effect seems to 

be the construction of a more constructive dialogue between the public and the private 

sector. The Basque country was an early adopter of cluster policies during the 1990s. 

Ahedo (2004) conducted an in-depth analysis of the cluster policy in the Basque 

country that through the implementation of cluster-associations created a dynamic of 

“Industry-Government collaboration” (Ahedo, 2004, pp. 1110-1111). For Ahedo 

(2004, p. 1111) the “traditional lack of regional Industry-Government relations has 

been replaced by a limited but promising dynamic of dialogue and interaction 

between an empowered and committed regional government and more pro-active and 

self-organizing regional industrial sectors and SMEs” . Also Santisteban (2006, p. 37) 

analyzing cluster policies not only in the Basque country but also in Catalonia 

concludes that these policies have, in both regions, “stimulated different forms of 
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collaboration between the empowered regional governments and the regional 

industrial-business systems”. 

� Increased knowledge exchange: Not surprisingly, as it is the core of the cluster 

concept, one of the most often cited advantages of policy-driven clusters is the 

increased knowledge exchange between the policy-driven cluster members. This 

increased knowledge exchange can be observed in a multitude of clusters (Guisard, Le 

Bas, & Nief, 2010; Lundequist & Power, 2002; Saives & Desmarteau, 2005). 

Lundequist & Power (2002, p. 699) conducted and in-depth study of Swedish cluster 

initiatives and particularly underlined the positive effect of the establishment of 

meeting places and competence support structure as for example : “informal firm 

networks for inter-exchange of knowledge and experiences” or “targeted educational 

programmes”. Also Guisard et al. (2010), who did an in-depth investigation of a 

cluster situated in the Lyon region (Lyon Urban Trucks and Bus Cluster, France), 

particularly focused on the “think tanks” that were set up by the local cluster 

organisation. According to Guisard et al. (2010, p. 673) these “think tanks” are 

“discussion and creativity meetings” to bring together a wide variety of local actors in 

order “to enhance the collective knowledge base” of the cluster. The interviewed 

participants in the cluster initiative seem to positively evaluate these local knowledge 

enhancement activities as they create a community feeling and discussions that would 

not take place otherwise. Also Bidan & Dherment-Férère (2009) discuss the cognitive 

levels of value creation process that is happening in the French clusters thanks to the 

various initiatives. Finally, also Fromhold-Eisebith & Eisebith (2005, p. 1265), 

studying German and Austrian clusters, underline that policy-driven clusters allow 

“increased exchanges of information”. 

� Increased networking: Another important positive effect of policy-driven clusters is 

the stimulation of networking between the local actors. Coletti (2010, p. 682), who 

analyzed the data of a large European survey on cluster managers’ skills and training 

needs, points to the strong networking benefits of cluster organisations thanks to the 

cluster managers which “facilitate the establishment of strategic alliances and 

networks, identify[…] core people with already established mutual trust, attract[…] 

potential partners and help[…] them to create relationships which will bring 

enhanced cooperation”. Also, Fromhold-Eisebith & Eisebith (2005, p. 1265) 

underline the “new collaboration” benefit of policy-driven clusters.  
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�  Increased performance: Research has often highlighted the fact that companies “need 

to optimize the location of their activities in order to remain competitive” (Colovic & 

Mayrhofer, 2011, p. 1481). Nishimura & Okamuro (2011b), who investigated the 

Japanese cluster policy by conducting a survey among R&D-intensive SMEs, 

conclude that the cluster policy’s indirect networking or coordination support seems to 

be important and beneficial for the companies. For example, companies participating 

in the cluster and collaborating with local universities seem to apply for more patents, 

without degrading the quality (Nishimura & Okamuro, 2011a). Or Li & Geng (2012) 

conducted a survey among clustered and non-clustered low-tech or medium-low tech 

firms in China. Their results show that clustered and non-clustered firms have a 

different perception regarding shared resources66 and additionally the business 

performance of clustered firms is higher than the performance of non-clustered firms.  

 

All these examples show that cluster policies do “get something going” and create a certain 

dynamism and hopefully reach “the ultimate aim” of cluster initiatives, namely “continued 

economic growth and development” (Aziz & Norhashim, 2008, p. 372). For that it is 

important to continue pursuing studies that investigate successful examples and the benefits 

of cluster policies. However, we think that it is as important to complement these studies with 

the identification of the potential obstacles or “policy challenges” (Ebbekink & Lagendijk, 

2013, p. 737). Our knowledge on both, benefits and obstacles, might allow governments to 

conceive more successful cluster policies.  

 

2 Identifying cluster dilemmas & pathologies: a systematic review 

For chapter one of this literature review we opted for a descriptive and narrative literature 

review, as traditionally done in the business and management field (Denyer & Neely, 2004). 

However, in chapter two of this literature review we decided to conduct a more structured 

literature review. We use a methodology called “systematic literature review” (SLR) 

(Tranfield, et al., 2003) that emerged in the United Kingdom among medical professionals 

(Mulrow, 1994; Thorpe, et al., 2005). These medical professionals underlined the necessity 

that only through a systematic review of past literature, intelligent policies might be 

implemented for the future. Descriptive and narrative literature reviews are often biased 
                                                 
66 Shared resources, i.e. “common reputation, intensity of exchange and combination of resources, mutual trust 
between firms, network of collective learning and knowledge-sharing, dense atmosphere of co-petition, and 
participation and support of the local institutions”  (Li & Geng, 2012, p. 363) 
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because they only reflect the authors’ perspective which ultimately reduces the utility of these 

reviews for policy recommendations (Denyer & Neely, 2004). Therefore, due to the explosion 

of articles and contradicting opinions, more and more scholars urge researchers to conduct 

SLRs (Leseure, et al., 2004a; Pittaway & Cope, 2007; Pittaway, et al., 2004; Thorpe, et al., 

2005; Tranfield, et al., 2003). 

 

Particularly for studying dilemmas and obstacles, a systematic literature review is important 

to help practitioners advance in their diagnoses. To explore the different dilemmas of policy-

driven clusters, a SLR seems thus highly valuable. The literature reviews “should enable 

readers, whether academics, practitioners or policy-makers, to determine for themselves the 

reasonableness of the decisions taken and the appropriateness of the conclusions” (Denyer & 

Neely, 2004, p. 133, p. 133). The main difference between a traditional descriptive or 

narrative literature review and an SLR is that in the latter “the [investigation] process is 

reported openly in the same way that empirical research would be” (Pittaway, et al., 2004, p. 

480, p. 480). SLR thus include a detailed methodology section, to render explicit on which 

data the interpretations and conclusions are based, which makes their thought process more 

clear and creates transparency (Thorpe, et al., 2005).  

 

Tranfield et al. (2003) were the first who adapted the SLR methodology to the field of 

management. Denyer & Neely (2004, p. 133, p. 133) (based on Tranfield et al 2003) 

summarized in a consistent manner the most important elements that have to be followed in 

an SLR, for example “development of clear [..] aims and objectives; […] a comprehensive 

search of all potentially relevant articles; the use of explicit, reproducible criteria in the 

selection of articles for review; […] a synthesis of individual studies using an explicit 

analytical framework; a balanced, impartial and comprehensible presentation of the results.”  

 

2.1 What is cluster dilemmas and pathology? 

We finished the first chapter of this literature review by referring to Porter’s “anatomy of 

clusters” view (Porter, 1998c, p. 79). In this chapter we dive into the core of this thesis by 

using another type of medical terminology: pathology. In this thesis, we wish to study 

organisational dilemmas and their consequences in policy-driven clusters. Facing a dilemma 

means that there is no “one best choice”, so by going in one direction one certainly produces 

also negative effects, or side-effect pathologies, that in some cases might hinder the policy-
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driven cluster to function effectively. We will define “pathology” in a cluster setting as the 

visible managerial symptoms that policy-driven clusters may endure. These pathologies are 

directly generated by “organizational dilemmas”, by having privileged one direction over 

another. We consider, that the challenge in cluster policy study is to pinpoint these side-effect 

pathologies and their associated dilemmas in order to improve cluster policy implementation 

and to better adapt the cluster policy to the local settings. Today a rising amount of literature 

concentrates on the different types of “challenges” in policy-driven clusters (Burfitt & 

Macneill, 2008; Ebbekink & Lagendijk, 2013). 

 

Pathology is a Greek word and means “the study of suffering” (Duffin, 2010, p. 40). In 

medicine, the central objective of studying pathology is to “construct, recognize and treat 

diseases” and thus to help the patient. In cluster studies, the central objective of studying the 

pathology of clusters is to first identify the different types of “suffering” of the involved 

stakeholders (the pathologies) and then to identify why they suffer (the dilemmas). We 

consider that the understanding of clusters’ organisational dilemmas is crucial in order to help 

governments and cluster managers to notice and pinpoint the potential obstacles of cluster 

policies and in a second step to actively work against these obstacles, to study the obstacles 

and to improve the potential positive impacts of cluster policies. 

 

So far, the problems of policy-driven clusters are not really addressed and thus not well 

understood (Ebbekink & Lagendijk, 2013; Swords, 2013). Medicine does not only study the 

anatomy and physiology67 of the human body but also its pathology. So why not fully 

introduce the study of pathology, “the study of suffering” (Duffin, 2010, p. 40), in cluster 

studies? 

 

In medicine, the study of pathology is built on observations, in order to “build”  a “disease 

concept”. In doing so, different aspects have to be taken into consideration by the observer: 

“the patient, the illness, and the presumed cause” (Duffin, 2010, p. 40). Why only a 

presumed cause? Because “a cause is implied in the concept construct for a disease even 

when the cause is unknown” (Duffin, 2010, p. 40). Once different types of disease concepts 
                                                 
67 In medicine, physiology “is the study of the function of living beings” and thus “stands both in relation and in 
opposition to anatomy, the study of structure” (Duffin, 2010, p. 40). If we draw the analogy with cluster studies, 
the physiology of clusters would be the theoretical functioning of the clusters or the traditional cluster literature 
that focuses on networking and innovation. This “cluster physiology” literature is very important, has to be 
understood when studying clusters, constitutes the main part of the cluster literature and is already well 
developed. 
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are build they “are given characteristics (symptoms), names (diagnoses), life expectancies 

(course), anticipated outcomes (prognoses), and recommended treatments” (Duffin, 2010, p. 

40). In this chapter we will try to identify and group the different types of organisational 

dilemmas that are discussed in the cluster policy literature. 

 

In the following literature review we identify groups of dilemmas that go along with cluster 

policies. We will dig into the symptoms of these different organisational dilemmas and also 

see that in order to understand the different dilemmas, cluster policy researchers need to adopt 

a very interdisciplinary approach. However, cluster policy researchers first need to break out 

of the traditional cluster literature streams (such as (Asheim, 1996; Aydalot, 1986; Becattini, 

1989; Cooke, 1992; Marshall, 1890 (1920); Porter, 1990, 1998c; Saxenian, 1994))68 in order 

to bring policy-driven cluster studies on another level of understanding and usefulness for the 

practitioners. 

 

2.2 The need for a review of policy-driven cluster dilemmas and pathologies 

The aim of this policy-driven cluster review is to explore all empirical studies that have been 

conducted on policy-driven clusters in order to summarize the identified obstacles and 

difficulties encountered by the involved actors.  

 

2.3 A Systematic Literature Review 

 

2.3.1 Search for articles 

The first step of a SLR is to constitute a database of articles that will then be reviewed in 

detail. The first time we downloaded in a systematic manner and read through the “cluster 

policies” literature was in March 2013. However, at that time, our ideas were not yet 

structured enough to make sense of our fieldwork, the classical cluster literature, the 

management literature and the cluster policy literature. However, little by little we detected 

this “pathology” problem in our fieldwork data. At the beginning of 2014 we went back to our 

cluster policy database and reviewed the database once again. The literature suddenly made 

much more sense. The last update of our literature review was done on the 25th April 2014. 

                                                 
68 Examples of traditional “cluster” schools: Italian industrial districts (Becattini, 1979, 1989), innovative milieu 
(Aydalot, 1986), new industrial spaces (A. J. Scott, 1988b), industry clusters (Porter, 1990 (1998), 1998c), 
national innovation systems (Lundvall, 1992), regional innovation systems (Cooke, 1992), or learning regions 
(Asheim, 1996; Florida, 1995). 
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The main database we used for the literature review is Scopus and we used following general 

search parameters in Scopus:  

� Document type: article 
� Subject areas: physical sciences, social sciences & humanities 
� Language: English, French, German 
� Source type: journals 
� Search term location: in Article title, abstract, keywords 

 

The aim of a SLR is “to bring together as many already existing evidence-based studies as 

possible that are relevant to the research being undertaken, irrespective of their published 

location, or even disciplinary background” (Thorpe, et al., 2005, p. 258). For policy-driven 

cluster studies this means that we were not specifically looking in regional studies, 

economics, management studies or sociology, but took a very interdisciplinary approach. In 

order to advance in policy-driven cluster research, we privileged focusing on the dilemmas 

instead of on a specific disciplinary stance. 

 

The crucial element was to define the “right” keywords in order to cover the whole spectrum 

of the policy-driven cluster literature that might be useful to study and analysis the diseases of 

our fieldwork observations and at the same time not to drawn in the existing general cluster 

literature (be it the spontaneous clusters, policy-driven clusters or general “regional system” 

literature). A helping element was that we already went through the cluster policy literature 

and that we knew approximately the keywords that will be useful for analysing policy-driven 

clusters. Finally, we used following keywords to constitute our final policy-driven cluster 

literature database: cluster polic*, clusterpolitik, politique* de* pôle*, cluster initiative*, 

policy-driven cluster*, cluster promotion, promotion of cluster*, cluster promotion polic*, 

cluster organi?ation*, cluster management, cluster manager*, cluster building, breeding 

cluster*, growing cluster*, breeding innovation cluster*, growing innovation cluster*, cluster 

governance. 

 

Additionally we had two criteria for keeping an article in our database. The first criterion was 

that the article was really dealing with regional clusters and not for example with clusters in 

computer programming. The second criteria concerned the quality of the journal in order to 

base our conclusions on quality results. At the beginning we just wanted to retain articles that 

were published in journals listed in the Harzing’s (2013) quality journal list, nevertheless 
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from which disciplinary stance. However, we soon realized that several important articles to 

understand the particularities of cluster policies were published in specialized or national 

journals which were not included in the Harzing’s (2013) quality journal list. For example the 

German journal “Zeitschrift für Wirtschaftsgeographie”, where German cluster specialists 

publish their articles (for example (H. Bathelt & Dewald, 2008; H. Bathelt & Zeng, 2005; 

Kiese, 2008)), or the French journal “Politiques et Management Public” where French cluster 

specialists publish their articles (for example (Gallié, et al., 2012; Gallié, et al., 2014; Sabine 

Menu, 2011)), or the European specialist journal “European Urban and Regional Studies” 

where for example also Spanish researcher (Santisteban, 2006) publish their cluster policy 

articles (particularly important when one does not speak Spanish and can not consult the local 

journals). We therefore decided to enlarge our quality criteria and also include journals that 

are either listed among the best 10000 journals on the website “http://www.journal-

ranking.com” and/or that are cited more often than 5 times in the Scopus database. 

 

After excluding several articles according to the two criteria just cited, we also included some 

articles that were not referenced in Scopus. According to the SLR methodology adding “key 

references which had been missed by the systematic search process […] [is a useful step] to 

compensate for the rigidity of “mechanistic” searches” (Leseure, Bauer, Birdi, Neely, & 

Denyer, 2004b, p. 172). We added articles that were for example only accessible through a 

French journal database named CAIRN (for example (Bidan & Dherment-�������� �		
��

Schmitt, 2011)). Finally, the database counted 139 published articles. However, in our 

discussion we also included conference papers (for example (T. Weil & Fen Chong, 2009)) or 

PhDs from French colleagues (for example (Chabault, 2009)) but we did not count these 

“working papers” as official published articles.  

 

2.3.2 Analysis of articles 

All 139 articles citations were downloaded into Endnote and based on the abstracts coded into 

homogenous groups. Even though coding of abstracts is sometimes criticised (Pittaway, et al., 

2004) due to some quality issues, it is also considered a useful tool “for creating a thematic 

structure around which more detailed reviewing can take place” (Pittaway & Cope, 2007, p. 

481). Due to our previous reading on the topic, we already developed a feeling for the subject 

that helped us in the coding process. After the abstract coding we then read through the 

articles in order to analyse which type of dilemmas and obstacles the different articles exactly 

identified. The result of this step is summarized hereinafter. 
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Before summarizing the content, we just want to give some general information regarding the 

articles. First of all, the articles came from a variety of disciplines (see Table 10), ranging for 

example from public sector management to marketing over entrepreneurship and innovation 

management. However, the discipline “Public Sector Management” is, not surprisingly, the 

discipline that most often talks about cluster policies, policy-driven cluster management, or 

policy-driven cluster promotion, etc. The top journals that publish articles these topics are for 

example Environment and Planning C, European Planning Studies and Regional Studies.  

 

Table 10: Articles dealing with cluster policy, management, promotion, etc. 
Discipline 69 # of 

Articles 
Examples of journals per discipline  

Public Sector Management 62 Environment and Planning C: Government and Policy; 
European Planning Studies; Regional Studies 

Economics 17 World Development; Research Policy; Regional Science 
and Urban Economics; Journal of Economic Geography 

Innovation 14 
International Journal of Technology Management; Industry 
and Innovation; Journal of Technology Transfer; 
Technovation 

General & Strategy 7 Policy Studies; European Management Journal 

Entrepreneurship 5 
Entrepreneurship and Regional Development; International 
Entrepreneurship and Management Journal; International 
Journal of Entrepreneurship and Innovation Management 

Management Information Systems, 
Knowledge Management 5 Knowledge Management Research and Practice; Maritime 

Policy and Management 

Sociology 5 International Journal of Urban and Regional Research; 
Growth and Change 

Marketing 4 Industrial Marketing Management; Journal of Business and 
Industrial Marketing 

Operations Research, Management 
Science, Production & Operations 
Management 

4 Journal of Manufacturing Technology Management; 
Service Industries Journal 

International Business 2 Asia Pacific Business Review; International Business 
Review 

Others 14  

TOTAL 139  

Source: policy-driven cluster literature review (see explanations in this section), 2014 

 

Another important and interesting result is that the articles cover a large range of countries 

and a large range of cluster initiatives (see Table 11 and Table 12). This cluster policy 

literature review has shown that cluster policies are really implemented around the world 

reaching from the USA to Japan, to Bulgaria and New Zealand. In the Table 11 there is an 

overrepresentation of articles coming from France this is due to the fact that we had access to 

                                                 
69 The disciplines and associated journals correspond to the categorization established by Harzing’s (2013) 
quality journal list. In case a journal was not listed in Harzing’s quality journal list, we tried to put the journal 
into the discipline category that corresponds the best.  
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a national French journal database but not for example to a national German database. 

Another interesting observation is that cluster policy studies are mainly qualitative, but in 

Asia they are exclusively quantitative. Table 11 and Table 12 do not include theoretical 

papers on policy-driven clusters that we found during our literature review. However, they are 

numerous as well (see for example (Aiginger, 2007; Aziz & Norhashim, 2008; H. Bathelt & 

Dewald, 2008; Burfitt & Macneill, 2008; Ebbekink & Lagendijk, 2013; G. J. Hospers & S. 

Beugelsdijk, 2002; G. J. Hospers, et al., 2009; Karaev, et al., 2007; R. Martin & Sunley, 2003; 

Nathan & Overman, 2013; Raines, 2003)). This large variety of results coming from different 

countries has made this analysis particularly interesting and on the other hand it corresponds 

exactly to what a medical SLR advocates: that all types of results on a certain “medical issue” 

should be reviewed in order to advance in the knowledge of a certain medical problem. 

 

Table 11: Examples of cluster policy articles per country 70 (European countries) 
COUNTRY EMPIRICAL QUALITATIVE EMPIRICAL QUANTITATIVE 
Europe   
Austria (Fromhold-Eisebith & Eisebith, 2005; 

MacNeill & Steiner, 2010) 
 

Belgium (Bayenet & Wunderle, 2009; Capron, 2011; 
Hermans, Castiaux, Dejardin, & Lucas, 2012; 
Van Haeperen, Lefèvre, & Dejardin, 2009) 

 

Bulgaria (Sellar, et al., 2011)  
Europe (Chiaroni & Chiesa, 2006; De Propris, 2007; 

Gallié, et al., 2014; Hospers, 2005) 
(Coletti, 2010) 

Finland (Sotarauta, 2012)  
France (Bidan & Dherment-�������� �		
�� �������� ��

Mothe, 2010; Carré, Lefebvre, & Madeuf, 
2008; Delaplace, 2011; Gadille, et al., 2013; 
Gaffard, 2008; Gallié, et al., 2012; Gallié, et 
al., 2014; Guisard, et al., 2010; Lefebvre, 
2013; Sabine Menu, 2011; S. Menu, 2012; 
Schmitt, 2011; Younès, 2012) 

(Fontagné, Koenig, Mayneris, & Poncet, 
2013; Gallié, et al., 2013b; A. Glaser, et al., 
2012; P. Martin, Mayer, & Mayneris, 2011) 

Germany (Champenois, 2012; Domdey & Hazouard, 
2008; Fromhold-Eisebith & Eisebith, 2005; 
Kiese & Wrobel, 2011; Sternberg, Kiese, & 
Stockinger, 2010) 

(Engel, Mitze, Patuelli, & Reinkowski, 2013; 
Falck, Heblich, & Kipar, 2010) 

Netherlands (Klein Woolthuis, Lankhuizen, & Gilsing, 
2005; Van Klink & De Langen, 2001) 

(Mans, et al., 2008) 

Norway (Gausdal, 2008)  
Spain (Ahedo, 2004; Martinez, Belso-Martinez, & 

Mas-Verdu, 2012; Santisteban, 2006) 
 

Sweden (Hallencreutz & Lundequist, 2003; Lundequist 
& Power, 2002) 

(Eklinder-������� ��� ����� �	 !�� "���#$�� -Frick, 
Eriksson, & Hallén, 2012) 

United Kingdom (Burfitt & Macneill, 2008; Burfitt, et al., 2007; 
Swords, 2013) 

(Cumbers, et al., 2003; Huggins & Johnston, 
2009; Learmonth, Munro, & Swales, 2003; 
McDonald, et al., 2007; Sadler, 2004) 

                                                 
70 In case the methodology was mixed, I put it in the quantitative column. In case the paper was theoretical but 
used a lot of concrete empirical examples I added it in the qualitative column. 
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Table 12: Examples of cluster policy articles per country 71 (Not European countries) 
COUNTRY EMPIRICAL QUALITATIVE EMPIRICAL QUANTITATIVE 
North America   
Canada (Doloreux & Shearmur, 2009; Rutherford & 

Holmes, 2007; Salazar & Holbrook, 2007) 
(Arthurs, et al., 2009) 

USA (Sternberg, et al., 2010) (James, 2005; Peters, 2005) 
Asia   
China  (Li & Geng, 2012) 
Japan (Kitagawa, 2005, 2007) (Nishimura & Okamuro, 2011a, 2011b) 
Taiwan  (Chiu, 2009) 
Africa   
Morocco & 
Tunisia 

(Cammett, 2007)  

Oceania   
New Zealand (Perry, 2005, 2007)  
Australia (Liyanage, 1995)  
Latin America   
Chile  (Felzensztein, et al., 2012; Giuliani, 2013; 

Visser & de Langen, 2006) 
Costa Rica (Ciravegna, 2012)  
Mexico (Martinez, et al., 2012)  
Latin America (Altenburg & Meyer-Stamer, 1999)  

 

2.4 Organisational dilemmas as drivers of cluster pathologies 

The literature shows that cluster policies have positive impacts but also negative impacts. 

Those who implement cluster policies constantly face a set of dilemmas that generate side-

effect pathologies. These pathologies are rarely studied in the cluster literature. Burfitt & 

Macneill (2008) already started to investigate the variety of dilemmas faced by cluster 

policies. In their theoretical paper they identified two main dilemmas “operational and 

managerial challenges” and “political challenges”. To the “operational and managerial” 

challenges they count the identification of clusters and the management of cluster policies, 

while to the “political challenges” they count the designation of clusters, the drawing of 

boundaries and the relationship between cluster organizations and politics. 

 

We tried to be independent from their analysis when doing the SLR and finally our SLR lead 

to similar results (see Figure 10). We were able to identify (1) political dilemmas of policy-

driven clusters (such as defining boundaries, subsidies and objectives), (2) organisational 

dilemmas of policy-driven clusters (such as managing multiple actors, innovation and 

collaboration), and (3) structural dilemmas of policy-driven clusters (such as adapting the 

policy-driven cluster to the life-cycle, to the local culture or to the geography) that might turn 

into side-effect pathologies. In this chapter we thus build on Burfitt & Macneill’s (2008) 

                                                 
71 In case the methodology was mixed, I put it in the quantitative column. In case the paper was theoretical but 
used a lot of concrete empirical examples I added it in the qualitative column. 
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preliminary theoretical work but considerably extend it thanks to our SLR and the identified 

empirical cluster policy studies in the literature. 

 

To sum up once again, from a theoretical point of view we first have to understand which 

dilemmas exist because dilemmas can create side-effect pathologies (in this literature review). 

However, on the field one has to first thoroughly decompose the general view and identify the 

different pathologies before it is possible to go “upstream” again (towards the dilemma) and 

give sense to the whole. 

 

Figure 10: A framework for the study of pathology in policy-driven clusters  

 

 

3 Drivers of pathologies: political dilemmas 

The first types of dilemmas that we identified in the literature are of political nature. We are 

able to distinguish three different types of political dilemmas that seem to have a strong 

impact on the performance of policy-driven clusters (see Figure 11). These three dilemmas 

emerge because of decisions that have to be taken regarding the boundaries of policy-driven 

clusters, regarding the subsidies of policy-driven clusters, and regarding the fuzziness of the 

objectives of policy-driven clusters. 
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Figure 11: Political dilemmas of policy-driven clusters 

 

 

3.1 Dilemmas on defining boundaries 

There are two different boundary dilemmas that policy-driven clusters face: What is the 

geographical boundary (local vs. non-local)? & What is the organisational boundary (local vs. 

national / members vs. ecosystem / thematic vs. regional entity)? Hereinafter we discuss both 

types of boundary dilemmas. 

 

3.1.1 Geographical boundary: local vs. non-local 

Governments launch cluster policies to spore the competitiveness on their territories. 

However, Mans et al (2008, p. 1383) underline that “just labelling a cluster is not expected to 

be enough to reap the benefits ascribed to clusters” , therefore policy makers “include 

incentives for the cluster partners to actually function as a cluster.” Based on the literature 

discussed in chapter one, we know that this “functioning” of spontaneous clusters is 

particularly related to the networking component of the local actors. In policy-driven clusters, 

the incentives to motivate the local actors to collaborate (and thus to transform the region into 

a “functioning” policy-driven cluster) are very often based on R&D subsidies as for example 

done in the French case (Gallié, et al., 2013b) or in the Japanese case (Kitagawa, 2005; 

Nishimura & Okamuro, 2011b). These R&D subsidies are regional bound and only allocated 

to companies situated in a geographical defined area, the policy-driven cluster area. This is 

done so that the policy-driven cluster is incited to start “functioning” like a spontaneous 

cluster. 
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However, several academics advocate that cluster policies should not only foster local 

relationships (Kitagawa, 2005; Nishimura & Okamuro, 2011a) and that regional authorities 

should actually shift “to a regional innovation systems approach”, meaning that they should 

focus “equally on the regional and more global dimensions of knowledge networks” 

(Huggins & Johnston, 2009, p. 227). The theoretical question of what is the right regional 

scale for applying cluster policies is a vivid point of discussion in the academic cluster policy 

literature (Gaffard, 2008). From the beginning onwards, Porter’s idea that governments 

should create a competitive advantage within a specific territory, ignoring thus in a certain 

manner the interrelations with other territories and countries, was firmly criticized (Rugman, 

1992). 

 

Even though a range of studies show that extra-regional collaborations are important for the 

local companies, governments often decide otherwise when implementing policy-driven 

clusters. Hereinafter, we first recall the large range of studies that investigate the impact of 

local cluster networks vs. non-local networks on companies. All studies point in the same 

direction, namely that non-local networks and collaborations are extremely important for the 

competitiveness and development of companies co-located in the same region. However, the 

problem seems to lie somewhere else. In the second section, we come back to the political 

sphere, which, even though results point into the direction that non-local collaborations are 

more profitable than local collaborations for companies, stick to the wish to foster local 

cluster networks. Based on a very scarce literature on this subject, we shortly discuss that 

overcoming these somehow obvious geographical scale problems is more difficult for 

politicians than imagined by pure cluster academics. Finally, in the last section, we present 

some ideas of academics how to overcome this “policy-driven cluster scale” dilemma. 

 

3.1.1.1 The benefits of non-local networks 

Plenty of studies exist that investigate which benefits companies reap when collaborating with 

local cluster actors vs. collaborating with non-local actors. For example already in 2003, 

Cumbers et al. (2003) investigated a spontaneous oil cluster in Scotland and drew important 

conclusions for cluster policies. Cumbers et al. (2003, p. 1703) conclude that “regional 

networks are important in providing support for innovation” but that companies clustered at 

one location are not only interested in local partnerships. Among the analyzed companies they 

conclude that “more innovative SMEs [make] greater use of external networks than less 

innovative firms” (Cumbers, et al., 2003, p. 1703). They particularly underline that more 
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successful SMEs distinguish themselves by their “ability to draw upon localised assets yet 

simultaneously being plugged into wider networks” (Cumbers, et al., 2003, p. 1703). Even 

though “the local milieu remains important as a source of competitive advantage for firms” 

(Cumbers, et al., 2003, p. 1703) it is the wider network a company possesses that in fine 

makes the necessary difference.  

 

Some years later also McDonald et al. (2007) and Huggins & Johnston (2009), both analyzing 

UK clusters, draw similar conclusions. Huggins & Johnston (2009, p. 227) observe that 

“more innovative SMEs possess a balance of inside and outside the region knowledge 

networks” and McDonald et al (2007) conclude that national and international linkages are as 

important as local once. It is “the balance between local, national, and international networks 

in the context of both flows of goods and services, and flows on information and knowledge” 

that “need to be central in cluster policies” (McDonald, et al., 2007, p. 47). 

 

Additionally, McDonald et al (2007) strongly criticizes Michael Porter’s idea that strong 

regional networks and local supply chains are necessary for good performance. Their results 

show that this is not the case and that this might be one of the reasons why the currently 

implemented cluster policies do not reach their goals: “The current Porter-type views on 

cluster policy may not be sufficient to create even the bedrock conditions that would permit 

clusters to provide a good basis for attaining regional development objectives” (McDonald, 

et al., 2007, p. 47). 

 

However not only in the United Kingdom (Cumbers, et al., 2003; Huggins & Johnston, 2009; 

McDonald, et al., 2007) companies seem to profit from non-local partnerships. Also Mans et 

al (2008, p. 1383) studying “self-declared” clusters in the Netherlands conclude that “location 

does not seem to matter much for cooperation”. The “geographical concentration” in cluster 

policies “should thus play a minor role” (Mans, et al., 2008, p. 1383). Instead, they 

recommend that cluster policies should focus on “social cohesiveness” particularly “in high-

technology sectors” (Mans, et al., 2008, p. 1383). By social cohesiveness Mans et al (2008) 

mean direct and indirect connections between local and non-local actors. 

 

Even when we go beyond the European boarders, the results are the same. For example the 

Japanese cluster policy, analyzed by Nishimura & Okamuro (2011a), also tries to foster 

partnerships between local actors. However, Nishimura & Okamuro (2011a, p. 138) results 
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suggest “that local firms collaborating with partners outside the cluster show higher R&D 

productivity both in terms of quantity and quality.”  According to them, the Japanese local 

cluster support system should thus help the local companies to find partners that are interested 

in the same research topic nevertheless where these partners are located. 

 

Finally, also on the South American continent the results are the same. Martinez et al (2012, 

p. 657), who conducted an in-depth analysis of one Mexican and one Spanish cluster, also 

conclude that even though local closeness is important and should be fostered, “key 

knowledge players are usually involved in extra-clusters networking”. They not only 

underline that collaborating with outside partners is important but they also indicate that a 

“mere reliance on localized knowledge may result in declining trajectories”. Cluster policies 

that overemphasis the creation of local connections might thus even create negative effects for 

the companies. 

 

3.1.1.2 Public authorities insist on fostering local networks for policy-driven clusters 

Nearly all academics investigating the importance of local vs. non-local collaborations come 

to the same conclusions, namely that non-local collaborations are extremely important for the 

companies. For example Champenois (2012, p. 812), studying the German BioRegio cluster 

initiative concluded that “a more selective policy targeted at sustaining the most promising 

ventures and entrepreneurs, without the �B ‘artificial �C’ geographical limits imposed by such 

cluster policies, could have been more relevant for enhancing entrepreneurship in a 

sustainable way”. 

 

However, politicians implementing cluster policies continue to insist on subsidising 

companies located within the policy-driven cluster. One important element that seems to be 

constantly forgotten by the academic cluster research community is the fact that cluster 

policies are embedded in a highly complex institutional setting where for example regional 

authorities from one region might not be willing to invest money in actors that are situated in 

other regional entities. 

 

These dilemmas were recently underlined by Gaffard (2008, p. 271), Chabault (2009) or 

Younès (2011) who all studied the French policy-driven clusters. Chabault (2009) for 

example underlined that during the set-up phase of the French cluster policy some regional 
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authorities were arguing about their respective responsibilities regarding clusters that were 

spread out across the boarders of two administrative regions. Some industrials who wished to 

apply for the set-up of a policy-driven cluster in their regions (and thus profit from the French 

policy-driven cluster subsidies), considered that the policy-driven cluster perimeter should be 

best situated between two regions because the most interesting actors for working towards a 

certain technology or market are situated across the boundaries of two administrative regions. 

However, some regional authorities were not happy about this and refused to sign the policy-

driven cluster framework contract with the State because for them the geographical perimeter 

was important. The regional authorities considered that having a policy-driven cluster that is 

situated across two regions generates administration and responsibility problems. Even 

though, not really discussed in the cluster-policy literature, one is not allowed to forget that 

they are also in competition to each other for attracting companies to their territory.  

 

Even though we found several examples on the French case, it was not possible to track down 

examples from other countries. However, MacNeill & Steiner (2010, p. 444) underlined that 

“geographical limits of clusters are unlikely to be contiguous with administrative 

boundaries”. Therefore, they consider that the “coordination within multilevel or multi-area 

governance” (2010, p. 444) is a real challenge. 

 

A recent theoretical article from Ebbekink & Lagendijk (2013, pp. 736-737), two Dutch 

cluster specialist, also perfectly underline this political problem: “the academic debate on 

cluster reinforcement has focused too much on economic-geographical aspects. It has thus 

tended to ignore the complex institutional context in which policy-making is undertaken.” For 

them, understanding these policy challenges “should clearly be the basis from which effective 

cluster policies are to be developed” (Ebbekink & Lagendijk, 2013, pp. 736-737). 

 

We think that Ebbekink & Lagendijk (2013, p. 737) are right when they say that we have to 

start investigating “cluster policy as a policy challenge”. Our cluster pathology research 

endeavour tries to go in this direction. In this manner, we might also overcome on the one 

hand the permanent observation that yes “economic activity is spatially concentrated” and 

companies clustering are more successful than not clustered companies but on the other hand 

the permanent criticism that “the cluster concept is far less useful as an analytical tool or as a 

means for making policy” (Nathan & Overman, 2013, p. 397). Maybe we just have to create 
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awareness and have to understand the obstacles that limit the policy to unfold its whole 

potential. 

 

3.1.1.3 Going beyond the local vs. non-local collaboration dichotomy 

No other cluster disease seems to be studied in so much detail on an academic level but at the 

same time so much ignored from the cluster policy world (which might also show that the 

academic world simply has not understood the policy world…). Studying the networks of 

local actors is an old theme of regional cluster studies so it is no surprise that this topic is also 

one of the most studied topics in cluster policy studies. In order to overcome the problems of 

cluster policies regarding local vs. non-local collaborations, some of the cluster policy 

specialists argue that new ways have to be taken.  

 

Instead of applying in an artificial manner the advantages of spontaneous clusters, Perry 

(2005, p. 833) proposes that governments should instead base their “policy intervention […] 

on determining how best to work with groups of variable significance and character”. Some 

authors thus propose to change specific elements of the current cluster policies and to also 

change their names. For example Bathelt & Dewald (H. Bathelt & Dewald, 2008, p. 163) 

propose to introduce “relational cluster policies” or Nathan & Overman (2013, p. 397) 

propose to introduce “agglomeration policies”.  

 

Bathelt & Dewald (2008, p. 163) argue to turn towards a “relational cluster policy” and to 

focus more on a “multidimensional cluster approach” that focuses more on the “action 

space” instead of a geographic space. For them “a multidimensional cluster approach” has 

several advantages, because it “highlights the role of agency in economic interaction, focuses 

on the action space of cluster agents, and goes beyond the regional and national scale” (H. 

Bathelt & Dewald, 2008, p. 163). Additionally, such an approach attributes a higher 

importance to external relations as well. 

 

Nathan & Overman (2013) even go one step further and push for abandoning the word 

“cluster” which might constantly introduce a wrong image of what should actually be 

fostered. Nathan & Overman (2013) reviewed the literature regarding the “appropriate 

spatial scale for industrial policy” and then urge for turning to an “agglomeration policy” 

instead of pursuing cluster policies. They argue that “if we cannot manipulate cluster 
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outcomes directly, a better basis for policy is to focus on market failures that affect individual 

firms and people within the cluster” (Nathan & Overman, 2013, p. 397). 

 

By better understanding “market failures”, Nathan & Overman (2013, p. 397) hope to 

understand where the real problems lie, both on a structural level (for example “access to 

finance”), but also on an individual cluster actor level. (Nathan & Overman, 2013, p. 397) 

Some concrete examples of an agglomeration policy would be: “encouraging 

entrepreneurship, subsidizing venture or other early stage finance, building workforce skills 

and management capacity, and helping firms forge international links” or “co-working 

spaces and accelerators” for young companies (Nathan & Overman, 2013, p. 397). 

Additionally, compared to a cluster policy, an agglomeration policy is a more “horizontal 

policy”, “targeting aspects of places rather than sectors as a means of encouraging growth” 

(Nathan & Overman, 2013, p. 399). 

 

Nathan & Overman (2013), similar to Ebbekink & Lagendijk (2013) (who focus on “cluster 

policy as a policy challenge”) and our own approach (who focus on the “pathology of 

clusters”), also turn the wheel around. Instead of investigating the potential positive effects of 

clusters and cluster policies they propose to focus on the challenges. Due to the highly 

systemic nature of clusters, positive effects of certain actions are always very difficult to track 

down and to justify. However, by focusing and analysing the negative effects and challenges 

of policy-driven clusters, more targeted help might be offered to the practitioners.  

 

Be it Bathelt & Dewald’s (2008) who advocated a “relational cluster policy” or Nathan & 

Overman (2013) who advocated an “agglomeration policy”, the common denominator is to 

overcome the problems of a cluster policy’s restraint geographic perimeter where 

collaborations should be fostered. Bathelt & Dewald (2008) solve the problem by only 

focusing on the collaboration aspect and Nathan & Overman (2013) solve the problem by 

only focusing on the location aspect. However, the advantage of both proposed policies is that 

collaboration and location are not intermingled anymore such as in cluster policies. Given that 

administrative boundaries might always exist, the approach of Nathan & Overman (2013) 

might thus be more realistic.  
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3.1.2 Organisational boundary: local vs. national 

Besides the geographical boundary dilemma there also exists an organisational boundary 

dilemma. One of the main elements of policy-driven clusters is the establishment of a new 

organisation or the appointment of an existing organisation to function as a dedicated cluster 

organisation. This cluster organisation is then responsible for “building”  a policy-driven 

cluster in a certain sector at a certain location (Ebbekink & Lagendijk, 2013). However, most 

of time other types of industrial support structures were already present in the region or at the 

national level before the policy-driven cluster with its dedicated organisation was launched 

(e.g. trade unions72). The question is thus two-fold: (1) in the case of a new organisation: 

Which role does this new organisation play in relation to the “traditional” organisations? (2) 

in case of appointing an existing organisation: At which level should this organisation be 

situated (e.g. regional, national, inter-regional?)? 

 

Perry (2005) , studying several cluster initiatives in New Zealand73, underlines that it is 

important to dedicate some thoughts on the advantages and disadvantages of having several 

small fragmented local organisations or a more centralised national organisation. When we 

want to illustrate Perry’s (2005) thoughts with a concrete example, we could question if it is 

more advantageous to have several not interconnected local cluster organisations specialised 

in biotechnology on its territory, or better to have only one national biotechnology support 

organisation with regional branches. These thoughts are particularly important “because firms 

have limited resources to devote to participation in collective groups” (Perry, 2005, p. 848). 

 

Table 13 summarizes the advantages and disadvantage of local vs. national policy-driven 

support structures. On the one hand, small local organisations might be a better motivation for 

local actors to participate but knowledge might also be spread out among too many different 

places on the national territory (Perry, 2005). On the other hand, concentrating the efforts on a 

national level might decrease the membership but increase the valuable output (Perry, 2005). 

Burfitt & Macneill (2008), supports more the idea that national organisation bring more 

                                                 
72 For example Rutherford & Holmes (2007, p. 194) criticise that the cluster literature does not take into 
consideration the traditional “unions and industrial relations institutions”. They argue that these “traditional 
collective bargaining structures” should play a central role in the innovation efforts of a region because they 
have more legitimacy to do so.  
73 There are two interesting elements regarding cluster policies in New Zealand. First of all it is such as France 
or Japan a unitary country. Second, in the beginning of the 1990s New Zealand received policy advices from 
Porter and his team. They even published a book with the title “Upgrading New Zealand’s competitive 
advantage” (Crocombe, Enright, Porter, & Caughey, 1991). 
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disadvantages than advantages. They argue that drawing the boundaries of the cluster too 

large and thus integrating too many different structures and interest groups might also have 

negative consequences as they might no longer be able to “meaningfully act as vehicles for 

policy delivery” (Burfitt & Macneill, 2008, p. 500). 

 

Table 13: Advantages and disadvantages of local vs. national support structures 
 Advantage Disadvantage 
Local organisation Higher motivation to participate, more 

members 
Knowledge too much spread out, 
decrease of valuable outcome 

National organisation Knowledge concentrated, increase of 
valuable outcome 

Lower motivation to participate, less 
members 
Policy objectives might not be well 
applied  

Source: based on (Perry, 2005) and (Burfitt & Macneill, 2008) 

 

However, the question of the right organisational boundary of policy-driven cluster 

organisations might depend on the size of the country. In smaller countries, such as New 

Zealand (Perry, 2005), a national organisation might be better as too many initiatives might 

dilute the collective actions. However, in big countries, such as the United States, local 

organisations might be the better solution. 

 

However, not only the level of the organisation needs attention. Also the amount of already 

existing structures is important to take into consideration. During the last two decades more 

and more company support organisations sprung up like mushrooms in order to help 

companies succeed in the global competitiveness race. Skelcher (2000, p. 4), calls this 

phenomenon the congested state, where “a complex of networked relationships between 

public, private, voluntary and community actors have created a dense, multi-layered and 

largely impenetrable structure for public action.” Burfitt et al (2008) stresses that 

understanding the interplay of all these networks are important to decide how the cluster 

policy will and can unfold in this system. 

 

3.2 Dilemmas on defining subsidies 

The subsidies allocated to policy-driven clusters are another important element of discussion. 

There are two main dilemmas that evolve around policy-driven cluster subsidies problem: 

deciding on the type of subsidies (Burfitt & Macneill, 2008; S. Menu, 2012; Nishimura & 

Okamuro, 2011b; T. Weil & Fen Chong, 2009), and subsidies support structure (Chabault, 

2009; Guisard, et al., 2010; Lallemand, 2013). 
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3.2.1 Subsidies type: direct vs. indirect 

Another important problem is the type of subsidies that are associated with the policy-driven 

cluster policy. Partnership research, even though fostered by governments, has several pitfalls 

and overcoming these pitfalls seems difficult (Pallez, 2014a). Nishimura & Okamuro (2011b) 

investigated the Japanese cluster policy implemented by the Japanese government in 200174. 

More particularly they investigated the impact of the different support programmes on the 

local cluster actors. In the Japanese cluster policy programme, the government particularly 

focused on R&D support (55 billion yen between 2001 and 2004; represents 96.5% of the 

“cluster subsidies”) while the focus on indirect networking or coordination support was quite 

small (2 billion yen between 2001 and 2004; represents 3.5% of the policy-driven cluster 

subsidies) (Nishimura & Okamuro, 2011b). This is nearly identical to the French cluster 

policy subsidies investments. In total, the French government has spent three billion Euros for 

the competitiveness cluster policy between 2005 and 2012. The three billion Euros had two 

usages: a small portion (3.3%), reinforced by membership fees and local authorities, was used 

for the functioning of the clusters organisations while the main portion (96.7%) was dedicated 

to the specific projects (R&D projects, innovation platforms, or collective actions covering 

very different themes).  

 

One of the main conclusions of Nishimura & Okamuro (2011b) is that the Japanese cluster 

policy’s indirect networking or coordination support is important and beneficial for the R&D-

intensive SMEs. However, compared to this indirect networking or coordination support their 

findings show that the direct R&D support seems to be less important. One explanation of 

these findings might be that “in order to avoid the criticism of wasting public funds, the 

government may finance projects with lower risks and higher private returns, which would be 

undertaken even in the absence of public subsidies” (Nishimura & Okamuro, 2011b, p. 724). 

In the case of direct subsidies, the government might have a risk aversion attitude. 

Additionally, direct subsidies might also be used for more individualistic reasons and less for 

collective reasons.  

 

For example Weil & Fen Chong (2009), studying French cluster policies, point to the fact that 

“some companies which were used to receive large subsidies from the state, were told that 

                                                 
74 In Japan such as in France the State plays a major role in the cluster policy (see (Kitagawa, 2007) for an 
explanation of the Japanese cluster policy system) 
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the money now will flow mostly through the cluster policy”. The consequence is thus that 

some policy-driven cluster actors showed an opportunistic reason to start or to join a policy-

driven cluster, more driven by the fact to access R&D subsidies and less driven by building a 

sustainable policy-driven cluster environment. However, Weil & Fen Chong (2009, p. 15) 

also argue that it was not always “pure window-dressing” and that the strict policy-driven 

cluster R&D subsidies rules (i.e. to involve also SMEs and research and training institutes in 

the R&D consortium) forced the large companies to generate a local dynamic. 

 

Even though at some point the actors have to collaborate with each other, the question 

remains which impact this behaviour might have on the wish to create a sustainable policy-

driven cluster environment with mutual trust and tacit knowledge exchange. Menu (2012), 

also studying French cluster initiatives are a little bit more negative than Weil & Fen Chong 

(2009). Menu (2012) studied two policy-driven clusters located in the region Brittany and she 

concluded that “in both cases [..] the cluster strategy was, at the end of the day, a summary of 

large firms’ (and academics) own interests on R&D issues” (p. 831-832). For example, 

instead of integrating SMEs in the strategic decisions of the policy-driven cluster, “SMEs 

were marginalized both in lobbying activities and in the executive committees” (p. 830). 

 

Menu (2012) explains these observations with the particularity of the French culture. Menu 

(2012, p. 830) observed that the “bargaining between actors within the clusters and outside 

was of hierarchical nature”. She explains this by the “French dirigisme” nature of which the 

cluster policy is just another example, but also by “the close ties between ministry and 

industry”. These strong ties, where SMEs have difficulties to enter, are “close ties born 

during school days (Grandes Ecoles) and/or by belonging to common civil service corps” 

(2012, p. 830). According to Menu (2012) it is this powerful elite which somehow navigates 

the policy-driven cluster interests and orients them towards their own benefits. 

 

Menu (2012) explains her observations by referring to the particularity of the French culture, 

but Burfitt & Macneill (2008), primarily studying cluster policies in the UK and therefore not 

embedded in the French culture, draw similar conclusions as Menu (2012). Burfitt & Macneill 

(2008, p. 500) even think that following the wishes of a few, constitute one of the greatest 

dangers of cluster policies: “cluster institutions are open to influence […] by powerful 

business actors [and] […] the greatest concern relates to their ‘capture’ by particular 

institutional or political interests”. Burfitt & Macneill (2008, p. 500) refer in this context to 
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Andersson et al. (2004, p. 71) who already alerted to this “government failure” problem 

where “individual needs” are privileged “at the expense of an economy-wide perspective”.75 

 

3.2.2 Subsidies structure: one-shop vs. multiple shop strategies 

The last point we identified concerns the complexity of the cluster support structure. Burfitt & 

Macneill (2008, p. 500), by referring to Enright (2003), underline that “the danger of cluster 

organizations” is to be “overtaken by ‘bureaucracies’”. That at the end, the support 

structure, which is actually meant to help the policy-driven cluster, is “squeezing out firm-

oriented development” (Burfitt & Macneill, 2008, p. 500). Additionally, Burfitt & Macneill 

(2008, p. 500) question if the support structures that wish to create a regional dynamism, 

would be better exerted and cheaper when provided by private support services. 

 

Guisard et al. (2010) and many other French cluster researchers (Chabault, 2009; Erdyn, et 

al., 2012; Gallié, 2008; Lallemand, 2013) observe exactly this and underline that the French 

policy-driven cluster and innovation support mechanisms are generally perceived as quite 

complicated due to the multitude of different agencies involved. 

 

3.3 Dilemmas on defining objectives 

Another political dilemma that we identified in the cluster policy literature concerns the 

objective of the policy and the drivers that motivate the actors to participate in the adventure.  

 

In the first chapter we have already discussed that cluster policies try to combine several 

policies that were historically treated separately. In political terms this also means that a range 

of different political authorities with a range of different objectives try to push their agenda 

into the cluster policy effort (Burfitt & Macneill, 2008). This problem was also identified by 

Burfitt & Macneill (2008, pp. 498-499) who stress that the “holistic nature” of cluster 

policies which was particularly appreciated in the beginning “may ultimately represent one of 

its greatest weaknesses” and that the varying objectives “can distort its objectives and dilute 

its value as a tool for economic development”.  

 

In the 1980s scholars started to discuss how to “grow the next Silicon Valley” (Miller & Cote, 

1985) or how to “breed innovation clusters” (DeBresson, 1989, p. 1). Several other 

                                                 
75 The “abuse” of government aid in a cluster policy context were also addressed by Enright (2003). 
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researchers followed in order to investigate how and if governments can “clone” Silicon 

Valley’s in their countries (Bresnahan & Gambardella, 2004; G.-J. Hospers, et al., 2009; D. 

Rosenberg, 2002; Christian Saublens, 2007; Zhang, 2003). Even though governments 

consecrate a high amount of public resources to such policies (Fen Chong, 2009), the results 

stay very mixed. 

 

Some authors argue that one of the reasons why the results stay mixed is because the cluster 

concept is simply too fuzzy and ill-defined (Markusen, 2003; R. Martin & Sunley, 2003), 

touching too many policy areas. Academics are themselves not always one and the same 

opinion where cluster policies stand regarding all the different traditional policy streams.  

 

Some authors think that cluster policies have simply become one of the major axes of 

industrial policies (Aiginger, 2007; Capron, 2011) or that it is simply a “new approach to 

industrial policy” (Guisard, et al., 2010). Others again argue that “cluster policy is…a well-

known instrument in innovation policy” (Mans, et al., 2008, p. 1375), that cluster policies are 

“a powerful instrument at the intersection between regional and industrial policy” 

(Schmiedeberg, 2010, p. 389) or that “cluster policies can be regarded as regional, 

industrial, or technological policies” (Nishimura & Okamuro, 2011a, p. 118). Boekholt & 

Thuriaux (1999, p. 382) and Nishimura & Okamuro (2011a), similar to the OECD (2007), 

situate cluster policies at the boundaries of three different policies namely “industrial policy 

(including SME policy), regional development policy, and science and technology (S&T) 

policy” . However, the boundaries stay very blurry. 

 

Discussions about cluster policies and the underlying ambiguity of multiple (maybe 

sometimes contradictory) objectives is far from closed among academics. However, when the 

operationalisation phase of cluster policies starts, this ambiguity of objectives creates 

problems on the field. When we dig further into the cluster policy literature we can identify 

two main issues that can lead to potential dilemmas: industrial excellence vs. regional 

development objectives; and an absence of an intrinsic motivation to build the policy-driven 

cluster. 

 

3.3.1 General objective: industrial excellence vs. regional development 

Several authors criticise that it is difficult to combine industrial excellence objectives with 

regional development objectives. For example Sternberg et al (2010) compared the 
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institutional settings and multi-level government specificities of cluster policies implemented 

in North Carolina (USA) and Bavaria (Germany). They concluded that compared to the USA, 

German “clusters are usually not identified through academic mapping exercises, but rather 

through top-down political decisions, open bargaining, or negotiations among stakeholders 

behind closed doors” (Sternberg, et al., 2010, p. 1077). This leads to the problem that “in 

Germany cluster policies are generally troubled by the traditional orientation of regional 

policy towards the goal of spatial equity, which is fundamentally at odds with the growth and 

competitiveness focus of cluster policy” (Sternberg, et al., 2010, p. 1077).  

 

Sternberg et al (2010) came to this critical conclusion regarding the German cluster policy, 

which according to them is too much oriented towards regional development than on focusing 

on competitiveness and excellence. If we look at research that is done on the French cluster 

policy the picture does not look much different. In 2005, France decided to label 

simultaneously 67 clusters on its territory. For some authors (T. Weil & Fen Chong, 2008) the 

high amount of labelled clusters in France was the proof that the French government finally 

privileged a more regional policy approach (with the objective to also help less performing 

regions) than an industrial “excellence” policy approach only focusing on the most or 

potentially most performing systems (for example such as Germany and its BioRegio 

competition). The orientation of the French cluster policy was not transparent as well 

(Younès, 2011) but such as in the German case (Sternberg, et al., 2010, p. 1077) happening 

“behind closed doors”. 

 

The main problem of the regional vs. industrial development dichotomy is that regional 

development is often associated with helping regions and local actors that struggle to keep up 

with the national or global competition. However, some authors fear that a regional policy 

intermingled with an industrial policy can lead to helping industrial branches that will anyhow 

die at some point. 

 

For example Hospers et al (2009, p. 297) heavily criticise Porter’s opinion that cluster 

policies are “a horizontal and market-friendly approach” that is better than the classical 

industrial policy. Hospers et al (2009, p. 297) argue that cluster policies are also simply 

“reduced to industries”. Additionally, cluster policies such as traditional industrial policies 

function by targeting a certain beneficiary. An industrial policy targets certain companies the 

cluster policy targets certain cluster, and each time the question of whom to choose is crucial 
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but at the same time “a risky venture because of large information asymmetries between 

entrepreneurs and policy makers” (G. J. Hospers, et al., 2009, p. 297). For Hospers et al 

(2009, p. 297) “particular problems emerge when it comes to high-tech cluster policy and 

low-tech cluster policy”. For them supporting high-tech clusters is like an “industrial policy 

of ‘picking winners’” while a low-tech cluster policy is a “backing losers” policy (G. J. 

Hospers, et al., 2009, p. 297). 

 

Similar to Hospers et al (2009), also Giuliani (2013) or Burfitt & Macneill (2008) underline 

that “backing losers” might actually be extremely dangerous. Giuliani (2013, p. 1417) stresses 

that “in a growing cluster, new employment and market opportunities emerge and naturally 

replace those lost due to exiting firms”, if policies intervene that try to “help the weakest 

firms to survive” this might have a negative impact on the region. Burfitt & Macneill (2008) 

even go one step further and say that helping clusters that are on the terminal decline might 

even “ manipulate [...] the cluster designation process [which] may […] reinforce lock-in by 

supporting traditional declining clusters on the basis of their political backing or by crowding 

out the development of realistic new ones by promoting politically-motivated (high tech) 

fantasies”. So instead of a natural painful decline that creates space for a new start and a 

healing process, the suffering process is prolonged and the healing process postponed. 

 

A recent quantitative article studying a French cluster policy (SPL) shows that the State 

actually had an involuntary and hidden “backing losers” approach and that the results of this 

policy “are not very positive” (P. Martin, et al., 2011). Even though the policy initially did 

not want to help “lagging regions”, the results showed that this was exactly done and that “the 

policy targeted firms in regions and sectors that were experiencing difficult times in terms of 

productivity and therefore competitiveness” (P. Martin, et al., 2011, p. 119). They concluded 

that this might be “bureaucratic continuity” as the agency in charge of this policy (the 

DATAR) was initially responsible to “promote territorial equity”, something they somehow 

could not abandon. In the end the results show that the “the policy did not succeed in 

reversing the relative decline in productivity for the targeted firms [and] the policy had no 

effect on the employment and exports of firms” (P. Martin, et al., 2011, p. 120).  

 

The literature shows that cluster policies need to be alerted regarding the divergent regional 

vs. industrial development objectives. On the one hand, governments have to be alerted not to 

pursue a “consensus policy” between different political agendas instead of a policy that 
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pursues one goal that the policy tries to fulfil in the best possible manner (Sternberg, et al., 

2010; T. Weil & Fen Chong, 2008; Younès, 2011). On the other hand, governments have to 

be alerted regarding the “backing losers” phenomenon and the prolongation of the regional 

suffering process (Burfitt & Macneill, 2008; Giuliani, 2013; G. J. Hospers, et al., 2009). 

 

3.3.2 Motivation: intrinsic motivation vs. policy prescri ption 

We already discussed that successful historical examples, like Silicon Valley and the Emilia-

Romagna region, had one common characteristic, namely an external “challenger” that they 

wanted to surpass (in the case of Silicon Valley the Route 128, in the case of Emilia-Romagna 

the First Italy). As the objectives of policy-driven clusters, are often very blurry, actors can 

reinterpret them and develop an intrinsic motivation to build the policy-driven cluster. 

 

These drivers and objectives do not have to be homogenous among the different actors 

involved in policy-driven clusters. For example, Sellar et al (2011) studies the implementation 

of cluster policies in Bulgaria. In their research, they clearly show how the cluster policy is 

situated at different institutional levels and each of these “different groups” use the cluster 

concept for their own purposes. Sellar et al (2011) particularly focused on “the articulation of 

cluster policies at European Union level, Bulgarian national level and local level”. Their 

results show that at the European Union level the cluster concept is used “as part of its 

innovation strategy and a tool to compete with the United States in the generation of new 

knowledge” (2011). However, at the Bulgarian national level things already look quite 

different even though they also brand it as cluster policy. The Bulgarian government sees 

“cluster policies as a tool for economic reconstruction” (2011). After the end of communism, 

the high-tech industry collapsed and the economy went down. Innovation is less important 

than the reconstruction of the economy. So the money for the cluster policy is particularly 

used to inject “capital in a cash-poor economy and [to conduct] substantial reforms of the 

public sector” (2011). If we go another step down, to the local level, we can add a third 

interpretation of the cluster concept. The local level is strongly dependent from foreign 

investors so it primarily used the cluster concept as a marketing tool to attract these foreign 

investors (Sellar, et al., 2011). Also Perry (2005), studying New Zealand cluster initiatives 

underlined that there are different rationalities co-existing in the policy-driven cluster context. 

 

There are plenty of reasons why economic entities decide to join forces (Child & Faulkner, 

1998; Huxham & Vangen, 2005; Noteboom, 2004; Sullivan & Skelcher, 2002). Among the 
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most cited reasons are for example the access to resources based on the resource-based theory 

(Barney, 1991; Penrose, 1959); cost minimisation based on the transaction cost theory (Coase, 

1937; Williamson, 1985); shared risk; or learning and innovation (Powell, 1998; Powell, 

Koput, & Smith-Doerr, 1996). Even though most of the cluster literature is based on a 

resource based or learning and innovation argumentation, policy-driven clusters might need 

another type of analysis.  

 

In a more public management domain and more precisely in the community-building domain, 

another driver to join forces is often discussed: shared vision. Himmelman (1996) says that in 

order to reach a change in a community, a shared vision has to be created. This shared vision 

can be created in a continuum between collaborative betterment and collaborative 

empowerment. 

 

On the one extreme we find collaborative betterment that “begins within public, private, or 

nonprofit institutions outside the community and is brought into the community” 

(Himmelman, 2002, p. 5). The process of collaboration is not launched within the community 

in an endogen manner, but the community “is invited into a process designed and controlled 

by larger institutions” (Himmelman, 2002, p. 5). 

 

On the other extreme, we find collaborative empowerment that “begins within the community 

and is brought to public, private, or nonprofit institutions” (Himmelman, 2002, p. 5). In the 

collaborative empowerment strategy the community itself starts the collaboration process 

without an outside hierarchy dictating the conditions. Generally, if governments want to 

create shared vision by using empowerment, two types of basic activities are necessary: “(1) 

organizing a community in support of a collaborative purpose determined by the community; 

and (2) facilitating a process for integrating outside institutions in support of this community 

purpose” (Himmelman, 2002, p. 6). 

 

Installing the “right” drivers and objectives for a policy-driven cluster is a challenging 

endeavour. Particularly, because passing from a more betterment condition to a more 

preferable empowerment condition is not obvious “because institutions usually cannot easily 

secure the confidence and trust of those they initially exclude from meaningful decision-

making” (Himmelman, 2001, p. 283). Even though Himmelmann (2001) does not explicitly 

focus on policy-driven clusters, his research seems important to take into account in a policy-
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driven cluster context. Particularly, when governments define policy-driven cluster objectives 

that then have to be transformed by regional actors into concrete actions. 

 

3.4 Conclusion 

In this section we discussed all the “political dilemmas” that we identified in the cluster 

policy literature. Table 14 summarizes the three main political dilemmas (policy-driven 

cluster boundaries, policy-driven cluster subsidies, and policy-driven cluster objectives & 

motivations) and their attributed symptoms discussed in this section.  

 

Table 14: Political dilemmas 
Main dilemmas Associated dilemmas Examples of authors 
Defining 
boundaries 
(PD#1) 

PD#1a - Geographical boundary: local vs. non-
local (difficulty to privilege political vs. 
practitioner reality) 

(Chabaud, Messeghem, & 
Sammut, 2011; Ebbekink & 
Lagendijk, 2013; Gaffard, 2008; 
Kitagawa, 2005; Younès, 2011) 

 PD#1b - Organisational boundaries: local vs. 
national (difficulty to decide on the right level and 
entity to manage the policy-driven cluster) 

(Burfitt & Macneill, 2008; Perry, 
2005; Rutherford & Holmes, 2007) 

Defining subsidies 
(PD#2) 

PD#2a - Subsidies type: indirect vs. direct 
subsidies (difficulty to decide how to foster R&D 
networks) 

(Burfitt & Macneill, 2008; S. 
Menu, 2012; Nishimura & 
Okamuro, 2011b; T. Weil & Fen 
Chong, 2009) 

 PD#2b - One-shop vs. multiple shop strategies: 
(advantages and disadvantages of both, always 
depends on the perspective) 

(Burfitt & Macneill, 2008; 
Chabault, 2009; Guisard, et al., 
2010; Lallemand, 2013) 

Defining 
objectives (PD#3) 

PD#3a - General objective: industrial excellence 
vs. regional development objectives (difficulty to 
decide, consensus between different political 
agendas instead of a policy that pursues one goal) 

(Burfitt & Macneill, 2008; 
Giuliani, 2013; G.-J. Hospers, et 
al., 2009; Sternberg, et al., 2010; T. 
Weil & Fen Chong, 2008; Younès, 
2011) 

 PD#3b - Motivation: intrinsic motivation vs 
policy prescription (difficulty to find the right 
balance between guiding the policy-driven clusters 
and leaving them enough space to develop 
motivation) 

(Himmelman, 1996; Perry, 2005; 
Sellar, et al., 2011) 

 

4 Drivers of pathologies: managerial dilemmas 

The second type of policy-driven cluster dilemmas that we identified in the literature is of 

managerial nature. As already discussed in chapter one, a huge amount of grey literature has 

emerged that tries to help policy-driven cluster managers in their management endeavours 

(CLOE, 2006; Cluster Navigators Ltd., 2001; DTI, 2004; GTZ, 2007a, 2007b; Innovation 

America, 2007). Generally these policy-driven cluster manuals read like a pell-mell of 

different business school disciplines, focusing for example on how policy-driven cluster 

managers can set up business plans, conduct stakeholder analyses, or cluster marketing (GTZ, 
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2007a, 2007b). However, they do not look from an organisational point of view on these 

public management challenges, something that though starts to emerge and is particularly 

important in policy implementation (Saussois, 2008). 

 

Also academics start focusing on these management issues as the article from Coletti (2010) 

shows. Coletti (2010) exploits data from a global policy-driven cluster manager survey. The 

results reflect the general policy objectives of policy-driven clusters and not the 

implementation dilemmas encountered on the field (for example who should be the leader?). 

For example the most important tasks mentioned by policy-driven cluster managers are: 

“fostering exchanges between cluster members (e.g. networking), networking with 

stakeholders, lobbying, identifying and integrating new cluster members, strategy 

development for the cluster (e.g. identification of market opportunities), organising events” 

(Coletti, 2010, p. 685). Similar results were already obtained by Sölvell (2003, p. 10) who 

advocated that the most important elements of cluster initiatives is to foster networks among 

people and firms.76  

 

However, below this first level of objectives there is a richness of managerial dilemmas that 

emerge by setting up policy-driven clusters within a defined geographical and organisational 

boundary in which one tries to foster networking and innovation. Innovation is for example 

not mentioned as one of the main policy-driven cluster objectives in the surveys of Coletti 

(2010) or Sölvell (2003) (only at the 8th and 4th place respectively), as cluster policies 

somehow implicitly assume that networking will automatically lead to innovation. 

 

We are able to distinguish three different types of managerial dilemmas that seem to have a 

strong impact on the performance of policy-driven clusters (see Figure 12). These three 

dilemmas emerge because of the difficulty to manage the multiple actors involved in policy-

driven clusters as well as the wish to foster innovation and collaboration within a defined 

                                                 
76 Coletti (2010) also focuses on the skills that cluster managers need to have, here he identified that the most 
important skills for cluster managers are “knowledge of the cluster’s specific sector/industry, communicative 
skills (e.g. presentation, mediation, negotiating), leadership capabilities, team management”. Nearly 15 years 
early Cooke (1996, p. 170) also already tried to identify the necessary skills of cluster managers and came to 
similar results: “Whichever personnel occupy whatever roles in the Network "hearts" - the Innovation Centres - 
they must: have the five key networking skills [Reciprocity, Trust, Learning, Partnership, Decentralism]; be 
psychologically open, enthusiastic, “fanatical”; combine technology/business management/and marketing skills; 
must be able to convince firms to become members/associates/subscribers/supporters/users of the network, its 
hubs and spokes; must themselves be innovative, initiative-taking; must be well-networked within their country 
and beyond to innovation centres and systems” 
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entity named “policy-driven cluster” but that is very “open” compared to a traditional 

organisational setting. 

 

Figure 12: Managerial dilemmas of policy-driven clusters 

 

 

4.1 Dilemmas on managing actor involvement 

The first important point to discuss concerns the complex nature of policy-driven clusters, 

particularly due to the multiple actors involved and their conflicting views. We first focus on 

the difficult question of leadership in policy-driven clusters and then on the necessity to 

accept that policy-driven cluster actors have a learning capacity that can be hindered by an 

“administrative straightjacket”. 

 

4.1.1 Leadership: who is in charge? 

The leadership issue in policy-driven clusters is increasingly treated by cluster policy scholars 

and identified as a major dilemma. The objective of cluster policies is to make collaborate a 

variety of different actors but this obliges “policy-makers not only [to] mov[e] outside their 

traditional departmental boundaries but also [to] engag[e] with a wide range of relational 

issues amongst firms, institutions and other actors each with their own raison d’être, culture 

and spatial scale of operation” (MacNeill & Steiner, 2010, p. 444). However, it is not evident 

that the policy-makers manage to bring all these different types of actors around one table in 

order to work constructively together. 
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In order to handle this high complexity, Lundequist & Power (2002, p. 698) conclude that it is 

particularly important “to give authorization to one or a few people to act as cluster 

‘drivers’.” They call them “civic entrepreneurs”, coming either “from the public or the 

private sector.” These civic entrepreneurs have to be in the center of the policy-driven cluster 

and “have a capacity to act as a network broker between sectors and individual interests.” 

Hereinafter, we shortly discuss two cluster policy examples where the “civic entrepreneur” 

theory seems to be employed (Bavaria and Austria) and two other examples where the “civic 

entrepreneur” theory seems not to be employed (France and UK) and therefore causing 

several leadership problems. 

 

For example, Menu (2012) analyzed the French policy-driven cluster leadership system (in 

Brittany) and also the German policy-driven cluster leadership system (in Bavaria). In the 

Bavarian policy-driven clusters the leadership question seems well organised by giving one 

“civic entrepreneur” the responsibility for all policy-driven clusters situated in the region and 

thus having concentrated in one local person several responsibilities and also the necessary 

authority to get things done. However, the situation is quite different in France. Menu (2012, 

p. 830) argues that it is not that easy to “understand leadership” in French policy-driven 

clusters because one also has to take into account the “policy dimension”. Menu (2012, p. 

831) underlines that the French policy-driven clusters are, compared to the Bavarian policy-

driven clusters, “weak institutionalized clusters” where leadership emerged only slowly and 

difficultly. Additionally there is no regional umbrella structure but all regional policy-driven 

clusters depend directly from the state. The French state requires from each of the local 

policy-driven cluster leaders “to follow central guidelines” (for example to draft a strategic 

administrative plans) but on the other hand does not accord enough “resources to enact them 

efficiently” (S. Menu, 2012, p. 831). The result is that the French system, compared to the 

Bavarian system, looses a considerable amount of time with administrative and reporting 

tasks and has thus less time to for animating the local network. 

 

The German (Bavaria) policy-driven cluster leadership system seems similar to the Austrian 

(Styria) leadership system. In both cases, a policy-driven cluster leader sets the general 

strategy but at the same time allows the local actors to actively participate in the strategy 

development. According to MacNeill & Steiner (2010, p. 445), in the Austrian case, the 

leadership system is handled in a post-modern’ participative management style, i.e. 

“conceived as an open participative process” allowing “trial[s] and error[s]”.  According, to 
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them this creates a favourable policy-driven cluster environment and the policy-driven cluster 

management results are better than when using a new public sector management approach. 

 

MacNeill & Steiner (2010, p. 445) distinguish between two forms of policy-driven cluster 

leadership. On the one hand, they identify “cluster coordination as mutual strategy 

development” which they relate to Gibney et al.’s (2009) “‘post-modern’ participative 

management style” (the case of Styria). On the other hand, they identify a “traditional 

partnership working where a hierarchical leader sets a strategy and goals within the 

‘partnership’” who then do not participate in the amelioration of the process. They relate this 

traditional approach to Gibney et al.’s (2009) “‘New Public Sector Management’” approach. 

The French case, seems thus more similar to this new public sector management leadership 

style while the Austrian and German cases discussed in the literature seems closer to the post-

modern participative management style.  

 

Similar to the French case, also the UK (West Midlands) seems to adopt a more hierarchical 

approach to policy-driven cluster management. Burfitt et al (2007, p. 1288) analyzed a 

medical technology cluster in the West Midlands and conclude, such as Menu (2012) for the 

French case, that not only “resources” were low but that the “institutional capacity and 

leadership […] [was] weak”. This was amplified because of two reasons. First the cluster 

privileged “avoid[ing] division amongst key regional players […] over the creation of a 

workable definition of the cluster” (Burfitt & Macneill, 2008, p. 500) and second “local and 

regional public bodies [had] limited autonomy with regard to national government” (Burfitt, 

et al., 2007, p. 1288). The combination of all these factors seems to hinder the emergence of a 

positive cluster development.  

 

To sum up, local leadership and a dynamic cluster development seem to be particularly 

hindered when resources are low, strategy is not built in a participative manner, and the 

central state keeps too much administrative power compared to the local cluster organisations 

(Burfitt, et al., 2007; MacNeill & Steiner, 2010; S. Menu, 2012). 

 

4.1.2 Learning: learning capacity vs. administrative straightjacket 

Another important element to take into consideration when implementing cluster policies is 

the learning capacity of the involved actors. These cluster actors gain, little by little, more 

experience. If the different policy-driven cluster actors are allowed to and if the cluster policy 
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is not too rigid, they might improve their functioning and so slowly construct a better cluster 

policy. However, several cluster policy specialists underline that policymakers tend to keep 

cluster policies in an “administrative straightjacket” (Ebbekink & Lagendijk, 2013, p. 740). 

 

The following examples will show that several countries seem to have similar problems 

regarding the administrative rigidity when implementing cluster policies. According to Burfitt 

& Macneill (2008, p. 497), the managerial dilemmas that policymakers are facing by 

implementing cluster policies is particularly due to the fact that they traditionally 

“conceptualiz[e] the policy process as a largely linear phenomenon where traditional, 

professional project management skills were at a premium”. However, in the cluster policy 

case they have to move “towards […] [a] more fluid ‘relational’ processes that favour 

association, interaction and collaboration between individuals, institutions, firms and other 

concerned groups.” The logic behind this new type of policy is not the same as in traditional 

industrial or regional policies. 

 

For example, Ebbekink & Lagendijk (2013, p. 738), argue that the “policy processes” are 

happening in “isolation” , “occur at too much of a distance” and that the “communication 

circuits [are] institutionalized and bureaucratized in impenetrable structures”. Therefore 

they urge for privileging “policy leverage” instead of “cluster building” by assigning an 

important role to “civic entrepreneurs” (2013, p. 738). For them policy leverage is among 

others concentrated on “breaking through administrative barrier” and consists of “collective 

strategy-building” meaning “an ongoing, informal strategic dialogue between “all” cluster 

stakeholders” which will collectively allow to learn and create action (2013, p. 738).  

 

Also Sotarauta (2012, p. 792) criticizes that “the policy process is believed to proceed in 

linear discrete stages” and that policy makers are seen as “passive recipient[s] of given 

recommendations in an expert-driven and technocratic policy process.”  Instead of a linear 

process, Sotarauta (2012, p. 792) after conducting an in-depth study of a Finish cluster policy, 

argues that “policy making is a learning process in which theory, policy practice, and 

feedback from the ‘‘real world’’ coevolve constantly” and that this process is more an 

“evolutionary story”. 

 

Lundequist & Power (2002), who conducted in-depth studies of Swedish cluster initiatives, 

also conclude that the cluster policy process is not a linear process. Lundequist & Power 
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(2002, p. 697) underline that “policy-makers and practitioners all too often view cluster 

initiatives as programmatics to be developed and implemented along some sort of uni-linear 

timeline”. Instead of this uni-linear timeline approach, Lundequist & Power (2002, p. 697) 

show with their Swedish case studies that a “successful cluster building involves a more 

reciprocal process that can be described as an on-going conversation amongst various 

stakeholders (or even stockholders) in economic development.” 

 

Also several studies analysing the French cluster policy come to the same conclusion (Carré, 

et al., 2008; Gadille, et al., 2013; Gallié, et al., 2012; T. Weil & Fen Chong, 2009)77. The 

study of Weil & Fen Chong (2009) needs particular attention because they analyzed in detail 

the learning capacity of the different cluster actors and conclude that a cluster is in fact “an 

ecology of fast and slow learners” (T. Weil & Fen Chong, 2009, p. 18) Their analysis of the 

French cluster policy shows that “the government has been a slow learner” while the 

different cluster managers are fast learners and the different cluster members “usually adapt 

quite well after some experimentation. Those with high stakes or smart opportunists stay, 

others leave or become sleeping participants” (T. Weil & Fen Chong, 2009, pp. 18-19). 

Compared to the other studies they not only identified that the actors of the policy-driven 

clusters are “learning” and evolving but that they also have different learning speeds. 

 

The fact that each learning process needs actually an “organisational learning time” which 

might not always be very fast is also underlined by Carré et al. (2008). Carré et al. (2008) 

even considers that according a cluster this “organisational learning time” is an essential 

dimension of the success of the policy. They particularly alert to the fact that the learning path 

might be much longer when the local actors are not used to working together and in 

metropolitan regions where the cooperation is even more difficult. 

 

To sum up, taking into consideration the learning capacity of the different actors is an 

important element in order to help the cluster policy unfold in an effective manner.  

 

                                                 
77 The results of the article where I participated (Gallié, et al., 2012) will be presented in the third part (results 
and discussion). 
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4.2 Dilemmas on managing innovation processes 

Another important point to discuss is the management of innovation78 in policy-driven 

clusters. Even though ample literature exists on innovation management in organisations, the 

literature focusing on innovation management in policy-driven cluster is very scarce (Bocquet 

& Mothe, 2010; Lefebvre, 2013). This tendency of not addressing innovation management in 

policy-driven clusters is also reflected in policy-driven cluster surveys. In several surveys 

(Coletti, 2010; Sölvell, et al., 2003), innovation management, compared to networking efforts, 

is not mentioned as one of the top priorities for policy-driven cluster managers. This is 

somehow a great paradox in the policy-driven cluster reality and academic literature, as 

fostering innovation is actually one of the core objectives of every cluster policy. Therefore, 

Lefebvre (2013) recently thus to pass from an “accidental brokering to purposeful 

brokering” process in clusters in order to foster innovation.  

 

A large body of cluster literature treats the advantages of face-to-face interactions within 

territories (Gertler, 1995, 2003; Lawson & Lorenz, 1999; Maskell & Malmberg, 1999; 

Storper, 1995; Storper & Venables, 2004). The underlying assumption is that through face-to-

face interactions, people can more easily transfer tacit knowledge (Nonaka, 1991; Polanyi, 

1966)79. Additionally, the co-location of companies also creates more trust between the 

companies which facilitates the installation of institutional norms of cooperation (Lawson & 

Lorenz, 1999; Storper & Venables, 2004). Finally, these circumstances increase the 

innovation potential of clustered companies as well as the competitive advantage of the whole 

nation (Porter, 1990, 2000a; Porter & Stern, 2001). Some academics though, like for example 

the geographers Torre (2008) or Shearmur (2011a), have a critical stance regarding clusters 

and innovation. Both argue that the role of permanent geographic proximity on innovation 

remains questioned. 

 
                                                 
78 Innovation is defined as “the successful implementation of creative ideas” (Amabile, 1996, p. 1) or the 
“commercial exploitation” of new ideas (Swann, 2009, p. 25) that means that “a common feature of an 
innovation is that it must have been implemented. A new or improved product is implemented when it is 
introduced on the market. New processes, marketing methods or organisational methods are implemented when 
they are brought into actual use in the firm’s operations” (OECD & Eurostat, 2005, p. 47). Most of the literature 
(for a comparison between process, product and organisational innovation also see Boer & During (2001)) 
distinguishes four types of innovations (OECD & Eurostat, 2005, p. 46): “the implementation of a new or 
significantly improved product (good or service), or process, [or] a new marketing method, or a new 
organisational method”. (Organisational innovation: for example “a new organisational method in business 
practices, workplace organisation or external relations” (OECD & Eurostat, 2005, p. 46)). Cluster policies 
particularly focus on product innovations. 
79 Explicit knowledge is codified and can be communicated over long distances. Tacit knowledge is non-
codified, predominantly transferred through face-to-face interactions and thus place bound.  
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In case authors do agree that proximity triggers knowledge exchange and innovation, a 

controversial persists regarding the type of proximity needed in order to generate knowledge 

spillovers between regional actors. Beaudry & Schiffauerova (2009, p. 320) did a great 

literature review on the topic and conclude that three different opinions persist: specialisation, 

diversity and competition (see Table 15). The academics that argue that specialization is 

needed in order to facilitate knowledge spillovers and thus innovation base themselves on the 

MAR (or Marshall-Arrow-Romer) model which was formalized by Glaeser et al (1992)80. 

The ones that claim that regional diversity is an important source of knowledge spillovers 

base their research on the works of Jacobs (1961, 1969). Finally, the ones that advocate that 

regional specialisation is important coupled with high competition, base their work on Porter 

(1998b). However, the discussion about who is “right” is far from closed.  

 

Table 15: Sources of knowledge spillovers in clusters 
 MAR Jacobs Porter 

Specialization + - + 
Diversity - + - 
Competition - - + 

Source: Beaudry & Schiffauerova (2009, p. 320) 

 

So besides the fact that cluster researchers are still not sure what exactly triggers knowledge 

spillovers, governments have implemented cluster policies. They did this, as already 

discussed, mainly based on Porter’s cluster concept, thus privileging regional specialisation. 

The question is in a certain manner no longer which type of proximity generates knowledge 

spillovers but what can policy-driven cluster managers do in order to foster knowledge 

spillovers and innovation in specialist policy-driven clusters. However, the process leading to 

an innovation is treated like a black box. Chiaroni & Chiesa (2006) underlined that the cluster 

literature constantly tries to describe clusters but does not focus on the dynamics of the cluster 

and ignores this black box. 

 

In this section thus we do not focus on the relationship between proximity and innovation but 

on the role that policy-driven cluster managers play in fostering innovation among the 

members of their policy-driven cluster. Hereinafter we fist discuss which types of processes 

lead to innovation, and then we will focus on the dilemmas of the creativity process, the 

                                                 
80 The MAR model is based on the works of Marshall (1890 (1920)), Arrow (1962) and Romer (1986) (thus 
MAR). 
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research process and development process. We will see that each process needs a slightly 

different type of management and can be harmed by certain behaviours. 

 

4.2.1 Introduction: processes leading to innovation 

The literature stipulates that “management cannot ensure innovation success”, however they 

“can influence its odds” (Van de Ven, Polley, Garud, & Venkataraman, 1999, p. 11). This 

contemporary approach of innovation81 takes into account that a social environment has to be 

created and managed in order to foster the processes that lead to innovations (Caraça, 

Lundvall, & Mendonça, 2009).  

 

It is important to distinguish the processes that lead to an innovation and the innovation itself 

(i.e. the successful commercialisation). The processes that lead to innovations are “complex, 

uncertain, somewhat disorderly, and subject to changes of many sorts” like for example 

“market environment, production facilities and knowledge, and the social contexts” (Kline & 

Rosenberg, 1986, p. 375). What is important, is finding the right activities82 and 

environmental conditions that might positively influence the processes leading to innovation. 

 

Historically the process leading to innovation was seen as a linear process (Swann, 2009), 

going from research over invention to development and finally to hopefully an innovation. 

Today researches have shown that there are multiple processes leading to innovation and that 

these processes are not linear but more complex that go back and forward between various 

stages83. It is a permanent process between exploration of new ideas and exploitation of 

results (March, 1991) (see Figure 13). 

 

                                                 
81 The traditional approach towards creativity and innovation was very person-centered, meaning that the 
“conventional wisdom” was that “creativity is something done by creative people” (Amabile, 1996, p. 1). 
According to Amabile (1996, p. 1) academic research helped to understand the “backgrounds, personality traits, 
and work styles of outstandingly creative people” but this traditional approach “ignored the role of the social 
environment in creativity and innovation”.  
82 These innovation activities might be of “scientific, technological, organisational, financial and commercial” 
nature, all “intended to, lead to the implementation of innovations” (OECD & Eurostat, 2005, p. 47). 
83 see (Caraça, et al., 2009; Swann, 2009) for a discussion of the new processes leading to innovation 
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Figure 13: Processes and intermediary results leading to innovation 

Source: slightly inspired by Swann (2009) 

 

Swann (2009, p. 26) distinguishes four different types of exploration processes that might 

lead to innovation in the end: a creativity process, a research84 process, a development process 

and a design85 process. All of these processes intermingle and create together different types 

of intermediary results: (1) inventions86 in the form of new “ideas, sketches or models for a 

new product or process, that may often be patented” (Swann, 2009, p. 25); (2) “new scientific 

knowledge, hypotheses and theories” that are “expressed in research papers and 

memoranda” (Swann, 2009, p. 26), (3) “blueprints, specifications and samples” (Swann, 

2009, p. 26), or (4) design87 that makes “a product stand out”88.  

 

These intermediary results are important in order to summarise the accumulated knowledge, 

to render the knowledge explicit and thus to better advance towards innovation. The different 

                                                 
84 Research can be split into basic research and applied research, but I will not distinguish between these two 
types of research in this thesis. Basic research definition: “Basic research is experimental or theoretical work 
undertaken primarily to acquire new knowledge of the underlying foundation of phenomena and observable 
facts, without any particular application or use in view” (OECD, 2002, p. 30). Applied research definition: 
“Applied research is also original investigation undertaken in order to acquire new knowledge. It is, however, 
directed primarily towards a specific practical aim or objective” (OECD, 2002, p. 30). 
85 We will not discuss the design process in more detail, as it is the less important process for the time being in 
policy-driven clusters. See Annex 16 for a short introduction to design thinking.  
86 Compared to innovations, inventions are not commercialised yet. 
87 Design can be considered as a process but also as a results (Swann, 2009). 
88 Design “adds the extra dimension to any product” (John Harvey Jones, cited by Swann, 2009, p. 26). Design 
is expressed in the form of “the quality of the way it matches the purpose, skills and personality of the user, of 
the visual communication which goes with it, of the environment in which it is sold, and of the image of its 
maker” (Bernsen cited by Swann, 2009, p. 26).  
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processes and intermediary results already show that the innovation process is highly complex 

and that a constant back and forward between different processes and intermediary results 

exists.  

 

Hereinafter, we will now discuss each of the four innovation processes and the factors that 

influence these processes89. In the end we underline the common and contradicting factors 

between the four processes.  

 

4.2.2 Which stage matters most? – Creativity vs. Research vs. Development  

Three processes simultaneously lead to innovation: creativity, research and development. 

However, all of them need another organisational environment to be efficiently fostered.  

 

4.2.2.1 Creativity process 

First of all, we concentrate on the creativity process. Until recently, companies still thought 

that they just had to invest “in extensive internal research laboratories, hire the most brilliant 

people […] and then wait patiently for novel products to emerge” (Chesbrough, 2007, p. 12). 

However, today, the increasing developing costs coupled with an increasingly short product 

life cycle (Chesbrough, 2007) force companies to improve their innovation processes in order 

to be faster than their competitors. However, a consequence of these acceleration tendencies 

is that “creativity gets killed” (Amabile, 1998, p. 77), particularly if no social environment 

favourable for creativity (and all other processes leading to innovation) is build (Amabile, 

1996).  

 

Amabile (1998, p. 77) argues that creativity gets killed “much more often than it gets 

supported”. This is due to work environments that are meant to “maximize business 

imperatives such as coordination, productivity, and control” but in doing so hinder the 

development of creativity, the most elementary corner stone of innovation (Amabile, 1998, p. 

77). Amabile (1998) and Amabile et al (Amabile, Conti, Coon, Lazenby, & Herron, 1996) 

distinguish several factors that are particularly important in the creativity processes: 

                                                 
89 We only focus on factors that can be influenced by management and we do not focus on context factors such 
as “external background data (such as socio-political continuity or the legal system) […] and internal 
background data (such as the legal form or the size of the organization)” (Ernst, 2002, p. 3) and we do not go 
into the psychological dimensions of expertise, creative-thinking skills, and motivation (Amabile, 1998). 
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supervisory encouragement and no evaluation culture90; organisational encouragement91; 

different types of work group features such as diversity, trust, respect but at the same time no 

“shotgun weddings”92; control over one’s work93; resources (particularly time and money)94; 

challenging work95; and regularly participation in expertise & creative thinking conferences96. 

 

In the cluster policy literature, two topics regarding creativity start to emerge: the impact of 

financial incentives and the problem of innovation lock-in.  

 

Avoiding financial incentives 

Bocquet & Mothe (2010) analyse two French policy-driven clusters by comparing their 

“knowledge identification” phases, their “knowledge acquisition and utilization” phases, and 

finally the role of the policy-driven cluster governance in this process. The results show that 

                                                 
90 Supervisory encouragement and no evaluation culture: A good supervisor has to set goals, be supportive or 
shows confidence (1996, p. 1166). Additionally in order to develop a passion for the subject “ people need to feel 
as if their work matters to the organization” (1998, p. 83). In highly creative organisation these are not extrinsic 
but intrinsic rewards. However, very often different “layers of evaluation” hinder the creative process (1998, p. 
83). This “evaluation culture” does not spore creativity as people then focus on “the external rewards and 
punishments associated with their output” (1998, p. 83). Such an evaluation culture “creates a climate of fear, 
which again undermines intrinsic motivation” (1998, p. 83). In case an idea is not accepted by the hierarchy, it is 
important to encourage the person to continue his/her efforts despite the drawback: “If people do not perceive 
any "failure value" for projects that ultimately do not achieve commercial success, they'll become less and less 
likely to experiment, explore, and connect with their work on a personal level” (1998, p. 83). 
91 Organisational encouragement: Creativity is even more fostered if not only the supervisors encourage it but 
the entire organization: allocating rewards (not in monetary form), mandating “collaboration and information” 
sharing, exposing employees “to various approaches of problem solving” (1998, p. 84). However, all kinds of 
political agendas (being “cliquish” or “at war with one another”) threaten creativity and the fluid circulation of 
knowledge. 
92 Work group features (diversity and trust but no “shotgun weddings”): Another important element is the 
composition of the work group. A work group that best spores creativity is “a diversely skilled work group in 
which people communicate well, are open to new ideas, constructively challenge each other's work, trust and 
help each other, and feel committed to the work they are doing” (1996, p. 1166). However diversity is not 
everything as three other features are important in order for the work group to succeed (1998, p. 82): (1) “share 
excitement over the team’s goal”; (2) “willingness to help […] teammates through difficult periods and 
setbacks”; (3) “recognize the unique knowledge and perspective that other members bring to the table”. 
However, “shotgun weddings” (meaning “the most eligible employee is wed to the most eligible - that is, the 
most urgent and open - assignment”) are “one of the most common ways managers kill creativity” (1998, p. 81). 
93 Control over one’s work: Another important creativity enhancer is to have “sense of control over one's work” 
(1996, p. 1166). However, only freedom regarding the means (or process) is important for creativity not the 
ends: “People will be more creative, […], if you give them freedom to decide how to climb a particular 
mountain. You needn't let them choose which mountain to climb” (1998, p. 81).  
94 Resources: The main resources that affect creativity are primarily time and money. On a second level only, 
physical space (1998, p. 82). If there is for example a time crunch to beat a competitor, time pressure can 
stimulate creativity. However, fake deadlines or impossibly tight deadlines, kill creativity as creativity and 
exploring new concepts simply takes time. Adding more resources above a certain level does not boost 
creativity, but below this level it might have a negative impact. 
95 Challenging work: Managers have to match the right people with the right assignments. To enhance creativity 
it is important to work on “challenging tasks and important projects” (1996, p. 1166). 
96 Expertise & creative thinking conferences: Finally, “regular scientific seminars and professional conferences 
will undoubtedly add to the scientist's expertise in hemophilia and related fields. And training in brainstorming, 
problem solving, and so-called lateral thinking” (1998, p. 80) are important as well.  
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the most successful policy-driven cluster shows three different characteristics (2010, p. 236). 

First, the policy-driven cluster employed a more egalitarian approach during the knowledge 

identification phase, not only focusing on “technical knowledge that is crucial for the leading 

firms”  but focusing on “focus on ‘general’ knowledge to support the growth of (all) cluster 

firms” (Bocquet & Mothe, 2010, p. 236). Second, during the knowledge acquisition and 

utilization phase the policy-driven cluster counted on “strong (non-financial) incentives to 

make firms interact in a transversal logic” which allowed the “emergence of a shared 

cognitive orientation” (Bocquet & Mothe, 2010, p. 236). Finally, the most successful policy-

driven cluster acted more like a “knowledge activist” (Von Krogh, Nonaka, & Ichijo, 1997) 

than a simple “knowledge broker” (J. S. Brown & Duguid, 1998). The more successful 

policy-driven cluster thus took an active role in the knowledge (or creativity) creation process 

by avoiding financial incentives.  

 

Avoiding lock-in 

Innovations can be distinguished according to their degree of novelty. The majority of the 

literature, in an Schumpeterian manner, distinguishes between two broad categories, radical 

and incremental innovation97. A big dilemma of policy-driven cluster managers is to orient 

policy-driven cluster members towards promising new fields and to create ideas for new 

radical innovations98. However, this orienting towards promising new ideas goes along with a 

potential innovation lock-in that in the end prevents radical innovations to develop.  

 

For example, Visser (2009, p. 190) alerts that clusters also go along with “diminishing 

marginal returns of horizontal learning based on pure spillovers may yield cognitive and 

technological lock-in” and that this problem has to be taken into consideration when 

implementing cluster polices. Also Hermans et al. (2012), studying the Belgium cluster 

policy, underline that there is a risk of an idea lock-in within a region. This lock-in “would 

arise from the choices made at both the cluster and the project levels […] once investments 

are made according to those choices, a lock-in may prevent local firms from experiencing 

alternatives and opening new paths” (Hermans, et al., 2012, p. 624). Cluster policies seem to 
                                                 
97 While “incremental innovation introduces relatively minor changes to the existing product, exploits the 
potential of established design” and “draws from no dramatically new science”, “radical innovation, in 
contrast, is based on a different set of engineering and scientific principles and often opens up whole new 
markets and potential applications” (Henderson & Clark, 1990, p. 9). 
98 Even though different stimuli are needed to foster incremental and radical innovations (Koberg, Detienne, & 
Heppard, 2003; Verganti, 2011), we will not go into this detail of discussion. For example Christensen (1997) 
and Verganti (2011) argue that a close relationship with consumers might be profitable for incremental 
innovation but not for radical innovation which needs to be based on science. 
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have the tendency to orient the local actors towards a certain direction privileged by the 

government. Schmitt (2011) for example underlines the important role of the French cluster 

policy in promoting green growth thanks to targeted investments into this sector. Even though 

this is highly appreciated, it nevertheless shows that the cluster policies are not only used to 

promote innovation but also to direct innovation in certain directions. 

 

Agogué (2012) did empirical tests in French clusters to show that the actors of a cluster 

follow a certain path and have a cognitive fixation on certain topics. The local cluster actors 

are kind of trapped into a certain world-view that is difficult to leave without a proper 

management tool to help them thinking out of the box. Even though not directly focusing on 

the lock-in problem but on social capital, Eklinder-Frick et al (2012, p. 800) come to a similar 

conclusion namely that too much “bonding can also over-embed companies in their social 

context” which then has a negative impact on their innovation capacity. For Eklinder-Frick et 

al (2012, p. 800) “this highlights the importance of the managerial role in leading and 

defining the tasks of a regional strategic network and the complexity of encouraging other 

actors to participate.” 

 

However, even though a lot of cluster policies would like to strive towards radical 

innovations. It is important to underline that the knowledge bases are not the same in each 

kind of industry. Some cluster specialists underline that the knowledge bases vary between 

the different industries and regional innovation systems (Asheim & Gertler, 2005). Some 

industries use more a synthetic approach meaning that they are more based on incremental 

innovation (for example application or novel combination of existing knowledge, applied 

research, importance of tacit knowledge, innovation is less disruptive) (Asheim & Gertler, 

2005). Other industries use more an analytical approach meaning that they are more based on 

radical innovation (for example the use of scientific knowledge is highly important, the 

knowledge creation processes is more based on formal models, codified science, rational 

process, knowledge input and outputs more codified) (Asheim & Gertler, 2005). For 

governments implementing policy-driven clusters, it is important to acknowledge that 

different types of industries will be more or less prone for radical innovation. 

 

4.2.2.2 Research process 

In a second step, we focus on the positive factors influencing research. Broadly we found two 

different approaches. 
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The first approach is mainly based in the management and medical literature and focuses on 

how to manage scientists effectively in order to improve their research performance (Bland & 

Ruffin, 1992; Chawla & Singh, 1998; La Porte, 1965; Ryan & Hurley, 2007). Scientist are for 

example positively influenced by (Bland & Ruffin, 1992; Chawla & Singh, 1998; La Porte, 

1965; Ryan & Hurley, 2007): the perception of conceptually exciting research programmes, 

autonomy in project selection, decentralized organization, distinctive culture, leadership with 

research expertise, using participatory management practices, appropriate rewards, clear 

goals, access to facilities and resources (particularly human resources), diversity of the 

research group, frequent and effective communication (within and outside the research 

group), positive group climate / work environment. 

 

The second research stream is mainly based in the public policy literature and focuses on the 

positive effects of triple helix collaborations99 (i.e. between universities, the industry and the 

government) on research performance (Etzkowitz & Leydesdorff, 1997, 2000; Leydesdorff, 

2000). Tödtling et al. (2009) for example underlines that the policy-driven cluster support 

structures have to be adapted to the varying cluster realities. Tödtling et al. (2009) 

investigated if different types of innovation rely on specific kinds of knowledge interaction. 

Their results show that for firms trying to develop more “advanced innovations” cooperating 

“with universities and research organizations” is crucial while “firms having introduced less 

advanced innovations rely more on knowledge links with business services” (Tödtling, et al., 

2009, p. 59). The support structure of a policy-driven cluster thus should be adapted to the 

local reality. 

 

4.2.2.3 Development process 

Third, we focus on the process leading to development, more precisely to product 

development, as this is the predominant type of innovation in policy-driven clusters 

(compared to process, marketing or organisational innovation). Ernst (2002), who himself 

considerably draws from the research results of (Cooper & Kleinschmidt, 1995), gives a large 

summary of the different factors that need to be implemented to foster new product 
                                                 
99 Triple helix: The triple helix literature (Etzkowitz & Leydesdorff, 1997, 2000; Leydesdorff, 2000), underlines 
the positive effects on research when universities, the industry and governments cooperate by creating for 
example contracts or other types of industrial liaisons for knowledge and technology transfer. In a certain 
manner, this can be considered as the main cornerstone of cluster policies and that the whole cluster literature 
heavily draws from this idea to foster innovation. However, we have to keep in mind that it is only one part of 
the different processes leading to innovation. 
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development (NPD) in organisations. The most important success factors for NPD are 

(Cooper & Kleinschmidt, 1995; Ernst, 2002): thorough planning phase100; continuous 

commercial assessment101; oriented towards market needs102; integration of customers into 

early and later phases of the NPD; creation of a dedicated project organization103; cross 

functional teams104; strong and responsible project leader with sufficient know-how and 

devotion to project; autonomy and responsibility of the entire project105; intensive 

communication among team members; material support that goes beyond the R&D budget 

(expenditures for market research and market launch are important for success as well); top 

management that has enough autonomy to stop a NPD project before the official end, in case 

a commercial failure is looming; independent work to develop own ideas; support for 

unofficial projects (that may have been stopped); the availability of internal “venture capital” 

for creative ideas; offering orientation and strategic framework to the sum of single NPD 

projects; also long-term projects that go beyond short- and medium-term NPD projects; 

regular reviews by senior management whether the aims of the entire NPD programme are 

being reached. 

 

One important element in the development is to be fast enough to the market to reap the 

financial benefits. One major dilemma for policy-driven clusters that try to foster exchange 

between their members is to protect their ideas. Guisard et al. (2010, pp. 674-675) underlined 

that one of the main problems of these organised cluster-policy meetings is the “secrecy 

limit” , meaning what to reveal and what not to reveal among potential competitors in the 

region. According to Guisard et al. (2010, pp. 674-675), “participants will often feel 

uncomfortable about whether to speak or not to speak, without ever really being clear about 

the boundary.” The question that emerges is what policy-driven cluster managers do in order 
                                                 
100 Planning: A thorough planning phase is necessary to select the best project for development. This comprises: 
evaluation of ideas; technical/market-directed feasibility studies; commercial evaluation of project; exact 
definitions of project concept, target market, and the relative increase in benefits of the new product for the 
customer compared to competitor’s product. 
101 Continuous commercial assessment: The commercial assessment should not only take place in the planning 
phase but “during all phases of the NPD process”. This means unprofitable NPD projects can be terminated if 
necessary. 
102 Market needs: the NPD process has to be oriented towards the needs of the market through market research, 
the understanding and evaluation of customer needs, accurate prognosis of the market potential, and the 
execution of test markets 
103 Creation of a dedicated project organization: must ensure that project will not be effected by daily 
routines/departmental influences; assignment of people to the team; enough time to work on project; project 
leader has access to team leaders from other departments 
104 Cross-functional team: contributes to the resolution of possible interface problems; particularly members 
from R&D, Marketing and Production should be associated. 
105 Autonomy and responsibility of the entire project: Can be fostered by implementation of project-specific 
material or non-material performance incentives 
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to foster the free knowledge circulation but at the same time overcome this secrecy problem 

felt by the policy-driven cluster members. 

 

4.2.3 Summary 

The innovation management literature is very rich and detailed regarding the factors that 

positively or negatively influence the different processes leading to innovation. However, for 

the time being academics, focusing on policy-driven clusters, are rarely addressing innovation 

management in general and these differences in particular. Chiu (2009, p. 46) underlines that 

“the mechanisms that help translate cluster membership into higher innovativeness are not 

well understood.” Table 16 summarizes the different processes and which influence factors 

are important for which phase. As we can see, some elements are important for several 

processes leading to innovation (e.g. diversity of team members) while others seem to have 

contradictory impacts (e.g. an evaluation culture discourages creativity but is important in the 

development process; monetary rewards are also important in the development process but 

limiting the creativity process). 

 

Table 16: Factors that influence the processes leading to innovation 

Influence factors 
Creativity  

Process 
Research 
Process 

Development 
Process 

Diversity of team members X X X 
Constant information sharing & knowledge exchange X X X 
Importance of work and failures permitted X X  
Rewards    

rewards, but not in monetary form X   
rewards (which types of rewards not defined)  X  

rewards in monetary form   X 
Projects integrated in the general organisational strategy   X 
Decentralized organization, project organization  X X 
Culture is important  X X  
Resources to accomplish project (time, money, physical) X X X 
Project team identity, trust and mutual understanding X X  
Integration of consumers in the process   X 
Freedom & Autonomy X X X 
Supervision encouragement    

Supervision very important X X  
Responsible project leader but enough distance in case of 

looming commercial failure
  X 

Evaluations    
Discouragement if evaluation culture X   

Regular reviews regarding goal accomplishment   X 
Exact project planning (prior to development)   X 
Development of expertise and/or innovation process 
capabilities important 

X   

Source: own compilation, based on the different authors cited in this section 
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4.3 Dilemmas on managing collaboration processes 

The underlying theory justifying cluster polices is that “all cluster participants need 

assistance in […] strengthening their levels of cooperation, increasing mutual trust and 

developing effective private/public dialogue” (Karaev, et al., 2007, p. 830), in fine these 

actions should lead to an increased innovation capacity of the policy-driven cluster. In 

organisations, managers can influence face-to-face communication by using two types of 

tools: organizational structure and space (Allen & Henn, 2007). In regions, regional 

authorities or policy-driven cluster managers can organise for example networking and 

knowledge exchange events (Guisard, et al., 2010; Lefebvre, 2013). However, very often the 

ultimate tool that governments use to try creating a functioning policy-driven cluster with 

plenty of face-to-face contact is the subsidising of collaborative R&D projects between the 

local cluster actors (see for example the French case (Gallié, et al., 2013b), the Japanese case 

(Nishimura & Okamuro, 2011a), or the Australian case (Liyanage, 1995)). 

 

Several different definitions exist for collaboration106, but one of the most widely accepted 

one is that collaboration is “any situation in which people are working across organizational 

boundaries towards some positive end” (Huxham & Vangen, 2005, p. 4). Collaboration is 

only one stage out of a continuum of “working together” strategies. Himmelman (2001, p. 

277) defines four types of strategies: “networking, coordinating, cooperating, and 

collaborating.” Reilly (2001, p. 55) underlines that these different strategies are “a 

continuum” and that “moving from cooperation to coordination to collaboration moves 

generally from low to high formality.”  

 

Cluster definitions generally have three points in common: spatial proximity, knowledge and 

network (Cruz & Teixeira, 2009). The network element plays a particular role as the 

interaction and communication between firms is the key element that distinguishes a simple 

agglomeration of firms from a cluster (Antonelli, 2000). The cluster literature heavily focuses 

on the manner these collaboration processes are initiated. This starts with analyzing the 

                                                 
106 Collaboration definitions, for example: “(1) the pooling of appreciations and/or tangible resources, e.g., 
information, money, labor, etc., (2) by two or more stakeholders, (3) to solve a set of problems which neither can 
solve individually” (Gray, 1985, p. 912) or “collaboration takes place when people from different units work 
together in cross-unit teams on a common task or provide significant help to each other. […] In all cases, 
collaboration needs to involve people: if all that is going on is shipping data back and forth between units, that’s 
not collaboration” (Hansen, 2009, p. 14). 
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institutional context among regional innovation system specialists (Asheim, 1996; Cooke, 

1996) and continues with more strategy orientated management scholars who define the roles 

of broker organizations107 (Chaskin, 2001), knowledge brokers108 (Arikan, 2009) or trust 

facilitators109 (Mesquita, 2007) in clusters. 

 

4.3.1 How to foster collaboration? – People-driven vs. Space-driven 

Second, we focus on the different tools that support collaborations. In the literature there are 

indeed multiple and various alternatives and propositions to characterize this role of bridging 

communities in order to foster innovation through enhanced collaborations. “Tools” that 

contribute to fostering innovative collaborations are either incarnated in people or in physical 

meeting spaces where communities meet and exchange110. To schematize we can say that 

there are two modes of enhancing collaborations in policy-driven clusters either collaborating 

through (people) or collaborating in (places). Hereinafter we discuss these two tools. 

However, as we will see, additional to the cluster policy literature, we also mobilized some of 

the management literature as for the time being the policy-driven cluster literature on these 

different processes is simply too scarce. 

 

                                                 
107 Broker organizations are “local intermediaries responsible for fostering and convening partnerships and 
networks of relations among existing organizations.”  (Chaskin, 2001, p. 143) 
108 Definition of knowledge brokers: “Knowledge brokers are parties such as technology brokers, licensing 
consultants, information search companies, public industrial development agencies, and trade associations. 
These entities help firms find knowledge partners.” (Arikan, 2009, p. 669). However, the notion “knowledge 
broker” has several definitions in the literature. The institutions in a RIS resemble more to Arikan’s (2009) 
definition, as it stays much broader, than to the definitions of Hargadon (1998) or Brown & Duguid (1998). 
Hargadon (1998, p. 210) defines knowledge brokers as firms which “span multiple markets and technology 
domains and innovate by brokering knowledge from where it is known to where it is not”. Brown and Duguid 
(1998, p. 103) define knowledge brokers as: “…involves participation rather than mediation. [Knowledge 
brokers] are a feature of overlapping communities, whereas translators work among mutually exclusive ones.” 
109 Definition of trust facilitators: “Trust facilitators are individuals, governmental agencies, or independent 
organizations that leverage their reputation and abilities in gridlocked interfirm relationships and […] help 
create momentary opportunities for trust to resurface and shift firms out of their noncollaborative inertia.” 
(Mesquita, 2007, p. 73) 
110 Additionally to people and places, boundary objects can also get conversations going (J. S. Brown & Duguid, 
1998; Star & Griesemer, 1989). Even though boundary objects are often discussed in the management literature, 
we have not identified any article on policy-driven clusters that treat this topic. That is the reason why we do not 
integrate boundary objects in the main text. According to Brown & Duguid (1998, p. 104) “boundary objects 
are objects of interest to each community involved but viewed or used differently by each of them”. Boundary 
objects can for example be “physical objects, technologies, or techniques shared by the communities” (J. S. 
Brown & Duguid, 1998, p. 104). Through these boundary objects the different communities get “intentionally or 
unintentionally” into contact with each other (J. S. Brown & Duguid, 1998, p. 104). For some others the 
boundary object is also something that is constantly transformed by the involved actors (Holford, Ebrahimi, 
Aktouf, & Simon, 2008) as “actors continually co-construct[…] and re-construct[…] it in both the physical and 
imaginary sense.” (Holford, et al., 2008, p. 10). 
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4.3.1.1 People 

Lester & Piore (2006) for example use the metaphor of the manager as a hostess111 who gets 

the conversation going between people. Another important metaphor is the “translator” (J. S. 

Brown & Duguid, 1998; Star & Griesemer, 1989) who is able to “frame the interests of one 

community in terms of another community's perspective” (J. S. Brown & Duguid, 1998, p. 

103). The challenge of the translator is to “be sufficiently knowledgeable about the work of 

both communities to be able to translate” (J. S. Brown & Duguid, 1998, p. 103). Finally, 

McEvily & Zaheer (2004, p. 189) talk about network facilitators who “create trust by taking 

deliberate actions that include identifying shared interests, developing common expectations, 

leveraging a critical mass of influence, and compressing networks in physical space and 

time” (McEvily & Zaheer, 2004, p. 189). The common denominator of all these metaphors is 

that one person has to combine the right people, be very knowledgeable about the different 

actors and start the conversation.  

 

In policy-driven clusters these persons are the policy-driven cluster managers, they are the 

public characters already described by Jacobs (1961) fifty years ago. These policy-driven 

cluster managers create “spaces” to foster exchange between parties (e.g. researchers, 

practitioners, industrials) which otherwise don’t have an institutional connection. We could 

also say that they try to eliminate the structural holes of the system (Burt, 1992) by creating 

connections to weak ties, more suitable to acquire new knowledge (Granovetter, 1973). 

 

For example policy-driven cluster managers have to take into account the structural elements 

or their members. Bellandi & Caloffi (2010a, pp. 71-72) resume them in four points: (1) the 

policy-driven cluster actors have “different nature, knowledge and competencies”, it is thus 

the role of the policy-driven cluster manager to balance these differences; (2) additionally 

there are also “weak ties and strong ties” which have to be balanced; (3) not all policy-driven 

cluster members are stable members, some are also just “temporary members” of the 

network, a balance has thus to be found and (4) finally, actions have to be organised in order 

to “bridge[…] organizations within and across parts of relational space112” . Even though the 

                                                 
111 “The lessons of the cocktail party can be summarized in a series of distinct but closely related roles for the 
manager: Step One: choose the guests; Step Two: initiate the conversation; Step Three: keep the conversation 
going; Step Four: refresh the conversation with new ideas” (Lester & Piore, 2006, pp. 57-58); “The highest 
compliment that can be paid to the hostess is that she has introduced people who will continue to see and 
interact with each other long after they have left the party.” (Lester & Piore, 2006, p. 57) 
112 A relational distance between two actors can emerge due to differences in “language, systems of incentives 
and objectives, timescales of reference, etc” (2010a, pp. 71-72) 
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article of Bellandi & Caloffi (2010a, pp. 71-72) is highly interesting as it shows that “specific 

territorial and sectoral contexts” seem to play a role in the establishment of a local 

innovation network, it is based on a quantitative network analysis and thus somehow lacks a 

real in depth discussion of the main challenges of creating these links. 

 

4.3.1.2 Physical meeting spaces 

The last important element are physical spaces that reduce distance between the involved 

actors (Allen, 1977; Allen & Henn, 2007; Morris, 2002). On the one hand it is important to 

think about how to reduce distance (Allen & Henn, 2007, p. 63). For example, “the placement 

of a coffee pot, a conference room, or shared instrumentation” can overcome communication 

problems and overcome distances in organisations (Allen & Henn, 2007, p. 63). 

 

On the other hand, more general, it is important to think about the place where knowledge 

exchange actually should happen on a regular bases. According to Morris (2002, p. 1) “one of 

the most important factors that influences the productivity of knowledge is the place in which 

work occurs”. These facilities can either be for example “an office building, a home office, or 

a research laboratory” (Morris, 2002, p. 1). Also Nonaka (Nonaka, 1991; Nonaka & Konno, 

1998) insisted on the importance of ba, which can, among others, be a physical space. The ba 

is important for every organisation, as it is a “shared space for emerging relationship” and a 

“foundation for knowledge creation” (Nonaka & Konno, 1998, p. 40). Within the created ba, 

the collective and individual knowledge of the company can be advanced (Nonaka & Konno, 

1998, p. 40). 

 

In policy-driven clusters, policy-driven cluster managers can organise these spaces on a 

regular or temporary bases. According to Maskell, et al (2006, p. 997) temporary clusters are 

“short-lived hotspots of intense knowledge exchange, network building and idea generation”. 

These temporary clusters are for example “trade fairs, exhibitions, conventions, congresses, 

and conferences” where “business people and professionals come together regularly”. Also 

the workshops and think tanks organised by the French policy-driven cluster organisations 

and analysed by Guisard (2010) and Lefebvre (2013), can be considered as temporary 

clusters. Guisard et al. (2010) identified that one of the benefits of the studied French policy-

driven clusters is to organise discussion and creativity meetings for knowledge exchange. The 

three main objectives of these meetings were “knowledge dissemination, establishing 

‘communities’ and the development of creativity” (Guisard, et al., 2010). Also Lefebvre 
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(2013) studied the innovation management efforts of French policy-driven clusters. He 

concluded that there are three major types of knowledge management tools used by French 

clusters: “cluster-wide networking, permanent workgroups on the various strategic themes of 

the cluster, and ad hoc working groups based on emerging subthemes” (Lefebvre, 2013, p. 

239). All of these different initiatives form a system of trying to help local actors getting more 

innovative. 

 

Additionally to the temporary clusters, which are organised occasionally, there are also 

permanent physical places that can support the development of collaborations in policy-driven 

clusters. For example in Paris there exists a place called “la cantine” (the canteen). This “la 

cantine” was founded in 2008, and it is a space that allows SMEs in the ICT to exchange, to 

host different kinds of events, but also provides space for “coworking” (for some hours 

people go there to exchange and work) (Le Barzic & Distinguin, 2010). “La Cantine” is 

closely associated to Cap Digital, a policy-driven cluster organisation located in the Paris 

Region and specialised in the ICT sector. 

 

4.3.2 Who collaborates? Even vs. uneven partners 

As we have seen in the innovation management section, having a diversity of team members 

is positive for the innovation potential of the team members. However, collaborating with 

different companies and people can also have a negative impact on one’s capacity.  

 

Collaboration is seen as having the highest formality of “working together”, but it is also an 

angle and a devil at the same time. On the one hand, “collaboration […] when fully achieved, 

can produce the greatest bene�ts of mutual action” (Himmelman, 2001, p. 278), but on the 

other hand “bad collaboration is worse than no collaboration” (Hansen, 2009, p. 1). Policy-

driven clusters try to foster collaborations between the local companies, but the question is if 

this is always that desirable.  

 

Giuliani (2013) conducted a longitudinal study of a wine cluster in Chile. Giuliani (2013) 

focused on the network formation process and knowledge exchange opportunities between the 

local actors. Giuliani (2013) underlined that connecting the wrong companies, particularly 

high performing with low performing companies, might have a negative impact for the 

region. For Giuliani (2013, p. 1417), this is particularly the case if “measures designed to 

foster the networking of firms […] try to connect technological leaders with laggard firms”. 
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The problem is that “[technological leaders] will not be keen to invest time in interacting 

with and passing knowledge to weak firms; and [laggard firms] are unlikely to be able to 

absorb and learn from the strongest firms” (Giuliani, 2013, p. 1417). Instead of doing 

something good to the region, connecting the wrong companies might also bear a 

considerable risk. Huggins & Johnston (2009, p. 252) draw a similar conclusion, saying that 

there is a risk that SMEs turn to policy-driven clusters if they actually need help or face 

challenges they can not tackle alone: “The relationship between networking and firm 

performance is complex, with SMEs appearing to engage more in networking activities with 

knowledge support organisations when they are facing certain competitive pressures” 

(Huggins & Johnston, 2009, p. 252). Connecting them with large groups might thus have a 

negative consequence as well.  

 

Additionally, large groups might be simply difficult to handle as well, particularly for small 

companies. Younès (2012, p. 835) conducted a qualitative longitudinal study of linkage 

formation in a French cluster located in the Paris Region. She focused on the formation 

process and the obstacles of intersectoral collaborations. Her study shows that obstacles for 

intersectoral formations between cluster actors are due to both “local arrangements” but also 

“employees’ work within firms”. This second point is particularly interesting for cluster 

policy researchers. Younès (2012, p. 835) particularly stresses that the problem of 

collaboration often stems from divergent strategic goals inside the company and not 

necessarily from finding partners: “in some cases policy does succeed in making firms from 

different sectors cooperate, but these partnerships are difficult to maintain — a problem that 

results from negotiations inside large firms with conflicting economic goals and a lack of 

experience in measuring knowledge benefits.” 
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4.4 Conclusion  

In this section we discussed all the “managerial dilemmas” that we identified in the cluster 

policy literature. Table 17 summarizes the three main managerial dilemmas (managing actor 

involvement, managing innovation processes, managing collaboration processes) and their 

associated dilemmas discussed in this section.  

 

Table 17: Managerial dilemmas 
Main 
dilemmas 

Associated dilemmas Examples of authors 

Managing 
actor 
involvement 
(MD#1) 

MD#1a – Leadership: who is in charge? 
(difficulties to decide on which level the 
leadership should be bundled) 

(Burfitt, et al., 2007; Lundequist & Power, 
2002; MacNeill & Steiner, 2010; S. Menu, 
2012) 

 MD#1b – Learning: learning capacity vs. 
administrative straightjacket (difficulties to 
constantly adapt the policy to learning 
capacity of actors) 

(Burfitt & Macneill, 2008; Carré, et al., 
2008; Ebbekink & Lagendijk, 2013; Gadille, 
et al., 2013; Gallié, et al., 2012; Lundequist 
& Power, 2002; Sotarauta, 2012; T. Weil & 
Fen Chong, 2009) 

Managing 
innovation 
processes 
(MD#2) 

MD#2a – Which stage matters most? 
Creativity vs. Research vs. Development 
to foster creativity: Failures permitted, no 
monetary rewards, no evaluation culture, 
culture and trust is important, etc. 
to foster research: cooperating between 
universities, companies and governments, 
exciting research programmes, autonomy 
in project selection, distinctive culture, etc. 
to foster development: regular reviews 
necessary, exact project planning, rewards 
in monetary form, in case of looming 
commercial failure possibility to abandon 
project, etc. 

Creativity: (Agogué, 2012; Bocquet & 
Mothe, 2010; Eklinder-Frick, et al., 2012; 
Hermans, et al., 2012; Lefebvre, 2013; 
Schmitt, 2011; Visser, 2009)  
(management literature: (Amabile, 1996, 
1998; Amabile, et al., 1996)) 

 Research: (Etzkowitz & Leydesdorff, 1997, 
2000; Leydesdorff, 2000; Tödtling, et al., 
2009) 
(management & medical literature: (Bland 
& Ruffin, 1992; Chawla & Singh, 1998; La 
Porte, 1965; Ryan & Hurley, 2007)) 

 Development: (Guisard, et al., 2010) 
(management literature: (Cooper & 
Kleinschmidt, 1995; Ernst, 2002)) 

Managing 
collaboration 
processes 
(MD#3) 

MD#3a – How to foster collaboration? – 
People-driven vs. Space-driven (which 
tools are the best for which objective?) 

(Bellandi & Caloffi, 2010a; Guisard, et al., 
2010; Le Barzic & Distinguin, 2010; 
Lefebvre, 2013; Maskell, et al., 2006) 

 MD#3b – Who collaborates? Even vs. 
uneven partners (even though diversity is 
important for innovation, linking strong 
and weak partners / SMEs and large 
companies might bear risks) 

(Giuliani, 2013; Huggins & Johnston, 2009; 
Younès, 2011) 
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5 Drivers of pathologies: structural dilemmas 

In the two previous sections we identified and discussed the different political and managerial 

dilemmas found in the literature. In this section we now focus on the structural dilemmas of 

policy-driven clusters. Structural dilemmas are the “soil” on which every policy-driven cluster 

is build. This “soil” has to be taken into consideration as well, because if ignored dilemmas 

can emerge. We are able to distinguish three different types of structural dilemmas (see 

Figure 14): adapting the policy-driven cluster to the life-cycle stages, adapting the policy-

driven cluster to the local culture and adapting the policy-driven cluster to the geographic 

location. 

 

Figure 14: Structural characteristics of policy-driven clusters 

 

 

5.1 Dilemmas on adapting to life-cycle stages 

An important point to take into consideration when implementing policy-driven clusters is the 

evolutionary nature of policy-driven clusters and its members. The cluster policy literature 

particularly focuses on the life cycle stage of policy-driven clusters and the associated risks 

when the policy-driven cluster actions are not adapted to the stage of development of the 

policy-driven cluster. 

 



First part: Literature review - Chapter two 
 

 124

Van Klink & De Langen (2001) insist that clusters should not be considered as static but as 

“dynamic”  and from an “evolutionary perspective”. Each policy-driven cluster is influenced 

by its antecedence and goes through different stages of development. In the embryonic stage 

basic networking elements are for example not even existent (Aziz & Norhashim, 2008). In 

the development stage (Van Klink & De Langen, 2001), the cluster experiences an above 

average growth compared to the average industry growth however the relations within the 

cluster are still unstable. In the expansion stage these relationships are stabilized and 

internally oriented (Van Klink & De Langen, 2001). In the maturation phase, the growth starts 

to slow down and falls below average compared to the average industry growth (Van Klink & 

De Langen, 2001). When this happens, the cluster needs to enter into a transformation phase 

in order to survive, otherwise the cluster might decline (Aziz & Norhashim, 2008). In this 

transition stage, the relationships in the cluster are again unstable (Van Klink & De Langen, 

2001). 

 

A particular case is this last phase where a cluster either manages to enter into a real transition 

or declines. Sadler (2004) for example studied an old industrial region in the UK. Sadler 

(2004) underlines that cluster policies have to be aware and take into account the evolution of 

the cluster because at some point it might be important to “abandon” the current industrial 

orientation of a cluster and reorient the cluster in another direction: “The ongoing process of 

change might involve the deconstruction of one kind of cluster [...] and the potentially 

intensified significance of another cluster” (Sadler, 2004, p. 65). However, Sadler (2004) also 

underlines that it is not at all sure if the remaining connected actors of the region will be able 

to enter into a transformation phase and if the whole cluster discourse “simply detracts from 

the need to take a more holistic approach to regional development” (Sadler, 2004, p. 65).  

 

An important dynamic element to consider when using cluster policies on its territory is thus 

the life cycle stage of the cluster that the policy wishes to develop. Before implementing a 

cluster policy, governments need to analyze the stage of development of the cluster they 

would like to foster in order to determine which type of policy they should actually 

implement. The cluster policy also needs to know what to do with a declining cluster and 

when maybe it is necessary to abandon investments. 

 

The different stages call thus for a pro-active policy making adapted to every stage of the 

policy-driven cluster, ranging from raising awareness and linkages between actors in the 
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beginning towards internationalisation and looking for new ways of development during the 

maturation phase. Fromhold-Eisebith & Eisebith (2005) argue that not only the ways of 

helping the local actors should change with the development of the policy-driven cluster but 

also the involvement of the public authorities. A governments’ top-down approach might be 

useful in the beginning, but a private bottom-up approach better in a more advanced stage of a 

cluster’s development113. 

 

5.2 Dilemmas on adapting to local culture 

Some authors argue that an important element when implementing cluster policies is to take 

into account the local culture. Among the European authors on cluster policies, Gert-Jan 

Hospers, a Dutch economic geography professor, is maybe one of the most critical voices 

regarding the European Union best practice cluster endeavours. Already in 2002, Hospers & 

Beugelsdijk (2002, p. 396), wrote a critical theoretical paper regarding cluster policies and 

that the best practice stance of the European Union might lead to replications that are not 

useful for the specific countries and regions. The different world-wide cluster examples 

should more be seen as “inspirations”  rather than “recipes for successful regional economic 

development” that can be “transferred mechanically” (G.-J. Hospers & S. Beugelsdijk, 2002, 

p. 396). Governments should privilege “unique cluster-based strategies based on an 

assessment of region-specific structural and cultural characteristics” (G.-J. Hospers & S. 

Beugelsdijk, 2002, p. 396). Additionally, Hospers & Beugelsdijk (2002, p. 396) argue that “if 

the preconditions for clustering in a region are absent, governments should not try to create a 

cluster from scratch.”  

 

Also three years later, Hospers (2005) continues to firmly criticise the cluster policy best 

practice approach of the European Commission. For Hospers (2005, p. 457) running behind a 

Silicon Valley best-practice example is not very useful and the Commission should better 

favour diversity among European regions, because only by encouraging diversity the “local 

authorities will be stimulated to attune their clusters to area-specific assets as much as 

possible.”:  

“Borrowing successful policies from elsewhere is seen as a means to speed up European 
regional development and achieve it at lower cost. This EU-driven trend of benchmarking 
leads to the set-up of regional policies with similar objectives, instruments and policy 

                                                 
113 Fromhold-Eisebith & Eisebith (2005, pp. 1265-1266) argue that a “large strategic, comprehensive public 
efforts are probably the better way for improving cluster basics in raising awareness and numbers of includable 
organizations. After foundations are laid potential ought to get further effectuated by a private promotion 
initiative.”  
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concepts. Everywhere in Europe policy-makers claim to aim for ‘regional competitiveness’ by 
creating ‘framework conditions’ for the formation of ‘high-tech clusters’.”(p.452) [However] 
“ at best, they can provide some inspiration, but they entirely fail to be recipes for successful 
regional development.”(p. 456) 

 

And again in 2009, not tired from their claims, and this time integrating more concrete case 

study examples, Hospers et al. (2009, p. 286) continue to repeat that “policy makers should 

move away from strategy aimed at trendy ‘Silicon Somewheres’ towards a no-nonsense 

approach of ‘Regional Realism’”.  

 

Hospers et al. (2009) arguments and case studies are supported by several other empirical 

studies. Fore example, Santisteban (2006) conducted an in-depth analysis of the Basque 

Country’s and Catalonia’s cluster policy initiatives. Even though both regions were motivated 

in the 1990s to start implementing cluster policies, the concrete realisation, support 

mechanisms and evolution of the policies were quite different. For Santisteban (2006, p. 36), 

these examples underline very well that “specific industrial policies” have to be “directed at 

the particular needs of each regional industrial-business system” and that it is not possible to 

ignore the regional pre-conditions and local cultures. 

 

Another interesting study concerning cluster policies and local culture was conducted by 

James (2005). James (2005) conducted an in-depth case study of the high tech cluster in Salt 

Lake City, Utah. The Salt Lake City case is definitely an extreme case to study cluster 

policies because there is a strong local Mormon culture. One main result of James’s study is 

that “physical proximity is less important than cultural or 'relational' proximity” (James, 

2005, p. 1212). Shared cultural conventions, norms, attitudes, values beliefs are much more 

important for doing business than geographical proximity. The Salt Lake City case shows that 

non-like firms (meaning not being Mormon) are excluded in favour of firms of similar 

culture, leading cluster policies to fail in their main objective, namely bridging connections 

between heterogeneous local actors114.  

 

Finally, two last interesting study of local culture and cluster policy are an article written by 

Menu (2010) and an article written by Martinez et al. (2012). Menu (2010) compared three 

                                                 
114 “Dominant tendency within cluster policies is to install the 'right' mix of institutional components deemed 
necessary for an innovative regional economy. In contrast, the present results suggest that the physical 
proximity of firms and other regional institutions, the first usual indicator of a cluster, does not necessarily 
guarantee or automatically generate the cooperative interactions widely theorized to underpin information and 
knowledge spillovers within the region.” (James, 2005, p. 1212) 
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regions - Bretagne in France, Bavaria in Germany and the North-East of England - in order to 

analyse how the regional identities of the three regions play a role in the capability of the 

regions to mobilize the actors to strengthen the local cluster development. Menu (2010) 

concludes that the regional identity seems to play a dynamic resource for economic 

mobilisation and that a region like Bavaria with a strong cultural heritage might have it much 

easier than a region like the North-East of England where far less regional identity exist and 

which thus needs another type of help.  

 

Martinez et al. (2012) on the other hand compared a Spanish and a Mexican cluster and also 

conclude that “knowledge networks differ depending on geographical specific characteristics 

and the resources of the main players. [...] Policy makers should prepare customized public 

programs based on the particular structure of each cluster” (Martinez, et al., 2012, p. 657). 

Additionally, such as James (2005) and his Utah case study, Martinez et al. (2012) conclude 

that just being close to each other is not enough. What counts is being embedded in a 

functioning knowledge network. 

 

Also Doloreux & Shearmur (2009, p. 526), analysing Canadian cluster policies, conclude that 

the Canadian cluster policies did not have the desired effect as they were not adapted to the 

local clusters characteristics. Or Perry (2005, p. 846), analysing New Zealand’s cluster 

initiatives, criticizes that “there has been too much haste in seeking to draw policy 

implications from `natural' clustering experiences” without taking into account the New 

Zealand circumstances. 

 

The problem is that politics currently belief in an universal “cluster credo”, applying the 

same recipe to all types of territories (Ebbekink & Lagendijk, 2013). Additionally, it is very 

difficult to measure “local culture”, and to put it in words. One starting point could be to 

analyse the type of state governance, the type and sector of the policy-driven cluster actors 

and the degree of closeness between them. 

 

5.2.1 Type of state governance: federal vs. unitary country 

The type of state governance might also have an impact on how to conceive the right policy 

for the policy-driven cluster. A difference might exist between unitary and federal countries. 

For example Salazar & Holbrook (2007, p. 1139) urges that policy makers in federal 

countries “need to take into account the specific institutional architecture existing in federal 
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countries to fully appreciate research and innovation patterns at national and regional 

levels” as the implementation process of policy-driven cluster initiatives seem different with 

other dilemmas than in unitary states. Or Cammett (2007, p. 1889) argues that the fostering of 

policy-driven cluster development and innovation is very different in “state-dominated 

political economies” and “political economies”. Cammett (2007, p. 1889) explains that 

“state-dominated political economies may be more amenable to implementing 

macroeconomic and infrastructure-related measures” while “political economies with more 

organized business communities may be better equipped to [immediately] pursue […] inter-

firm linkages”. Also when we recall our discussions on enacting leadership in policy-driven 

clusters, a strong dichotomy can be observed between unitary states (UK and France) and 

federal states (Germany and Austria).  

 

Cluster initiatives face the dilemma where they should be anchored, this problem particularly 

emerges in unitary countries. 

 

5.2.2 Type and sector of activity of policy-driven cluster actors 

The general local specificities discussion goes hand in hand with the local actors discussion. 

The type of local actors that actually forms the cluster. In 1996, Markusen, (1996, pp. 298-

299) published a seminal work where she distinguished five different variants of industrial 

districts (i.e. Marshallian industrial district, Italian industrial district, Hub-and-spoke districts, 

Satellite industrial platforms, State-anchored industrial districts). All these different types of 

industrial districts vary regarding the type of local actors present in the cluster: for example 

predominantly SMEs in Marshallian industrial districts but large headquarter firms in satellite 

industrial platforms. So not surprisingly the current cluster policy literature starts to mention 

that the management structure should be adapted to the type of local actors. 

 

For example Altenburg & Meyer-Stamer (1999) identified three different types of clusters in 

the Latin American region (“Survival clusters of micro- and small-scale enterprises”, “more 

advanced and differentiated mass producers”, “clusters of transnational corporations”) and 

argues that each of these different clusters needs a particular management style. A 

considerable amount of cluster policy studies focus on SMEs cluster (Cumbers, et al., 2003; 

Huggins & Johnston, 2009; Karaev, et al., 2007; Li & Geng, 2012), be it in the United 

Kingdom or in China. 
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Another important element that goes hand in hand with the type of the local companies is the 

sector of activity. For example Coletti (2010) distinguishes between Science & Technology 

clusters (high-tech and medium high-tech sectors) and Industry & Services clusters (medium-

tech and low-tech). Based on a cluster manager survey in different European countries, 

Coletti (2010) concludes that the competences of the cluster managers but also their tasks and 

duties depend on the type of the clusters. For example in Science & Technology clusters 

networking and lobbying was perceived as more important than in the Industry & Services 

clusters. Coletti (2010, p. 686) assumes that the reason for this is the fact that R&D resources 

come, most of the time, from public funds. On the other hand the “identification and 

integration of new cluster members, identification of market opportunities and organisation 

of events are comparably more valuable” in Industry & Services clusters than in Science & 

Technology clusters. Also McDonald et al (2007, p. 46), analyzing UK clusters, underline 

that differences have to be drawn between high technology sectors and manufacturing sectors 

when implementing cluster policies. Their results showed that high technology sectors are 

much more international oriented and therefore “promoting deep and established clusters” 

might be less important. To sum up, policy-driven cluster management needs to adapt their 

services to the type of their local company structure but also to the sector of activity. 

However, this would mean that an ex-ante evaluation would be necessary, something rarley 

done (Gallié, et al., 2012). 

 

5.2.3 Degree of closeness between regional actors 

Another important point to take into consideration before implementing policy-driven clusters 

is the already existing closeness between the local actors. Even when support structure are 

implemented, in case the support structure is not adapted to the local environment the 

management effort seems useless. Eklinder-Frick et al (2014) conducted a longitudinal study 

of a Swedish cluster initiative. They collected quantitative and qualitative data at two points 

of time in order to analyze how social capital influences, positively or negatively, innovation 

processes in the network. Their conclusion was that “despite the aim and effort to generate 

innovation, the network failed to do so” (Eklinder-Frick, et al., 2014, p. 10). One main 

obstacle that they identified was that the managers of the policy-driven cluster have not 

enough analyzed the social structure of the local network which hinders all innovation 

initiatives as they are not adapted to the local environment. Eklinder-Frick et al (2014, p. 10) 

underline that policy-driven cluster managers have to “understand[…] and balanc[e] both 
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collective and individual behavior in network settings” in order to “improve[…] the strategic 

managing of innovation networks” (Eklinder-Frick, et al., 2014, p. 10).  

 

Ciravegna (2012), studying ICT clusters in Costa Rica, also underlines that one of the main 

difficulties in Costa Rica is the reluctance of universities to collaborate with the private 

sector. For Costa Rican universities collaborating with the private sector is still seen as 

something bad. So even though the government wishes to implement cluster policies “social 

obstacles to linkage formation” have to be addressed first in order to reach the wished 

outcomes (Ciravegna, 2012, p. 577). Without doing this initial analysis, the proposed help 

(like for example innovation activities), might fail.  

 

Finally, more general, Fromhold-Eisebith & Eisebith (2005) alert that the type of policy has 

to be adapted to the existing network in the region. In regions “where most actors have so far 

been operating isolated from each other” the best type of “(initial) choice” would be 

“explicit public cluster policies” because they have a “higher internal and external signal 

value” (Fromhold-Eisebith & Eisebith, 2005, p. 1265). However, in regions where 

infrastructure already exists and companies are already slightly connected with each other, 

than bottom-up initiatives would be better.  

 

To sum up, having a good knowledge regarding the closeness of local actors seems to be a 

crucial element for implementing successful cluster policies115.  

 

                                                 
115 Also the management literature distinguishes that there are different phases of collaborations (Gray, 1985; 
Huxham & Vangen, 2005; Kreiner & Schultz, 1993; Lester & Piore, 2006). In each phase other types of 
initiatives are important: The first step often underlines that the “right” kind of members have to be put together 
(Huxham & Vangen, 2005). Lester & Piore (2006) have invented the metaphor of the hostess in this context. The 
hostess has to invite the right kind of people for the cocktail party so that interesting conversations will emerge. 
The first step is always concentrated on identifying the problem or the question that needs to be tackled and to 
identify a requisite number of stakeholders that will be able to communicate on this topic (Gray, 1985). 
However, sometimes it is also just an accidental encounter between two people that gets the conversation going 
(Kreiner & Schultz, 1993). Once the encounter has taken place, it is important to empower the members to 
participate so that no member stays behind (Huxham & Vangen, 2005), but also to keep the conversation going 
between the members and to refresh the conversation when necessary (Lester & Piore, 2006). Additionally the 
members have to belief in a positive outcome, recognize interdependence and consider the endeavour as 
legitimate (Gray, 1985). At the end of course, the objective is to form a formalized collaboration between the 
different members to plan the work and make things happen. However, the maybe important point is to reuniting 
the right kind of people in the beginning and to create an opportunity to discover a collaboration occasion and to 
have an animator that creates the bases for a lively conversation among participants. 
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5.3 Dilemmas on adapting to geographic location 

Another element to take into consideration is the geographic location of the clusters. De 

Propris (2007, p. 341) for example underlines that “clusters can be both engines for local 

development in lagging regions and centres of excellence in the best performing regions”. In 

each case, the cluster policy should be adapted accordingly. The literature discusses this issue 

from two similar but slightly different angles: from the less developed countries vs. developed 

countries angle (degree of development), and from the urban regions vs. periphery regions 

angle (degree of urbanisation). Both literature streams are discussed hereinafter. 

 

5.3.1 Degree of development 

Cluster policies are a worldwide phenomenon. Less developed countries generally consider 

cluster policies as a chance to catch up with the developed world. They incorporated Porter’s 

“American dream” that every country can construct it’s own competitive advantage and reach 

the innovation development stage. For example Bathelt & Zeng (2005) analysed the industrial 

structure of the metropolitan region Nanning in Southern China where no cluster policy 

existed in 2005. They recommend that the implementation of a cluster policy in a less 

developed region such as Nanning, could be “a useful tool to stimulate development if […] 

formulated with care” (p. 1). Also Altenburg & Meyer-Stamer (1999), analyzing several 

Latin American region, or Li & Geng (2012) analyzing Chinese clusters underline that cluster 

policies have to be adapted to the different circumstances prevailing in less developed 

countries. Altenburg & Meyer-Stamer (1999) particularly insist on the fact that the Latin 

American clusters are considerably different from the “complex and innovative clusters” in 

the developed world. According to Altenburg & Meyer-Stamer (1999, p. 1708) the local 

clusters have “main deficiencies in common” particularly regarding their innovation capacity, 

“but the ways to overcome these deficiencies have to be very different.”  

 

5.3.2 Degree of urbanisation 

Some other authors argue that cluster policies not only have to differ between less developed 

countries and developed countries but also within developed countries, namely between urban 

regions and periphery regions. Peters (2005), an American research, for example argues that 

other types of support policies need to be developed for the periphery regions as the cluster 

policies that are normally applied to core regions do not work in periphery regions. Also 

Doloreux & Shearmur (2009) studying the effect of cluster policies implemented in three 
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Canadian regions draw a quite pessimistic conclusion regarding the cluster policies’ effects. 

According to them the cluster policies are often not adapted to and appropriate in all 

circumstances. Doloreux & Shearmur (2009, p. 526) conclude that clustering is actually a 

spontaneous process but additionally it is difficult to build clusters in non-urban regions 

where no entrepreneurship and collaboration culture exist. For them, “it is unlikely that 

cluster policies will succeed unless the [...] sector is already concentrated in or near a large 

urban area and already has some tradition of entrepreneurship and inter-firm collaboration” 

(Doloreux & Shearmur, 2009, p. 526) 

 

5.4 Conclusion 

In this section we discussed the structural dilemmas of policy-driven clusters. Table 18 

summarizes the result of the literature review.  

 

Table 18: Structural dilemmas 
Main 
dilemmas 

Associated dilemmas Examples of authors 

Adapting to 
life-cycle 
stages (SD#1) 

SD#1a – Degree of cluster developement: 
Every stage of a policy-driven cluster needs 
a particular treatment 

(Aziz & Norhashim, 2008; Fromhold-
Eisebith & Eisebith, 2005; Gallié, et al., 
2013b; Sadler, 2004; Van Klink & De 
Langen, 2001) 

Adapting to 
local culture 
(SD#2) 

Considering the local culture (no best 
practices): Not running behind a best 
practice example but adapting cluster 
policies to the particularities of the local 
culture. By differentiating the policy 
according to the type of state governance 
(SD#2a), the type and sector of activity of 
local actors (SD#2b) (for example science 
& technology vs. industry & services), and 
the degree of closeness between regional 
actors (SD#2c) 

(Altenburg & Meyer-Stamer, 1999; 
Cammett, 2007; Ciravegna, 2012; Coletti, 
2010; Eklinder-Frick, et al., 2014; Eklinder-
Frick, et al., 2012; Fromhold-Eisebith & 
Eisebith, 2005; Hospers, 2005; G.-J. 
Hospers & S. Beugelsdijk, 2002; G.-J. 
Hospers, et al., 2009; James, 2005; 
Markusen, 1996; Martinez, et al., 2012; 
McDonald, et al., 2007; S. Menu, 2010; 
Salazar & Holbrook, 2007; Santisteban, 
2006) 

Adapting to 
geographic 
location 
(SD#3) 

Considering the geographic location: The 
degree of development (SD#3a) and also 
the degree of urbanisation (SD#3b) are 
important elements to take into 
consideration.  

(Altenburg & Meyer-Stamer, 1999; H. 
Bathelt & Zeng, 2005; Doloreux & 
Shearmur, 2009; Li & Geng, 2012; Peters, 
2005) 

 

6 Summary of chapter two: overview of organisational dilemmas 

In the second chapter of the literature review we dug into the cluster policy literature in order 

to present and discuss the various cluster dilemmas that develop due to the fact that this 

“geographical and economic” cluster concept entered into the “policy and management” 

realm. Several researchers have a quite critical stance regarding cluster policies (Doloreux & 

Shearmur, 2009, p. 526; Hospers, 2005). In order to start addressing these criticism and 
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maybe overcoming them we decided to conduct a systematic literature review (Tranfield, et 

al., 2003) on cluster polices implemented around the world. This global cluster policy review 

allowed us to distinguish three types of cluster dilemmas – political, managerial and structural 

– that by themselves do not represent any diseases but in case they are not taken into account 

can have a negative impact on the policy-driven clusters and might hinder their full potential. 

Table 19 gives a detailed overview of all the different dilemmas identified in the literature.  
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Table 19: Overview of organisational dilemmas in the cluster policy literature 
Dilemma 
category 

Main 
dilemma 
name 

Associated dilemmas Examples of authors 

Political PD#1 – 
Defining 
boundaries 

PD#1a – Geographical boundary: 
local vs. non-local 

(Chabaud, et al., 2011; Ebbekink & Lagendijk, 2013; 
Gaffard, 2008; Kitagawa, 2005; Younès, 2011) 

  PD#1b – Organisational boundary: 
local vs. national 

(Burfitt & Macneill, 2008; Perry, 2005; Rutherford & 
Holmes, 2007) 

 PD#2 – 
Defining 
subsidies 

PD#2a – Subsidies type: direct vs. 
indirect 

(Burfitt & Macneill, 2008; S. Menu, 2012; Nishimura 
& Okamuro, 2011b; T. Weil & Fen Chong, 2009) 

  PD#2b – Subsidies structure: one-
shop vs. multiple shop strategies  

(Burfitt & Macneill, 2008; Chabault, 2009; Guisard, et 
al., 2010; Lallemand, 2013) 

 PD#3 – 
Defining 
objectives 

PD#3a – General objective: 
industrial excellence vs. regional 
dev. 

(Burfitt & Macneill, 2008; Giuliani, 2013; G.-J. 
Hospers, et al., 2009; Sternberg, et al., 2010; T. Weil & 
Fen Chong, 2008; Younès, 2011) 

  PD#3b – Motivation: intrinsic 
motivation vs. policy prescription 

(Himmelman, 1996; Perry, 2005; Sellar, et al., 2011) 

Managerial MD#1 – 
Managing 
actor 
involvement 

MD#1a – Leadership: who is in 
charge?  

(Burfitt, et al., 2007; Lundequist & Power, 2002; 
MacNeill & Steiner, 2010; S. Menu, 2012) 

  MD#1b – Learning: learning 
capacity vs. administrative 
straightjacket 

(Burfitt & Macneill, 2008; Carré, et al., 2008; Ebbekink 
& Lagendijk, 2013; Gadille, et al., 2013; Gallié, et al., 
2012; Lundequist & Power, 2002; Sotarauta, 2012; T. 
Weil & Fen Chong, 2009) 

 MD#2 – 
Managing 
innovation 
processes 

MD#2a – Which stage matters 
most? Creativity vs. Research vs. 
Development 

Creativity: (Agogué, 2012; Bocquet & Mothe, 2010; 
Eklinder-Frick, et al., 2012; Hermans, et al., 2012; 
Lefebvre, 2013; Schmitt, 2011; Visser, 2009)  
(management literature: (Amabile, 1996, 1998; 
Amabile, et al., 1996)) 

  Research: (Etzkowitz & Leydesdorff, 1997, 2000; 
Leydesdorff, 2000; Tödtling, et al., 2009) 
(management & medical literature: (Bland & Ruffin, 
1992; Chawla & Singh, 1998; La Porte, 1965; Ryan & 
Hurley, 2007)) 

  Development: (Guisard, et al., 2010) 
(management literature: (Cooper & Kleinschmidt, 
1995; Ernst, 2002)) 

 MD#3 – 
Managing 
collaboration 
processes 

MD#3a – How to foster 
collaboration? – People-driven vs. 
Space-driven 

(Bellandi & Caloffi, 2010a; Guisard, et al., 2010; Le 
Barzic & Distinguin, 2010; Lefebvre, 2013; Maskell, et 
al., 2006) 

  MD#3b – Who collaborates? Even 
vs. uneven partners 

(Giuliani, 2013; Huggins & Johnston, 2009; Younès, 
2011) 

Structural SD#1 – 
Adapting to 
the life-cycle 
stages 

SD#1a – Degree of cluster 
developement 

(Aziz & Norhashim, 2008; Fromhold-Eisebith & 
Eisebith, 2005; Gallié, et al., 2013b; Sadler, 2004; Van 
Klink & De Langen, 2001) 

 SD#2 – 
Adapting 
to local 
culture 
 

SD#2a – Type of state governance: 
federal vs. unitary country  
SD#2b – Type and sector of activity 
of policy-driven cluster actors 
SD#2c – Degree of closeness 
between regional actors 
 

(Altenburg & Meyer-Stamer, 1999; Cammett, 2007; 
Ciravegna, 2012; Coletti, 2010; Eklinder-Frick, et al., 
2014; Eklinder-Frick, et al., 2012; Fromhold-Eisebith 
& Eisebith, 2005; Hospers, 2005; G.-J. Hospers & S. 
Beugelsdijk, 2002; G.-J. Hospers, et al., 2009; James, 
2005; Markusen, 1996; Martinez, et al., 2012; 
McDonald, et al., 2007; S. Menu, 2010; Salazar & 
Holbrook, 2007; Santisteban, 2006) 

 SD#3 – 
Adapting 
to geographic 
location 

SD#3a – Degree of development  
SD#3b – Degree of urbanisation 

(Altenburg & Meyer-Stamer, 1999; H. Bathelt & Zeng, 
2005; Doloreux & Shearmur, 2009; Li & Geng, 2012; 
Peters, 2005) 
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Chapter 3:  Literature gap and problem statement 

During the 1980s and 1990s, Western economies experienced profound transformations. 

Economic growth has been more and more driven by the production of knowledge, the 

collaborations between economic actors at regional level, and the structure provided by 

institutions. These knowledge-, regional- and institutional- turns have triggered renewed 

innovation and competitiveness policies in which a country’s competitiveness is no longer 

measured by its sole capacity to produce but by its capacity to innovate. In this new economic 

paradigm, the concept of “cluster” was progressively praised by public and private economic 

actors, as it appears as a powerful articulator to create and share knowledge, to foster 

innovative and collaborative projects and to generate growth and competitiveness at a 

regional scale. Political actors, companies and academics progressively mobilized clusters to 

spore competitiveness, and even create a “national competitive advantage”. As a result, 

cluster policies, cluster initiatives, and cluster organizations multiplied. 

 

However, the term “cluster” in itself is often ill defined and source of confusion (R. Martin & 

Sunley, 2003).  

- First, clusters actually already existed before they entered the political realm. It is 

thus necessary to distinguish between policy-driven clusters and spontaneous clusters. 

Instead of focusing on “spontaneous clusters”, which have “been a result of the 

spontaneous concentration of the key factors enabling [the cluster’s] birth and 

development” (Chiaroni & Chiesa, 2006, p. 1073), and which have been abundantly 

studied in the literature, we will focus in this thesis on “policy-driven clusters”, 

“where the trigger was the strong commitment of governmental actors whose 

willingness was to set the conditions for the development of the […] cluster” (Chiaroni 

& Chiesa, 2006, p. 1073). For instance, the Silicon Valley is often considered as a 

cluster, but it strongly differs to the clusters that are fostered by a specific public 

policy; 

 

- While some researchers consider policies that foster policy-driven clusters to be an 

“economic weapon” (Aziz & Norhashim, 2008) that will help the country to stay 

upfront in the global competitiveness race, other scholars tend to be more critic 

towards cluster policies. They argue that policy-driven clusters are not reaching their 
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goals and that politics’ belief in a universal “cluster credo” is not realistic (Ebbekink 

& Lagendijk, 2013). Some researchers even argue that policy-driven clusters just 

became a “flavor of the month” (2009, p. 526) or essentially a “buzz word” for policy-

makers (Lundequist & Power, 2002, p. 699); 

 

- Finally, there seems to be a growing discrepancy between policy-driven clusters’ 

goals on the one hand, and their means and processes on the other. This discrepancy is 

related to the fact that policy-driven clusters are by nature multi-level organizational 

objects, that put together policy makers, local agencies, companies of all sizes, 

universities,… Thus, the distinction between the initial intentions of cluster policies 

and their operationalization on the field becomes blurry. Therefore, Kiese & Wrobel 

(2011, p. 1708) recently alerted the cluster policy research community to draw a strict 

line between “clusters vs. cluster policies, initiatives and organizations” and that the 

associated research streams are not the same. Swords (2013, p. 369) for example also 

underlined that the transformation of a cluster policy into concrete policy-driven 

cluster actions creates several dilemmas that are not addressed by the research 

community: “despite libraries of incredibly useful books and articles on clusters, 

there remains an absence of work which interrogates the translation of clusters into, 

and then through local and national policy”. Also Ebbekink & Lagendijk (2013, p. 

737) point to the fact that we have to start investigating “cluster policy as a policy 

challenge”. 

 

In this literature review we have shown that their exists numerous dilemmas that those who 

implement policy-driven clusters have to face. However, sometimes a “wrong” direction 

might hinder the cluster policies to reap the main benefits that were predicted during the 

1980s and 1990s, namely generating more innovation, increasing employment and 

competitiveness. The objective of this thesis is to focus on these dilemmas that emerge when 

implementing policy-driven clusters. These dilemmas are particularly emerging due to the 

“multi-level and multi-actor” nature of policy-driven clusters (Burfitt & Macneill, 2008, p. 

492; T. Weil & Fen Chong, 2009). In the beginning of the 21st century, Martin & Sunley’s 

(2003, p. 5) underlined that the “the cluster concept should carry a public policy health 

warning” and also recently Hospers et al (2009, pp. 297-298) advocate that the best motto for 

officials in charge for cluster policy is perhaps: “If you can’t help, please do not harm”. In 

order to overcome a “simple” health warning or the avoidance of cluster policies because one 
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does not want to do any harm, we considered necessary in a first step to establish a taxonomy 

of potential dilemmas produced by the implementation of policy-driven clusters and in a 

second step to analyse which kind of side-effect pathologies these dilemmas create. 

 

Instead of continuing to analyse in a Porterian manner the “anatomy of clusters”, we suggest 

to study the organisational dilemmas that policy-driven clusters face and that generate side-

effect pathologies. We thus propose to start studying the “pathology of clusters”. This 

approach enables us to address the problems of policy-driven clusters, little studied and not 

well understood so far (Ebbekink & Lagendijk, 2013; Swords, 2013). Burfitt & Macneill 

(2008) already started to investigate the different challenges faced by cluster policies. In their 

theoretical paper they identified for example two main challenges “operational and 

managerial challenges” and “political challenges”. To the “operational and managerial” 

challenges they count for example the identification of clusters and the management of cluster 

policies, while to the “political challenges” they count the designation of clusters, the 

drawing of boundaries and the relationship between cluster organizations and politics. In this 

thesis, we conducted a systematic literature review (SLR) (Tranfield, et al., 2003) to explore 

empirical cluster policy case studies that were conducted all over the world. This type of 

systematic literature review, stemming from the medical realm (Mulrow, 1994; Thorpe, et al., 

2005), allowed us to establish a taxonomy of different pathologies, based on existing 

empirical studies and to enlarge the first work of Burfitt & Macneill (2008). 

 

To sum up, we define “pathology” in a cluster setting as the visible managerial symptoms that 

policy-driven clusters may endure. In this thesis we wish to demonstrate how some of these 

pathologies are directly generated by “organizational dilemmas”, i.e. a set of decisions and 

choices for which there is no “one best choice”. By privileging one direction over another in 

such dilemmas, side-effect pathologies can emerge. 

 

Our problem statement is:  

Implementing cluster policies produce organisational dilemmas that generate side-

effect pathologies. 
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And we defined three associated research questions: 

RQ1: What are the organisational dilemmas that can be observed in the 

implementation of the French cluster policy (the case of HCPR)?  

RQ2: To which extend do these organisational dilemmas generate side-effect 

pathologies?  

RQ3: How can the knowledge of these pathologies benefit to cluster policy 

(implementation and evaluation)?  

 

Figure 15 schematizes the relations between our different research questions. From a 

theoretical point of view we first have to understand which dilemmas exist because dilemmas 

can create side-effect pathologies. However, on the field one has to first thoroughly 

decompose the general view and identify the different pathologies before it is possible to go 

“upstream” again (towards the dilemma) and give sense to the whole. Going upstream from 

the field will also allow identifying how the knowledge of these pathologies benefit to cluster 

policy implementation and evaluation. 

 

Figure 15: Problem statement and research questions 

 

 

This thesis will allow us to make a theoretical contribution to the cluster policy literature 

because for the time being, there is not only the problem that “few empirical studies with 

micro data have been conducted […] on the effects of cluster policies” (Nishimura & 

Okamuro, 2011b, p. 715), but also that view studies about cluster policy challenges exist 

(Burfitt & Macneill, 2008; Ebbekink & Lagendijk, 2013). 
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SECOND PART: RESEARCH DESIGN AND EMPIRICAL CONTEXT 

The second part of this thesis concentrates on the research design and the empirical context. 

In chapter four we present the research design of our case study. We justify our case study 

approach and discuss our research quality criteria. In chapter five and six we give a detailed 

description of the empirical context of our case study. In chapter five we first embed the 

French cluster policy in its European context and then discuss the French relationship to 

policy driven clusters. Finally, in chapter six we explain in detail the specificities of the 

French cluster policy under review, give an overview of the policy-driven clusters in the Paris 

Region, and finally focus on HCPR, the cluster that will be under review during our 

fieldwork. 
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Chapter 4:  Research design 

In this chapter we first explain the reasons that drove us to choose a single “case study” 

methodology approach (Eisenhardt, 1989; Flyvbjerg, 2006; Yin, 2009). Additionally, as case 

studies are often criticised (Flyvbjerg, 2006) we give a detailed justification why we are 

convinced that it is the best approach to tackle our three research questions. Second, we focus 

on the different research quality criteria (Gibbert, Ruigrok, & Wicki, 2008; Yin, 2009) such as 

external validity, construct validity, reliability and internal validity to assure the value of our 

research.  
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1 Using a “case study” approach: justification and usefulness 

The type of research methodology we chose for this thesis is the case study approach 

(Eisenhardt, 1989; Yin, 2009). The case study approach is a widely used and accepted 

methodology in cluster studies (Angel, 1991; Dayasindhu, 2002; Feldman & Francis, 2003; 

Harrison, Cooper, & Mason, 2004; Lissoni, 2001; Longhi, 1999; Maillat, Lecoq, Nemeti, & 

Pfister, 1995; Van Klink & De Langen, 2001; Waxell & Malmberg, 2007), and more 

particularly also in cluster policy and policy-driven cluster studies (Bidan & Dherment-

���������		
���
���������		����
��%�#��&���	 ���'�� &er, 2003; Retour, 2009b).  

 

There are three main reasons why we consider that the case study approach is the best 

approach for investigating our three research questions: 

� First of all, case studies are particularly useful “in the critical, early phases of a new 

management theory, when key variables and their relationships are being explored” 

(Gibbert, et al., 2008, p. 1465). For the time being our knowledge on the challenges of 

implementing cluster policies is very limited (Burfitt & Macneill, 2008; Ebbekink & 

Lagendijk, 2013; Swords, 2013). In order to develop a stronger theory of policy-

driven cluster management and implementation we still need more exploratory studies 

that will allow us to formulate more precise hypothesis. 

� Second, case studies “are typically carried out in close interaction with practitioners, 

and they deal with real management situations” (Gibbert, et al., 2008, p. 1465). 

Therefore, the case study approach “represent a methodology that is ideally suited to 

creating managerially relevant knowledge” (Gibbert, et al., 2008, p. 1465). Cluster 

studies are increasingly confronted with a relevance gap (Kiese & Wrobel, 2011; R. 

Martin & Sunley, 2003; Swords, 2013) due to the difficult process of transforming the 

theoretical knowledge of the “cluster” concept into an operational knowledge on how 

to manage policy-driven clusters. Using a case study approach will thus allow us to 

increase our capacity to produce “relevant knowledge”, important for the ones who 

whish to implement and evaluate policy-driven clusters. 

� Finally, the case study approach is recommended by Schmiedeberg (2010) as one of 

several cluster policy evaluation methodologies, next to econometric methods, 

systemic approaches (i.e. I/O-analysis, Network analysis, Benchmarking), cost-related 

approaches, and reporting. The advantage of using a case study approach to evaluate 
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cluster policies “lies in their intuitive understanding, flexibility and in-depth view” 

which allows showing “the mechanisms of cluster development in detail” 

(Schmiedeberg, 2010, p. 404). 

 

However, even though case studies bring numerous advantages, they are also heavily 

criticized (Flyvbjerg, 2006). Flyvbjerg (2006) summarized these criticisms in five points and 

argues why these criticisms are, according to him, not true. We share the opinion of Flyvbjerg 

(2006, p. 221) and discuss his arguments hereinafter. This will allow us to further confirm 

that a case study is particularly adapted to our research endeavour. 

 

“Context-dependent knowledge” criticism: The first criticism that is often put forward is that 

“context-dependent knowledge”, as produced in case studies, is less valuable than “context-

independent knowledge”, as produced with for example econometric methods. Through the 

discussion of several examples, Flyvbjerg (2006) argues why this is, according to him, not 

true. We will just pick up one point that is particularly appealing to us as a young researcher 

with the objective to improve our understanding of cluster policy implementation and 

evaluation. Flyvbjerg (2006, p. 223) underlines that case studies “are important for 

researchers’ own learning processes in developing the skills needed to do good research” 

and to become in the long run specialists of their field. As already explained in the preface of 

this document, in our Master thesis (A. Glaser, 2007) but also at the beginning of our PhD 

(Gallié, et al., 2013b; A. Glaser, et al., 2012) we analysed clusters with quantitative data and 

statistical procedures and thus stayed at “great distance to the object of study” (Flyvbjerg, 

2006, p. 223). At the beginning of our PhD we had access to the official French cluster-policy 

evaluation data (CMI & BCG, 2008) that allowed us to do statistical analysis regarding the 

performance differences of policy-driven clusters. We identified performance differences 

according to policy-driven clusters’ pre-existing R&D activities (Gallié, et al., 2013b) and 

their governance structures (A. Glaser, et al., 2012). Additionally we classified the different 

policy-driven clusters in more homogenous sub-groups. However, little by little, we 

increasingly questioned whether policy-driven clusters can and should be measured by for 

example their capacity to attract R&D subsidies or the number of SMEs in their governance 

board, and what this information actually tells us. It was clear for us that if we wish to 

continue working in the cluster policy field and more particularly in the evaluation field 

(Gallié, et al., 2012; Gallié, et al., 2014) we had to dig into the policy-driven clusters and 

leave our office and go to the field. It was at this point that our “journey to the centre of 
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cluster policies” started to prevent doing research that “leads to ritual academic blind alleys, 

where the effect and usefulness of research becomes unclear and untested” (Flyvbjerg, 2006, 

p. 223). We are convinced that in order to produce accurate “context-independent 

knowledge”, researchers have to first learn and produce “context-dependent knowledge”. This 

thesis should thus also be seen as one element in our learning path towards becoming a 

policy-driven cluster specialist that in fine will be able to draw from its “context-dependent 

knowledge” developed thanks to this research, to generate more reliable interpretations when 

facing “context-independent knowledge” in the future.  

 

“Generalisation” criticism: The second criticism that is constantly put forward by critics is 

that generalisation is not possible from a single case study, so case studies “cannot contribute 

to scientific development” (Flyvbjerg, 2006, p. 227). However, Flyvbjerg (2006, p. 227) 

argues that “a purely descriptive, phenomenological case study without any attempt to 

generalize can certainly be of value”. Case studies are even essential for the generalisation of 

theories as they allow a constant “critical reflexivity”, particularly in social sciences 

(Flyvbjerg, 2006, pp. 227-228). For Popper something is true (“all swans are white”) as long 

as the argument is not falsified (1959). However, as soon as “one observation does not fit 

with the proposition” (the “black swan”), the proposition “is considered not valid generally 

and must therefore be either revised or rejected” (Flyvbjerg, 2006, p. 228; Popper, 1959). 

This process leads to “further investigations and theory building” (Flyvbjerg, 2006, p. 228). 

Case studies, because they are close to the field, are ideal devices to keep the scientific engine 

going and to bring “falsification” elements to contradict generalised theories. For example, 

the general political tenor in France is that subsidising collaborative R&D projects will help 

building a functioning cluster ecosystem. The president of the policy-driven cluster that we 

investigated also put forward during a speech that his objective is to create a cluster spirit 

where everybody is working together in a trust relationship. This can certainly be the case, but 

our data also show that the R&D subsidies associated to the policy-driven cluster can create 

distrust between the policy-driven cluster governance and the companies. Additionally, the 

subsidies linked to the policy-driven cluster seem to create more lobbying behaviour than idea 

generation moments. Even though there are policy-driven clusters in France where everything 

seems to function perfectly, the knowledge we gained from our “black swan” case study will 

help rethinking how a policy-driven cluster works, can be implemented and evaluated. 
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“First stage of research” criticism: This criticism is directly linked to the “generalisation 

criticism. There is a general belief that case studies are “most useful for generating 

hypotheses” and “other methods are more suitable for hypotheses testing and theory 

building” (Flyvbjerg, 2006, p. 221). However, Eckstein (1975), a political scientist, even 

argues that case studies are “better for testing hypotheses than for producing them” 

(Flyvbjerg, 2006, p. 229). For this the case selection process is though very important 

(Flyvbjerg, 2006). In order for a case study to bring an added value, it has to be chosen 

carefully, as a “representative case or a random sample” might be less useful for generating 

new knowledge (Flyvbjerg, 2006, p. 229). For Flyvbjerg (2006, p. 229). “atypical or extreme 

cases often reveal more information because they activate more actors and more basic 

mechanisms in the situation studied”. We will still discuss our case selection process in more 

detail in the “research quality assurances” section, for the time being we just underline that 

our case study is an “atypical” case in the Paris Region, as the investigated policy-driven 

cluster is, among the Paris Region policy-driven clusters, the lowest ranked policy-driven 

cluster during the first (CMI & BCG, 2008) and second official cluster policy evaluation 

(Erdyn, et al., 2012). Finally, this case study is also a-typical because of the number and 

intensity of difficulties, especially managerial difficulties that this specific cluster 

experienced. This troubled situation has driven us to specifically highlight pitfalls, dilemmas 

and pathologies that would of course not be as present in a majority of clusters.  

 

“Subjective bias” criticism: Another major criticism regarding case studies is the assumption 

that they have the “tendency to confirm the researcher’s preconceived notions” (Flyvbjerg, 

2006, p. 221). However, Flyvbjerg (2006, p. 221) gives a range of examples that show that 

“researchers who have conducted intensive, in-depth case studies typically report that their 

preconceived views, assumptions, concepts, and hypotheses were wrong and that the case 

material has compelled them to revise their hypotheses on essential points”. When we left our 

office in 2010 to start our “journey to the centre of cluster policies”, we were most motivated 

to understand how collaboration and innovation is created by policy-driven cluster 

organisations. When we started our investigation process we already knew that HCPR is 

apparently a special case, was evaluated low during the first policy-driven cluster evaluation 

(CMI & BCG, 2008), but we still thought that this will improve during the second policy-

driven cluster phase and we will be able to observe how they build collaboration and foster 

innovation in the region. We were interested in working on the main assumption of why 

policy-driven clusters exist: innovation and collaboration. Both topics are intensively 
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discussed in the cluster literature (Engel, et al., 2013; Giuliani, 2007; Lefebvre, 2013; 

Liyanage, 1995). However, our fieldwork led us to completely revise our initial assumption 

because behind the scene the observed “pathologies” were too strong, innovation and 

collaboration were somehow pushed in the background, as our fieldwork discussion will 

show. Also Flyvbjerg (1998) conducted an in-depth case study on “urban politics and 

planning in the city of Aalborg” and observed little by little that his initial hypotheses were 

not accurate any more. At some point this experience was very “frustrating”  because he 

thought that all his collected data was worthless (Flyvbjerg, 2006). It took him some time to 

realize that he had to change his initial assumptions and change his angle of observation. 

Today he thinks that “one must be prepared for such incidents” (Flyvbjerg, 2006, p. 231) and 

that it even increases the value of in-depth case studies. We completely understand what he 

means because we had a very similar fieldwork experience.  

 

“Not possible to develop propositions” criticism: Finally, the last criticism that is often put 

forward is that “it is often difficult to summarize and develop general propositions and 

theories on the basis of specific case studies” (Flyvbjerg, 2006, p. 221). Flyvbjerg (2006) 

argues, that this is not the objective of in-depth case studies and that the “thick” descriptions 

are important. By saying this Flyvbjerg (2006) takes a different stance than other case study 

specialist such as Eisenhardt (1989) and Yin (2009)). According to Flyvbjerg (2006), these 

“thick” descriptions allow capturing a wide audience with different interests to learn in the 

best possible manner from the new insights and use the new findings for their own research 

endeavours. However, a lot of in-depth case study researcher are “haunted” by the question 

“Who will want to learn about a case like this, and in this kind of detail?” (Flyvbjerg, 2006, 

p. 237) and thus find it difficult to assume a detailed description. However, for Flyvbjerg 

(2006) this should not be “haunting” them and refers to Nietzsche (1969, p. 238) who says 

that it is the “focus on “little things””  that counts. We also had a lot of difficulties in finding 

the right balance between on the one hand assuming a very thick description and on the other 

hand trying to summarize our ideas and slightly gaining in abstraction something that is 

advocated by case study specialists such as Eisenhardt (1989) and Yin (2009). We hope to 

have found a good balance between both approaches. 
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2 Research quality assurance 

According to Yin (2009), Eisenhardt (1989) or Gibbert et al. (2008) there are several criteria 

that need to be respected in order to build high quality case studies: external validity, 

construct validity, reliability, and internal validity. Every quality test is associated to a certain 

research phase and has specific measures that need to be taken into account (see Table 20). 

Hereinafter, we will now discuss the different quality criteria in the light of our case study. 

 

Table 20: Case study quality criteria 
Research Phase Tests Measures 
Research Design External validity 1. Clear rational for case study selection 
  2. Detailed description of case study context 
  3. Cross-case analysis 
   
Data collection Construct validity 1. Data triangulation 
  2. Establishment of a clear chain of evidence 
 Reliability  1. Case study protocol 
  2. Case study database 
   
Data analysis Internal validity 1. Theory triangulation 
  2. Pattern matching 
  3. Clear research framework 

Source: (Gibbert, et al., 2008; Yin, 2009) 

 

2.1 Research design: external validity  

We already addressed the problem of “generalizability”, also called “external validity” 

(Gibbert, et al., 2008), when we discussed the criticisms that are often addressed to case study 

researchers (see section one of this chapter and the discussion of Flyvbjerg’s (2006) article). 

The problem is that there is an “intuitive belief that theories must be shown to account for 

phenomena not only in the setting in which they are studied, but also in other settings” 

(Gibbert, et al., 2008, p. 1468). However, case studies, be it single or multiple, do not “allow 

for statistical generalization” (Gibbert, et al., 2008, p. 1468), i.e. to draw conclusions that can 

be applied to the whole population. However, even though no statistical generalization is 

possible with case study research, analytical generalization is possible (Eisenhardt, 1989; 

Gibbert, et al., 2008; Yin, 2009). According to Yin (2012, p. 18), analytical generalization 

uses “a study’s theoretical framework to establish a logic that might be applicable to other 

situations.” The end result is a “carefully posed theoretical statement, theory, or theoretical 










































































































































































































































































































































































































































































































































































































































































































































