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Victor Hugo
The question this thesis stems from is: "To which extent weather controls the life cycle of forest fires in the Mediterranean?". The analysis developed here is based on remotely-sensed fire data, meteorological reanalyses and numerical simulations.

A large part of the thesis work focused on the impact of weather on wildfires. First I showed that weather controls the life cycle of forest fires very tightly when these fires are large enough. Many factors are crucial: the strength of the heatwave, the precipitation deficit in month preceding the summer season and finally wind speed. The relationship between fire size and wind was found very atypical by comparison with other regions (Asia, Central Europe). The largest burned areas are observed for either low wind speeds or high wind situations, with a minimum for moderate winds. This counter-intuitive behavior is observed solely during heatwaves. The causes of these different types or fire/wind relationships were identified. These results allowed to build the foundations of a statistical modeling framework that can be used to forecast not just fire risk but also the distribution of fire size and intensity. This step towards forecasting is innovative and much more informative than fire risk modeled currently used.

A second part was written about on the impact of fires on local weather. I designed a numerical sensibility study of the August 2003 Portugal fire event. In this study, I showed the triggering of inland breezes over the burned areas strengthening convection. I studied the sensibility of this phenomenon with respect to the dynamical and land-use resolution in the model. Finally I showed that burned area were favorable to increased cloudiness with an effect of increased precipitation risk (even if the precipitation signal stays very weak over the unique studied month).
Résumé

La question à la base de cette thèse est "À quel point la météorologie contrôle le cycle de vie des feux de forêts en Méditerranée?". L’analyse développée repose sur des observations satellitaires de feux, des réanalyses d’observations météorologiques et des simulations numériques.

Une grande partie du travail de thèse a porté sur l’impact de la météorologie sur les feux de forêts. Il a été tout d’abord montré que la météorologie contrôle très fortement le cycle de vie des feux, quand ces feux sont très grands. Plusieurs facteurs sont déterminants : l’amplitude de la canicule, le déficit de précipitation des mois précédant la période estivale et enfin le vent. La relation entre surface brulée et vent s’est d’ailleurs révélée très atypique par rapport à d’autres régions du monde (Asie/Europe Centrale). Les plus grandes surfaces brulées sont observées soit pour des vents faibles, soit pour des vents forts avec un minimum aux vents intermédiaires. Ce comportement contre-intuitif n’est observé que pour les épisodes caniculaires. Les causes de ces différents types de relation feux-vent ont pu être identifiées. Ces travaux ont permis de poser les bases d’une modélisation statistique pour envisager la prévision non seulement du risque de feux mais du niveau d’extension et d’intensité du feu. Cette démarche vers la prévision est innovante et bien plus informative que les modèles de risque de feux en opération actuellement.
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Chapter 1

Introduction

The 2003 fires in Portugal, the 2005 fires in Galicia, the 2007 wildfires in Greece. These are all fire events in recent European history that shaped our vision of what wildfires can be. Figure 1.1 shows the evolution of the number of fires and accumulated fire size per country in the 1998–2010 time period (San-Miguel-Ayanz et al., 2013). We see that large-fire-size events, called "megafires" happened regularly all over the Mediterranean Basin. Their important costs, both in terms of lost human lives and landscape degradation, made wildfires a subject of concern for Euro-Mediterranean populations, especially with the uncertainties of a changing climate. Fire is the most important natural threat to forests and wooded areas of the Mediterranean basin. It destroys many more trees than all other natural calamities: parasite attacks, insects, tornadoes, frost, etc. Vegetation fires burnt an average 200,000 ha annually in the Mediterranean Basin between 1960 and 1970; the figure attained over 400,000 ha in the 1970’s and over 600,000 ha in the 1980’s. This three fold increase over 20 years is turning into an annual summer-catastrophe in the Basin, in spite of heavy investments and large budget expenditure spent to prevent and combat the scourge (Le Houérou, 1987). As stated in the first sentence of this introduction, the 2003 wildfires of Portugal are a good example of the amount of damage that large wildfires can cause in the Mediterranean region. More than 57% of the burnt area in the EU occurred in Portugal that year and over 420000 ha were burnt (EFFIS, 2003), with an accumulated cost amounting to 1 billion euros (UNEP, 2004).

Wildfires are conditioned by many factors such as the topography, the land use (Carmo et al., 2011) but also past and concomitant weather (Flannigan et al., 2009). They control the spread and thus the size of the fire, but also its intensity. The size of the fire is a diagnostic of the large and long-lasting imprints of the fire on the environment. The intensity is related to how difficult to control the fire is. It also partly explains the amount of atmospheric emissions of the fire and how high will the smoke plume rise. Weather during the fire episode is essential. Indeed, the wind speed determines the rate of spread of the fire and the fire-line intensity (Rothermel, 1972). Few weeks before the fire episode, wind speed,
insolation, humidity and temperature influence fuel moisture by controlling water fluxes in dead and live fuels (Aguado et al., 2007, Castro et al., 2003, Matthews, 2006, Sharples et al., 2009) whereas few months to several years before, they mainly control the vegetation growth and so the fuel amount. For instance, Stéfanon et al. (2012a) show that a springtime meteorological drought, characterized by several months of cloudiness and precipitation deficit, leads to unusually high solar radiation which is beneficial for vegetation growth. In 2003, this unusual excess of vegetation lasted until the end of July when the vegetation started dying leading to large fuel amount and low fuel moisture, favorable to high fire risk. Meteorological conditions propitious to high fire risk have already been investigated in previous work. Flannigan et al. (2001) showed that warm, dry and windy days are correlated to higher burnt area, and that certain synoptic conditions such as the breakdown of an upper blocking ridge lead to particularly favorable conditions for wildfires. Before this work, Flannigan and Harrington (1988) already observed that, in Canada, high fire risk was associated with long sequences of dry and low precipitations days. In the Mediterranean region, Pereira et al. (2005) found that days with large burnt area in Portugal are concomitant with atmospheric blocking regimes in summer, as can be seen in Figure 1.2. These findings are corroborated by Hoinka et al. (2009) and Levin and Saaroni (1999), which find characteristic synoptic patterns associated with wildfire occurrence in Iberia and Israel respectively.

Conversely, burnt scars left by wildfires can impact meteorology by changing the heat flux balance at the surface. Mölders and Kramm (2007) showed that in boreal regions fires tend to thaw the permafrost
FIGURE 1.2: Composite of 500-hPa (contours) and 850-hPa temperature anomalies (colors) corresponding to the top 10% days in terms of recorded fire size (Pereira et al., 2005). Points under the 99% confidence level are not shown.

layer of the soil, blacken the surface and decrease the roughness length. These surface heterogeneities induce meso-scale circulations (Avissar and Schmidt, 1998, Pielke et al., 1991, Segal et al., 1988) which can have consequences on the local meteorology (Kilinc, 2007, Wendt et al., 2007). Tryhorn et al. (2008) also showed evidence of the link between flash floods that occurred in the Alpine Shire, Australia with 37.2 mm recorded precipitation. The numerical experiment showed that without accounting for the fire occurrence the simulated precipitation were 3.9 mm versus 31.7 mm when accounting for the fire occurrence. At a larger time scale, Görgen et al. (2006) showed by using a fire/regrowth scheme in a climate model, that the vegetation regrowth time scale depends on the intensity of the fire.

In the Mediterranean, temperature anomalies (Bedia et al., 2014) and summer droughts (Dimitrakopoulos et al., 2011) are also critical to explain fire occurrence. On longer time scales, the aridity level is also linked with large fire occurrence (Pausas and Paula, 2012). In Greece, Koutsias et al. (2013) found a positive correlation between 2 years lagged precipitations and burnt area. This climatic driving of burnt area will be impacted by climate and land cover changes. In particular the combination of several factors including rural depopulation and increased fire frequency due to rising temperatures in southern Europe could lead to a general change in the dominant vegetation species, with a predominance of shrublands over forested areas (Moreira et al., 2011). Other studies suggest that the change in fire regime will be different whether the climate shifts towards warmer-drier (less fire activity) or warmer-wetter (more fire activity) conditions in the Mediterranean Basin (Batllori et al., 2013), a question which remains unanswered.
In this thesis I wish to shed light on the physical mechanisms that link wildfire characteristic properties such as their size and intensity to weather phenomena. We will focus on three primary scientific objectives:

- What are the meteorological conditions favorable to wildfires in the Mediterranean area?
- How can we improve the forecasts of fire danger in this region?
- To which extent burnt scars impact local weather?

It seems logical and intuitive that heatwave situations, characterized by low wind speeds, high temperature anomaly and the extreme drying of the forests they trigger, would be linked to large wildfire occurrence. Paradoxically high winds should also lead to large wildfires, as such is suggested by early mathematical implementation of fire rate of spread (Rothermel, 1972). Indeed the strong oxygenation driven by the wind kindles the fire even further. To study this paradox we should first gather extensive data sets over the Euro-Mediterranean region. This has been made possible by satellite observations. Here we use data from the Moderate Resolution Imaging Spectroradiometer (MODIS) instruments, on board of NASA Terra and Aqua satellites since 2003, which provides maps of new burnt area and instantaneous fire intensity over the globe four times a day. Linked with meteorological reanalysis provided by the European Centre for Medium-range Weather Forecasts (ECMWF), these data will help us study the behavior of fire size and intensity with respect to wind speed, synoptic patterns and heatwave occurrence. This will help us answer our first question.

Stemming from our new understanding of specific phenomena governing fire size and intensity, our next step will be to statistically model these two parameters with respect to weather. Our main goal will be to derive probabilities that, knowing that a fire began to spread, its size will exceed a large threshold or its intensity will be so high that firefighters will not be able to control it. To get to this goal I first studied the statistical distribution of these two fire parameters. Then I designed a methodology to infer their conditional distribution with respect to weather covariates in order to compute the extreme fire probabilities. These final probabilities could then be used in a fire danger assessment system, alongside with other modern methods such as burn probability maps (Miller et al., 2008) or real-time physical simulations of fire spread (Kochanski et al., 2013).

Focusing on the third objective I used the Weather Research and Forecast (WRF) atmospheric model and considered as an example the 2003 fires of Portugal. I used different models to take into account the land-surface modifications that fire induces. They correspond to different ages of the fire burnt scar and allow the assessment of the this parameter on the atmospheric flow modifications. Dynamical and land-use downscaling was performed to test the robustness of the results.
This thesis will be organized as follows. In Chapter 2 I will focus on the links between heatwaves, synoptic patterns and wind speed and large wildfires. In Chapter 3 contains my findings about the computation of extreme fire probabilities. In the following Chapter 4 I will discuss the impact of burnt scars on meteorology. Chapter 5 contains the general conclusion of this Ph.D. thesis manuscript and indications for further work on the topic.
Chapter 2

Influence of meteorology on wildfire size and intensity

This chapter is the synthesis of two articles Hernandez et al. (2015c) and Hernandez et al. (2015a), published in Natural Hazard and Earth System Sciences and Annales Geophysicae respectively.

![Figure 2.1](image)

**Figure 2.1:** 10-years cumulated burnt area (in ha) for each 10-km-regridded MODIS MCD64A1 fire product grid cell over the Euro-Mediterranean region (in colors). The Mediterranean domain (MED) and central eastern Europe domain (EAST) are identified by black boxes.

The study domains of both sections is displayed in Figure 2.1. The Mediterranean domain, called MED in the following, encompasses all the Mediterranean Basin and is dominated by forests and chaparral. The Eastern Europe domain (EAST in Section 2.4) covers western Ukraine and here agricultural fields are prevalent. These two domains also differ by their aridity levels (the Mediterranean Basin is drier than the Eastern Europe area) and their orography, the landscape being much flatter in the Eastern Europe region.
Chapter 2. Influence of meteorology on wildfire size and intensity

In the first section of this chapter we investigate the synoptic conditions favorable to wildfires in the Mediterranean region, in terms of fire intensity and burnt area. As reported in the literature, Mediterranean large wildfires are associated with a blocking situation. However, this study shows the existence of two types of wildfires, controlled by the blocking high intensity: (1) fast build-up of a weak blocking produces intense wildfires associated with strong winds which allow propagation over long distances; (2) longer build-up of strong blocking situation produces less intense wildfires associated with weaker winds which also propagate over long distances. Another major step forward of this study in the understanding of the drivers of those wildfires, is the evidence of a perfect match between the period of wildfire activity and the persistence of the favorable synoptic conditions: the wildfire activity starts at the onset of the blocking situation and ends with the transition to less favorable synoptic weather pattern. Such strong control of the wildfire activity by the concomitant weather is a very promising result regarding fire risk management, especially considering the accidental nature of the Mediterranean wildfires.

In the second section, MODIS satellite observations of fire size and ERA-Interim meteorological re-analysis are used to derive a relationship between burnt area and wind speed over the Mediterranean region and Eastern Europe. As intuitively expected, the burnt area associated to the largest wildfires is an increasing function of wind speed in most situations. It is always the case in Eastern Europe. It is also the case in the Mediterranean for moderate temperature anomaly. In situations of severe heatwaves, the relationship between burnt area and wind speed displays a bimodal shape. Burnt areas are large for low 10-meter wind speed (lower than 2 m s\(^{-1}\)), decrease for moderate wind speed values (lower than 5 m s\(^{-1}\) and larger than 2 m s\(^{-1}\)) and increase again for large wind speed (larger than 5 m s\(^{-1}\)). To explain such behavior fire propagation is investigated using a probabilistic cellular automaton model. The observed relationship between burnt area and wind speed can be interpreted in terms of percolation threshold which mainly depends on local terrain slope and vegetation state (type, density, fuel moisture). In eastern Europe, the percolation threshold is never exceeded for observed wind speeds. In the Mediterranean Basin we see two behaviors. During moderately hot weather, the percolation threshold is passed when the wind grows strong. On the other hand, in situations of severe Mediterranean heatwaves, moderate wind speed values impair the propagation of the wildfire against the wind and do not sufficiently accelerate the forward propagation to allow a growth of wildfire size.

2.1 Context and introduction

Wildfire propagation is impacted by various conditions such as fuel moisture and load, human activities and short to long term weather (Flannigan et al., 2009). Wind speed is one of the main factors regarding the weather dependency, as it drives the rate of spread and direction of propagation (Rothermel, 1972).
Fuel moisture is also an important factor for the propagation of wildfires (Sharples, 2008). It depends on short (i.e. hour time scale) to medium (i.e. seasonal time scale) variability of temperature, precipitations and relative humidity.

The relationships between weather, vegetation and wildfire burnt area have been investigated in several works. Flannigan et al. (2001) link seasonal burnt area with weather at various time and spatial scales (several years to a few days; global to local) and show that warm, dry and windy days are correlated to higher burnt area, and that certain synoptic conditions such as the breakdown of an upper blocking ridge leads to particularly favorable conditions for wildfires. Flannigan and Harrington (1988) show the weather dependency of monthly burnt area with long sequences of dry and low precipitations days. These relationships have been extrapolated for forecasting future wildfire severity in a changing climate. The review by Flannigan et al. (2009) indicates with a high confidence that climate change should lead a positive trend of burnt area. This is already measurable in the western US, as suggested by Westerling et al. (2006) and Running (2006). Increase in the fire season duration, higher summer temperature, earlier melting of snowpacks and expansion of the areas susceptible to wildfires to elevated forests combine their effects, leading in this region to higher seasonal burnt area since the mid 1980s.

In the Mediterranean region the synoptic weather conditions favorable to Mediterranean wildfires are either blocking (Pereira et al., 2005) or trough (Levin and Saaroni, 1999). Weather on longer time-scales can also be of importance, as stated by Koutsias et al. (2013) who found a positive correlation between 2 years lagged precipitations and burnt area in Greece. This climatic driving of burnt area will be impacted by climate and land cover changes. In particular the combination of several factors including rural depopulation and increased fire frequency due to rising temperatures in southern Europe could lead to a general change in the dominant vegetation species, with a predominance of shrublands over forested areas (Moreira et al., 2011). Other studies suggest that the change in fire regime will be different whether the climate shifts towards warmer-drier (less fire activity) or warmer-wetter (more fire activity) conditions in the Mediterranean Basin (Batllori et al., 2013), a question which remains unanswered.

In this chapter we also focus on fire intensity. We cannot directly retrieve this intensity for a large number of fires. Instead we will use a related diagnostic, the fire radiative power (FRP). The FRP can be used for biomass combustion rate inference (Ichoku et al., 2008, Wooster et al., 2005), wildfire atmospheric emissions (Turquety et al., 2014). It is also part of the explanatory factors of their injection height (Val Martin et al., 2010). For intensity weather is also essential. Indeed, the wind speed determines the rate of spread of the fire and the fire-line intensity (Rothermel, 1972). Drought and heatwave-related fuel drying is also of critical importance for fire line intensity calculation (Mendes-Lopes et al., 2003).

In order to further these studies, our aim is to analyze the role of short and mid-term weather on the burnt area in the Euro-Mediterranean region, characterized by a variety of land-uses (natural forests, chaparral, agricultural fields), high exposure to heatwaves (Stéfanon et al., 2012b) and a high wildfire activity.
Wildfires in the Mediterranean region tend to be generally caused by accidents (Ganteaume et al., 2013, Silva et al., 2010a) and in eastern Europe they are mostly linked to agricultural practices (Turquety et al., 2014). Here we will not study the causes of wildfire activity but the dependency between fire size and weather, in particular wind speed and temperature anomaly. The first section furthers the works of Pereira et al. (2005) on linkage between synoptic weather and large or intense wildfire occurrence. The second section continues the work of Cardil et al. (2014) on the link between temperature anomalies and wildfire size and the work of Pausas and Paula (2012) and Loepfe et al. (2014) on threshold effects on wildfire propagation (e.g. threshold on aridity level) by analyzing the influence of wind speed on burnt area.

2.2 Fire and weather data

2.2.1 Data sources

Our weather database was built upon the ERA-Interim reanalysis of the European Center for Mean-range Weather Forecast (ECMWF) (Dee et al., 2011). For each day of detected wildfire, we use the surface wind speed and temperature, as well as the 500 hPa geopotential height and wind speed at 1200 UTC. These data allow the characterization of the synoptic weather conditions associated with the fire episode, as well as an indication of the meteorological environment of the fire at the surface. The horizontal resolution of the reanalysis does not allow the derivation of the small-scale weather conditions in the immediate vicinity of the fire. The detection of fires is performed using the fire products from MODIS (Moderate Resolution Imaging Spectroradiometer), an instrument carried on board of the Aqua and Terra polar heliosynchronous orbiting satellites. These products are the burnt area (BA) and the fire radiative power (FRP) which can be seen as a proxy of the fire intensity. The FRP is retrieved by using measured radiance of the 4 $\mu$m and 11 $\mu$m channels at nadir. Other spectral bands are used for assessing cloud masking, glint, bright surface and other sources of false alarms and disturbances. The FRP is provided at 1 km resolution by the MOD14 product. The BA is retrieved from the observed changes in land cover. Indeed, the albedo is modified by the deposition of charcoal and ash, the loss of vegetation and the change in fuel bed characteristics. Albedo alteration produces changes in surface reflectance which are processed to produce daily burnt area at a 500 m resolution in the MDC64 product (Giglio et al., 2010). Only the fraction of the detected burning pixel covered by vegetation is burned following Turquety et al. (2014). The FRP and BA products are then regridded at 10 km resolution which was chosen to be a good trade-off in order to keep detailed enough information on the fire location and facilitate the comparison with the ERA-Interim meteorological data. We use the first 10 years (2003-2012) of MODIS data. Figure 2.2 shows the total burnt area, mean fire intensity and associated fire counts for the 2003-2012 time period. We see that fire intensity and the associated number of fire have low interannual variability whereas burnt area is dominated by 4 extreme events, years 2003, 2005, 2007 and 2012. It should be noted that there are important uncertainties on the date of beginning of wildfires taken individually. The
incertitude can be as large as 5 days and is caused by several factors such as cloud cover impairment of remote sensing and lack of detection of wildfires at the beginning of their development. As we deal with statistics (average, ...) on large number of such wildfires, the uncertainty is reduced. In the following we will call this burnt area data set MODIS. We also use the EFFIS (European Forest Fire Information System) Rapid Damage Assessment system, provided by the Joint Research Center (JRC) of the European Commission (European Commission, 2010). This set is built using 250-meter MODIS images. A first step of automated classification is used to isolate fire events and a post-processing using human visualization of the burnt scar is performed. A cross-analysis using the active fire MODIS product, land-cover data sets as well as fire event news collected in the EFFIS News module is finally done to ensure a low number of misclassifications (http://forest.jrc.ec.europa.eu/effis/). The system records burnt areas of approximately 40 ha and larger (Sedano et al., 2013). The JRC provided the data for the 2006-2012 time period. In this thesis we only take into account wildfires recorded in July and August, so as to focus on the summer period when most large wildfires can be found in the Mediterranean. We call this burnt area data set EFFIS in the following.

### 2.2.2 Processing

A 3-D (latitude, longitude and time) connected component algorithm is used to determine what are the distinct fire events in the MODIS data set. This algorithm aggregates the adjacent fire spots into larger fire events. The main interest of this method is that it allows for the detection of wildfires larger than 10,000 ha which are those expected to be most influenced by weather conditions (e.g. Pereira et al.,

---

**Figure 2.2**: Total burnt area (a), mean fire intensity (b) and fire counts associated with BA (c) and FRP (d) detection for the 2003-2012 time period.
2005). The main weakness is that it does not take into account cloud cover impairment of remote sensing. Indeed an absence of detection of 1 day between two detections could be caused by clouds. Another problem is that two independent fire event taking place close to one another (less than 20 km of distance and less than a day between the end of the first event and the beginning of the second) are considered the same by this method. Megafire events, such as defined by San-Miguel-Ayanz et al. (2013), could also grouped in clusters with this method of analysis. In this work we will often work using the date of beginning of the wildfires ($t_0$) and its duration ($\Delta t$). The date of beginning will be the date of first detection of the fire event and the duration the number of consecutive days of detection. For fires in the Mediterranean Basin (MODIS set) the mean duration is approximately 2.5 days.

The processing of the EFFIS data set is simpler. The data set provides the shape and time of beginning of all detected wildfires. We take as location of the centroid of this shape.

To link the weather data to the fire data, we take the ERA-Interim grid point nearest from the detected fire event. We then associate to this event the weather recorded at 1200UTC the day of first detection.

In this study we focus on the Mediterranean Basin. We therefore select the fires occurring within the box $\text{Lat} \in [35^\circ \text{N}, 50^\circ \text{N}]$ and $\text{Lon} \in [-10^\circ \text{E}, 50^\circ \text{E}]$.

Detection of smaller wildfires being quite hard with remote sensing techniques, we chose to eliminate $<25\text{ha}$ wildfires from our burnt area data sets. They correspond to wildfires burning less than one pixel in the MODIS data set and we have doubts about the completeness of the $\text{BA}$ data sets below this value.

We also retain only wildfires occurring during the months of July and August in order to focus on the core of the fire season in the study area (Ganteaume et al., 2013) and to avoid a seasonal change in driving factors. In the following sections it should therefore be stressed out that the obtained results only hold for such wildfires.

After these preprocessing steps we retain 5821 observations for the MODIS data set, 4840 for the EFFIS data set and 24273 wildfires for the FRP data set.

### 2.3 How much does meteorology control wildfire size and intensity?

#### 2.3.1 Fire and weather drivers

Figure 2.3 displays the variations of the 95$^{th}$ quantile of the $\text{BA}$ at the end of the fire and the $\text{FRP}$ at the fire mature stage (first day) with respect to the 10-m wind speed at 1200 UTC on the first day of each fire over the whole Mediterranean region. The focus on the largest and most intense fires is justified as these fires are the most dependent on the meteorology (e.g. Pereira et al., 2005). The quantities $\text{BA}$ and $\text{FRP}$ are clustered in two categories of 2-m temperature anomaly with respect to the climatology ($\Delta T_2$), i.e. $\Delta T_2 < 3^\circ\text{C}$ and $\Delta T_2 > 3^\circ\text{C}$. A $3^\circ\text{C}$ temperature anomaly represents the 75$^{th}$ percentile of the temperature anomaly CDF (Stéfanon et al., 2014). It thus includes all heatwaves among them the most severe ones.

For each subfigure the data is separated in 7 bins of equal number of fires. The 95$^{th}$ quantile and its corresponding 70% ($\text{BA}$) and 90% ($\text{FRP}$) confidence intervals are then computed using 1000 bootstrap
resamplings. Those confidence levels correspond to the maximum levels of significance possible for each subplot. Figure 2.3 shows a general growth with respect to the 2-m temperature anomaly in most

\[ \Delta T_2 < 3 \, ^\circ\text{C} \]
\[ \Delta T_2 > 3 \, ^\circ\text{C} \]

**Figure 2.3:** Burnt area (BA) at the end of the fire (upper and middle rows, a, b, c & d) and fire radiative power (FRP) at the fire mature stage (first day) (lower row, e & f) with respect to the 10-m wind speed at 1200 UTC on the first day of each fire over the whole Mediterranean region. For BA the upper row corresponds to the MODIS data set and the middle row to the EFFIS data set. The solid line represents the 95th quantiles \( q_{95} \) of BA (upper and middle row) and FRP (lower row). The green shaded area represents the 70% confidence intervals (BA) and the red shaded area the 90% confidence intervals (FRP). The quantities BA and FRP are clustered in two categories of 2-m temperature anomaly with respect to the climatology \( \Delta T_2 \), i.e. \( \Delta T_2 < 3 \, ^\circ\text{C} \) (left column) and \( \Delta T_2 > 3 \, ^\circ\text{C} \) (right column). For each subfigure the data is separated in 7 bins of equal number of fires.
cases. Indeed, BA ranges between 1,500 and 1,800 ha for $\Delta T_2 < 3^\circ$C and between 1,800 and 4,000 ha for $\Delta T_2 > 3^\circ$C. This is explained by the fact that high values of $\Delta T_2$ imply, during summer, the presence of a drought (Stéfanon et al., 2012b) and therefore strong fuel drying over large regions. Figure 2.3 also shows a peculiar dependence of BA with respect to wind speed in the Mediterranean region. For low temperature anomaly ($\Delta T_2 < 3^\circ$C), BA increases with surface wind speed. Since the rate of fire spread is a growing function of the ambient wind, stronger winds should produce larger wildfires (Rothermel, 1972). Conversely, for high temperature anomaly ($\Delta T_2 > 3^\circ$C), the evolution of BA as a function of wind speed is "bimodal". Large values of BA around 3,000 ha are found for low wind speed ($< 2$ m s$^{-1}$ in ERA-Interim), followed by smaller values around 1,800 ha for intermediate wind speed (between 2 m s$^{-1}$ and 4 m s$^{-1}$ in ERA-Interim), followed by larger values again around 2,200 ha for large wind speed (between $> 4$ m s$^{-1}$ in ERA-Interim). In the following, in case the temperature anomaly exceeds 3$^\circ$C, the situation corresponding to a wind speed weaker than 2 m s$^{-1}$ will be referred as the heatwave mode (HWM), whereas the situation corresponding to a wind speed stronger than 4 m s$^{-1}$ will be referred as the wind forced mode (WFM). Such behavior in Section 2.4. As can be seen in Table 2.1, the HWM wildfires have a longer duration than the WFM wildfires, they can therefore burn over larger areas. Indeed, in the absence of strong wind speed, there is then no dominant direction of propagation. Thus those wildfires can, albeit more slowly than WFM wildfires, expand in all directions and burn a large area since they have a lower probability to be stopped in all directions than in one specific propagation direction. The local minimum for moderate values of wind speed can be interpreted as due to the strong reduction in back-propagation of the fires which is not compensated by the enhancement in forward propagation. More development on this topic will be done in Section 2.4. The behavior of FRP is

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Heat wave mode (HWM)</th>
<th>Wind forced mode (WFM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of wildfires</td>
<td>98</td>
<td>67</td>
</tr>
<tr>
<td>Median size (ha)</td>
<td>2731 ± 255</td>
<td>2039 ± 223</td>
</tr>
<tr>
<td>Median duration (days)</td>
<td>8.36 ± 0.47</td>
<td>6.96 ± 0.27</td>
</tr>
<tr>
<td>Median propagation rate (ha day$^{-1}$)</td>
<td>349 ± 34</td>
<td>385 ± 44</td>
</tr>
</tbody>
</table>

**Table 2.1:** Table of median BA values, duration and propagation rate of HWM and WFM wildfires. We take only the wildfires with a size in the top 10%.

simpler than that of BA since this quantity is the instantaneous response of the fire intensity with regards to its environment. Like BA, FRP also increases with the temperature anomaly. FRP ranges between 150 and 350 MW for $\Delta T_2 < 3^\circ$C and between 200 and 400 MW for $\Delta T_2 > 3^\circ$C. This is due to the fact that dryer fuels mean higher fire intensity. Therefore the FRP is larger with these dryer fuels, as less energy is wasted for water evaporation. And since the rate of spread is also a growing function of the ambient wind, high surface winds mean higher fire intensity, hence higher FRP, with consequences on fire combustion emission injection height (Val Martin et al., 2010).

The synoptic conditions associated with these observed maxima of BA and FRP (Fig. 2.3) are shown in Fig. 2.4 for the Iberian Peninsula, as it represents more than half of the burnt area of the European Union (EFFIS, 2003, Silva et al., 2010b). Figure 2.4 represents composites of the 500-hPa geopotential height
anomaly and of temperature anomaly for initiating HWM and WFM wildfires. It clearly shows that the HWM wildfires are associated with synoptic blocking with a high pressure anomaly pattern located over Western Europe, which resembles to the pattern of Pereira et al. (2005) and Stéfanon et al. (2012b) (e.g. Western Europe cluster in their Fig. 2). The WFM wildfires are also associated with a blocking-like pattern with however a weaker anticyclonic anomaly elongated along a curved ridge. The difference of blocking patterns are not associated with a different phase of one identical fire episode. The HWM and WFM wildfires are totally distinct fire episodes as will be shown in the following section. One can eventually notice that the pattern are not sensitive to the fire diagnostic, i.e. BA or FRP, used to compute the composites. Finally, the favorable conditions corresponding to the extreme wildfires are similar to those found in Pereira et al. (2005). Student’s T tests were performed on Fig. 2.4 to determine if these composites are statistically different from the climatology. We find that they are at the 99.9% confidence level. Composites of HWM and WFM are also statistically different at the 99.9% confidence level.

Figure 2.5 shows the total burnt area, mean fire intensity and associated fire counts for fires classified in either HWM or WFM. Over 2003-2012 period, the figure shows that on average, the number of fires associated with HWM is slightly larger than the number of fires associated with WFM. HWM mode fires contributed significantly more to the burnt area for years 2003 and 2005. Interestingly, year 2007 is remarkable in terms of total burnt area but it is well balanced between the 2 modes. Such behavior is not reproduced when looking at the fire intensity. For all years, the most intense fires are associated with WFM mode fires.

How strongly these favorable conditions control the life cycle of the fire episode is still an open question, especially considering that wildfires in the Mediterranean region are generally caused by accidents (Ganteaume et al., 2013, Le Houérou, 1987, Silva et al., 2010b).

2.3.2 Fire life cycle and weather variability

Figure 2.6 shows the time sequences of the composites over the Iberian Peninsula of the 500-hPa geopotential height anomaly for HWM and WFM wildfires. The composite charts are shown at time \( t_0 - 3\Delta t, t_0 - \Delta t, t_0, t_0 + \Delta t \) and \( t_0 + 3\Delta t \), with \( t_0 \) the fire starting date and \( \Delta t \) the fire duration. As shown before in Fig. 2.4, the patterns are identical when the FRP diagnostic is used and is thus not shown. This example for the Iberian Peninsula will be generalized in the following. In the HWM situation, Fig. 2.6 shows the build-up of the blocking high north of the Peninsula few days before the wildfire episode but still remains weak (\( t_0 - 3\Delta t \) to \( t_0 - \Delta t \)). The anticyclonic anomaly strengthens very quickly at the time of the wildfire (\( t_0 \)) and weakens quickly at the end (\( t_0 + \Delta t \)). The anomaly disappears few days after the episode (\( t_0 + 3\Delta t \)). The sequence for the WFM situation is very similar, except that the build-up of the blocking high is shorter (about \( \Delta t \)), weaker and further east compared to HWM situation. The anticyclonic anomaly has almost totally disappeared at the end of the wildfire episode (\( t_0 + \Delta t \)). The striking result here is that the time sequence is chosen based on the fire life cycle only (initiation date and fire
Figure 2.4: Composites over the Iberian Peninsula of the 500-hPa geopotential anomaly ($\Delta \Phi_{500}$) (left column) and the 2-m air temperature ($\Delta T_2$) (right column) for BA diagnostic corresponding to HWM (first row from top) and WFM (second row from top) and for FRP diagnostic corresponding to HWM (third row from top) and WFM (fourth row from top).
duration). Figure 2.7 is similar to Fig. 2.6 the temperature anomaly. The sequence is very similar to that of the geopotential with a very fast build-up and disappearance in the WFM situation and a slightly longer anomaly in the HWM situation. The maximum temperature anomaly is found during the wildfire activity (between \( t_0 \) and \( t_0 + \Delta t \)). Student’s T tests were performed on Figs. 2.6 & 2.7 to determine if the composites were different from the climatology and if composite maps from HWM and WFM were statistically different. We find that they are at the 99.9% confidence level. So despite the accidental or criminal nature of these wildfires, the correlation between the duration of the fire episode and of the synoptic favorable conditions is high and statistically significant.

Such finding is not specific to the Iberian Peninsula. Such behavior has been found in other sub-regions. To illustrate this point, Fig. 2.8 shows the time evolution of the wind speed at 10-meter and 500-hPa levels and the 2-meter air temperature anomaly for the whole Mediterranean region, based on the BA diagnostic (the results are similar with FRP and will not be shown for concision). We selected only wildfires which duration is longer than one day and shorter than ten days (\( \approx 50\% \) of BA-detected wildfires and \( \approx 20\% \) of FRP-detected wildfires). To compute a composite over the whole Mediterranean region, some normalization is needed. The normalized variables plotted in Fig. 2.8 are:

\[
U^*_500 = \frac{\|U_{500}\|}{\|U_{500}\|} ; \quad U^*_10 = \frac{\|U_{10}\|}{\|U_{10}\|} ; \quad \Delta T^*_2 = \frac{\Delta T_2}{\Delta T_2} ; \quad t^* = \frac{t - t_0}{\Delta t}
\]

(2.1)

with \( \bar{X} = mean(X)_{|t^*| \in [0, 1]} \) and where \( U_{10} \), \( U_{500} \) and \( \Delta T_2 \) are the wind speed at 10-meter and 500-hPa levels and the 2-meter air temperature anomaly, respectively. So \( t^* = 0 \) and \( t^* = 1 \) are the starting and ending dates of the wildfire activity, respectively. Figure 2.8 shows the 99% confidence intervals.
for $U_{500}^*$ and $U_{950}^*$ and the 90% confidence intervals for $\Delta T_2^*$. As for Fig. 4.5 these confidence levels correspond to the maximum level of significance possible. They were determined using 5000 bootstrap resamplings. One can notice that $\Delta T_2^*$ is positive well before and after the wildfire. HWM and WFM wildfires therefore happen during periods when the temperature is already anomalously high. Indeed, long periods of high temperatures in heatwaves in summer in the Mediterranean region are associated with droughts (Stéfanon et al., 2012b), which in turns tends to lower the fuel moisture content and kill some of the vegetation. Fire can therefore propagate more easily in these situations. The temperature anomaly increases very sharply at $t^* = 0$ and gets back to its pre-fire value at $t^* = 1$ for both HWM and WFM wildfires. Wildfire initiation and end "perfectly” match the duration of the heatwave episodes, characterized by extremely hot temperature anomalies. The mean value of $\Delta t$ is 3.3 and 2.2 days for BA and FRP diagnostics, respectively, which are typical durations of mid-latitude weather regimes. As seen over the Iberian Peninsula, the surface temperature anomaly is strongly related to the 500-hPa geopotential height and thus the geostrophic wind speed at the 500-hPa pressure level ($||U_{500}||$). The 500-hPa air circulation slows down gradually, attains a minimum during the wildfire (roughly at the beginning) and this circulation accelerates back to its previous levels after the wildfire stops. The relative difference between the maximum and the minimum of the 500-hPa wind speed is slightly larger in HWM situation, indicating stronger deceleration. A similar evolution is found for the wind speed at the 10-meter level for the HWM wildfires. For WFM wildfires, the evolution is different. The wind speed at the 10-meter level does not evolve much with time. A weak decrease of the wind speed is visible during the wildfire activity followed by a weak increase but undoubtedly the blocking high associated to WFM wildfire is much weaker than for HWM wildfires.

2.4 Size of wildfires in the Euro-Mediterranean region

In Section 2.3 we saw that synoptic meteorology, in particular the presence of heatwaves and blocking highs, has a strong control over fire development. In this Section we will focus more deeply on the relationships between wind speed and fire size and develop a theoretical framework to analyze the two modes behavior seen in Fig. 2.3 for high temperature anomalies.

2.4.1 Burnt area observations: role of wind speed and heatwaves

Figure 2.9 is a modified version of Fig. 2.3 displaying only the fire size of extreme fires over EAST and MED. It shows the dependence of the 95th quantile of burnt area (red) to the 10-meter wind speed for an anomaly of the 2-meter air temperature with respect to the climatology (1979–2012) ($\Delta T_2$) smaller than 3°C and exceeding 3°C (heatwave). For consistency we also show the median (blue) and 75th (green) quantiles. It can be noted that they do not show strong responses to the chosen meteorological parameters. We will therefore focus only on largest wildfires only. Large temperature anomalies are
generally associated with an anticyclonic anomaly, persisting heat waves (Barriopedro et al., 2011, Black et al., 2004, Cassou et al., 2005, Stéfanon et al., 2012b) and larger burnt area (Pereira et al., 2005). In the EAST domain, extreme wildfire size is nearly independent of the wind speed for $\Delta T_2 < 3 \, K$ and slightly increases with wind speed for $\Delta T_2 > 3 \, K$. In the MED domain, a totally different behavior is found. For $\Delta T_2 < 3 \, K$, extreme wildfire burnt areas increase with wind speed, similarly to what is found in the EAST domain for larger temperature anomalies. For $\Delta T_2 > 3 \, K$, a bimodal dependence is found. A large number of wildfires occur for low wind speed (i.e. weaker than 2 m s$^{-1}$) and for high wind speed (i.e. stronger than 4 m s$^{-1}$). The bimodal dependence of wildfire burnt areas to wind speed in the MED region for situations associated with heatwaves is counter-intuitive since the rate of spread is a growing function of wind speed (Rothermel, 1972). To understand these observations, a probabilistic cellular automaton model is adapted in Section 2.4.2 to include the impact of wind speed on fire propagation and derive the burnt area.

### 2.4.2 Burnt scar modelling

Fire propagation models are very diverse in terms of complexity. Among the simplest is the probabilistic cellular automaton (PCA), which relies on a stochastic fire propagation set by a probability of propagation which depends on wind speed and direction, terrain slope and vegetation state. Despite its simplicity, such model presents enough similarities with fire propagation dynamics to ensure accurate verification against observations and to allow in-depth analysis of fire propagation dynamics for a moderate computational cost (Alexandridis et al., 2008, Berjak and Hearne, 2002, Encinas et al., 2007a,b, Trunfio, 2004). Unlike coupled fire-atmosphere models such as FIRETEC (Linn et al., 2002), the PCA model does not rely on physical processes that govern the fire behavior. However its simple implementation allows easier theoretical analysis.

The PCA implements a grid of cells that can be in a finite number of states and a local rule that determines the probability of transition between states at each time step. In our case we use the most elementary form of PCA for fire simulation, taking into account only the effect of wind speed on fire spread. The grid is a regular square lattice of cells and we choose 3 different states for the cells.

- **State 0** corresponds to a non-burnt cell;
- **State 1** corresponds to the situation of a burning cell. The cells in this state can propagate the fire;
- **State 2** corresponds to the situation of an already burnt cell.

The probability that a cell in state 1 can spread the fire to its neighbors is defined by Eq. (2.2):

$$ p = \min(\gamma p_0 f(V, \theta), 1) $$  \hspace{1cm} (2.2)
with $V$ the surface wind speed, $\theta$ the angle between the direction of propagation and the wind and $\gamma$ a corrective factor for diagonal spread. The quantity $p_0$ is a constant and is the spreading probability in absence of wind. The function $f$ of wind is defined in Alexandridis et al. (2008) as:

$$f(V, \theta) = \exp[V (c_1 + c_2(\cos \theta - 1))]$$

The quantities $c_1$ and $c_2$ are empirical factors set respectively to 0.045 s m$^{-1}$ and 0.131 s m$^{-1}$ (Alexandridis et al., 2008). The shape of $f(V, \theta)$ is shown in Fig. 2.10 for various values of wind speed. Function $f$ is isotropic with zero wind and gradually expands in the direction of the wind. The corrective factor $\gamma$ is set at $\frac{1}{\sqrt{2}}$ such as the fire propagation is isotropic in absence of wind speed. Without such correcting factor the fire would take a square form in the absence of wind.

For details of the implementation of the PCA in MATLAB/C++, see Appendix A.

### 2.4.3 Burnt area simulations: parallel between the percolation threshold and the wildfire size

Figure 2.11 shows the fraction of burnt cells $y_2^{final}$ - with $y_i$ the fraction of cells in state $i$ in the PCA grid - as a function of $p_0$ when the fire is extinct in a grid constituted of $101 \times 101$ cells. The quantity $y_2^{final}$ is computed from a Monte Carlo simulation. Figure 2.11 displays a transition at $p_0 \sim 0.3$ between a mode where very few cells are burnt ($y_2^{final} \sim 0$) and another one where the fire spreads to nearly all the grid ($y_2^{final} \sim 0.9$).

This phenomenon of infinite spread of the fire in the PCA is called percolation and the limit in terms of propagation probability above which percolation can occur is called the percolation threshold.

### 2.4.4 Percolation threshold analysis

Above a certain value of the propagation probability $p$ the fire can thus propagate indefinitely in the PCA. The critical value $p_0^{crit}$ of the $p_0$ constant is shown in Fig. 2.11 for the zero wind case. This phenomenon is called percolation and can be analyzed theoretically. (Pak and Hayakawa, 2011) studied the percolation threshold for an elementary form of PCA, with no diagonal propagation or wind speed effect. They state with the help of a mean-field approximation that the fraction of cells in states 1 and 2 are governed by Eqs. (2.4), (2.5) and (2.6).

\[
\frac{dy_1}{dt} = 4py_1y_0 - a_{12}y_1 \quad (2.4)
\]

\[
\frac{dy_2}{dt} = a_{12}y_1 \quad (2.5)
\]

\[
y_0 + y_1 + y_2 = 1 \quad (2.6)
\]
with \( y_i \) the fraction of cells in state \( i \) in the PCA grid, \( p \) the probability of fire spread and \( a_{12} \) the probability that a cell in state 1 at time \( t \) goes to state 2 at time \( t + 1 \). In our case, the quantity \( a_{12} \) is set to 1. In this Section, we adapt the PCA model to account for wind speed effect and diagonal propagation. Equation (2.4) is thus modified as follows:

\[
\frac{dy_1}{dt} = C(V)p_0y_1y_0 - y_1
\]  

(2.7)

with \( C(V) \) a weighting coefficient which allows to account for fire spreading in various directions as a function of the wind speed. It writes:

\[
C(V) = \exp(Vc_1) + 2\exp[V(c_1 - c_2)] + \exp[V(c_1 - 2c_2)]
\]

+ \( 2\gamma \exp\{V[c_1 + c_2(\sqrt{2}/2 - 1)]\} \)

+ \( 2\gamma \exp\{V[c_1 - c_2(\sqrt{2}/2 + 1)]\} \)

(2.8)

The first term of the sum on the right-hand-side of Eq. (2.8) corresponds to a propagation along the wind direction, the second term to a propagation across the wind direction and the third to a propagation against the wind. The other terms correspond to diagonal propagation (\( \sqrt{2}/2 \) corresponds to \( \cos(\pi/4) \)). The details of the derivation of Eq. (2.8) is provided in Appendix B. Equation (2.8) can be simplified:

\[
C(V) = \exp(Vc_1) \times \left\{ 1 + \exp(-Vc_2) \right\}^2 + \sqrt{2}\left( \exp[Vc_2(\sqrt{2}/2 - 1)] + \exp[-Vc_2(\sqrt{2}/2 + 1)] \right) \}
\]

(2.9)

Following the methodology of Pak and Hayakawa (2011), we derive a relationship between \( p_{0_{\text{crit}}} \) and the wind speed-dependent coefficient \( C(V) \):

\[
p_{0_{\text{crit}}} = \frac{1.51552}{C(V)}
\]

(2.10)

The value of the numerator comes from site percolation theory. For further insight, Pak and Hayakawa (2011) give an introduction to bond and site percolation theory. This equation is plotted in Fig. 2.12, along with the numerically derived \( p_{0_{\text{crit}}} \). To compute this quantity numerically we consider that percolation occurs when a fire initiated in the middle of our 101 x 101 PCA grid, reaches the edges of the domain. The \( p_0 \) value increases from 0.2 with 0.001 increments. The critical value \( p_0 = p_{0_{\text{crit}}} \) is set when more than 90% of a 300 simulation ensemble percolate. We can see that both the theoretical and computed values \( p_{0_{\text{crit}}} \) increase with wind speed for low wind values, reach a maximum and then decrease with wind speed. The difference between the theoretical and computed curves is methodology of derivation of \( p_{0_{\text{crit}}} \). The shape of this curve will be essential in the analysis of our observations in Section 2.4.1. In the following, we refer to \( p_{0_{0,0}} \) as the value in the absence of wind and \( p_{0_{\text{crit}},\text{max}} \) as the maximum value reached by \( p_{0_{\text{crit}}} \).
2.4.5 Discussion

The PCA gives us a theoretical framework to understand the results of Fig. 2.9. The mean fire size of the biggest wildfires (above the 95th quantile) is a growing function of wind speed in most cases, excepted in the Mediterranean Basin for large temperature anomalies. It is also dependent of the slope of the local topography but this has no consequence on the observed behavior of the burnt area. A proposed expression of \( p_0 \) is described in Alexandridis et al. (2008):

\[
p_0 = p_h(1 + p_{den})(1 + p_{veg})p_s(\theta_s)
\]

(2.11)

where \( p_h \) is a constant used for homogeneous fuel beds, \( p_{den} \) and \( p_{veg} \) are factors depending on vegetation density and type, respectively. The quantity \( \theta_s \) is the local slope in degrees and the expression of \( p_s(\theta_s) \) is given by:

\[
p_s(\theta_s) = \exp(a\theta_s)
\]

(2.12)

This formulation is very simple and other factors such as fuel moisture could be taken into account for more realistic simulations. We do not consider the effect of slope in this study. It may be a differentiating factor between EAST and MED, which could lead to quantitative differences between fire sizes in the two regions but for a given region the slope value is the same whatever the wind speed, vegetation state or temperature and soil moisture anomaly. The main cause for such behavioral differences is the value of \( p_0 \) relative to \( p_{0,crit} \). The final burnt area can vary drastically because of percolation as seen in Fig. 2.11. Figure 2.13 displays the fraction of burnt cells (normalized to its value after 50 time steps in the absence of wind speed and for \( p = 1 \), see Fig. 2.13) as a function of wind speed for 3 different values of \( p_0 \). Three \( p_0 \) values are chosen in the 3 different domains: \( p_{0,1} \) set at 0.26, below the 0 wind percolation threshold, \( p_{0,2} = 0.3 \) between \( p_{0,0}^{crit} \) and \( p_{0,max}^{crit} \) and \( p_{0,3} = 0.35 \) above the maximum of the percolation threshold. (Fig. 2.12 & Fig. 2.13). The saturation for strong winds visible is due to the fact that \( p = 1 \) in the direction of the wind so has always the same shape after 50 time steps and the fraction of burnt cells saturates. For \( p_0 \) values smaller than \( p_{0,0}^{crit} \), percolation is only possible for high winds so the burnt area increases with wind speed similarly to what is observed over the EAST domain and over the MED domain for low temperature anomaly (\( \Delta T_2 < 3^\circ \)). For intermediate \( p_0 \) values ranging between \( p_{0,0}^{crit} \) and \( p_{0,max}^{crit} \), large burnt area are simulated for low wind values (smaller than about 5 m s\(^{-1}\)) and large wind speed values (larger than about 15 m s\(^{-1}\)) (Fig. 2.13). Conversely, smaller burnt area are simulated for intermediate wind ranging between 5 and 15 m s\(^{-1}\) (Fig. 2.13). For \( p_0 \) values larger than \( p_{0,max}^{crit} \), similar qualitative results are obtained with however larger burnt area.

We can therefore analyze Fig. 2.9 as if each subfigure corresponds to a different value of \( p_0 \). The value of \( p_0 \) corresponding to the EAST domain and MED domain for low temperature anomaly should be lower than \( p_{0,0}^{crit} \), so that the burnt area increases with wind speed. The rate of burnt area increase with respect to wind speed is a function of the departure of \( p_0 \) from \( p_{0,0}^{crit} \). Over the EAST domain, the value of \( p_0 \) is expected to be farther below \( p_{0,0}^{crit} \) than over the MED domain. It may also explain why a change
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of propagation regime is observed over the MED domain when shifting from low to high temperature anomalies. Indeed, for large temperature anomalies corresponding to severe heatwaves ($\Delta T > 3^{\circ}\text{C}$) over the MED domain, a value of $p_0$ exceeding $p_0^{crit}$ is expected. A simple way to understand such behavior is to consider the probability of extinction of a fire occupying one cell. Let $p$ be the spread probability. The cell has 8 neighbors on a square grid. In the absence of wind, the extinction probability is $(1 - p)^8$. When wind blows, the fire spreads in the direction of the wind and diagonally. The probability of extinction becomes $(1 - p)^3$. Let us consider very weak wind speed values for which isotropic spreading can be assumed and $p$ increases with wind speed. Then the extinction probability $(1 - p)^8$ drops very quickly. When isotropic spreading does not stand anymore, then the probability of extinction transitions to $(1 - p)^3$ and increases as 3 is a lower exponent than for the isotropic spreading. With increasing wind speed, the probability of extinction decreases again. So instead of enhancing wildfire propagation, moderate winds produce smaller wildfires by cutting off the propagation against the wind. Such analysis explains the 2 modes observed in the MODIS and EFFIS data over the MED domain.

The function of wind $f(V, \theta)$ in the calculation of $p$ is critical in the explanation of the observed behavior [see Eq. (2.10)]. The choice of this function by Alexandridis et al. (2008) was done empirically to match with the behavior of the rate of spread of real wildfires as a function of the wind and the angle between the wind direction and the direction of propagation. Its shape is coherent with real wildfire propagation but concerns can be raised (Fig. 4.3). The backpropagation is very small and the overall shape is non-elliptical. This last point could be due to the indirect impact of factors that alter the normally elliptical shape of small wildfires, such as the small variations in wind direction that make the wildfire slightly conical. Despite such concerns, this function has been efficient in the simulation with PCA of the 1990 burnt scar in the Spetses island in Greece (Alexandridis et al., 2008) and thus does fairly well for burnt scar modeling purposes.

Another concern is that the propagation speed in the direction of the wind tends to grow very quickly with the wind speed. With the expression of $f(V, \theta)$ used in this study, the propagation speed only becomes very high when the wind speed exceeds 15 m s$^{-1}$ which is much too high compared to observed wildfires. Tests have been performed by using other expressions of $f(V, \theta)$, such as the elliptical form and varying the $c_1$ and $c_2$ coefficients of Eq. (2.3), and no qualitative difference in the behavior of $p_0^{crit}$ has been evidenced (not shown). In detail, the choice of $c_1$ and $c_2$ coefficients can be questioned, as it was only validated on one case study. A key issue is to know if $P_{0,\text{max}}^{\text{crit}}$ is reached for a positive value of the wind speed, which conditions the existence of the ”2 modes” regime. Figure 2.14 shows the value of the ratio $(P_{0,\text{max}}^{\text{crit}} - P_{0,0}^{\text{crit}}) / P_{0,0}^{\text{crit}}$ as a function of $c_1$ and $c_2$ calculated from Eq. (2.10). For a value of $c_2$ larger than about 1.25$c_1$ this property is verified. This condition can be interpreted as the backpropagation of the wildfire being impaired in a sufficiently large angle domain by the wind.

A possible reason for the burnt area to decrease with wind speed for moderate wind speed over the MED domain is that in order to reach a $p_0$ value larger than $p_0^{crit}$, higher flammability of the fuel bed or a more fire-prone environment are needed. This could be caused by the lower precipitation amounts in the
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MED region, which would lead to lower fuel moisture. This could also be due to different vegetation type between the EAST and MED regions.

Our analysis reveals the critical role of the percolation threshold in wildfire propagation. Here we focused our work on the dependency between burnt area and wind speed but other studies found threshold behaviors related to other explanatory variables such as the Drought Code of the Canadian Fire Weather Index (Loepfe et al., 2014) and fire season aridity (Pausas and Paula, 2012). These variables relating to fuel moisture, it could be possible a similar percolation threshold behavior with a PCA incorporating a propagation probability decreasing with fuel moisture.

### 2.5 Conclusions

This chapter shows that in the Mediterranean large wildfires are associated with a blocking situation as already reported in the literature (Pereira et al., 2005). In detail, the intensity of the blocking defines two types of wildfires. Fast build-up of a weak blocking produces intense wildfires associated with strong winds which allow propagation over long distances. Statistically, these wildfires, referred as wind forced mode (WFM) wildfires in this study, are shorter than those occurring in the absence of strong winds, called heatwave mode (HWM) wildfires in this study. The HWM wildfires are associated to a stronger blocking high which build-up extends over a slightly longer time period, which eventually end-up with burnt area similar to those cause by WFM wildfires. This study also goes one step further with respect to the determination of the favorable synoptic conditions associated with the Mediterranean wildfires. Indeed, this study shows a near perfect match between the period of wildfire activity and the persistence of the favorable synoptic conditions. In other words, statistically, the wildfire activity starts at the onset of the blocking situation which intensity controls the type of wildfire (HWM or WFM) and ends with the transition to less favorable synoptic weather pattern. So despite the accidental and criminal nature of the wildfires in the Mediterranean, there is an extremely strong control of the concomitant weather on the wildfire, whether it be on its extension or intensity. Such result is very promising regarding fire risk forecast and management in the Mediterranean region.

The behavior of the burnt area with temperature anomaly and wind speed was analyzed with the help of MODIS observations and ERA-Interim reanalysis. In the EAST region and in MED for low temperature anomalies, the burnt area is a growing function of wind, which is rather intuitive. For large temperature anomalies in the MED region, corresponding to severe heatwaves, the burnt area behaves differently. It displays a "2 modes" shape with a minimum value of burnt area for medium values of the wind speed. The possible cause of such counter-intuitive behavior has been investigated theoretically by means of probabilistic cellular automata (PCA). It was found that when the wind speed is moderate, the backpropagation is impaired when the forward propagation is not sufficiently fast to compensate the loss in burnt area. Therefore if the wind is not strong enough to make the propagation along the wind direction "sure enough", percolation does not happens in the PCA resulting in smaller wildfires. The
percolation threshold is never reached in the EAST region. It is only exceeded for very low or high wind speeds in the MED region. Such shift between 2 regimes of propagation may be caused by the favorable occurrence of severe heatwaves in the MED region.

A natural follow-up would be to model the impact of fuel moisture on the propagation probability by adapting the known variations of the rate of spread of the fire with this quantity (Sharples 2008). It could be complemented by a thorough analysis of the behavior of dead and live fuel moisture in Mediterranean ecosystems with respect to air temperature anomaly and the incorporation of such relation in the expression of the probability of fire propagation. However, fuel moisture is a quantity which is hard to assess. Live fuel moisture depends on the plant species and dead fuel moisture on the size of the fuel particle. For a more holistic approach, a more realistic fire propagation modelling framework such as FIRETEC would be needed to better identify and quantify the processes driving fire propagation. Finally, conducting observational studies on other hotspots of wildfire activity (e.g. Australia, USA) in order to see whether the 2 modes exists in other parts of the world would be of interest.

This chapter helped us discover the critical role of wind speed and temperature anomaly in the short-term meteorological driving of fire size and intensity. In doing so we completed the first research objective. In the next chapter, using these results, we will develop a methodology to retrieve the conditional distribution of fire size and intensity with respect to weather.
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Figure 2.6: Composites over the Iberian Peninsula of the 500-hPa geopotential anomaly (ΔΦ500) for HWM (left column) and WFM (right column) wildfires at time $t_0 - 3\Delta t$ (first row from top), $t_0 - \Delta t$ (second row from top), $t_0$ (third row from top), $t_0 + \Delta t$ (fourth row from top) and $t_0 + 3\Delta t$ (fifth row from top). The composites are computed using the BA diagnostic.
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Figure 2.7: Same as Fig. 2.6 for the 2-meter air temperature anomaly ($\Delta T_2$).
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**Figure 2.8:** Composite of the time evolution of the wind speed at 500-hPa and 10-meter levels and the 2-meter air temperature anomaly for the whole Mediterranean region, based on the BA diagnostic for the HWM (upper row) and WFM (lower row) wildfires. The plotted values are normalized according to Eq. (2.1). Normalized time $t^* = 0$ and $t^* = 1$ correspond to the starting and ending dates of the wildfire activity, respectively. The value of $\parallel U_{500} \parallel$, $\Delta T_2$ and $\parallel U_{10} \parallel$ are indicated in each sub-panel. Blue figures are plotted with their 99% confidence intervals and red figures with their 90% confidence intervals.
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Figure 2.9: Wildfire burnt areas (BA) (i.e., 50th (blue), 75th (green) and 95th (red) quantiles of the local probability density function) as a function of 10-m wind speed for the EAST (top row) and MED domains (middle and bottom row) for $\Delta T_2 < 3^\circ C$ (left column) and $\Delta T_2 > 3^\circ C$ (right column). The pink shaded area shows the 70% confidence intervals for the 95th quantile. For the MED region we display the quantiles derived with the MODIS (middle row) and EFFIS (bottom row) data sets.
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**Figure 2.10:** Polar plot of the function $f(V, \theta)$ for values of wind speed $V$ equal to 0 (blue), 5 (green), 10 (red), 20 (cyan) and 30 m s$^{-1}$ (purple). The $f$ function expresses the dependency of the local fire propagation probability to wind speed and angle of propagation. Here the wind follows the x-axis direction.

**Figure 2.11:** Evolution of the fraction of burnt cells $y_2^{\text{final}}$ with $y_2$ the fraction of cells in state burnt in the PCA grid as a function of $p_0$ when the fire is extinct in a grid constituted of 101 x 101 cells. The simulation is performed in the absence of wind. The quantity $p_0$ is the constant part of the local fire propagation probability, which can be seen as a proxy of fuel density, type and moisture. The quantity $p_0^{\text{crit}}$ is the percolation (infinite propagation in the PCA) threshold.
FIGURE 2.12: $p_0^{crit}$ the percolation (infinite propagation in the PCA) threshold as a function of wind. Dashed curve is the theoretical value found using mean-field approximation and the full curve is the numerically derived value. Dotted lines ($p_{0,1}$, $p_{0,2}$) and ($p_{0,3}$) correspond to the curves plotted in Fig. 2.13.

FIGURE 2.13: Fraction of burnt cells $y_2/y_2^{50}$ (normalized to its value after 50 time steps in the absence of wind speed and for $p = 1$) as a function of wind speed for $p_0$ values set at $p_{0,1} = 0.26$ (solid line), $p_{0,2} = 0.3$ (dashed line) and $p_{0,3} = 0.35$ (dotted line) in Fig. 2.12.
Figure 2.14: Ratio \( \left( p_{0,\text{max}}^{\text{crit}} - p_{0,0}^{\text{crit}} \right) / p_{0,0}^{\text{crit}} \) for different values of the \( c_1 \) and \( c_2 \) parameters governing the function of local fire propagation probability. \( p_{0,\text{max}}^{\text{crit}} \) is the maximum of the percolation threshold for increasing wind speeds and \( p_{0,0}^{\text{crit}} \) is its value for 0 wind. The black diamond shows the \((c_1, c_2)\) pair chosen by Alexandridis et al. (2008). A strictly positive value indicates that \( p_{0}^{\text{crit}} \) has a maximum value for a non-zero wind speed, which ensures that the burnt area has a local minimum for moderate values of wind speed.
Chapter 3

Statistical estimation of fire size and intensity distributions

This chapter stems from the collaboration with Mrs. Christine Keribin from the Laboratoire de Mathematiques of the Orsay University. The findings shown hereafter are published as a scientific article in Natural Hazards and Earth System Sciences (Hernandez et al., 2015d).

In this chapter we investigate the use of statistical methods for wildfire risk assessment in the Mediterranean Basin using three meteorological covariates, the 2-meter temperature anomaly, the 10-meter wind speed and the January-June rainfall occurrence anomaly. We focus on two remotely-sensed characteristic fire variables, the burnt area (BA) and the fire radiative power (FRP), which are good proxies for fire size and intensity respectively. Using the fire data we determine an adequate parametric distribution function which fits best the logarithm of BA and FRP. We reconstruct the conditional density function of both variables with respect to the chosen meteorological covariates. These conditional density functions for the size and intensity of a single event give information on fire risk and can be used for the estimation of conditional probabilities of exceeding certain thresholds. By analyzing these probabilities we find two fire risk regimes different from each other at the 90% confidence level: a background summer fire risk regime and an extreme additional fire risk regime, which corresponds to higher probability of occurrence of larger fire size or intensity associated with specific weather conditions. Such a statistical approach may be the ground for a future fire risk alert system.
3.1 Context and introduction

In order to better manage fire risk, several methods have been investigated. Among the first are the fire risk indices, such as the Canadian Fire Weather Index (Van Wagner et al., 1985, 1987, 1974). This index relates to the expected intensity of the fire line, expressed in energy output rate per unit length of fire front. It is currently used as a fire risk indicator by the European Forest Fire Information System (EFFIS) of the Joint Research Center (JRC) of the European Commission. The Haines Index (Haines et al., 1983) is another indicator of dangerous fire development that focuses on atmospheric stability. It can be used in conjunction with the Canadian Fire Weather Index but is deemed less informative. These indices are empirically calibrated for predicting whether the atmospheric and hydrological conditions are prone to fire development. However one of their main drawbacks is that they lack temporal contrast: they identify correctly fire-prone seasons but fail to provide short-term variability in fire risk (e.g., San-Miguel-Ayanz et al., 2013, Figs. 7, 8, 12 & 15). Other approaches exist, based on different criteria of fire risk. Using probabilistic cellular automata fire propagation models, simulations of multiple starting points can lead to risk maps that can be helpful for fire suppression forces deployment (Russo et al., 2014). The main weak point of this method is the lack of strong validation for the calibration of the propagation model. More in-depth simulations, using fully physical models such as FIRETEC (Linn et al., 2002), can provide accurate predictions of the propagation of a fire. This method can be very demanding computation-wise and requires a precise knowledge of the initial and boundary conditions. Using a probabilistic framework, a preliminary risk assessment study was conducted (Preisler et al., 2004). The aim of the study was to reconstruct the probabilities of fire occurrence and large fire propagation using meteorological and geographical covariates. The results, although encouraging, gave only mitigated quality in the estimation of monthly fire occurrence. Modeling accumulated seasonal burnt area time series using meteorological predictors gave satisfying results, with adjusted $R^2$ of 68% for the July-August time period and north-western region of Iberia (Sousa et al., 2015).

Besides fire size or fire occurrence, another important factor of risk regarding wildfires is the intensity of the fire front. The propagation of particularly intense wildfires is indeed very hard to control and can trigger very severe pollution episodes. However large data sets do not exist for this quantity, so we focus instead on the fire radiative power ($FRP$), a remotely-sensed variable strongly linked with the fire intensity.

The general framework of this study is the estimation of fire size and intensity of individual fires in the Mediterranean Basin using parametric statistical methods. Several studies focusing on the estimation of fire size exist, proposing to derive this quantity based on meteorological and geographical covariates. Their authors mainly use statistical learning techniques in order to give a quantitative or qualitative insight on fire size (Alonso-Betanzos et al., 2003, Cortez and Morais, 2007, Sakr et al., 2011). In some cases this analysis is extrapolated to future weather in the context of climate change (Amatulli et al., 2013). However one can reproach to these studies their lack of performance. An examination of Cortez and Morais (2007) lead to the observation that the estimation of fire size done by the best tested method
was only very marginally better than the mean of the observations. For fire intensity no studies of this kind were conducted.

Our approach will be to provide parametric estimations of both single-event fire size and intensity distribution functions conditionally to weather covariates. We take a multi-time-scale approach for the choice of our weather covariates, with seasonal and immediate weather information. Using these conditional distribution estimations we can then compute probabilities that a given fire grows particularly large or becomes very intense. Because of our methodology, these probabilities would be both sensitive to seasonal trends and immediate weather. These estimations would be much more informative than a conditional mean of fire size of intensity with respect to weather.

In Section 2.2 we describe the data we use. After presenting our fire variables, we show our weather covariates and explain their relevance. In Section 3.2 we find an adequate parametric distribution to model fire size and intensity of individual events. Using this result, we develop in Section 3.3 a methodology of fire risk assessment that focuses on the use of probabilities of large/intense wildfires.

Our weather database was built upon the ERA-Interim reanalysis of the European Center for Medium-range Weather Forecast (ECMWF) (Dee et al., 2011). The horizontal resolution of the reanalysis does not allow the derivation of the small-scale weather conditions in the immediate vicinity of the fire. To link the weather data to the fire data, we take the ERA-Interim grid point nearest from the detected fire event. We then associate to this event the weather recorded at 1200UTC the day of first detection.

We extract the following meteorological covariates:

- \( \Delta T_2 \) (in K): the 2-meter air temperature anomaly, the difference between the 1200UTC 2-meter air temperature and its climatological daily mean;
- \( W S_{10} \) (in \( ms^{-1} \)): the 10-meter wind speed;
- \( \Delta N_{precip} \) (in days): the anomaly with respect to the climatology of the number of days when precipitations \( \geq 0.5 \text{ mm} \) occur during the January-June time period preceding of the year of the fire.

\( \Delta N_{precip} \) is mostly impacted by spring drought occurrence but positive winter precipitation anomaly has also been linked to the 2003 Portugal megafire event (Trigo et al., 2006). However, as shown in Vautard et al. (2007) and Stéfanon et al. (2012a), anomalies of precipitation during spring are favorable to summer heatwave conditions. Stéfanon et al. (2012b) also shown that deficit of precipitation during spring, can trigger early vegetation growth, providing abundant fire fuels in summer. Positive winter precipitation anomalies may amplify this mechanism.

Our choice of covariates was done to retain a broad range of time-scales. We go from the hourly to daily time-scales \( (\Delta T_2, W S_{10}) \) to seasonal time-scales \( (\Delta N_{precip}) \). We also settled on covariates with proven impact on wildfire activity. Wind speed accelerates the propagation of the fire (Rothermel, 1972) in the direction of the wind and blocks backpropagation. The temperature anomaly \( \Delta T_2 \) is an indicator
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of heatwave occurrence. Pereira et al. (2005) showed that in Portugal wildfires often co-occurred with synoptic blockings and heatwaves. In Sardinia, Cardil et al. (2014) showed that large fire occurrence, daily burnt area and daily number of fires were higher on high temperature days. Hernandez et al. (2015a) and Hernandez et al. (2015c) further this work by showing that heatwaves and surface wind control wildfire size and duration strongly. Dimitrakopoulos et al. (2011) emphasized the link between drought and wildfire activity (wildfire occurrence and area burnt) in Greece. We chose $\Delta N_{\text{precip}}$ as indicator of drought occurrence preceding the wildfire. Low values of $\Delta N_{\text{precip}}$ indicate both low precipitation amount and low overall cloudiness in the January-June time period. Intuitively, we could say that more arid preceding seasons could lead to lower values of soil and fuel moisture during summer. Zampieri et al. (2009) showed that this quantity is linked to drought occurrence in summer. Additionally Vautard et al. (2007) and Stéfanon et al. (2012b) showed that summer heatwave occurrences were also impacted by rainfall deficit in previous months.

![Figure 3.1: Evolution of 5th (blue), 25th (green), 50th (red), 75th (cyan) and 95th (purple) quantiles of BA (data set BA_M and BA_E) and FRP (FRP data set) with $\Delta T_2$, $WS_{10}$ and $\Delta N_{\text{precip}}$. Top row corresponds to BA_M, middle to BA_E and bottom to FRP. The red shaded area corresponds to 90% confidence intervals for the 95th quantile.](image)

Our first attempt at linking fire and weather data used regression techniques to forecast the conditional mean. This approach failed, with maximum $R^2$ of 0.10 and 0.05 for the FRP and BA data sets respectively using artificial neural networks. We therefore chose to focus our analysis on the variability of the
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3.1 BA and FRP distributions

Figure 3.1 shows the variability of BA and FRP is very high, and a proper way to build a risk metric would be to compute probabilities of large fire size or large intensity using these variations. A way of doing so would be to model the conditional distributions of BA and FRP with respect to weather. To achieve this goal we want to find a parametric distribution which fits these variables well. In this section we proceed to this task independently of the weather covariates in order to provide good models for the distributions of BA and FRP. The meteorological covariates will be reintegrated at the beginning of Section 3.3.

As BA and FRP have very skewed distributions it becomes easier to study their logarithm. We therefore from this point onward only discuss the modeling of log_{10}(BA) and log_{10}(FRP). We also substract a threshold to each variable (log_{10}(25) for the BA data sets and log_{10}(4) for the FRP data set), so as the data starts approximately at 0 and is always non-negative.

The parametric forms that are tested for the distributions of the transformed fire variables are the following:

- the Exponential distribution, \( f(x; \beta) = \beta e^{-\beta x}, \quad x \in \mathbb{R}^+; \)

- the Normal distribution, \( f(x; \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-(x-\mu)^2/2\sigma^2}, \quad x \in \mathbb{R}; \)
Table 3.1: AD2R values for all different distributions and for all data sets. The AD2R values for the chosen distributions are in bold.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Data set</th>
<th>Normal</th>
<th>Exponential</th>
<th>Cauchy</th>
<th>Gamma</th>
<th>Logistic</th>
<th>Log-Normal</th>
<th>GEV</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD2R</td>
<td>$BA_M$</td>
<td>190</td>
<td>370</td>
<td>394</td>
<td>20.0</td>
<td>58.3</td>
<td>103</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>$BA_E$</td>
<td>51.4</td>
<td>648</td>
<td>355</td>
<td>23.6</td>
<td>16.5</td>
<td>83.5</td>
<td>3.45</td>
</tr>
<tr>
<td>FRP</td>
<td></td>
<td>674</td>
<td>4951</td>
<td>1626</td>
<td>15.2</td>
<td>121</td>
<td>124</td>
<td>17.8</td>
</tr>
</tbody>
</table>

- the Cauchy distribution, $f(x; x_0, a) = \frac{1}{\pi a \left(1 + \left(\frac{x - x_0}{a}\right)^2\right)}$, $x \in \mathbb{R}$;
- the Gamma distribution, $f(x; \alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta x}$, $x \in \mathbb{R}^+$;
- the Logistic distribution $f(x; \mu, s) = \frac{e^{-(x-\mu)/s}}{s \left(1 + e^{-(x-\mu)/s}\right)}$, $x \in \mathbb{R}$;
- the Log-Normal distribution, $f(x; \mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\log x - \mu)^2}{2\sigma^2}}$, $x \in \mathbb{R}$;
- the Generalized extreme value (GEV) distribution,
  \[ f(x; \mu, \sigma, \xi) = \frac{1}{\sigma} \left[1 + \xi \left(\frac{x - \mu}{\sigma}\right)\right]^{-1/\xi - 1} e^{-\left[1 + \xi \left(\frac{x - \mu}{\sigma}\right)\right]^{-1/\xi}} \], $x \in \mathbb{R}$, $x \geq \mu - \sigma/\xi$, $\xi > 0$.

Here $f$ denotes the corresponding probability density function.

If $Y$ is a random variable, the Truncated Exponential distribution for $\log Y$ correspond to the Truncated Pareto distribution for $Y$. As the Truncated Pareto distribution was shown alongside with the Tapered Pareto distribution to be a good fit for the distribution of $BA$ (Schoenberg et al., 2003), we included the Exponential distribution in our possible forms for $\log_{10}(BA/25)$ and $\log_{10}(FRP/4)$.

We fitted all these distributions for each data sets ($BA_M$, $BA_E$ and FRP) using the minimization of the AD2R goodness-of-fit criterion (Anderson and Darling, 1954) as fitting method. The AD2R criterion is defined as follows:

$$AD2R(F) = \int \left(\hat{F}_n(x) - F(x)\right)^2 \Psi(x) dx,$$

with $\hat{F}_n$ is the empirical, step-wise cumulative density function of the data to fit and $F$ the cumulative density function for which the AD2R criterion is calculated. The choice of the function $\Psi$ gives more weight to the quality of the fit for the right tail of the distribution. If $F(x)$ and $\hat{F}_n(x)$ were to have different asymptotic behaviors for large values of $x$ the AD2R criterion would be very large. The minimization of the AD2R criterion then has the theoretical advantage of making a better fitting of the distribution for
larger values of the selected variable.

All the AD2R values found for each distribution and data set are available in Table 3.1. Computations were done in R (R Core Team, 2013) using the fitdistrplus package (Delignette-Muller and Dutang, 2015). We see that for the BA data sets there are two distributions selected, Gamma and GEV. We will continue using only the GEV distribution since the difference seen for the BA\textsubscript{M} data set between these two distribution is very small (AD2R values of 20.3 for the GEV distribution and 20.0 for the Gamma distribution), whereas for the BA\textsubscript{E} data set the difference is much larger (AD2R values of 3.45 for the GEV distribution and 23.6 for the Gamma distribution). For FRP the Gamma distribution is selected.

Surprisingly the Exponential distribution fits the BA data sets poorly. This could be due to the absence of the $< 25$ ha wildfires in our BA\textsubscript{M} and BA\textsubscript{E} data sets, whereas they are taken into account in Schoenberg et al. (2003).

Figure 3.2 shows the normalized histograms and modeled densities of BA and FRP with accompanying QQ-plots for all considered data sets. The QQ-plots were computed using the car package (Fox and Weisberg, 2011). For values of BA smaller than 40 ha, the QQ-plots depart from the 95%-level confidence intervals. Conversely, the QQ-plots are within the confidence intervals for larger values. The distribution fits better the BA\textsubscript{E} data set than the BA\textsubscript{M}. It may be due to the methodology of construction of this data set, which considers burned only the fraction of the burning MCD64A1 pixels of surface 25 ha covered by vegetation. A preference for multiples of 25 ha arises and it is detrimental for the accuracy on the distribution tails of BA, and especially the lower percentiles. However, the fit is still accurate enough for our purpose. As only the largest wildfires are controlled by the weather conditions (Hernandez et al., 2015a), having an accurate fit of the high values of BA and FRP is enough for our modeling framework. Caution should therefore be taken when trying to interpret these distributions for low values of BA. For FRP, the QQ-plot remains within the 95%-level confidence intervals for all values. Besides the AD2R criterion, Fig. 3.2 shows that the GEV and Gamma models fit the data accurately and can be considered suited for our model.

In the following, we will take the strong hypothesis that the observations coming from the BA and FRP data sets have respectively GEV and Gamma distributions conditionally to the weather. This hypothesis was tested on large subsets of the data sets corresponding to particularly favorable or unfavorable weather conditions. We take as favorable conditions $\Delta T_2 \geq 5$ K and $W_{S10} \geq 6$ ms\(^{-1}\) and as unfavorable conditions $\Delta T_2 \leq 0$ and $W_{S10} \leq 3$ ms\(^{-1}\). We find that the hypothesis holds well for the BA\textsubscript{E} and FRP data sets, but that there are more discrepancies with the BA\textsubscript{M} data set, which is coherent with the deviations seen in Fig. 3.2.

This hypothesis is used to obtain the conditional distribution of BA and FRP with respect to $\Delta T_2$, $W_{S10}$ and $\Delta N_{\text{precip}}$. 
3.3 Fire risk assessment using meteorological covariates

3.3.1 Methodology

The general framework of our methodology is the parametric estimation of the conditional probability density function of $BA$ or $FRP$ with respect to $\Delta T_2$, $WS_{10}$ and $\Delta N_{\text{precip}}$. In other words we seek $f_{Y|X}(y) = f_Y(y|X=x)$ with $y$ the fire variable, with $X$ the meteorological covariates and $x$ a specific value taken by the covariates. We made the hypothesis in the previous section that $f_{\log_{10}(BA/25)} \sim \text{GEV}(\mu, \sigma, \xi)$ and $f_{\log_{10}(FRP/4)} \sim \Gamma(\alpha, \beta)$ for all subsets of our data sets. Therefore to approximate the values of the parameters of these distributions we need to compute the distribution of $y$ near the point $X = x$. To do so we choose to retain the 10% of our data sets nearest of the point $X = x$ and to estimate the parameters of the distribution by minimizing the AD2R criterion. The fraction of nearest neighbors was chosen to be sufficient to estimate a distribution function. The calculation of these nearest neighbors was done in R using the FNN package (Beygelzimer et al., 2013).

It must be noted that due to the curse of dimensionality taking a larger number of covariates would lead to a very large inaccuracy on $x$ (Hastie et al., 2009, pp 22-23).

For computation purposes we choose not to estimate $f_{Y|X}$ at each possible value of $x$. Instead we take the values of $x$ corresponding to the 1st to 9th deciles of each of its components. This makes $9^3 = 729$ values of $x$ for which each conditional distribution parameters are estimated.

In order to obtain asymptotic confidence intervals for our estimates of the conditional distribution parameters and of the probability of large or intense events we perform 500 bootstrap estimations of these parameters using the determined nearest neighbors. Bootstrap estimation was done using the bootstrap R package (Leisch and Tibshirani, 2014).

3.3.2 Results

Figures 3.3, 3.4 and 3.5 show the estimated probability contours of particularly large or intense fire events computed from our method. These events are defined by the wildfire exceeding the 2000 ha or 200 MW thresholds in $BA$ or $FRP$ respectively. These thresholds correspond approximately to the 95th quantiles of each variable. The values of each class of $\Delta N_{\text{precip}}$ corresponds to the mean of the $\Delta N_{\text{precip}}$ of each decile. Each panel displays the mean distribution of the corresponding $\Delta N_{\text{precip}}$ class. The uncertainty of the distribution can be inferred from Table 3.2 which displays the average standard deviation of each covariate.

The probability of large $BA$ occurring is a growing function of $\Delta T_2$ (Figs. 3.3 & 3.4). The two modes of higher $BA$ commented and analyzed in Hernandez et al. (2015c) are visible in Fig. 3.3. There is a clear significant increase in large $BA$ probabilities with increasing $\Delta T_2$ and $WS_{10}$ for low values of $\Delta N_{\text{precip}}$. The role of $WS_{10}$ is significantly damped when $\Delta N_{\text{precip}}$ rises (wetter January-June time period) and $\Delta T_2$...
becomes the main driving factor for the BA\textsubscript{M} data set (Fig. 3.3). Accounting for the confidence intervals of the estimated probabilities (not shown) shows that WS\textsubscript{10} has no explanatory value in the pattern of the probability at the 90% confidence level. The variations between the minima and maxima of the estimated probabilities are significant at the 90% confidence level. However the two modes are hard to distinguish statistically because of the low number of points in our BA data sets (5821 for BA\textsubscript{M} and 4840 for BA\textsubscript{E}). The difference of results between the BA\textsubscript{M} and BA\textsubscript{E} probabilities is due to the BA\textsubscript{E} data set spanning over the 2006-2012 time period, therefore missing the 2003 and 2005 megafire events which are present in the BA\textsubscript{M} data set (San-Miguel-Ayanz et al., 2013). Regarding fire intensity, FRP is a growing function of WS\textsubscript{10}, Δ\textsubscript{T}\textsuperscript{2} and a decreasing function of ΔN\textsubscript{precip}, which is significant at the 90% confidence level. The variability linked to Δ\textsubscript{T}\textsuperscript{2} and WS\textsubscript{10} is discussed in Hernandez et al. (2015a) and found back on this figure.

Because we use a meteorological covariate depending on past weather (ΔN\textsubscript{precip}), a seasonal preconditioning of high fire risk can be assessed. When a drought occurs in the past months (ΔN\textsubscript{precip} ≤ −7 days) the highest probabilities of large BA can be found for high values of both Δ\textsubscript{T}\textsuperscript{2} and WS\textsubscript{10} (Fig. 3.3). For higher values of the past months precipitation anomaly (ΔN\textsubscript{precip} ≥ 7 days), the highest risk corresponds to heatwaves, with high Δ\textsubscript{T}\textsuperscript{2} and low WS\textsubscript{10}. This difference could be exploited to adapt fire mitigation strategies and take into account seasonal weather information.

The absence of the 2003 and 2005 megafire events (San-Miguel-Ayanz et al., 2013) limits the number of observations used to derive the parameters of the distributions, therefore explaining the absence of significant discrimination between situations of spring drought and the others in the BA\textsubscript{E} data (Fig. 3.4).

Let us illustrate the information provided by our method by focusing on the 2003 megafire event in Portugal. We take the largest wildfire event of the BA\textsubscript{M} data set (262520 ha BA, 731 MW FRP). It is recorded at [-7.65E,40N] and the considered weather is that of the [-7.50E,39.75N] ERA-Interim grid point.

Figure 3.6 shows the time evolution of the probability of large BA and FRP with the corresponding 90% confidence intervals. Two black lines show the beginning and the end of the fire event. During the wildfire the probability of large BA peaks to 7%, whereas it stays at about 3% (BA\textsubscript{M}) or 2% (BA\textsubscript{E}) the rest of the time. The probability of large FRP behaves the same way, going from 3% to more than 6%. The variations of these estimated probabilities are significant at the 90% confidence level. The "background" probability refers to the background fire risk of large or intense fire events during summer. We also see a secondary peak before the fire event, even though no fire occurred. Our method can be used to identify time periods when fire risk is especially high. When a fire occurs during one of these "extreme" periods, the fire event has large odds of being catastrophic.

Regarding the uncertainties of the method the mean standard deviation of the meteorological covariates have been calculated (Table 3.2). They stem from our nearest neighbors approach. The uncertainties on the meteorological features are fairly small and, with the exception of ΔN\textsubscript{precip}, fall within measurement
Table 3.2: Mean values of the standard deviations calculated from the nearest neighbors search (\(\Delta T_2\), \(WS_{10}\) and \(\Delta N_{\text{precip}}\)).

<table>
<thead>
<tr>
<th>Data set</th>
<th>(\Delta T_2) (K)</th>
<th>(WS_{10}) (ms(^{-1}))</th>
<th>(\Delta N_{\text{precip}}) (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA(_M)</td>
<td>1.41</td>
<td>0.74</td>
<td>4.4</td>
</tr>
<tr>
<td>BA(_E)</td>
<td>1.22</td>
<td>0.83</td>
<td>3.9</td>
</tr>
<tr>
<td>FRP</td>
<td>1.17</td>
<td>0.74</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Figure 3.7 shows the normalized histograms of the estimated probabilities and of the confidence intervals lengths for all July-August time periods everywhere a fire is detected. We also quantify the mean and standard deviation of the background and extreme fire risk regimes. To do this, the densities of the estimated probabilities are fitted with a mixture of two gaussians, representing the background and extreme fire risk regimes. The model can be written as follows:

\[
PDF(x; \mu_1, \sigma_1, \mu_2, \sigma_2, \alpha) = \frac{\alpha}{\sigma_1 \sqrt{2\pi}} \times \exp \left\{ -\frac{(x - \mu_1)^2}{2\sigma_1^2} \right\} + \frac{1 - \alpha}{\sigma_2 \sqrt{2\pi}} \times \exp \left\{ -\frac{(x - \mu_2)^2}{2\sigma_2^2} \right\}
\]

(3.1)

For BA\(_E\) data set, the distinction between background and extreme is more difficult than for BA\(_M\) due to the absence of major megafires in the data set (2003 and 2005). Otherwise, the mean probability that a fire exceeds 2000ha is around 4% for background summer fire risk conditions with a standard deviation of 0.5% and increases to 5% in extreme weather conditions favorable to larger fires. A similar behavior is found for fire intensity with an even more distinguishable two mode distribution. The mean probability that a fire exceeds 200MW is around 2.4% for background summer fire risk conditions with a standard deviation of 0.3% and increases to 3.6% in extreme weather conditions favorable to intense fires. The 90%-level confidence interval lengths remain large for the BA data sets, with typical values of 2% and 1.8% for the BA\(_M\) and BA\(_E\) data sets respectively. For the FRP data set these lengths are smaller because of the larger number of data points, with a mean value of approximately 1%.

3.4 Conclusions

Statistical modeling of burnt area (BA) and fire radiative power (FRP) was investigated in this chapter. Using maximum goodness-of-fit techniques the density functions of \(\log_{10}(BA)\) and \(\log_{10}(FRP)\) were found to be well represented by GEV and Gamma distributions respectively. Using the hypothesis that this result holds for the conditional distribution of the fire variables with respect to meteorological covariates, a methodology for its estimation with three weather parameters was designed. Surface wind speed, 2-meter air temperature anomaly and rainfall occurrence anomaly in January-June were selected to fit BA and FRP. The statistical model proved to be efficient in associating large fire risk with previous fire events, and so with rather low uncertainties. Such a model would be useful for the design of a data-driven wildfire alert system in the Mediterranean Basin taking into account seasonal trends and weather
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forecasts.

- Our model allows to discriminate accurately jumps between background summer fire risk regime and an extreme additional fire risk regime, corresponding to higher probability of occurrence of larger fire size or intensity associated with specific weather conditions;

- our model provides information for both the fire size and the fire intensity;

- our model provides an estimation of the probability of risk to exceed given values of fire size and fire intensity each time meteorological forcing data are available, that is typically on an hourly to 6-hourly basis;

- our model includes enhanced fire risk preconditioning by precipitation occurrence anomaly during the preceding months.

However, this work must be seen as a first step towards fire risk forecasting and a thorough analysis is required to assess the model performance in forecast mode.

In this study we use parametric distributions as they provide a simple framework to model fire risk with a limited number of coefficients, which can be of interest for the implement of a fire risk forecast system. Non parametric estimations of the conditional distributions of the fire variables with respect to the meteorological covariates could be performed (Brunel et al., 2010). This would lead to longer computation times but probably more accurate estimations of the conditional distributions and associated probabilities. More complete data sets for BA would allow a better estimation of the conditional distribution for this particular variable and help further reduce the uncertainties.

Finally the developments shown in this chapter lead to an answer to our second research objective. To improve fire danger forecasting meteorological driving factors of fire size and intensity can be used to reconstruct a conditional distribution function of either variable. Such method provides much more information than commonly used fire risk indicators (e.g. the Canadian Fire Weather Index) as one gets the distribution of all possible fire sizes and intensities given the meteorological covariates rather than an estimation of the fire intensity alone. The method also allows a multi-time-scale analysis of the fire risk level as it accounts for preconditioning build-up by spring drought and the instantaneous wind speed and temperature anomaly with respect to the climatology. It thus produces a contrasted day-to-day probability of large fire size and intensity which can be combined into a single fire risk indicator.
Figure 3.2: Normalized histograms, modeled densities (a,c,e) and QQ-plots (b,d,f) for the GEV and Gamma distributions for the BA and FRP data sets respectively. The fitting method used is the AD2R criterion minimization. On the densities panels the normalized histograms are in black and the modeled distribution in red. The dashed green lines on the QQ-plots are the 95% confidence envelopes.
Figure 3.3: Estimated probabilities of fire size (BA) exceeding the 2000 ha threshold (BA_M data set). The x-axis is the 2-meter air temperature anomaly (ΔT₂), the y-axis the 10-meter wind speed (WS₁₀) and each panel stands for values of January-June precipitation days anomaly (ΔN_precip) centered on the given value on the panel titles.
Figure 3.4: Estimated probabilities of fire size (BA) exceeding the 2000 ha threshold (BAE data set). The x-axis is the 2-meter air temperature anomaly ($\Delta T_2$), the y-axis the 10-meter wind speed ($WS_{10}$) and each panel stands for values of January-June precipitation days anomaly ($\Delta N_{precip}$) centered on the given value on the panel titles.
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Figure 3.5: Estimated probabilities of fire intensity (FRP) exceeding the 200 ha threshold. The x-axis is the 2-meter air temperature anomaly (\(\Delta T_2\)), the y-axis the 10-meter wind speed (\(WS_{10}\)) and each panel stands for values of January-June precipitation days anomaly (\(\Delta N_{\text{precip}}\)) centered on the given value on the panel titles.

Figure 3.6: Probabilities of observing a \(\geq 2000\) ha wildfire calculated from the BA_M (a) and BA_E (b) data sets and probabilities of observing a \(\geq 200\) MW wildfire calculated from the FRP data set (c) as a function of time for the 2003 July-August period nearest the largest wildfire occurring in Portugal this season. Black dashed lines show the beginning and the end of the wildfire event. In light shaded red are the 90% confidence intervals.
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\[ \mu_1 = 3.9\%; \sigma_1 = 0.5\% \]
\[ \mu_2 = 4.9\%; \sigma_2 = 1.1\% \]
\[ \alpha = 0.3 \]

\[ \mu_1 = 2.5\%; \sigma_1 = 0.3\% \]
\[ \mu_2 = 2.3\%; \sigma_2 = 1.3\% \]
\[ \alpha = 0.25 \]

\[ \mu_1 = 2.4\%; \sigma_1 = 0.3\% \]
\[ \mu_2 = 3.6\%; \sigma_2 = 1.3\% \]
\[ \alpha = 0.15 \]

\textbf{FIGURE 3.7:} Normalized histograms of the estimated probabilities (black), PDFs of the mixture model (red) and normalized histograms of the 90%-level confidence intervals lengths (blue). (a,d) are for BA_M, (b,e) for BA_E and (c,f) for FRP. The data set is made of each July-August time period everywhere a fire is detected. The parameters of the gaussian mixture model (Eq. 3.1) are displayed on each panel of the top row.
Chapter 4

Impact of wildfire-induced land cover modification on local meteorology

This chapter stems from the article Hernandez et al. (2015b), published in Atmospheric Research.

Wildfires alter land cover creating changes in dynamic, vegetative, radiative, thermal and hydrological properties of the surface. However, how drastic changes induced by wildfires and how the age of the burnt scar affect the small and meso-scale atmospheric boundary layer dynamics are largely unknown. These questions are relevant for process analysis, meteorological and air quality forecast but also for regional climate analysis. Such questions are addressed numerically in this study on the case of the Portugal wildfires in 2003 as a testbed. In order to study the effects of burnt scars, an ensemble of numerical simulations using the Weather Research and Forecasting modeling system (WRF) have been performed with different surface properties mimicking the surface state immediately after the fire, few days after the fire and few months after the fire. In order to investigate such issue in a seamless approach, the same modeling framework have been used with various horizontal resolutions of the model grid and land use, ranging from 3.5 km, which can be considered as the typical resolution of state-of-the art regional numerical weather prediction models to 14 km which is now the typical target resolution of regional climate models.

The study shows that the combination of high surface heat fluxes over the burnt area, large differential heating with respect to the preserved surroundings and lower surface roughness produces very intense frontogenesis with vertical velocity reaching few meters per second. This powerful meso-scale circulation can pump more humid air from the surroundings not impacted by the wildfire and produce more cloudiness over the burnt area. The influence of soil temperature immediately after the wildfire ceases is mainly seen at night as the boundary-layer remains unstably stratified and lasts only few days. So the intensity of the induced meso-scale circulation decreases with time, even
though it remains until full recovery of the vegetation. Finally all these effects are simulated whatever the land cover and model resolution and there are thus robust processes in both regional climate simulations and process studies or short-time forecast. However, the impact of burnt scars on the precipitation signal remains very uncertain, especially because low precipitation are at stake.

4.1 Context and introduction

These wildfires have become over the past ten years an active research field in geophysics and ecology (DeBano, 2000, Westerling et al., 2006). Large forest or bush fires cause dramatic changes in atmospheric composition by the release of gaseous and solid combustion products that in turn alter the local (Davies and Unam, 1999) and global (Seiler and Crutzen, 1980) atmospheric composition. The large release of heat and cloud condensation nuclei (Petters et al., 2009) modifies deeply the meteorology during the fire event, as seen in the fire propagation models (Clark et al., 1996, Morvan and Dupuy, 2004). At the catchment level, the water cycle is also impacted by fire. For example the response time of the topsoil moisture can be significantly lowered by wildfires, inducing quicker drying after rainfall (Stoof et al., 2012). Local meteorology can also be impacted after the fire ceases. Mölders and Kramm (2007) showed that in boreal regions fires tend to thaw the permafrost layer of the soil, blacken the surface and decrease the roughness length. Their numerical experiment showed an increase over the burnt areas and a decrease downwind of cloud-water, rain-water and graupel mixing ratios. A rearrangement of precipitation pattern is also simulated over the burnt area due to modifications of surface flux and buoyancy. Such effects are similar to anthropogenic or natural modifications of the landscape which can change in return the surface heat budget and therefore the surface-atmosphere coupling. These surface heterogeneities induce meso-scale circulations (Avissar and Schmidt, 1998, Pielke et al., 1991, Segal et al., 1988) which can have consequences on the local meteorology (Kilinc, 2007, Wendt et al., 2007). Tryhorn et al. (2008) also showed evidence of the link between flash floods that occurred in the Alpine Shire, Australia with 37.2 mm recorded precipitation. The numerical experiment showed that without accounting for the fire occurrence the simulated precipitation were 3.9 mm versus 31.7 mm when accounting for the fire occurrence. At a larger time scale, Görgen et al. (2006) showed by using a fire/regrowth scheme in a climate model, that the vegetation regrowth time scale depends on the intensity of the fire. The impact of fires on landscape dynamics and their possible impact on global climate make them an interesting field of research for more accurate future climate forecasting (Trouet et al., 2010). Burnt scars and wildfires have not yet been incorporated into climate simulations, but their contributions to vegetation dynamics (Mouillot et al., 2002), carbon balance (Schimel and Baker, 2002) and aerosol concentrations (Spracklen et al., 2009) in a context of climate change have been investigated. These study did not focus on the Mediterranean region, which has however a long record of large wildfire events.
However, several questions remain unanswered in the current literature, which will be addressed in the present chapter. We do not know precisely what is the magnitude of the changes in small and meso-scale atmospheric dynamics that occur above large fire burnt scars. The change in energy budget being drastic compared to what is observed usually in studies about land-cover contrasts, large modification of the boundary layer dynamics should be expected. How the age of the burnt scar impacts the boundary-layer dynamics is also largely unknown. These questions are relevant for process analysis, meteorological and air quality forecast but also for regional climate analysis. In order to investigate such issue in a seamless approach, the same modelling framework will be used with various horizontal resolutions of the model grid and land use. It will range from 3.5 km, which can be considered as the typical resolution of state-of-the art regional numerical weather prediction models (Davies et al., 2005, Seity et al., 2011), to 14 km which is now the typical target resolution of regional climate models (Flaounas et al., 2013, Jacob et al., 2014). The 2003 Portuguese fire season is used as a testbed for such sensitivity study experiment (Fig. 4.1). The study uses the Weather Research and Forecasting model WRF for the sensitivity analysis and the Moderate Resolution Imaging Spectroradiometer (MODIS) observations for the description and map of the burnt area.

![Figure 4.1: Map of the western Mediterranean region with shaded area indicating topography higher than 500 m. The rectangle indicates the simulation domain for this study.](image)

### 4.2 Numerical experiments with WRF

#### 4.2.1 Model setup

Version 3.1 of the Weather Research and Forecasting model (WRF) of the National Center of Atmospheric Research (NCAR) (Skamarock and Klemp, 2007) is used, with a simulation domain covering the western region of the Iberian Peninsula with horizontal resolutions of 3.5, 7 and 14 km. The corresponding time steps are 15 s, 30 s and 60 s. The model has 28 sigma-levels in the vertical. Initial and lateral conditions are taken from the European Center for Medium-range Weather Forecast (ECMWF)
ERA-interim reanalysis provided every 6 hrs with a 0.75° resolution (Simmons et al., 2006). To avoid unrealistic departure from the driving fields, indiscriminate nudging is applied with a coefficient of $5 \times 10^{-5}$ s$^{-1}$ for temperature, humidity and velocity components above the planetary boundary layer (Omrani et al., 2013, Salameh et al., 2010) (even though the small domain size damps the effect of nudging with strong control by lateral boundaries; Omrani et al., 2012, 2013). A complete set of physics parameterizations is used with the WRF Single-Moment 5-class microphysical scheme (Hong et al., 2004), the new Kain-Fritsch convection scheme (Kain, 2004), the Yonsei University (YSU) planetary boundary layer (PBL) scheme (Noh et al., 2003) and a parameterization based on the similarity theory (Monin and Obukhov, 1954) for the turbulent fluxes. The radiative scheme is based on the Rapid Radiative Transfer Model (RRTM) (Mlawer et al., 1997) and the Dudhia (1989) parameterization for the longwave and shortwave radiation, respectively. For the land surface, the NOAH land-surface model is used (Ek et al., 2003). It uses four soil layers of respective depths from top to bottom 10 cm, 30 cm, 60 cm and 100 cm. The geographical data are from 30 second resolution USGS (United States Geophysical Survey) data. The output time interval for all simulations is 1 hour.

### 4.2.2 Performed simulations

Reference simulations (hereafter referred as REF) have been run at 3.5, 7 and 14 km horizontal resolutions with the standard land use characteristics from the USGS database, i.e. without accounting for the wildfire impact. Additional simulations have been performed by modifying the land use characteristics (albedo, emissivity, roughness, and vegetation) and initial state (soil temperature and moisture) to account for the fire impact (Fig. 4.2):

- Simulations FIRE-ST include modified soil temperature and moisture in the uppermost layer in the initial state (+300 K additional temperature and 0.05 m$^3$.m$^{-3}$ soil moisture at the beginning of the simulations) as well as modified land-cover (see hereafter for details). These simulations performed at 3.5, 7 and 14 km horizontal resolutions mimic the situation when the fire has ended at the beginning of the simulation and so the "short-term" response of the atmosphere ("ST" in "FIRE-ST" standing for short-term).

- Simulations FIRE-MT include modified soil moisture in the uppermost layer in the initial state (0.05 m$^3$.m$^{-3}$ soil moisture at the beginning of the simulations) as well as modified land-cover (see hereafter for details). These simulations performed at 3.5, 7 and 14 km horizontal resolutions mimic the situation when the fire has ended few days before the beginning of the simulation and so the "mid-term" response of the atmosphere ("MT" in "FIRE-MT" standing for mid-term).

- Simulations FIRE-LT include modified land-cover only (see hereafter for details). These simulations performed at 3.5, 7 and 14 km horizontal resolutions mimic the situation when the fire has ended few months before the beginning of the simulation and so the "long-term" response of the atmosphere ("LT" in "FIRE-LT" standing for long-term).
Simulations FIRE-ST are the most similar regarding the actual summer 2003 wildfire in Portugal. Simulations MT and LT allow to analyze the longer term atmospheric response to a wildfire all others things being equal (i.e. synoptic atmospheric conditions).

**Figure 4.2:** Sketch of the numerical sensitivity experiment.

To identify the burnt regions and the dates of the corresponding fires, we use the MCD64 burnt area product from the spaceborne instrument MODIS (Moderate Resolution Imaging Spectroradiometer). This product provides such information on a 500 m horizontal grid. We concatenate the burnt pixels over the wildfire duration in July 2003 to obtain the map of the burnt scar at the beginning of August 2003. To modify the land-cover characteristics of WRF over the burnt area, we consider that a WRF grid cell corresponds to a burnt landscape if more than 20% of its area is burnt according to the MCD64 product. Figure 4.3 shows the burnt area for the simulations performed at 3.5, 7 and 14 km. However, in order to delineate the effect of the horizontal resolution on the atmospheric dynamics from that of the shape of the burnt area, an additional set of simulations has been produced. Simulations performed at 3.5 and 7 km horizontal resolution with the consistent land use (i.e. computed with 3.5 and 7 km-grid cells, respectively; simulations referred as "HR" for "high resolution" land use description) have also been run with a modified land use computed with 14-km resolution grid cells (simulations referred as "LR" for "low resolution" land use description). Table 4.1 summarizes the simulations performed for the sensitivity analysis.
4.2.3 Burnt land cover class in WRF ”FIRE” simulations

Regarding the modeling of the burnt surfaces in the WRF simulations, a ”burnt area” land cover class has been added with modified parameters such as albedo, emissivity, leaf-area index, leaf transpiration parameters (stomatal resistance, radiation stress factor and coefficient for vapor pressure deficit) and roughness length.

The radiative properties of the land surface are altered by the combustion of the pre-existing vegetation cover. Fires burn the leaves, blacken the branches and trunks and produce ash and soot. Results from the BOREAS flight experiments conducted in Canada showed lowered albedo for recently burnt forest areas (Amiro et al., 1999). The same behavior was observed using flux tower measurements in the northern Australian savanna. In this region, the albedo decreases from 0.11 to 0.06 and 0.12 to 0.07 for low and moderate fire intensities, respectively (Beringer et al., 2003). Similar behavior has also been reported for African savanna (Sholes and Walker, 1993). Other tower measurements conducted in Alaska show a decrease from 0.09 to 0.07 and 0.19 to 0.05 for black spruce and tundra ecosystems,
respectively (Chambers et al., 2005). This is also consistent with values of 0.05 in Knowles (1993) and 0.08 in Tryhorn et al. (2008). Consequently an albedo of 0.10 is chosen in this study for both forest and plain-like landscapes in order to account for the observed darkening of the land surface.

There are comparatively very few studies about emissivity changes resulting from wildfires. Kremens et al. (2003) experimentally derived a land-cover dependent emissivity, corresponding to no change for bare soil and an increase from 0.75 to 0.90 for grass. In our study, we choose a value of 0.95 to account for such small increase with respect to non-burnt land cover.

Burnt vegetation leads to a massive destruction of leaves, which in turn has an important impact on plant evapotranspiration. The atmosphere then absorbs less moisture and the Bowen ratio rises. We will consider for the purpose of our experiment that all the hydrological processes related to the vegetation mantle are nearly stopped, and we associate a leaf area index (LAI) value of 0.10 for all modified land-covers. This is consistent with the study of Californian chaparral response to wildfire held by McMichael (2004), in which it is considered that the LAI is near-zero after burning and recovers pre-fire values in the lapse of ten years. Additionally, in order to stop the vegetation-related hydrological processes taking place right after the fire, we choose very high values of stomatal resistance, radiation stress factor and coefficient for water vapor deficit, which induces extremely low transpiration in our numerical simulations. Furthermore, the low evapotranspiration means that when a precipitation event occurs, the water can go deep within the soil without being pumped out by vegetation processes.

To our knowledge, the modification of aerodynamical properties of the land surface is not thoroughly discussed in the literature. Experimental studies over Australian savanna showed very low increase in roughness length, from 0.46 m for unburnt savanna to 0.49 m for the burnt site (Wendt et al., 2007). In boreal regions, a 7-8 fold decrease in roughness length is observed for burnt forest (from 0.70 to 0.09 m) and a 4-fold decrease for tundra (from 0.04 to 0.01 m) (Chambers et al., 2005). Some land-cover classifications incorporating burnt scars show the same decrease in roughness length, an example of these would be CORINE with a 0.75 m value for broad-leaf forests to 0.50 m for the land-cover cluster of burnt areas, green urban areas and transitional woodland/shrubland. The same tendency to lowering roughness length can be found in already existing numerical studies. While some researchers implement a time and fire intensity dependent change in roughness length, with quasi-complete removal of roughness for highly energetic fires to a small decrease for low intensity events (Görgen et al., 2006), others impose a constant roughness for all fire events. For example in Tryhorn et al. (2008) a change from 2.65 to 0.10 m was chosen. For the purpose of our study, we chose to halve the roughness length. This allows variability according to initial land cover.

4.2.4 Soil temperature and moisture initial conditions in WRF "FIRE" simulations

The release of heat from the combustion alters the water content and temperature of the shallowest layers of the soil. To account for this we choose an initial soil moisture of 0.05 m$^3$.m$^{-3}$ for the first land-surface
model (LSM) layer, relatively small compared to the average value of 0.15 m$^3$.m$^{-3}$ available from ERA-Interim for the domain and time span of interest. This value is consistent with precedent studies (Görgen et al., 2006, Mölders and Kramm, 2007). The choice of initializing soil moisture at a value that does not depend on the local fire intensity and the pre-fire state of the ground is an approximation. The modification of soil temperature is more complex to take into account since it does not last long after the wildfire (Mölders and Kramm, 2007). We chose an extreme initialization with an increase of 300 K of the temperature of the first LSM layer for burnt area, as if all area was burnt at the same moment.
Table 4.2: Changes on land-cover parameters operated in all FIRE simulations. Sh is the green vegetation fraction, N is the number of vegetation root levels, RS is the stomatal resistance (\(sm^{-1}\)), RGL is a parameter used in radiation stress function, HS is a parameter used in vapor pressure deficit, \(LAI_{\text{min}}\) is the minimal leaf area index in the year, \(LAI_{\text{max}}\) the maximum, \(\varepsilon_{\text{min}}\) is the minimum emissivity, \(\varepsilon_{\text{max}}\) the maximum, \(\alpha_{\text{min}}\) the minimum albedo, \(\alpha_{\text{max}}\) the maximum, \(Z_{0\text{min}}\) the minimum roughness length and \(Z_{0\text{max}}\) the maximum.

<table>
<thead>
<tr>
<th>land-cover</th>
<th>Status</th>
<th>Sh</th>
<th>N</th>
<th>RS</th>
<th>RGL</th>
<th>HS</th>
<th>(LAI_{\text{min}})</th>
<th>(LAI_{\text{max}})</th>
<th>(\varepsilon_{\text{min}})</th>
<th>(\varepsilon_{\text{max}})</th>
<th>(\alpha_{\text{min}})</th>
<th>(\alpha_{\text{max}})</th>
<th>(Z_{0\text{min}})</th>
<th>(Z_{0\text{max}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dryland cropland and pasture</td>
<td>Initial</td>
<td>0.80</td>
<td>3</td>
<td>0.40</td>
<td>100.</td>
<td>999.</td>
<td>36.25</td>
<td>1.56</td>
<td>5.68</td>
<td>0.920</td>
<td>0.950</td>
<td>0.10</td>
<td>0.23</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>Burnt</td>
<td>0.01</td>
<td>3</td>
<td>999.</td>
<td>999.</td>
<td>999.</td>
<td>0.01</td>
<td>0.10</td>
<td>0.10</td>
<td>0.950</td>
<td>0.950</td>
<td>0.10</td>
<td>0.10</td>
<td>0.025</td>
</tr>
<tr>
<td>Cropland/woodland mosaic</td>
<td>Initial</td>
<td>0.80</td>
<td>3</td>
<td>0.70</td>
<td>999.</td>
<td>999.</td>
<td>44.14</td>
<td>2.00</td>
<td>4.00</td>
<td>0.930</td>
<td>0.950</td>
<td>0.10</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Burnt</td>
<td>0.01</td>
<td>3</td>
<td>999.</td>
<td>999.</td>
<td>999.</td>
<td>100.</td>
<td>39.18</td>
<td>0.60</td>
<td>0.930</td>
<td>0.950</td>
<td>0.10</td>
<td>0.30</td>
<td>0.01</td>
</tr>
<tr>
<td>Mixed Shrubland/Grassland</td>
<td>Initial</td>
<td>0.70</td>
<td>3</td>
<td>170.</td>
<td>999.</td>
<td>999.</td>
<td>39.18</td>
<td>0.10</td>
<td>0.10</td>
<td>0.950</td>
<td>0.950</td>
<td>0.10</td>
<td>0.10</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Burnt</td>
<td>0.01</td>
<td>3</td>
<td>999.</td>
<td>999.</td>
<td>999.</td>
<td>0.01</td>
<td>0.10</td>
<td>0.10</td>
<td>0.950</td>
<td>0.950</td>
<td>0.10</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Burnt unspecified soil</td>
<td>Burnt</td>
<td>0.01</td>
<td>1</td>
<td>999.</td>
<td>999.</td>
<td>999.</td>
<td>0.01</td>
<td>0.10</td>
<td>0.10</td>
<td>0.950</td>
<td>0.950</td>
<td>0.10</td>
<td>0.10</td>
<td>0.01</td>
</tr>
</tbody>
</table>

The meteorological impact of such a high-scale high-amplitude modification is presumed to be an upper bound of the actual effect of soil temperature modification in the post-fire period.

The evolution of the albedo, roughness length and vegetative parameters is not considered for this study since our simulations are made over one month and the vegetation recovery process takes years. Soil temperature and moisture are initialized at previously discussed values and their evolution is calculated by the model with respect to atmospheric and soil heat and water transport. Table 4.2 summarizes the changes made on the land-cover and shown in Fig. 4.4.

### 4.2.5 Synoptic conditions during the simulation period

The time period during which the numerical simulations are conducted extends from 1 to 31 August 2003. One of the most intense heat waves known in Southern Europe occurred during that summer, with an important blocking of a mid-latitude high causing weak wind, high temperatures and drought. The heat wave starts on August, 2 and ends on August, 16 and includes 12 days exceeding the 99th percentile of the 1950-2009 period (Stefanon et al., 2012a). The temperature anomaly pattern of the 2003 heatwave was very similar to the “Western Europe” pattern, as classified in Stefanon et al. (2012b). After mid-August, the synoptic atmospheric circulation transitioned to a more classical west-flux synoptic flow. In the following, a distinction will be made between these two time periods and they will be referred as period P1 and period P2, respectively.

### 4.3 Fire impact in 14-km resolution simulations

The changes of our surface boundary condition modify significantly the energy budget in all our simulations. Figure 4.5 shows the time evolution of the sensible heat flux, evaporative fraction, 2-m temperature, 10-m wind speed, downward solar flux at the surface and precipitations throughout August
averaged over the large patches (4700 km$^2$). The results for the smaller patches (1800 km$^2$), being qualitatively similar to those of the large patches, are not shown here. First, changing the surface properties increases the sensible heat flux (Fig. 4.5a) and decreases the latent heat flux and the evaporative fraction (Fig. 4.5b). The time evolution of the downward solar flux shows sequences of different behaviors corresponding to the two different synoptic conditions (Fig. 4.5e). During the first two weeks of August which correspond to the strong anticyclonic condition associated with the summer heatwave, the downward solar radiation averaged between 1400 and 1600 UTC is high ($\simeq 880$ W.m$^{-2}$) and quasi constant with time. During the last two weeks of August, the westerly flow conditions bring moisture and synoptic perturbations associated with clouds over Portugal which produce larger temporal variability of the downward solar radiation. The sensible surface heat flux responds directly to the incoming downward solar radiation, so its temporal variability is strongly correlated to that of the downward solar radiation (Fig. 4.5a), whereas its amplitude is modulated by the surface properties. However, one can note that the first hours of the FIRE-ST-14 simulation differ significantly from the other simulations. During the first hours of the FIRE-ST-14 simulation, the sensible heat flux decreases from 600 W m$^{-2}$ to 500 W.m$^{-2}$, which remains approximately constant until mid August, as for FIRE-MT-14 simulation. Therefore we call P1a the first 72 hours of August, P1b the time period ranging from 6 to 13 August during which the afternoon temperatures reach values as high as 39$^\circ$C (anticyclonic conditions) and P2 the period between 15 and 31 August corresponding to the westerly flux situation.

Figure 4.5: Monthly history of meteorological parameters above the large burnt patch at a 14km resolution during August. (a) is the sensible heat flux between 1400 UTC and 1600 UTC, (b) is the evaporative fraction on the same period, (c) is the 2-m air temperature on the same period, (d) is the module of 10-m wind speed between 1400 UTC and 1600 UTC, (e) is the downward shortwave heat flux between 1400 UTC and 1600 UTC and (f) is the daily precipitation anomaly with respect to the reference simulation REF-14. For (a) to (e), cyan is for REF-14, blue is for FIRE-LT-14, green is for FIRE-MT-14 and red is for FIRE-ST-14. For (f), blue is for FIRE-LT-14 - REF-14, green is for FIRE-MT-14 - REF-14 and ref is for FIRE-ST-14 - REF-14.
4.3.1 Analysis of P1a

Period P1a corresponds to the period of time where the effect of an initial extremely hot soil layer (i.e. situation that mimics the very short term impact after the end of the fire) is significant with respect to the case of significant soil moisture deficit only (i.e. situation that mimics the medium term impact after the end of the fire). We thus only compare here simulation FIRE-ST-14 with simulation FIRE-MT-14. The initial steep rise of the sensible heat flux corresponds to the spin-up which peaks after few hours to about 600 W.m\(^{-2}\), i.e. 120 W.m\(^{-2}\) larger than in FIRE-MT-14 (Fig. 4.6a). This causes the near surface air temperature to rise significantly up to 14 K warmer than in FIRE-MT-14 (Fig. 4.6b).

The temperature difference between FIRE-ST-14 and FIRE-MT-14 is mainly seen at night, when it is mainly controlled by the release of heat from the hot first soil layer which becomes weak after about 70 hours (Fig. 4.6c). Indeed considering that surface heat flux balances the surface longwave radiative heating at night, a difference of about 100 W.m\(^{-2}\) during the first hours of the simulations (Fig. 4.6a) is consistent with a near surface temperature difference of 14 K (Fig. 4.6b), according to Stefan-Boltzmann law. Let us now assume that \(\delta T\) is the temperature anomaly and \(T_0\) the homogenous and constant background soil temperature. At \(t = 0\), \(\delta T = +300\) K. The thermal diffusion equation writes:

\[
\frac{\partial (\delta T + T_0)}{\partial t} = k \frac{\partial^2 (\delta T + T_0)}{\partial z^2}
\]

where \(k\) is the heat diffusivity coefficient. Let us consider silty clay loam which corresponds to the dominant soil type in our simulations so that \(k = 2 \times 10^{-6} \text{ m}^2 \text{ s}^{-1}\). A dimensional analysis of this equation gives:

\[
\frac{\delta T + T_0}{\tau} = \frac{k}{\Delta e^2} (\delta T + T_0)
\]

where \(\tau\) is characteristic response scale, \(\Delta e\) an effective depth of heat transport. This leads to \(\tau = \Delta e^2/k\). For \(\Delta e = 38\) cm which is a value consistent with the depth of the first two soil layers of WRF land-surface model NOAH, \(\tau = 20\) hr. This response time value is consistent with the exponential decay of the nighttime near surface air temperature (Fig. 4.6b) and soil temperature (Fig. 4.6c). At night, a near-surface temperature difference of 14 K between FIRE-ST-14 and FIRE-MT-14 simulations lead to strongly convective conditions at night in FIRE-ST-14 compared to slightly stable conditions in FIRE-MT-14. This leads to a very deep nighttime planetary boundary layer in FIRE-ST-14 with respect to FIRE-MT-14. Indeed, Fig. 4.6d shows that the nighttime planetary boundary layer depth is about 2000 m deeper in FIRE-ST-14 simulation than in FIRE-MT-14 simulation. The time evolution of the PBL depth as a function of the potential temperature vertically averaged over the PBL depth \(\theta\) is given by:

\[
\frac{\partial z_i}{\partial t} = \frac{1}{\gamma} \frac{\partial \theta}{\partial t}
\]

where \(\gamma\) is the local potential temperature lapse rate above the PBL top. Considering a constant lapse rate, integrating the equation between night and day and differentiating between the two simulations, we
obtain:

\[
\Delta z_i^{day} - \Delta z_i^{night} = \frac{1}{\gamma} \left( \Delta \theta^{day} - \Delta \theta^{night} \right)
\]

From Fig. 4.6b, we have \( \Delta \theta^{day} \approx 0 \) K and \( \Delta \theta^{night} \approx 14 \) K (in Fig. 4.6b, only the 2-m temperature is shown but the results is still valid for the vertically integrated potential temperature; not shown). With a typical tropospheric lapse rate \( \gamma \approx 7 \times 10^{-3} \) K.m\(^{-1}\), we have \( \Delta z_i^{day} - \Delta z_i^{night} \approx -2000 \) m, which is consistent with the simulations (Fig. 4.6d). This is possible if daytime solar heating and induced convection in FIRE-MT-14 is strong enough to partially attenuate the very large differences found at night. The large differences at night between FIRE-ST-14 and FIRE-MT-14 simulations quickly disappear as the uppermost soil layer loses its initial additional heat in a matter of days (Fig. 4.6d). However there is a remnant temperature difference of approximately 7 K by the beginning of the fourth day for the uppermost soil layer and this anomaly disappears very slowly by the end of August with an approximate decay time of 100 h. By the end of the month the temperature difference between FIRE-ST-14 and FIRE-MT-14 simulations reaches 0.5 K for the first layer and approximately 1 K for the lower layers. Part of the added energy is therefore stored in the deeper layers of soil and seeps slowly to the atmosphere during the following months. These results are verified for both large and small patches (not shown). This low release of energy is not powerful enough to create significant differences in the atmospheric response but fire-induced soil heating does create long lasting effects on the soil temperature profile.
The atmospheric response to such strong surface heating is illustrated in Fig. 4.7 which displays the mid-boundary-layer vertical wind speed on 1 August. Strong updrafts, with values reaching +1.2 m.s\(^{-1}\), are organized in bands along the dominant direction of the elongated burnt areas. These regions of strong updraft are associated with larger regions of weaker downdrafts. The regions of updrafts correspond to the front of inland breeze which form in response of the very large horizontal differential heating between the burnt and non-burnt regions and converge over the burnt areas (Courault et al., 2007, Drobinski and Dubos, 2009).

The distribution of the mid-boundary-layer vertical velocity over the large burnt patches is shown in Fig. 4.8a on 1 August 2003. One must have in mind that due to the short duration of P1a period, the number of grid points used to compute the probability density function (PDF) of the vertical velocity is rather low and so only the significant differences are discussed. The REF-14 simulation produces a peaked, narrow and rather symmetric distribution around 0 m.s\(^{-1}\). The standard deviation is 0.13 m.s\(^{-1}\). Such symmetrical PDF suggests the simulation of updrafts and downdrafts associated with PBL shallow convection even though the horizontal resolution of 14 km is the upper limit for their explicit simulation. When the land surface properties are modified to account for the fire occurrence, the PDF becomes asymmetrical and displays positive skewness. With respect to REF-14, the longer the right tail, the larger the number of modified land-surface properties. Indeed, a secondary ”peak” is visible around 0.9 m.s\(^{-1}\) for FIRE-LT-14, 1.2 m.s\(^{-1}\) for FIRE-MT-14 and 1.8 m.s\(^{-1}\) for FIRE-ST-14. This persistent updraft associated with the positive vertical velocity corresponds to the updraft produced by convergence of the inland breeze over the burnt area.

Figure 4.9 shows the difference of surface downward solar radiation at 1600 UTC averaged over P1a period between FIRE-ST and REF simulations. It reveals the impact of the mesoscale inland breeze converging over the burnt area on cloud formation. Indeed, there is a significant decrease of surface
downward solar radiation by about 60 W.m\(^{-2}\) in FIRE-ST-14 simulation with respect to REF-14 simulation. The radiation anomaly is quasi-perfectly co-located with the burnt areas.

**Figure 4.8:** Probability density functions (PDF) of vertical wind speed above the large burnt patches at \(z/z_i = 0.5\) for all grid and land-cover resolutions during the P1a period. Cyan is for REF simulations, blue for FIRE-LT, green for FIRE-MT and red for FIRE-ST. (a) corresponds to FIRE-14 simulations, (b) to FIRE-7-LR, (c) to FIRE-7-HR, (d) to FIRE-3.5-LR and (e) to FIRE-3.5-HR.

**Figure 4.9:** Difference of surface downward solar radiation at 1600 UTC averaged over the P1a period between FIRE-ST-14 (a), FIRE-ST-7-LR (b), FIRE-ST-7-HR (c), FIRE-ST-3.5-LR (d), FIRE-ST-3.5-HR (e) and REF simulations.
4.3.2 Analysis of P1b

After the first days of the P1 period, referred as period P1a, FIRE-ST-14 and FIRE-MT-14 become very similar and therefore only the FIRE-MT-14 simulation will be discussed. The horizontal pattern of mid-boundary-layer vertical velocity is shown in Fig. 4.10 on 11 August 2003, during the P1b period. The pattern is similar to Fig. 4.7, with updrafts in the middle of the burnt area organized in bands along the elongated burnt area. The updrafts are about 3-4 times weaker than during period P1a (about 0.5 m.s\(^{-1}\)). This is due to the much lower sensible heat fluxes over the burnt areas which thus produce weaker horizontal differential heating between the burnt and non-burnt regions and thus weaker inland breezes and convergence. One can note a long elongated band of inland upward motion at about 50 km from the coast. This corresponds to the sea-breeze front, the magnitude of which is similar to the inland breeze convergence over the burnt area. In Fig. 4.7, the sea-breeze front was less visible because it was of much smaller magnitude than the fronts produced over the burnt areas.

![Figure 4.10](image-url)

**Figure 4.10:** Same as Fig. 4.7 for 11 August 2003 (P1b period).

To compare the simulated wind convergence over the burnt area in FIRE-MT-14 and FIRE-LT-14 with respect to REF-14, the PDF of the mid-PBL vertical velocity are displayed in Fig. 4.11. Since the surface sensible heat flux is larger in FIRE-LT-14 and FIRE-MT-14 with respect to REF-14, the PBL depth is deeper. Indeed, the average PBL depth above the large patch around 1600 UTC is 4000 m in FIRE-MT-14 and FIRE-ST-14, 3800 m for FIRE-LT-14 and 3250 m for REF-14. Between periods P1a and P1b, only the PDFs computed from FIRE-ST-14 simulation differ significantly. The PDFs computed from the other simulations are nearly identical, the PDFs computed for period P1b being much better sampled than for period P1a. This shows that the synoptic situation remains the same for the two periods. During period P1b, the PDFs computed from FIRE-ST-14 and FIRE-MT-14 simulations are not distinguishable, therefore showing the absence of long-term impact of the initial very hot soil on the atmospheric circulation. The long right tail of the PDF from FIRE-ST-14 is shorter for period P1b than for period P1a advocating for a weakening of the inland-breeze circulation converging over the
burnt areas due to the weaker differential heating between the burnt and non-burnt areas. As for period P1a, the PDFs of FIRE-ST-14, FIRE-MT-14 and FIRE-LT-14 simulations are wider than the PDF from REF-14 simulations. It is not only true because of the presence of breeze circulations which generate the positive skewness but also because of more powerful thermals caused by larger sensible heat flux which also enlarge the symmetric part of the PDF around 0 m.s$^{-1}$ (see left part of the PDF). For a more quantitative analysis, let us consider that the PDFs are a sum of the contributions of the thermals and the mesoscale inland breeze circulations, and that the PDF $p$ of the mid-boundary-layer vertical velocity can be modeled as

$$
p(w) = a_1 \exp \left( -\frac{w^2}{\sigma_1^2} \right) + a_2 \exp \left( -\frac{(w - \mu_2)^2}{\sigma_2^2} \right) \quad (4.1)
$$

The first zero-mean Gaussian distribution is associated with the thermals and the second Gaussian distribution with the mesoscale convergence. In order to compare the relative weight of the two Gaussian distributions, we consider $\omega_2 = \frac{a_2 \sigma_2}{a_1 \sigma_1 + a_2 \sigma_2}$. We assume that $\sigma_2$ represents the breeze-induced vertical wind speed variability and $\mu_2$ its mean. Table 4.3 shows these parameters computed over the large burnt patches for all simulations. The values computed for period P1a are less accurate because of the limited number of samples (3 days only). Compared to REF-14 simulation, all FIRE simulations exhibit larger $\sigma_1$ values (twice as large for FIRE-LT-14 simulation and three times larger for FIRE-MT-14 and FIRE-ST-14 simulations). The parameter $\sigma_1$ is a good proxy of the strength of the thermals produced by convection. We can also see that the parameters relative to mesoscale breeze convergence increase between FIRE-LT-14 and FIRE-MT-14 (and FIRE-ST-14). Not only the strength of the updraft at the convergence location increases with $\mu_{2,LT}=0.35$ m.s$^{-1}$ for FIRE-LT-14 simulation and $\mu_{2,MT}=0.44$ m.s$^{-1}$)
for FIRE-MT-14 and FIRE-ST-14 simulations, but its variability also. Indeed, $\sigma_2$ increases by a factor 1.6 and 2.3 with respect to FIRE-LT-14 for FIRE-MT-14 and FIRE-ST-14 simulations, respectively.

The impact of the breeze convergence over the burnt area on the PBL structure and dynamics is illustrated in Fig. 4.12. Indeed, due to larger surface sensible heat flux and stronger thermals, the PBL is warmer and deeper in FIRE-LT-14 and FIRE-MT-14 simulations. Figure 4.12 shows that the PBL in FIRE-MT-14 simulation deepens more quickly than in REF-14 simulation and the maximum difference is about 1800 m and is reached around 1200 UTC, which corresponds approximately to 1200 local solar time. The warmer PBL in FIRE-MT-14 simulation generates mesoscale inland breeze which converge over the burnt patches as shown in Fig. 4.10 for one instant on 11 August 2003. Figure 4.12a displays the wind divergence averaged over the large burnt patches and over period P1b. We clearly see wind convergence (negative values) in the first levels of the PBL up to 1000 m height at 1600 UTC, and wind divergence (positive values) at the PBL top. Wind convergence displays a pronounced diurnal cycle, with nearly no low level convergence/upper level divergence at night, and low level convergence/upper level divergence in phase with the evolution of solar radiation, with a maximum reached at 1200 UTC. The depth of the low level convergence increases as the PBL deepens and the altitude of the upper level divergence follows the evolution of the PBL top. The enhanced low level convergence is associated with stronger wind speed over the burnt area by about 2 m.s$^{-1}$ and slightly lower wind speed at the height of the upper level divergence (Fig. 4.12b). The stronger low level jet is caused by both the reduced roughness length caused by vegetation burning and by the inland breeze system due to enhanced surface sensible heat flux over the burnt area. For relative humidity (Fig. 4.12c), the dilution effect by turbulent mixing adds up to the reduced and evapo-transpiration in FIRE-MT-14 simulation to generate a dryer PBL with respect to REF-14 simulation. However, at the PBL top, the relative humidity is higher by 20% above the large patches (8% above the smaller patches) in FIRE-MT-14 simulation with respect to REF-14 simulation. The physical explanation of this behavior comes from an interplay of the effect of reduced evaporation, that tends to reduce relative humidity, and of entrainment of cold air from the boundary layer top that can increase it by lowering the saturation threshold. The value of the relative humidity at the PBL top in REF-14 simulation is about 60% (not shown). Under conditions of low instability, the second effect

<table>
<thead>
<tr>
<th>Period</th>
<th>Simulation</th>
<th>$\omega_2$ (%)</th>
<th>$\sigma_1$ (m s$^{-1}$)</th>
<th>$\sigma_2$ (m s$^{-1}$)</th>
<th>$\mu_2$ (m s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1a</td>
<td>REF-14</td>
<td>(none)</td>
<td>0.13</td>
<td>(none)</td>
<td>(none)</td>
</tr>
<tr>
<td></td>
<td>FIRE-LT-14</td>
<td>40</td>
<td>0.27</td>
<td>0.40</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>FIRE-MT-14</td>
<td>51</td>
<td>0.36</td>
<td>0.64</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>FIRE-ST-14</td>
<td>69</td>
<td>0.34</td>
<td>0.92</td>
<td>0.51</td>
</tr>
<tr>
<td>P1b</td>
<td>REF-14</td>
<td>(none)</td>
<td>0.12</td>
<td>(none)</td>
<td>(none)</td>
</tr>
<tr>
<td></td>
<td>FIRE-LT-14</td>
<td>37</td>
<td>0.22</td>
<td>0.31</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>FIRE-MT-14</td>
<td>41</td>
<td>0.29</td>
<td>0.40</td>
<td>0.44</td>
</tr>
<tr>
<td></td>
<td>FIRE-ST-14</td>
<td>41</td>
<td>0.28</td>
<td>0.39</td>
<td>0.44</td>
</tr>
<tr>
<td>P2</td>
<td>REF-14</td>
<td>(none)</td>
<td>0.06</td>
<td>(none)</td>
<td>(none)</td>
</tr>
<tr>
<td></td>
<td>FIRE-LT-14</td>
<td>42</td>
<td>0.08</td>
<td>0.12</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>FIRE-MT-14</td>
<td>44</td>
<td>0.09</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>FIRE-ST-14</td>
<td>44</td>
<td>0.09</td>
<td>0.17</td>
<td>0.12</td>
</tr>
</tbody>
</table>

**Table 4.3:** Coefficients of the gaussian decomposition of the mid-boundary-layer probability distribution functions. Results are for the large patch at 14 km grid resolution only.
**Figure 4.12:** Diurnal cycle of the difference between FIRE-MT-14 and REF-14 simulations for wind divergence (a), wind speed (b) and relative humidity (c) averaged over the large burnt patches and over period P1b. The solid and dashed black lines display the mean PBL depth in FIRE-MT-14 and REF-14 simulations, respectively.

prevails, and the air column is in a regime of so-called dry advantage and shallow clouds can be favored (Ek and Holtslag, 2004, Gentine et al., 2013, Stéfanon et al., 2014). Indeed, the downward shortwave radiation is slightly weaker at the surface in the FIRE simulations, as seen in Fig. 4.5e and in Fig. 4.13 which shows the quasi perfect co-location between the burnt patches and the solar radiation anomaly.

**Figure 4.13:** Same as Fig. 4.9 for P1b.

### 4.3.3 Analysis of P2

During P2 period, the synoptic westerly flow interacts with the thermally induced mesoscale circulation. As the westerly flow blows in the same direction as the sea-breeze, it advects cold air over land and thus inhibits the rise in the temperature. The sea-breeze flow weakens with the temperature gradient, but even if the onshore-synoptic wind induces weaker sea breeze, the resulting flow is slightly stronger (Bastin et al., 2005, Drobinski et al., 2006, Estoque, 1962). Figure 4.14 illustrates the absence of sea-breeze front on 20 August 2003, during P2 period because of the westerly flow. Over the burnt patches, the low
level convergence is also weakened but still visible with updrafts reaching $0.25\,\text{m.s}^{-1}$, i.e. about four times weaker than during P1a period (Fig. 4.7) and two times weaker than during P1b period (Fig. 4.10).

This is visible in the PDFs of the vertical velocity over the burnt area in Fig. 4.15. The PDFs from FIRE simulations are much narrower for P2 period than those computed for P1a and P1b periods (Table 4.3).

During P2, the temperature is lower than during the heat wave and the synoptic conditions induce a westerly flow regime. In this weather regime, the boundary layer is shallow and peaks at approximately 2000 m versus 4000 m during P1b. The thermals are weaker (Table 4.3), therefore the relative humidity anomaly between FIRE-MT and REF is lower ($+8\%$ during P2 period above the large patch, versus nearly $+20\%$ during P1b period with a background humidity of 75\% in REF simulation) (Fig. 4.12). The convergence of surface winds is also lower confirming the weaker vertical velocities over the burnt patches. However the higher background mean relative humidity, brought from the Atlantic ocean by the westerly winds, brings additional cloudiness and a succession of positive rain anomalies during P2, which we will study in the following paragraphs. Albeit lower, the surface horizontal wind convergence still brings moisture from the non-burnt surrounding lands to above the atmospheric boundary layer.

Clouds identified in Fig. 4.16 with negative downward solar radiation anomalies, are either transported away by the westerly winds or trigger precipitation. Therefore precipitation events are more intense above both large (Fig. 4.5f) and smaller patches (not shown). The precipitation excess above the burnt area can reach values of 0.7 to about 2 mm during P2, for total precipitations of about 9 mm. Therefore the precipitation pattern is modified by the burnt area so as precipitations tend to be triggered preferentially above the drier burnt area. This is consistent with the observations of Vidale et al. (1997) made in the boreal region. Knowles (1993) and Pielke et al. (2007) show the cumuli tend to develop downwind of recent burnt areas in boreal forest landscapes. Here since our burnt patches can be large, precipitation tend to occur where mesoscale ascendance occurs, i.e. above the patches.
Figure 4.15: Same as Fig. 4.8 for P2 period.

4.4 Impact of model and land-cover resolution

In Figs. 4.8, 4.11 and 4.15, FIRE-LR simulations have a 14-km resolved land-cover but finer grid resolutions with respect to REF simulations. The figures show that in all simulations, the vertical wind velocity
associated with the thermals have a larger standard deviation when the grid resolution is finer. Quantitatively in the REF simulations, the value $\sigma_1$ for P1a/P1b/P2b periods is 0.14/0.12/0.05 m.s$^{-1}$ for REF-14 simulation, 0.24/0.17/0.09 m.s$^{-1}$ for REF-7-LR simulation and 0.36/0.27/0.16 m.s$^{-1}$ for REF-3.5-LR simulation. There is slightly less than a factor 2 between $\sigma_1$ value of REF-7-LR simulation and $\sigma_1$ value of REF-14 simulation and slightly less than a factor 4 between $\sigma_1$ value of REF-3.5-LR simulation and $\sigma_1$ value of REF-14 simulation. This is consistent with the averaging effect of a coarser grid. Indeed, at one grid point of the REF-14 simulation corresponds 4 grid points of the REF-7-LR simulation and 16 grid points of the REF-3.5-LR simulation. If N samples are simulated over the burnt area in REF-7-LR simulation with a standard deviation $\sigma_1$, then the N/4 samples simulated over the burnt area in REF-14 simulation have a standard deviation $\sigma_1/\sqrt{4}$, which is approximately what we have. So the difference of the vertical velocity PDF widths is mostly due to the averaging effect of the grid mesh. Increasing also the resolution of the land-cover (REF-7-HR and REF-3.5-HR simulations) slightly affects the ratio between the PDF widths with respect to the simulations using a 14-km resolution land-cover (REF-14, REF-7-LR and REF-3.5-LR simulations). Indeed, the value $\sigma_1$ is for P1a/P1b/P2b periods is 0.26/0.19/0.09 m.s$^{-1}$ for REF-7-HR simulation and 0.36/0.30/0.19 m.s$^{-1}$ for REF-3.5-HR simulation. The increase of $\sigma_1$ with respect to its value for a 14-km resolution land-cover can be attributed to the added variability caused by the higher land-cover variability. It however represents only about 10% of the total variability.

The signature of the mesoscale convergence of over the burnt area due to the differential heating induced by the difference of land properties over the burnt and non-burnt area, is significantly impacted by the resolution. In Figs. 4.8, 4.11, the second peak of the distribution which corresponds to the convergence-induced positive vertical velocities, becomes less distinct as the resolution gets finer. This is explained quantitatively in Fig. 4.17 which displays the behavior of the parameters of Eq. (4.1). Indeed, as for the first mode (“thermal” mode), the width of the second mode (“burnt area” mode) increases as a response
to the finer resolution (including land-cover resolution). The convergence-induced vertical velocity at the inland breeze front increases (i.e. \( \mu_2 \) increases) when the resolution becomes finer. The finer resolution causes the front to be narrower. Indeed, it is mostly parameterized when the model resolution is 14 or 7 km and the front width thus scales with the model resolution \( \Delta \) (it is typically 2\( \Delta \)). At 3.5 km model resolution, the front is explicitly resolved and becomes even thinner. As the resolution gets finer, the horizontal gradients of the horizontal velocities get larger. Mass conservation therefore imposes stronger vertical motion. One can note that \( \mu_2 \) increases with the model resolution but that for a given model resolution, \( \mu_2 \) is smaller when a higher resolved land-cover is used. Indeed when the land-cover is provided to the model at 7 or 3.5 km, the burnt area becomes smaller and has a more complex shape with respect to the 14-km resolution land-cover. The smaller size of the burnt area decreases the amplitude of inland breeze produced by the presence of the burnt area, and the more complex shape tends to generate a larger number of converging zone which are no longer concentrated on one single front line. Despite the fact that the convergence-induced vertical velocity increases (i.e. \( \mu_2 \) increases), the wide two modes seem to merge as we reach 3.5 km resolution. However, all FIRE simulations remain positively skewed in comparison to REF simulations.

**Figure 4.17:** Relative weight (\( \omega_2 \)), second variability (\( \sigma_2^2 \); in m.s\(^{-1}\)) and second mean (\( \mu_2 \); in m.s\(^{-1}\)) of mid-boundary-layer vertical wind speed. (a,b,c) are for the large patch, (a) is for P1a, (b) for P1b and (c) for P2. Squares are for FIRE-LT, diamonds for FIRE-MT and triangles for FIRE-ST. Data is taken between 1400UTC and 1600UTC for all the duration of the considered period.
When the model resolution becomes finer $\omega_2$ decreases. The quantity $\omega_2$ represents the relative weight of the second mode representing the burnt area-induced mesoscale convergence to the first mode representing the convection-induced thermals. Geometrically, $\omega_2$ can be interpreted as the ratio of the surface of the burnt area-induced inland breeze front to the total surface of the burnt area. We see in Figs. 4.7, 4.10 and 4.14 that when the model resolution increases, the breeze fronts become thinner as discussed earlier. For a given model resolution, when the land-cover resolution is finer, the burnt area becomes smaller by construction. The dynamics is less impacted by the land-cover resolution than by the model resolution so that the inland breeze fronts occupy less space over the burnt area (Figs. 4.7, 4.10 and 4.14). Therefore $\omega_2$ increases (Fig. 4.17). The width of the second mode, $\sigma_2$, increases when the model resolution gets finer up to 2 $\text{m s}^{-1}$, for the same reason given for $\sigma_1$. For a given model resolution, the impact of the land-cover resolution on $\sigma_2$ is similar to that on $\mu_2$. Even though the behavior of the PDFs parameters with respect to model and land-cover resolution is similar whatever the investigated period, it is more pronounced during P1 period (P1a and P1b with some caution for P1a due to the more limited number of samples used to compute the PDFs) than during P2 period. The presence of the background synoptic wind during P2 tends to damp the amplitude of the differential heating between the burnt and non-burnt areas by the advection of colder marine air masses from the Atlantic Ocean. The behavior of the boundary-layer depth with respect to model and land-cover resolution is strongly correlated to that of the vertical velocity PDFs. The boundary layer depth is shallowest in the REF simulations. It is deeper in FIRE-LT (+600 m in P1a when compared to REF), FIRE-MT (+900 m) and FIRE-ST (+1100 m) simulations.

**Figure 4.18:** Boundary layer height (m; upper row) and downward solar flux (W.m$^{-2}$; lower row) anomalies averaged between 1400 and 1600 UTC over the large patches for period P1a (a,d), P1b (b,e) and P2 (c,f) for all sets of land cover and model resolutions (squares: FIRE-LT - REF; diamonds: FIRE-MT - REF; triangles: FIRE-ST - REF).
The land-cover modifications impact the water cycle. More updrafts bring more cloudiness above the burnt patch where precipitations tend to occur preferentially. A first element of understanding is the level of condensation which is very high in all simulations and its sensitivity to the model or land cover resolutions is weak (not shown). In the REF-simulation, the level of condensation is 3800 m, 3550 m and 2400 m for P1a, P1b and P2 periods, respectively. In FIRE-LT, it reaches 3950 m, 3750 m and 2550 m. Finally in FIRE-MT or FIRE-ST, it is 4000 m, 3800 m and 2550 m. In the FIRE experiments, the boundary-layer depth always reaches values similar to the level of condensation, explaining cloudiness over the burnt patches (Fig. 4.18). For the REF simulation, the boundary-layer depth hardly reaches 2700 m during P1a and 3000 m during P1b, thus explaining the absence of cloudiness (Fig. 4.18a,b,d,e). The already very dry meteorological conditions during the summer heat wave explains the weak sensitivity of the level of condensation to the presence or not of the burnt scar. However, the convergence over the burnt scar has a strong impact on the boundary-layer depth and thus the formation of clouds. During P2, the advection of moist marine air contributes to decrease significantly the level of condensation. The already very dry meteorological conditions during the summer heat wave explains the weak sensitivity of the level of condensation to the presence or not of the burnt scar. However, the convergence over the burnt scar has a strong impact on the boundary-layer depth and thus the formation of clouds. The boundary-layer is also shallower. However, its depth is similar to the value of the level of condensation in all simulations, thus explaining the strong decrease of downward solar insolation at the surface (Fig. 4.18c,f). The cloudiness is less sensitive to the model resolution than to the land-cover simulation, and its behavior with respect to the model and land cover resolution is correlated with that of the boundary-layer depth (indeed lower boundary-layer with respect to the level of condensation means lower cloudiness and higher downward solar radiation at the surface). In Fig. 4.18, we see that for a given model resolution, the FIRE simulation performed with a 14-km resolution for the land cover (LR simulations) displays higher cloudiness than the corresponding FIRE simulation with a land cover resolution equals to that of the model (HR simulations). This is due to the smaller surface occupied by burnt area in HR simulations with respect to the LR simulations. Therefore, the inland breeze are of smaller size and lower intensity (Courault et al., 2007) (see also Fig. 4.17). The consequence is weaker convergence and updraft above the burnt area, and therefore less clouds. For a given land cover resolution, the higher the model resolution, the stronger the updraft above the burnt area (Fig. 4.17), the larger the cloud cover and the smaller the downward radiation at the surface.

Even though, summer 2003 was very dry, especially in Portugal, there is an interest to look at the precipitation, even weak, that the suite of simulations produce and their anomalies with respect to the REF reference. Indeed, Fig. 4.5 shows a series of weak precipitating events over the burnt area during the whole simulated period. Indeed, due to higher convergence over the burnt areas, the convective air parcels are transport at much higher level, experiencing strong adiabatic cooling which leads to a large relative humidity increase favoring the triggering of precipitation. In Fig. 4.19, we investigate the sensitivity of the simulated precipitation after the fire events with respect to the model and land-cover resolutions. Rain is split into convective (also called parameterized) rain and non-convective (also called explicit) rain. We can first notice the totally different behavior when convection is parameterized (model resolution > 3.5 km) and when it is explicitly resolved (model resolution equals 3.5 km). During P1 period (combining P1a and P1b), no large-scale explicit precipitation are produced by any simulations and
the precipitation signal only comes from the parameterized convection. Therefore, no precipitation are produced in the FIRE simulations at 3.5 km model resolution (neither in the REF simulation), whereas precipitation are produced in the FIRE simulations at 7 and 14 km model resolutions. With Kain-Fritsch convective parameterization (Kain, 2004), one could expect such a negative feedback loop, generally consistent with explicit simulations Hohenegger et al. (2009). This means that drier soil produces more rain due to enhanced atmosphere instability Hohenegger et al. (2009), Stéfanon et al. (2014) (dry advantage regime). This effect is probably even enhanced because of the breeze induced low level convergence over the burnt patch. Here, the explicit simulations do not produce precipitation at all because of the too dry and hot conditions. During P2 period, the precipitation signal is shared between convective (2/3 of the signal) and non-convective precipitation (1/3 of the signal) (except for the simulations performed at 3.5 km model resolution). As for P1, larger convective precipitation are produced in the FIRE simulations. During P2, large-scale advection of moist marine air in a westerly flow, produces less explicit precipitation in the FIRE simulations, due to higher air temperature over the burnt area which evaporates liquid water in suspension in the air column. This mechanism is more efficient as the model resolution gets finer due to increased dry air entrainment in the stronger updrafts. In total, during P2 period, all
simulations with parameterized convection produce larger precipitation over the burnt area. Conversely, simulations with explicitly resolved convection produce equal or less precipitation over the burnt area. Of course, this result is parameterization dependent but the Kain-Fritsch convective parameterization, which is generally more consistent with explicit simulation, here exacerbates the negative feedback loop.

4.5 Conclusions

Compared to usual land-cover changes like we see for example in deforestation, wildfires bring about more drastic alterations of the land cover. The roughness length is reduced over a burnt area favoring the acceleration of the wind. The darker surface favors downward solar radiation absorption and thus ground heating. This effect is even more pronounced after the wildfire ceases, when the soil moisture has been evaporated enhancing dryness and sensible heat release. Higher sensible heat fluxes over the burnt area produces stronger local convective updrafts. Burnt areas also cause differential thermal heating between the overlying air and that above the preserved surrounding land cover. The contrast in sensible heat flux at the surface between burnt and non-burnt ground creates a convergence area over the wildfire imprint during the day. The converging winds are accelerated by the lower roughness length increasing convergence over the burnt area.

The combination of higher surface heat fluxes, larger differential heating and lower surface roughness produces very intense frontogenesis with vertical velocity reaching few meters per second. This powerful meso-scale circulation can pump more humid air from the surroundings not impacted by the wildfire. This more humid air can be transported at high level in the atmosphere (around 4 km in our simulations). It cools down and can reach saturation, thus generating more cloudiness over the burnt area.

The influence of the age of the burnt scar on the atmospheric response was also investigated. The influence of soil temperature immediately after the wildfire ceases is mainly seen at night as the boundary-layer remains unstably stratified. This effect lasts only few days before the heat is either dissipated in the atmosphere or stored in the deeper layers of soil. Not surprisingly, the warming and drying effect of the wildfire ceases after few weeks. So the intensity of the induced meso-scale circulation decreases with time, even though it remains until full recovery of the vegetation.

All these effects were present in all simulations whatever the land cover and model resolution and there are thus robust processes in both regional climate simulations and process studies or short-time forecast. However, the effect of the wildfires on the water cycle is much more sensitive to the model resolution when precipitation is concerned. Indeed, with the Kain-Fritsch convective parameterization, a negative feedback loop is simulated. This means that drier soil in the burnt area produces more rain due to enhanced atmosphere instability and enhanced convergence due to local larger surface heat fluxes. Because the air is too dry and hot, the simulations with explicitly resolved parameterization do not produce
precipitation. In case of moist air advection, large-scale explicit precipitation decreases in the presence of a burnt area. Indeed, the warmer air over the burnt area and the stronger updrafts increase dry air entrainment and liquid water evaporation. However, parameterized precipitation increase and dominate over the explicit parameterization. Therefore in case of moist air advection, the explicit simulations tend to weaken the water cycle over the burnt area whereas it is the opposite with the simulations with parameterized convection. So despite an atmospheric response to burnt area rather robust with respect to the model resolution, the precipitation signal remains very uncertain, especially because low precipitation are at stake. However, even low precipitation over burnt area can have serious consequences since burnt soil is more hydrophobic and floods and landslides can be facilitated.

Evaluating the accuracy of the simulated changes against observations would definitely give more weight to the conclusions but is absolutely not straightforward. Indeed, the most significant signal is located over the burnt area and its duration is limited by the westerly synoptic flow that damps the response of the atmosphere to the burnt surface only few days after the wildfire. Accurate in-situ measurements in the region where the atmospheric perturbation by the wildfire could be measured are not available during the wildfire and immediately after. Information on cloudiness and boundary layer height could be inferred from satellite, but with too large uncertainty since the large optical thickness of the smoke plume is detrimental to the accuracy of the satellite retrievals. Conducting such a verification with observations for one single case would require a dedicated methodological development which is much beyond the scope of this study and is left for future dedicated work.

This chapter partly answers the question raised as a third research objective of this thesis. We see that the important changes in surface heat fluxes balance can cause significant changes in the atmospheric flow for recent burnt scar, at least in simulations.
Chapter 5

Conclusions

This thesis highlighted the interweaving of forest fires and meteorology. I aimed at putting into light both the meteorological driving factors of large wildfire occurrence, how they could be used to improve fire danger assessment and their feedback on regional weather.

I found that heatwaves are important favorable conditions for large wildfires to occur, and could be an element of explanation for the synchronicity of large-scale wildfire events (megafires, San-Miguel-Ayanz et al. (2013)). Their dynamics are strongly linked to the duration of wildfire events and the strong fuel drying they incur causes very large burnt areas, as it was observed in the 2003 Portugal catastrophe. Furthermore, a second mode linked to high burnt area and high fire intensity was found. It resembles a synoptic blocking, however less pronounced and elongated into a curved ridge. These two modes of high burnt area were investigated using probabilistic cellular automata. This modeling framework helped us understand that fire propagation is strongly linked to the phenomenon of percolation, characterized by the possibility of an infinite propagation in the model. Percolation starts occurring abruptly above a certain threshold of fire propagation probability. This threshold varies with wind speed, explaining the two modes that we observed. An intuitive explanation accompanying this rather theoretical argument is that when wind speed is moderate, wildfire backpropagation is strongly impaired whereas forward propagation is weakly enhanced. This leads to smaller wildfires for moderate wind speeds. With these findings, answers to my first research objective were given.

Using this knowledge, I found that probabilities of especially large or intense wildfire occurrence could be reconstructed using few meteorological parameters, even though these probabilities were insufficient to build a proper fire risk assessment system. These findings tackle the issue raised as a second research objective. I find that the statistical law that best represents the logarithm of fire size and fire intensity is the Log-Normal. Using the strong hypothesis that the conditional distribution function of both fire variables with respect to meteorology is also Log-Normal, I designed a methodology to retrieve the probabilities of large or particularly intense wildfire occurrence. I used the 2-meter air temperature, the surface wind speed and the spring precipitation days anomaly as meteorological covariates, thereby considering the impact of weather at various time-scales. These probabilities give some contrast to fire
danger in summer, which is an improvement when compared to the usual approach using the Canadian Fire Weather Index as fire danger index. I also found that our two modes happened for different values of spring precipitation days anomaly. The low-wind-speed mode, related to heatwaves, is seen for wetter springs whereas the high-wind-speed mode can be observed for drier springs.

Finally, as fire significantly modifies the properties of the land surface, they impact local meteorology by triggering inland breezes and enhanced dry convection. This was verified using WRF simulations over Portugal for the 2003 month of August. We see the transport of surrounding humid air above the drier and darker burnt area, triggering enhanced cloudiness. The impact on precipitation occurrence is unclear, as the time period we chose to perform our simulations covers very few precipitation days. As it depends on inland breezes, this phenomenon especially impact weather during heatwaves, showing the important feedback between the two phenomena. The intensity of the weather modifications observed in our simulations varies with the age of the burnt scar. As soil temperature and moisture anomalies disappear, respectively because of heat propagation to atmosphere and precipitations, the inland breezes grow weaker. With vegetation recovery and the disappearance of the physical land surface properties modifications by fire, the impact on weather is completely negated. With this study insights have been given on the impacts of burnt scars on local weather, my third research objective.

Consolidation of this hereby exposed knowledge would help increase confidence in the results. For example a measurement campaign over recent burnt scars could help experimentally verify the findings of Chapter 4. These measurements could be focused on heatwave time periods, since in simulations the impact of burnt scars was most intense during low-wind, high-temperature conditions. On the other hand, a question that remains in suspense is the influence of burnt-scar-related land-cover changes on the water cycle. If the convergence of air masses over the burnt area causes more precipitations, this would add more proof to the negative precipitation-soil-moisture feedback first observed in simulations by Hohenegger et al. (2009). Taking into account these findings in weather simulations could add more accuracy to local rainfall forecasting.

Our studies mainly focused on short term links between weather and wildfires. Indications of linkage between spring drought and wildfires found in Chapter 3 could be further studied. Using a land-surface model incorporating fuel moisture and amount coupled with the vegetation life-cycle, we could trace the physical mechanisms leading to higher burnt area in years with drier springs. This would lead to longer term risk indications of fire danger, which could be helpful for firefighting resources management.

Finally we saw in Chapter 2 that cellular automata were useful for burnt scar modeling and theoretical investigations of fire data. Improving this tool would be useful, both for research and risk analysis using burn probability maps (Miller et al., 2008). Incorporating the influence of fuel amount and moisture in the local rule controlling the dynamics of the automata would be an interesting improvement. To complete this goal, mapping of these two quantities are required and measurement campaigns could be useful to calibrate the physical numerical models that could be used for their prediction. On the short term, this tool could be used to enhance the quality of air pollution alerts when wildfires occur. A system based on early satellite detection, wildfire total burnt area derivation using a cellular automata algorithm and the calculation of atmospheric pollutant transportation using the WRF/CHIMERE coupled model
could lead to accurate predictions of wildfire-related air pollution events.
Appendix A

Algorithmic implementation of the PCA

// MATLAB/C++ implementation of the probabilistic cellular automata fire propagation model (PCA)

// To compile:
// >> cd /path/to/CA_mex_wind.cpp
// >> mex CA_mex_wind.cpp
// To use in MATLAB
// [ca] = CA_mex_wind(p0,u,v);

// p0 is the constant part of the propagation probability (double)
// u is the zonal wind ((N+2,N+2) double array)
// v is the meridional wind ((N+2,N+2) double array)
// The random seed is not set here but could be implemented as a parameter of the CA_mex_wind function for reproducibility

#include "mex.h"
#include <iostream>
#include <cmath>
#include <vector>
#include <array>
#include <string>
#include <cstdlib>

using namespace std;
# define S_MAX 4 // Used to set an upper threshold on Cell states
  (only 1, 2, 3 and 4 are authorized)

#define c1 0.045
#define c2 0.131 // Constants for wind function (Alexandridis et al. (2008))

const double PI = 3.1416;
const int N = 101; // The PCA grid is a (N+2)x(N+2) square lattice

// Definition of the Cell class
// The PCA grid is a (N+2)x(N+2) Cell array

class Cell{

  int state; // state of the Cell
  // 1 is never burning
  // 2 is unburnt
  // 3 is burning
  // 4 is burnt

public:
  // Method to set the state
  void sets(int s){
    state = s;
  }
  // Method to get the state
  int gets() const{
    return state;
  }
  // Method to increment the state
  void incs(){
    state++;
  }
  // Default constructor (state <- unburnt)
  Cell(){
    state = 2;
  }
  // Constructor for a specified state
  Cell(int s){
state = s;
}

// Overloading of = operator
// Creates a new Cell object with same state
Cell operator=(Cell C) {
  int s = C.gets();
  return Cell(s);
}

// Definition of the Cells class
// Corresponds to a PCA grid
typedef array<array<Cell,N+2>,N+2> Cells;

// Table is a class used for saving doubles corresponding to
each Cell of the PCA
typedef array<array<double,N+2>,N+2> Table;

// TableN is used for saving neighbors of each interior Cell of
the PCA grid
typedef array<array<array<array<int,2>,8>,N>,N> TableN;

// TableA is used for saving the Angle table corresponding to
the angles between the vertical axis (oriented up) and the
direction of propagation
typedef array<array<double,3>,3> TableA;

// Function that prints the PCA in the command line (used for
debugging only, without the MATLAB link)
void showCA(Cells const& CA) {
  for (int i = 0; i < N+2; i++) {
    for (int j = 0; j < N+2; j++) {
      if (j < N+1) {
        int n;
        if (CA[i][j].gets() == 2) {
          n = 0;
        } else {
          n = CA[i][j].gets();
        }
      }
    }
  }
}
cout << n << " ";
    } else {
        cout << CA[i][j].gets() << endl;
    }
 }
}

// Function used to print a line between each calls of showCA() in debugging
void blankline(){
    string s = "\n"
    s += "/";
    for (int i = 0; i < N; i++){
        s += " *";
    }
    s += "/";
    s += "\n"
    cout << s << endl;
}

// Function used to save the coordinates of the neighbors of a Cell located at (i,j)
array<array<int,2>,8> getNeighbors(int i, int j){
    array<array<int,2>,8> M;
    M[0][0] = i-1;
    M[0][1] = j-1;
    M[1][0] = i-1;
    M[1][1] = j;
    M[2][0] = i-1;
    M[2][1] = j+1;
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M[3][0] = i + 1;
M[3][1] = j - 1;

M[4][0] = i + 1;
M[4][1] = j;

M[5][0] = i + 1;
M[5][1] = j + 1;

M[6][0] = i;
M[6][1] = j - 1;

M[7][0] = i;
M[7][1] = j + 1;

return M;
}

// Function to define the neighbors of all Cells in the PCA

TableN initTableNeighbors(){
    TableN TableNeighbors;
    for (int i = 1; i < N + 1; i++) {
        for (int j = 1; j < N + 1; j++) {
            array<array<int,2>,8> NN = getNeighbors(i,j);
            for (int n1 = 0; n1 < 8; n1++) {
                for (int n2 = 0; n2 < 2; n2++) {
                    TableNeighbors[i - 1][j - 1][n1][n2] = NN[n1][n2];
                }
            }
        }
    }
    return TableNeighbors;
}

// Function to define the angles between a PCA Cell and its neighbors

array<array<double,3>,3> initAngle(){
```
array<array<double,3>,3> Angle;

Angle[0][0] = -3*PI/4;
Angle[0][1] = PI;
Angle[0][2] = 3*PI/4;
Angle[1][0] = -PI/2;
Angle[1][1] = 0;
Angle[1][2] = PI/2;
Angle[2][0] = -PI/4;
Angle[2][1] = 0;
Angle[2][2] = PI/4;

return Angle;

// Function that explores the neighborhood of Cell (i,j) of the PCA and returns the burning ones
// Used for the the computation of the fire propagation

vector<array<int,2>> BurningNeighbors(Cells const & CA, int i, int j, TableN const & TableNeighbors){
    vector<array<int,2>> Burn;
    for (int n = 0; n < 8; n++){
        int state_n = CA[TableNeighbors[i-1][j-1][n][0]]
                     [TableNeighbors[i-1][j-1][n][1]].gets();
        if (state_n > 2 && state_n < S_MAX){
            array<int,2> k;
            k[0] = TableNeighbors[i-1][j-1][n][0];
            k[1] = TableNeighbors[i-1][j-1][n][1];
            Burn.push_back(k);
        }
    }
    return Burn;
}

// Function to compute the wind function in the probability of propagation given the wind (U,V)
// U is the zonal wind
// V is the meridional wind
// (i1, j1) is the burning Cell
// (i2, j2) is the Cell that will burn if the fire propagates

double proba_wind(int i1, int j1, int i2, int j2, Table const & U, Table const & V, TableA const & Angle)
{
  double angleW; // Angle between the wind direction and the horizontal axis (right oriented)
  if (U[i2-1][j2-1] == 0){
    if (V[i2-1][j2-1] == 0){
      angleW = 0;
    } else if (V[i2-1][j2-1] > 0){
      angleW = PI/2;
    } else {
      angleW = -PI/2;
    }
  } else if (U[i2-1][j2-1] < 0){
    if (V[i2-1][j2-1] == 0){
      angleW = PI;
    } else {
      angleW = atan(V[i2-1][j2-1]/U[i2-1][j2-1]) + PI;
    }
  } else if (U[i2-1][j2-1] > 0){
    if (V[i2-1][j2-1] == 0){
      angleW = 0;
    } else {
      angleW = atan(V[i2-1][j2-1]/U[i2-1][j2-1]);
    }
  }

  double theta = -Angle[i2-i1+1][j2-j1+1] - PI/2 - angleW; // Angle between the wind and the propagation direction
  double W = sqrt(pow(U[i2-1][j2-1], 2) + pow(V[i2-1][j2-1], 2)); // Wind speed
```
239     double p = exp(W * (c1 + c2 * (cos(theta)-1))); // Wind function in the probability (Alexandridis et al. (2008))
240     return p;
241 }
242
243 // Function to compute the propagation probability between a (i1,j1) burning Cell and a (i2,j2) unburned Cell
244
double compute_proba(Cells const & CA, int i1, int j1, int i2, int j2, double const & p0,
                    Table const & U, Table const & V, TableA const & Angle){
245     double p; // Propagation probability
246     double pw = proba_wind(i1, j1, i2, j2, U, V, Angle); // Wind function in the propagation probability
247     double pcorr = i1 != i2 && j1 != j2 ? 1/ sqrt(2) : 1; // Corrective factor for diagonal propagation
248     p = p0 * pw * pcorr;
249
250     if (p > 1) {
251         p = 1;
252     }
253     return p;
254 }
255
256 // Function that takes the PCA grid at time t and returns another PCA grid at time t+1
257
cells evol(Cells const & CA, double const & p0, Table const & U,
           Table const & V, TableN const & TableNeighbors, TableA const & Angle){
258     Cells CA2 = CA;
259     #pragma omp parallel for
260     for (int i = 1; i < N+1; i++){
261         for (int j = 1; j < N+1; j++){
262             if (CA[i][j].gets() >2 & CA[i][j].gets() < S_MAX){
263                 CA2[i][j].incs();
264             }
265         }
266     }
267     return CA2;
268 }
```
else if (CA2[i][j].gets() == 2){
    vector<array<int,2>> Neighbors =
        BurningNeighbors(CA,i,j,TableNeighbors);
    if (Neighbors.size() > 0){
        double NP = 1;
        for (int n = 0; n < Neighbors.size(); n++){
            NP *= 1 - compute_proba(CA,i,j,Neighbors[n][0],
                Neighbors[n][1],p0,U,V,Angle);
        }
        double Guess = (double) rand() / (double) RAND_MAX;
        if (Guess < 1 - NP){
            CA2[i][j].incs();
        }
    }
}
return CA2;

// Function to determine if a PCA grid contains at least one
// burning Cell
// Returns 0 if not
// Returns 1 otherwise
int isBurning(Cells const & CA){
    for (int i = 1; i < N+1; i++){
        for (int j = 1; j < N+1; j++){
            if (CA[i][j].gets() > 2 && CA[i][j].gets() < S_MAX){
                return 1;
            }
        }
    }
    return 0;
}
// Main function
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void mexFunction(int nlhs, mxArray *plhs[], int nrhs, const mxArray *prhs[])
{
    // Creation of Cells vector
    int entier = 0;
    mexPrintf("Pointer declaration\n");
    #define P0_IN prhs[0]
    #define U_IN prhs[1]
    #define V_IN prhs[2]
    #define A_OUT plhs[0]
    double p0, *U, *V;
    double *A;
    p0 = mxGetScalar(P0_IN);
    U = (double *) mxGetPr(U_IN);
    V = (double *) mxGetPr(V_IN);
    // Allocation of the Cells vector CAs containing the PCA grids for all time steps
    vector<Cells> CAs;
    // Initialisation of the PCA at t = 0 and the u and v wind arrays
    mexPrintf("Assignation of the different input variables\n");
    static Cells CA;
    static Table u, v;
    #pragma omp parallel for
    for (int i = 0; i < N+2; i++){
        for (int j = 0; j < N+2; j++){
            CA[i][j] = Cell();
            CA[i][j].sets(2);
        }
    }
}
```
if (i != 0 && i != N+1 && j != 0 && j != N+1) {
    u[i][j] = U[N*(i-1) + j-1];
    v[i][j] = V[N*(i-1) + j-1];
}
}
}

// Definition of the borders and initialisation of the wildfire, in the middle of the grid
for (int j = 0; j < N+2; j++){
    CA[0][j].sets(1);
    CA[N+1][j].sets(1);
}
for (int i = 0; i < N+2; i++){
    CA[i][0].sets(1);
    CA[i][N+1].sets(1);
}
CA[floor(N/2)+1][floor(N/2)+1].sets(3);
CAs.push_back(CA);

// Initialisation of the neighbors and angle arrays
mexPrintf("Calculation of the Neighbors and Angle Tables\n");
static TableN TableNeighbors = initTableNeighbors();
static TableA Angle = initAngle();

// Computation of the evolution of the cellular automata
mexPrintf("Beginning of the main loop \n");
int T = 0;
while (isBurning(CAs.back())){
    T++;
    CAs.push_back(evol(CAs.back(),p0,u,v,TableNeighbors,Angle));
}
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mexPrintf("End of the main loop\n");

const int K = 3;
int dims[K];
dims[0] = N;
dims[1] = N;
dims[2] = T+1;

mexPrintf("Creation of the output pointers\n");
A_OUT = mxCreateNumericArray(K,dims,mxDOUBLE_CLASS,mxREAL);
A = mxGetPr(A_OUT);

mexPrintf("Assignment of the output\n");
for (int i = 1; i < N+1; i++){
    for (int j = 1; j < N+1; j++){
        for (int t = 0; t < T+1; t++){
            A[i-1 + N*(j-1) + N*N*t] = CAs[t][i][j].gets();
        }
    }
}

mexPrintf("End of the program\n");
return;
```

CA_mex_wind.cpp
Appendix B

Derivation of the $C(V)$ constant

In this Appendix, the calculation of $C(V)$ is detailed. The quantity $C(V)$ corresponds to the sum of the probabilities that the fire propagates from a neighboring cell to the center cell (Figure B.1).

![Diagram of a grid with probabilities $k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8$ and $C = \sum k_i$](image)

**Figure B.1:** Schematic of the calculation of $C(V)$.

For all 8 neighbors we can write:

$$p_i = k_i p_0 \quad (B.1)$$

with $k_i$ being a coefficient depending on the direction of propagation. One can write

$$k_i = \gamma \exp \{V [c_1 + c_2 (\cos \theta_i - 1)] \} \quad (B.2)$$

with $\theta_i$ being the angle between the direction of propagation and the direction of the wind for the $i$ component and $\gamma$ being equal to $\gamma$ or 1 depending on whether the propagation direction is diagonal or...
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not in the PCA grid. One can write:

\[ k_1 = k_7 = \gamma \exp \left\{ V \left[ c_1 - c_2 \left( 1 - \sqrt{2}/2 \right) \right] \right\} \]  
(B.3)

\[ k_2 = k_6 = \exp [V (c_1 - c_2)] \]  
(B.4)

\[ k_3 = k_5 = \gamma \exp \left\{ V \left[ c_1 - c_2 \left( 1 + \sqrt{2}/2 \right) \right] \right\} \]  
(B.5)

\[ k_4 = \exp [V (c_1 - 2c_2)] \]  
(B.6)

\[ k_8 = \exp (Vc_1) \]  
(B.7)

The quantity $C(V)$ is the sum of the $k_i$ coefficients and thus writes:

\[
C(V) = \exp (Vc_1) + 2 \exp [V (c_1 - c_2)] + \exp [V (c_1 - 2c_2)] \\
+ 2\gamma \exp \left\{ V \left[ c_1 + c_2 \left( \frac{\sqrt{2}}{2} - 1 \right) \right] \right\} \\
+ 2\gamma \exp \left\{ V \left[ c_1 - c_2 \left( \frac{\sqrt{2}}{2} + 1 \right) \right] \right\} 
\]  
(B.8)

which can be simplified into:

\[
C(V) = \exp (Vc_1) \times \left\{ (1 + \exp (-Vc_2))^2 + \sqrt{2} \left( \exp \left[ Vc_2 \left( \frac{\sqrt{2}}{2} - 1 \right) \right] + \exp \left[ -Vc_2 \left( \frac{\sqrt{2}}{2} + 1 \right) \right] \right) \right\} 
\]  
(B.9)

using $\gamma = 1/\sqrt{2}$. 
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Abstract

The question this thesis stems from is: "To which extent weather controls the life cycle of forest fires in the Mediterranean?". The analysis developed here is based on remotely-sensed fire data, meteorological reanalyses and numerical simulations.

A large part of the thesis work focused on the impact of weather on wildfires. First I showed that weather controls the life cycle of forest fires very tightly when these fires are large enough. Many factors are crucial: the strength of the heatwave, the precipitation deficit in month preceding the summer season and finally wind speed. The relationship between fire size and wind was found very atypical by comparison with other regions (Asia, Central Europe). The largest burned areas are observed for either low wind speeds or high wind situations, with a minimum for moderate winds. This counter-intuitive behavior is observed solely during heatwaves. The causes of these different types or fire/wind relationships were identified. These results allowed to build the foundations of a statistical modeling framework that can be used to forecast not just fire risk but also the distribution of fire size and intensity. This step towards forecasting is innovative and much more informative than fire risk modeled currently used.

A second part was written about the impact of fires on local weather. I designed a numerical sensibility study of the August 2003 Portugal fire event. In this study, I showed the triggering of inland breezes over the burned areas strengthening convection. I studied the sensibility of this phenomenon with respect to the dynamical and land-use resolution in the model. Finally I showed that burned area were favorable to increased cloudiness with an effect of increased precipitation risk (even if the precipitation signal stays very weak over the unique studied month).

Résumé

La question à la base de cette thèse est “À quel point la météorologie contrôle le cycle de vie des feux de forêts en Méditerranée?”. L’analyse développée repose sur des observations satellitaires de feux, des réanalyses d’observations météorologiques et des simulations numériques.

Une grande partie du travail de thèse a porté sur l’impact de la météorologie sur les feux de forêts. Il a été tout d’abord été montré que la météorologie contrôle très fortement le cycle de vie des feux, quand ces feux sont très grands. Plusieurs facteurs sont déterminants: l’amplitude de la canicule, le déficit de précipitation des mois précédant la période estivale et enfin le vent. La relation entre surface brulée et vent s’est d’ailleurs révélée très atypique par rapport à d’autres régions du monde (Asie/Europe Centrale). Les plus grandes surfaces brulées sont observées soit pour des vents faibles, soit pour des vents forts avec un minimum aux vents intermédiaires. Ce comportement contre-intuitif n’est observé que pour les épisodes caniculaires. Les causes de ces différents types de relation feux-vent ont pu être identifiées. Ces travaux ont permis de poser les bases d’une modélisation statistique pour envisager la prévision non seulement du risque de feux mais du niveau d’extension et d’intensité du feu. Cette démarche vers la prévision est innovante et bien plus informative que les modèles de risque de feux en opération actuellement.