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Synopsis

The present economy has been described as being essentially knevdsddeln fact, most of the
major technological challenges the 2% century like e.g., reduction of greenhouse gas emission
and sustainable energy supply, but also the bind naneechnological revolutions require
intensified collaboration between different disciplines of engineering design as well asiral nat
science. Unfortunately, today, there is a lack of approaches which are appropriate to help
interdisciplinary groups tackle problems which result from an increased technology convergence.
The present Ph.D. research tries to provide some insight etpuistions of

x How to provide methodological support for creative problem solving in interdisciplinary
groups composed of engineers and natural scientists?

X How to support the process of the integration of a technology originating from a
knowledgeintensivedomain in order to solve a given design problem?

In order to answer those questions, an extensive literature review was carried out. It analyzed
relevant aspects on several systemic levels (global, institutional;, teatividual and problem
perspectivk covering the scientific fields of (engineering) design science, psychology and
cognitive science as well as organization science.

The literature review shed light on several aspects which are important for creative ideation in
multidisciplinary teams, ke e.g. shared mental models, some kinds of dialectical reasoning as well
as the introduction and management of conflicts. Further, the review also allowed highlighting
problems related to both the activity as such as well as to the methods which selem a pr
appropriate to support it. In this regard, incoherent interpretive schemes and majority influence are
examples for the former and performance drawbacks as well as learning difficulties associated to
hierarchical methodologies are instances of therlatt

Based on the results of previous research activities, three hypotheses were developed and
subsequently tested in an experiment and an industrial case study.

Experiment:

The performed experiment inquired into the impact of disciplinary group compa@itigras well

as of the applied methodology (H2) on the creative group problem solving process and its
outcomes.

In a laboratory experiment 60 participants, 45 with a life science background and 15 with a
mechanical engineering background were trainedeeiih instances of intuitive approaches
(Brainstorming, Mind Mapping) or in analytical, hierarchical methodology (TRIZ/USIT). Then,
they had to solve an itlefined medical problem in either menmar multidisciplinary teams. The
creative process as well #se output was documented using questionnaires and documentation
sheets. Further the output was evaluated quantitatively by two domain experts before it was
categorized qualitatively.

Statistical analyses (ANOVA, Correlation parameters and Attractios)rdie a certain extent,
support H1 and H2. More importantly however, the experiment shows differences related to
method performance in general and as a function of disciplinary group composition in particular.

Industrial case study:

In the industrial casestudy it was investigated whether concepts of TRIZ and its derivatives
((A/U)SIT) are appropriate to provide support for the process of technology integration before the
background of an industrial NCD/NPPD process (H3).

In order to test this hypothesisased on the findings of the previously performed experiment, a
metamodel was developed which allows the identification and resolution of problems which

9
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typically appear during the integration of a specific technology into a given application. The meta
model incorporates two of the most important concepts of TRIZ, and is sought to facilitate creative
problem solving attempts in both menand multidisciplinary teams. However, it is sufficiently

open to allow pragmatic problem solving strategies or thgiaten of wellestablished methods

of several domains.

The mentioned metmodel was tested during an industrial NCD study in the roller bearing
industry at which a specific customer value should be satisfied using one or several knowledge
intensivetechnologies. After the case study, the involved engineers were asked to compare the
applied model and the associated technology integration process with existing approaches used in
the company.

The results of the experiment point toward somewhat supgsgidormance of the presented meta
model in terms of knowledge transimiated and idea qualitelated criteria. However, required
resources for process conduction and necessary effort for the learning of the approach were
considered comparable to exigfiapproaches. Unfortunately, the limited number of participants of
the industrial application does not all allow to draw statistically valid conclusions with regard to
H3.

The present Ph.D. work contributes to the understanding of creative problem silving
interdisciplinary groups in general and related to technology integration in particular. Especially
the comparison of more pragmatic intuitive methods with more hierarchical analytical approaches
depending on disciplinary group composition providedwvaaée insight for R&D processes. The
developed metanodel for the identification and resolution of technology integration problems will

be further tested in industrial settings like pharmaceutical industry and in academic approaches like
bio-inspired design

10
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1 Context of Presented Work

The present subsection of this report puts the presented Ph.D. research into an academic context.
Based on that context, a research question is identified, which is subsequently positioned within
three fields of research agell as against research work of the CPI Laboratory. The subsection
concludes by outlining the structure of the remaining document.

1.1 Introduction

The Ph.D. research which is presented in this dissertation relates to collaborative teehnology
related poblem solving in the context of New Concept Development (NCD) as well as New
Product or Process Development (NPPD). Contrary to already existing investigations (cf. also
Chapter 1.3.3), the focus is set on collaboration between subjects or groups witrehstéence
EDFNJURXQG DQG RWKHUV ZKR -feletéd-liddipnes. |AB WilDbé Yightighted GHVLJ
in the following chapters, the need to solve interdisciplinary problems is of utmost importance for
the generation of innovations in both intiied and scientific fields. Furthermore, it will be shown

that existing methodological approaches do not tackle important issues related to this kind of
interdisciplinary problem solving or that their performance in this respect has not been investigated
yet.

After an extensive literature review covering the fields of (engineering) design science, psychology
and cognitive science, as well as organization science on five systemic levels, two opposing
methodological approaches were chosen. The value of thelsriques was then tested by one
laboratory experiment in the context of an opeistilictured problem originating from a science
related knowledgintensive domain (cf. Chapter 2.2.2 for a definition and classification of
knowledge). The conclusions tifat experiment affected the design of a descriptive and somewhat
prescriptive metanodel structuring the integration of knowledgéensive scienceelated
technologies into a given application. The performance of the mentionednodé&d, which is

sough to integrate concepts of both previously mentioned methodological approaches, was finally
tested during an industrial case study. The results of both tests as well as of relevant industrial
activities of the author provide some answers to the questibowefto support interdisciplinary
problem solving and technology integration in NCD and NPPD processes. Furthermore, those
results open several perspectives for further research.

1.2 Industrial Context

The research presented in this report has been fumdadConvention Industrielle de Formation
par la RecherchéEnglish: Industrial Convention on Formation by Resea{€ifFRE) and has
been carried out in collaboration wifkctive Innovation Management (AIM) SARAIM, and its
activities are briefly preseéed below.

1.2.1 Active Innovation Management SARL

AIM was founded in 2007 byGiacomo Bersano ZKR KROGV ODVWHUYYVY '"HJUHH)
engineering and in management. Besides other activities, he has worked for 12 years as consultant

for Altran, the lasseven years of which as coordinator of senior consultants.

As a small consultancy company, AIM currently has a staff of four employees, three of which are
working as consultants for New Concept Development, New Product Development, Project
Management, Inn@tion Management and Knowledge/Technology Transfer. Two of those
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consultants, among them the author of this report, are Ph.D students in mechanical engineering and
more specifically in the field of design theory and methodology.
7KH ZKROH R $edffiMwinf &ghréaciivhich is characterizedfgire 1):

X Strategic thinking, which is necessary in order to ascertain that customer companies and
the projects of the latter address the right issues;

x Development of synergy effects among project stake holders and project participants, in
order to benefit from various knowledge backgrounds and perspectives on problems;

X Well-structured problem solvingrocesses in order to assure higher project effectiveness
and efficiency as well as;

x Tools, i.e. methods and software which allow the implementation of the strategy as well as
the synergy of perspectives and knowledge into the process in order to achienealhy
creative and thus innovative project outcomes.

Figurel 6WUDWHJI\ V\QHUJ\ SURFHVV DQG WRROV DV DVSHFWYV RI $,0

1.2.2 Activities and Customers

AIM advises and supports industrial and academic R&D institutibrifferent size and fields of
activity such as automotive industry, transportation, energy, biotechnology, pharmacology, and
microbiology. Some of those partners as well as projects which have been conducted in
cooperation between AIM and its customars introduced briefly below.

1.2.2.1 Svenska Kullagerfabriken (SKF) AB

Svenska Kullagerfabriken (SKF) AB is Swedish manufacturer of roller bearing solutions for the
premium market segment. It provides systems for different applications in the autoimdtisty

along with other industrial sectors such as electric motors, hydraulic pumps, conveyor systems, etc.
As premium manufacturer, SKF seeks to develop product and service innovations in a very
competitive and saturated market which is characterizddvioyporice competition. In order to do

VR 6.) KDV DGRSWHG D NQRZOHGJH RULHQWHG VWUDWHJI\ ZKLF
(QJLQHHULQJ &RPSDQ\Y

The collaboration between AIM and SKF includes several New Concept Development (NCD)
projects, somef which are briefly described in Chapters 4 and 5, as well as training in design and
innovation management theory and methodology.

12
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1.2.2.2 Other Activities
Tablel|provides a nomexhaustive overview of other AIM activities in industry and science.

Table 1: Instances of AIM customers and activities

Domain | Field of activity AIM activity Topic
xFacilitation of technologyelated
problem solving sessions
xldea management
xTechnology forecasting
Industry | Electric utility | xTechnologyrelated problem

Concentrated solar
power plant

Energy

Industry technology

Electric mobility

) infrastructure
solving
xIntellectual property x Ethylene processing
Industr Petrochemical management facility
y facilities xFacilitation of technologyelated | xFloating liquefied
problem solving sessions natural gas facility
. XT i
Mailroom echnology forecasting . .
Industry xNew Concept Development Mailroom equipment
technology study

xTraining in design problem
solving and innovation

Industry | Transportation | management methodology

xCoaching in New Product
Development

xFacilitation of interdisciplinary

Industry | Biotechnology problem solving sessions

Signaling and train
control technology

Biological marker

xldea management technology
xTraining in creative problem
Public Virology solving methodology Adenovirusrelated
science xCoaching in scieneeelated research
problem solving
1.3 Research Context

A considerablepart of the above mentioned activities is related to R&D processes in highly
knowledgeintensive domains. Further, the technical or biological systems, which are the topic of
these processes, are often very complex and integrate knowledge issued frairrstsrial and
scientific backgrounds. Finally, the actors in the above mentioned institutions are obliged to either
find creative and innovative solutions to new problems or they must find differentiating and better
solutions to previously solved praphs in order to reduce costs, to access new markets, to tackle
FRPSHWLWRUV RU pVLPSO\f WR SURYLGH LQVLJKW

The research presented in this report thus relates to the question of how to provide methodological
support for interdisciplinary problem solving atethnology integration in knowledgetensive
domains.

In this report, the termmterdisciplinary as well asknowledgéentensive domainpoint towards
domains at which knowledge originating fromatural scienceplays an essential role for the
creation ofvalue and which are considered crucial for industrial growth and human welfare in the
present century (cf. Paragraph 1.3.1). Prominent examples for these domamsnarend
biotechnology But, as will be discussed in Subsections 2.1 and 2.5, natusaicscelated
knowledge has been becoming increasingly important also for classigitheering design
products. Again, it shall be noted that in this report both terms, knowietigesive and
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interdisciplinary, within this report, refer to natural scieamnd, in the latter case, to activities at the
interface between natural science and engineering.

The following paragraphs will stress the need for the presented research and will introduce related
work in general and that of CPI Laboratory (LCPI) in jgater. Finally, this Ph.D. research will be
VHW LQWR WKH FRQWH[W RI /&3,V UHVHDUEFK

1.3.1 Need

In 1996, the Organization for Economic -Operation and Development [OECD, 1996], described

the economy of its member countries as being essentially knowkedgel. This statement was
explained by estimations that more than 50 per cent of the Gross Domestic Product of major OECD
economies is heavily based on knowledge. Also more recent literature [OECD, 2004; Luintel and
Khan, 2011] provides evidence for aostg relationship between stocks of basic (as well as applied
DQG H[SHULPHQWDO NQRZOHGJH DQG WKH GRPHVWLFVY RXW
economies.

After the analysis of six major technological challenges of tiiec2htury [Bourgeois and Guo

2007], which are introduced in Table 2, one can conclude that basic and applied knowledge
originating from natural as well as life science will be continuing to play an increasing role on ever
more important technological markets.

The increasing integtian of more distant knowledge domains into new product and process
designs leads to new and higher levels of system complexity [Tomiyama, 2006] and to increasingly
interdisciplinary research and development (R&D) teams [Paletz and Schunn, 2010]. Before th
background and taking into account still existing collaboration problems between more closely
related disciplines [Tomiyamat al, 2009], it is astonishing that inteand transdisciplinarity as

well as collaboration between disciplines have only ldiscussed quite recently in the literature
[Gericke and Blessing, 2011; Chukti al, 2013].

From this, a need for insight into the process of multidisciplinary creative problem solving and
influencing factors such as disciplinary group composition anthadelogical support can be
identified. Further, the problem of how to modify and adapt existing methodological approaches in
order to adapt them to that purpose arises. Finally, even though there are several approaches for the
search of distant domain kwtedge and technologies which are a priori suitable for the resolution

of a given problem, there is a lack of models and methods which effectively support the process of
technology integration. Those issues shall be, to some extent, addressed in ttuls.resea

In conclusion, the following research question, which is detailed in Subsection 3, has been
formulated:

How to support methodologicallythe search for andevaluation and
integration of knowledge and technologies originating from knowledge

intensive and natural scienoglated domaingn product and process
design processes
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Table 2: Major technological challenges of the 21stentury as identified in [Bourgeois and Grou, 2007] and
related scientific disciplines

. Related non
Technological . .
field Challenge Reference engineering
disciplines
x Improvement of food production efficiency x Biology
. x Reduction of greenhousfect x Veterinary
Environmental . . . . . .
problems x Reduction of water soil and air pollution [Bourgeois, 20073a] medicine
x Reduction of raw material consumption x Chemistry
x Waste reduction x Physics
Information and | X Increasing device miniaturization x Physics
communication | x Development of spin electronics [Bourgeois, 2007b]| x Chemistry
technology x Development of molecular electronics x Biology
x Storage of electric energy
Transportation | x Improvement and implementation of [Haouat 2007] X Chemistry
technology hydrogen combustion and fuel cell x Physics
technology
x Realization of energy mix integrating wind x Physics
Energy . . .
technolo solar, geothermal and biomass energy [Boudin, 2007] x Chemistry
9y x Development of nuclear fusion technology X Biology
x Treatment otardiovascular and neuro -
. . x Medicine
Health and degenerative diseases )
[Deregnaucout and| x Biology
healthcare x Development of new surgery methods .
_ Haouat, 2007] x Nanosciencés
technology x Improvement of targeted drug delivery « Biosciences
X ,PSURYHPHQW RI pLQWHQ
Water S
e x Improvement of distillation technolo . .
purification P . 9y [Bourgeois, 2007a]| x Chemistry
x Improvement of reverse osmosis technolo
technology
1.3.2 Related Research

The work which is reported in this dissertation essentially relates to three fields of research:
Engineeringdesign, psychology and cognitive science, as well as organization science, which
covers aspects of specialties like e.g. sociolgagure 2). As eachof these fields is discussed in
more detail in Subsection 2, only some brief introductory remarks will be given here.

'!1DQRWHFKQRORJ\ LV GHILQHG DV p>«@ WKH SURGXFWLRQ DQG DSS
systems at scales ranging from individual atoms or molecules to submicron dimensions, as well as the
LQWHJUDWLRQ RI WKH UHVXOWLQJ BHbshdVa0l0 SéeVieyet 2000 @MAR ODUJHU
discussion of the distinction between nanosciences and nanotechribteggistinction is extrapolated for

biosciences and biotechnology in this repo
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Figure 2 : Research related to the work presented in this dissertation

1.3.2.1 (Engineering) Design Science

Engineering Design is an activity consisting in applying scientific and engineering knowledge in

order to solve technical problems and to optimize the obtained solutions with regard to previously

set requirements and constraints [Raldl, 2007]. Desigrscience, which is considered a synonym

IRU GHVLJQ UHVHDUFK LQ WKLY UHSRUW LV GHILQHG DV uD VV\
VKRXOG FRQWDLQ DQG RUJDQL]H WKH FRPSOHWH NQRZOHGJH D
1996, p. 73].

For the preent research, three aspects of design science are of particular interest:

x Descriptive (and partly prescriptive) models of the overall design process as presented e.g.
by Pahlet al.[2007] and Suh [2001];

x Prescriptive methodology, methods and tools foecHr design stages and problem
solving in design [e.g. Cross, 2008; Altshuller and Seljuzski; 1983] and;

X Problems and theoretical aspects related to interdisciplinarity in design [e.g. Tomiyama,
2003, 2006].

1.3.2.2 Psychology and Cognitive Science

3VI\IFKRORJ\ LV FRQFHUQHG ZLWK WKH pVWXG\ RI PLQG DQG EH
DVSHFWV RI WKH KXPDQ H[SHULHQFH ¥ &RJQLWLYH VFLHQFH KD\
WR DQVZHU >«@ HSLVWHPRORJLFDO T XhkbWedgeR 3\compoaents HODWH G
LWV VRXUFHV LWV GHYHORSPHQW DQG LWV GHSOR\PHQWY >*DL
concepts of mental representation as well as electronic computers are essential to describe the
activity of the human mind in cogive science. As an interdisciplinary research field, it covers

subjects like philosophy, psychology, artificial intelligence, linguistics and neuroscience.

Against the background of the present research the following aspects of psychology and cognitive

science are important:
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X The theory of creativity including conditions favoring creative achievement [e.g. Collins
and Amabile, 1999] and models of creative reasoning [e.g. Einkle 1992];

X The description of the human mind as information processor $nwpn, 1978] and the
modeling of creative reasoning as some sort of problem solving [Simon, 1985] and

x 7TKH LPSDFW RI DQ LQGLYLGXDOYV GLVFLSOLQDU\ EDFNJUF
[e.g. Kozhevnikov, 2007] and employed problem solving stratqgewson, 1979]

1.3.2.3 Organization Science

2UJDQL]DWLRQ WKHRU\ RUJDQL]DWLRQDO WKHRU\ RU RUJDQL
KRZ RUJDQL]DWLRQV IXQFWLRQ DQG KRZ WKH\ DIIHFW DQG DU
2003, p. 8. AGCRUGLQJ WR 6KHQKDY > @ WKLV ULQWHOOHFWXDO |
diverse disciplines like sociology, political science, psychology, engineering, management science,

and economy.

The presented research takes into account several aspexgarozational theory like:

X The theory and management of innovation in an industrial context [e.g. Popadiuk and
Choo, 2006; Chesbrough, 2003];

X The theory of knowledge creation [e.g. Nonaka, 1991] as well as aspects of knowledge
management [e.g. vdfrogh, 1998] and transfer [e.g. Argote and Ingram, 2000] and;

X The categorization of scientific disciplines from a semgnitive perspective [e.g. Becher
and Trowler, 2001].

1.3.3 Related Research in CPI Laboratory

The research presented in this rep@s been undertaken in the Product Design and Innovation
Laboratory (FrenchiLaboratoire Conception de Produits et Innovatitu€PI) of Arts et Métiers
ParisTech (ENSAM)

The research of the LCPI focuses on the improvement of design and innqguaitesses. Here,
emphasis is put on three aspects [LCPI, 2014]:

X The integration of a set of primarily design related professions like engineers, industrial
designers and ergonomists into design and innovation processes by extraction and
formalization of pofessiorspecific rules, knowledge, and tools (discipline related
research);

X The control and optimization of different divergent and convergent sub processes in the
design and innovation processes by fostering collaboration between all participating actors
(process related research);

X The facilitation of both previous aspects by stt¢he-art design support technologies
(design technology related research).

Some instances of research carried out by former and current researchers of LCPI are presented in

the following (cf. alsfFigure3).
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Figure 3: Overview of research carried out by members of LCPI

1.3.3.1 Discipline Related Research

One example for research of the discipline related type is the studymoét al.[2010]. They
investigated how design students and professionals mentally categorize design information during
the generation of product representations at divemdgsign phases. The result of this research is a
cognitive model which contains several hierarchical levels of design information like forms,
functions, and contexts as well as sets of cognitive operations [Einkk, 1992] which the
designers performudting their reasoning process.

1.3.3.2 Process Related Research

Instances of process related research are the work of Maraszaia[2009], Buisineet al.
[Buisineet al, 2012; Schmitet al, 2012], as well as Tréla [2013].

Maranzanat al, [2009] focused on ways to measure attd some extenttinfluence the quality

of problem solving processes in design. Based on the work of Gibert [t980]in [Maranzanat

al., 2009])and Gartiseket al, [2004], they proposed ways to measure tevance, efficacy and
efficiency of problem solving activities. Further, Maranzana and colleagues identified a set of
process parameters which are important for the satisfaction of the mentioned performance criteria
and pointed to conflicts among theseqass parameters.

Tréla [2013], in his PAhADUHVHDUFK ZDV LQWHUHVWHG LQ WKH LPSDFW RI
innovation performance. After having tested methods originating ff&tZ (cf. e.g. Chapter
2.5.3.1) andBlue Ocean StrategyKim and Maubogne, 2005], Tréla concluded that both
methodological approaches exert somewhat complementary impact on industrial performance
criteria like strategy development, idea management, data integration, etc.

Buisine et al. analyzed the impact of the use of imteive tabletop hardand software on
performance and collaboration duriBgainstorming(cf. Paragraph 2.5.3.2.1) sessions [Buishe

al., 2012]. Further, they inquired into the impact of time and social pressure on idea quantity and
quality duringBrainwriting [Schmitt et al, 2012] sessions. The results of the first study show a
positive effect of the tabletop design support technology on performance and collaboration. The
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second experiment provides evidence for a positive relationship between tiswg@asd solution
quantity and originality. Social pressure, however, though increasing idea quantity and motivation,
was found to reduce collaboration between group members.

1.3.3.3 Research at the Interface of Both Fields

Various studies which have beendertaken in the LCPI cover both the field of design processes in
general and the innovation process in particular, as well as problems regarding the integration of
designrelated disciplines into these processes.

Aoussatet al. [Aoussat, 1990; Aoussait al., 2000], for example, postulated that a systematical
process for innovative New Product Development has to structure the interactions of at least the
following disciplines: Ergonomics, Design, Quality Management, Marketing, and Reliability
ManagementMoreover, they proposed a process model which is capable of this structuring. The
process essentially consists of four phases: Requirement Translation (covering the identification of
customer needs and their translation into functional specifications)irBeent Interpretation
(covering the search for concepts), Requirement Definition (covering the definition of the product),
and Requirement Validation (covering prototype building and testing).

1.4 Positioning of Presented Research

The research presedtén this report is somewhat complementary to other research carried out in
the Product Design and Innovation Laboratory. The presented research matches well the major
research directions of LCPI as it investigates the integration of knowledge and tg@solo
originating from several domains into a system against the background of a New Product/Process
Design Process. In addition, this dissertation extends the research field of LCPI in so far as it
focuses on collaboration between design related discgplike engineering, industrial design,
ergonomics etc. and, in cognitive terms, more distant disciplines, like biology, chemistry, and so
on[Figure4]schematically positions this Ph.D. research within the context of LCPI studies.

Figure 4: Positioning of this dissertation within the framework of research undertaken in the LCPI
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1.5 Summary and Conclusion of the Presented Work

Context
The work which is presented in this report is motivated by the industrial trend of value generation
using knowledge and technologies originating from natural science related domains. Problems
concerning interdisciplinary problem solving even amomgmbers of design related disciplines
and a texcept for some recent worklack of approaches discussing intand transdisciplinary
collaboration in design have been stated elsewhere. Both aspects point to a serious problem: How
to provide methodologa support for interdisciplinary problem solving and the integration of
natural scienc®ased technology during the design process?
This dissertation research, which is somewhat complementary to previous work performed in the
LCPI and which mainly relatet design science, psychology and cognitive science, as well as
organization science, can be outlined as follows:

x First, an extensive literature review has been performed in order to identify relevant theory
as well as important problems related to theaesh question on various systemic levels
(cf. Chapter 2). Due to the broad scope of the literature review and the large number of
analyzed publications, in some cases it was not possible to access the original sources.
Throughout the whole report, in tlosases both the original and the secondary source are
given.

X Then, by taking into account the results of this literature review, a research question as well
as three hypotheses are formulated (Chapter 3).

X Those hypotheses are tested in one experimentoaadndustrial case study following
complementary research methods (Chapter 4).

The results of those tests and of related industrial projects, being of both academic and industrial
nature, as well as their implications are then presented (Chapter 5}eCéagncludes on this
Ph.D. research and indicates further reseamtl industryrelated perspectives.
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2 Literature Review

Whereas the first subsection put the present research into its industrial and academic contexts, the
present subsection dealstlvthe extensive literature review which has been performed during this
Ph.D. research. After an introduction of the structure of the subsection, relevant research topic
related aspects are investigated on five different systemic levels. The conclumbiy, $ums up

the most important findings and problems which have been identified in the literature and draws a
link to the next subsection.

2.0 Structure of Literature Review

This dissertation relates to issues of interdisciplinary problem solvingnéegration of natural
sciencebased technology. Against this background, the role of methodological support for these
activities is of particular interest. As outlined in Chapter 1, relevant research can be located in the
fields of (engineering) designisace, psychology and cognitive science, as well as organization
science. However, the presented literature review is not structured according to these research
fields. The structure of the chapter rather follows a systemic [Bajare5).

In order to investigate interdisciplinary creative problem solving (Chapter 2.5), one has to
understand the theory and mechanisms of individual (Chapter 2.4) as well as team (Chapter 2.3)
creativity and problem solving. Further, aspects of knowledge creation and knowledge transfer
within and beyond institutional boundaries (Chapter 2.2) have to be understood. Finally, i.e. at the
beginning, some basic definitions about innovatibane majormotivation for interdisciplinary
problem solving 4 some information on the impact of interdisciplinary knowledge on industrial
value creation, as well as a definition of the tatistipline shall be given (Chapter 2.1). Chapter

2.6 sums up the most impgant aspects and identified problems, the latter of which finally lead to
the formulation of the research question and the hypotheses as stated in Chapter 3.

Figure 5: Structure of literature review
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2.1 Global Level

2.1.0 Introduction

One of the most important motivations for creative interdisciplinary problem solving is innovation.
Depending on the type of innovation, technological inventions play different roles [e.g. Popadiuk
and Choo, 2006]. Scientific knowledge, mosihginating from natural science, has been found to
be an important factor for the quality of inventions [e.g. Harkofil, 1999]. Over time, the way

in which scientific and industrial institutions interact in order to produce innovative products has
evolved. However, disciplinary boundaries remain rather distinct, in social but also in cognitive
terms [e.g. Becher and Trowler, 2001].

In the present subsection, the concept of innovation will be introduced. Further, the role of
scientific knowledge, i.e knowledge originating from natural science, for the production of
innovation will be highlighted. It follows a brief overview of the history of innovation models in
the historical context. Finally, the concept of discipline is introduced and the gpcabdland
cognitive categorization of disciplines is discussed.

2.1.1 Innovation

21.1.0 Definition of Innovation

The termsinnovation and invention have to be clearly distinguished. The Merrisiiebster

Dictionary [2014] lists under the term inventgnD GHYLFH FRQWULYDQFH RU SURFH
VWXG\ DQG H[SHULPHQWY DQG JLYHV DV H[DPSOH WKH OLJKW EX
of the 19 FHQWXU\ 6FKXPSHWHU > @ KRZHYHU GHILQHV LQQRYL
new produdVLRQ IXQFWLRQY ZKLFK LQ DQ HFRQRPLFDO VHQVH uFRP
According to Schumpeter, invention is neither a necessary condition for innovation, nor is it a
sufficient one even though both very often occur jointly. Weitzman [198® does not explicitly

distinguish between innovation and invention, refers to the former of being a sort of combination of
elements. Weitzman further states that combinations of initially distant elements lead to the most

fruitful inventions and thut innovations.

21.1.1 Types of Innovation

There exist several categories of innovations. Most often, these categories differ with respect to
technological or economic value. Popadiuk and Choo [2006] give an overview of some innovation
categories (Tabl8) and frame them from a knowledge creation perspective [Nonaka, 1991 (cf.

Chapter 2.2.2 {Table4).
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Table 3: Overview of innovation categories [Popadiuk and Choo, 2006]

Abernathy and Clark [1985Fited in Popadiuk
and Choo, 2006) Henderson and Clark [1990]
Market Technical capabilities Component Architectural knowledge
knowledge Preserved Destroyed knowledge Enhanced Destroyed
Preserved ' Regulgr Rgvoluthnary Enhanced I.ncreme.ntal A.rchltect.ural
innovation innovation innovation innovation
Destroyed _ Nlchg A_rchltect_ural Destroyed _Modulgr _ Radlcgl
innovation innovation innovation innovation
Chandy and Tellis [1998Fited in Popadiuk and
Tushmaret al.[1997] Choo, 2006)
Technology #(R&D) Newness of Customer needfulfillment / $
Market - :
Incremental Radical technology Low High
. Major product,
New A_rchltect_ural service Low I_ncreme_ntal Market
innovation . . innovation breakthrough
innovation
Incremental . . .
Existing product, M_ajor process High Technological _ Radlcgl
. innovation breakthrough innovation
service, process

Table 4 : Innovation classification from a knowledge perspective [Popadiuk and Choo, 2006}Abernathy and
Clark, 1985 : ®: Henderson and Clark, 1990%Tushman et al, 1997,d:Chandy and Tellis, 1998

Knowledge creation
Market Tacit knowledge Explicit knowledge
knowledae Socialization and externalization Combination and internalization
9 (Exploration) (Exploitation)
Architectural innovatiorf Niche innovatiorf
New market Radical innovatior? Modular innovatior?
knowledge Major product/service innovation Architectural innovatiorf
Radical innovatior Market breakthroughf
Revolutionary innovatiofi Regular innovatiort
Existing Architecturalyinnovatiori’ Incremental innovatior?
market ; . . Incremental product, service, process
Major process innovatioh . D
knowledge . innovation
Technologicalbreakthrougt! ) .
Incremental innovatior

According to von Stamm [2003], the business conditions as well as skills, structures and processes

for e.g. idea generaticamd implementation differ significantly e.g. in the cases of incremental and

radical innovation. Henderson and Clark [1990] distinguish modular and radical innovations which
LPSO\ FKDQJHVY LQ WKHLU FRPSRQHQWYV FRUH @&diitetturdl RQ WK
innovations on the other hand which keep the core design component unaltered. In the former
cases, underlying scientific and engineering knowledge plays a major role whereas in the latter
cases, it does not.

2.1.2 Economic Importance of Science and Scientific

Knowledge Production
Several literature studies, [Mackstadleret al,2007; Fleming and Sorenson, 2004] identify both
theoretical and empirical proof for the positive impact of scientific knowledge on innovation
performance, a keyRLQW KHUH EHLQJ WKH VHWWLQJ XS DBsQéhacsVKH PDL
UHODWLR GtafllereDd), RBAR p. 484]. The impact is reported to be particularly important
for sectors like biotechnology, information technology and material industry.
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2.1.2.1 Quantitative Economic Impact of Scientific Knowledge

In a survey, Beise and Stahl [1999] asked manufacturing companies about the share of product and
process innovations between 1993 and 1996 which would have been impossible without the
support ofresearch institutions. The results of this study are sho@abfes|

Table 5: Share of companies with innovations which coulaot have been developed without recent public research
[Beise and Stahl, 1999]

Firms with public

researchbased

innovations to all
product- or process

Firms with public
research-based product
innovations to all

Firms with public
researchbased process
innovations to all

innovations [%]

product innovations [%]

process innovations [%]

In general 8.5 7.9 3.4
R&D intensive industries 15.9 14.0 5.2
Non-R&D intensive 6.2 5.7 29

industries

Probably the most weknown example for knowledge transfer from one given scientific discipline

to industry which can lead to innovation is {mspiration. The term covers activities and
disciplines likebiomimeticsas well asbiomimicry and bionics [see Fayemiet al, 2014 for any

further discussion].

Empirical support for the use of biospiration comes from Bonser [2006]. After having performed

a patent analysis on the database of the United States Patent and Trademark Office (USPTO), he
identifies aconsiderable increase in the percentage of patents which refer to either one of the terms
MELRPLPHWLFY MELRQLFY RU HPELRORJLFDOO\ LQVSLUHGT

2.1.2.2 Qualitative Impact of Scientific Knowledge

There is also evidence for the impact of scientific knowledge on the quality of inventions. Fleming

and Sorenson [2004] investigated the relationship between the citation of scientific papers in

patents and the number of citations of these patens byioteeitors, the latter being considered as

an indicator of the usefulness of a given patent [Harbiofl, 1999]. Fleming and Sorenson show

that the impact of scientific citations in patents increases with the coupling of the components of

the featured ivention [Figure6] ,Q WKH VWXG\ FRXSOLQJ LV UHIHUUHG WR
change made to one module requires a change to the other module(der for the overall
LOQYHQWLRQ WR ZRUN FRUUHFWO\Y S 7TKH DXWKRUV RI Wl
evidence for usefulness of scientific knowledge for the solving of difficult inventive problems.

Figure 6: Mean citations across quintiles of the coupling variable [Fleming and Sorenson, 2004]
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Another study [Jaffe and Trajtenberg, 1996] has investigated the relationship between the type of
institutions xcorporations, universities or governmentwhich are athe source of patents and the
degree to which those patents are cited by other inventors. The results show that university patents
are relatively more cited than both corporate and governmental patents, which makes the authors of
the study argue for a highU pIHUWLOLW\Y S RI WKRVH SDWHQWYV

2.1.3 Innovation Models: Historical Perspective

The interplay of public research institutions and industrial companies in the process of innovation
generation has evolved to some degree over the past. Thidi@vallso reflects, to a certain
extent, the evolution of models describing the production of innovation.

2.1.3.1 Development of Knowledge Production in Scientific and Industrial

Organizations
The development of the production of scientific knowledge has been influenced by several factors
[Whitley, 2000]. First, since the end of the Cold War and the changing geopolitical climate,
fundamental research has lost one of its main driving forcesamilielated R&D activities. As a
consequence, science and technology funding policies have far more focused on more directly
identifiable societal returns. Second, with the recognition of the importance of formal knowledge
for the generation of industriafalue and the reduced costs for skilled academic work force, an
increase of systematic research in a large variety of subjects has been observed. These changes
[Whitley, 2000], among others [e.g. Becher and Trowler, 2001] have induced a transition of
scieQWLILF NQRZOHGJH SURGXFWLRQ 11U RBtRl, 110K GHibbohisWIWILORGH
7KH IRUPHU LV FKDUDFWHUL]JHG E\ VFLHQWLILF pSUREOHP VRO
of practice relevant to a particular discipline and problemirsglwhich is organized around a
SDUWLFXODU DSSeé bl oM RI). The tdttér EeRe€d Yo the production of knowledge
MLQ WKH FRQWH[W RI DSSOLFDWLRQY S ZKLFK UHVXOWYV IU
This knowledge isought from the beginning to be applicable in industry, society and so on, and is
organizationally more heterarchical and transient [Gibbons, 1994].
Knowledge production by industrial organizations has been influenced as well by several factors
[Whitley, 2000]. Increased competition from low cost work force areas such as East Asia,
saturation of markets and evepra demanding customers havd e the decline of th&ordist
model of mass production and mass marketing and have caused segmented marke¢s and e
shorter product life cycles. On the one hand, the resulting uncertainty and the demand to become
more responsive to a changing environment in combination with the importance of formal
knowledge to obtain competitive advantage resulted in a decreaseteafally conducted
fundamental research by industrial compang@s.the other hand, this haglléo more intensive
collaboration with external research organizations including universities.
The above mentioned changes in scientific and industrial oajéoms paralleled with the
HPHUJHQFH RI VR FDOOHG pWUDQVIHU VFLHQFHVY >*LEERQYV
are characterized by unclear distinctions between research and professional practice, increased
transdisciplinary activity as welhs a higher degree of task uncertainty.

2.1.3.2 Innovation Models

The initial states of scientific and industrial knowledge production and the resulting industrial value
production is probably best reflected by the first generation of the Linear Modeh@fation

>*RGLQ @ WKH pn7HFKQRORJ\ 3XVK &RQFHSW RI ,QQRYDWLR

25
Ph.D. Report Malte Schoefer



this model, an innovation is developed in a linear process consisting of the stages of basic research,
applied research, development and, finallyo@iction and) diffusion.

7KH ODWWHU VWDWHV RU pPRGHVY RI NQRZOHGJH SURGXFWLRQ
innovation like e.g. the Triple Helix Model [Leydesdorff and Etzkowitz, 1998]. As a matter of fact,

MORGH Rl .QRZOHGJH 84dR0& Xdew asRd JonkbBar model [Etzkowitz and
Leydesdorff, 2000]. According to the Triple Helix Model 1l [Etzkowitz and Leydesdorff, 2000]

[Figure7), the three spheres of the helix are defined as universities, industry organizations and the
government. Where their organizational spheres overlap, these institutions generate knowledge
LQIUDVWUXFWXUHV PXWXDOO\ W QiNdidgamizaterks RWKHUTY UROH DQG |

Figure 7: Triple Helix Model of innovation [Etzkowitz and Leydesdorff, 2000]

The Open Innovation Model [Chesbrough, 20§Biggre 8) further develops the application
FHQWHUHG DVSHFW RI pORGH 9§ NQRZOHGJH SURGXFWLRQ 7KH
that (essentially) the company is required to be able to identVR FDOOHG pIDOVH QHJDWL
i.e. to further develop projects which initially seemed to lack potential but turn out to be of value.

In order to do so, the company should not only search for appropriate input, e.g. knowledge and
technologies, ah buy and license Intellectual Property from other actors. It should also seek to

create value out of internal knowledge and technologies by applying them to new markets. The

model further emphasizes that funding, generation, and commercialization cdtionoshould be

done jointly with external entities.
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Figure 8: Open Innovation Model [Chesbrough, 2003]

2.1.4 Importance of Disciplines and Culture

The growing emphasis on the necessary interaction of different academic, industrial and
governmental actors in order to create value leads to the consideration of disciplines. An important
aspect of innovation is the transfer of information which origisate either one or several
disciplines to othertoften very disparatetdisciplines [Kostoff, 1999, 2006]. The diversity of
perspectives, backgrounds and trainings can facilitate the generation of new ideas and knowledge
[Dougherty, 1992; Cardinal, 200&]lves et al, 2007]. However, the organization of this transfer
requires considerable effort [Kostoff, 1999], a reason among others being cultural differences
between the scientific and industrial communities or disciplines@Bbhimission, 2007].

21.4.0 Definition of Discipline

It is not easy to set the definition of an academic discipline. It often depends on such factors as the
HVWDEOLVKPHQW RI RUJDQL]DWLRQDO VWUXFWXUHY OLNH H J
Rl DFDGHPLF RUHEBLEWOIOWHFWXDO VXEVWDQFHYT >%HFKHU DQ
important aspect of academic disciplines is their ongoing fragmentation indisaifsines and
VSHFLDOLVW ILHOGY WKH ODWWHU EHLQJ FRQWYLS%WKHKGH D VD QE
Trowler, 2001, p. 64], [Campbell, 1969; Wax, 1969ed in [Becher and Trowler, 2001 Clark,

1996; Becher and Trowler, 2001]. Becher and Trowler [2001] compare actors in academic
GLVFLSOLQHY DQG VSHFLDOLYVWhei 6D @archesRf imtallectuBlHjddindZ KL F K |
E\ HPSOR\LQJ >«@ GHYLFHVY JHDUHG WR WKH H[FOXVLRQ RI LC
resist to the adoption of values and practices stemming from different disciplines or fields.
Weingart and Stehr [20006HILQH GLVFLSOLQHY DV uQRW RQO\ LQWHOO}
organizations made up of human beings with vested interests based on time investments, acquired
reputations, and established social networks that shape and bias their views oratihe rel
LPSRUWDQFH RI WKHLU NQRZOHGJHY S |[L %DXHU > @ LQ
FRQFOXGHVY WKDW pPHDFK GLVFLSOLQH FDQ EH DSWO\ YLHZHG LC

2.1.4.1 Cognitive and Social Categorization of Scientific Disciplines

Becher ad Trowler [2001], have investigated the degree to which disciplines differ in terms of
cognitive and social aspects like collaboration, competition, learning style, and migration among
specialist areas. Based on the work of Biglan [187&d in [Becher ad Towler, 2001]) they
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categorize twelve scientific disciplines (biology, chemistry, economics, geography, history, law,
mathematics, mechanical engineering, modern languages, physics, and sociology) according to

four dimensions in order to highlightffirences with respect to the above mentioned aspects

,Q WKH FRJQLWLYH UHDOP pKDUGY YHUVXV puVRIWP Gt
SDUDGLJPVY ZKHUHDV pSXUHY YHUVXV uDSSOLHGY LV DQ LQGLFD
the dLVFLSOLQH ,Q WKH VRFLDO UHDOP uGLYHUJHQW YV FRQYHL
among the members and of agreement on e.g. notions and methods. At last, by using a map
DQRDORJ\ puXUEDQY YHUVXV puUXUDOY Giaviypes, EdinpetRignDaddd FWHU L V
sharing of knowledge.

Figure 9: Cognitive and social differences between disciplines [Becher and Trowler, 20(dased on [Biglan,
1973])

2.1.5 Conclusion

The innovation process can be seen ase@ombination process. Whether the innovation

recombines new technological and/or market aspects is critical to the categorization of innovation.
Scientific knowledge has important quantitative and qualitative impact on the generation of

industrial value Especially linkage of knowledge originating in distant (scientific) disciplines can

affect innovative projects. The models which describe the development of innovations in the

context of academic and industrial collaboration have changed along with chiangkes

production of knowledge. The generation of knowledge for innovation is characterized by higher
XQFHUWDLQW\ VKRUWHU FROODERUDWLRQ WLPHY DQG WKH QHI
and diverse applications and markets. However, seigmtistry knowledge transfer still suffers

from problems due to cultural differences between the partners.

The following subsection will highlight different categorizations of knowledge and the act of
knowledge creation as a social process [Nonaka aneutak 1995]. Further, knowledge transfer

between scientific and industrial institutions and problems concerning this transfer will be
GLVFXVVHG )LQDOO\ DSSURDFKHV DLPLQJ DW WKH LPSURYHPH
knowledge [Cohen and Lewhal, 1990] will be addressed.

In the following subsection, institutional aspects like knowledge creation, knowledge and
technology transfer as well as related problems are discussed.
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2.2 Institutional Level

2.2.0 Introduction

According to Grant [1996 under conditions of intensive and dynamic competition (cf. Paragraph

2.1.3.1), the profitability of an organization depends more on resoarg® capabilitypased

DGYDQWDJHV WKDQ RQ DGYDQWDJHV UHJDUGLQJ plids® HULF V!

advantages are the result of the acquisition and integration of specialized knowledge (cf. Paragraph
.RIXW DQG =DQGHU > @ LQWURGXFH WKH WHUP pFRPE

WKH ILUPYV FDSDFLW\ W R otigtl Hh® ¥8rbir@tidd oNeQiRiAgOkHO®/I@eyeW K U

and (2) and to exploit the previously unexplored potential of the resulting technology. For research

organizations, similar conditions for value creation have been identified. Leither and Warden

[2004] assume thaDQ DOLJQPHQW RI WKH RUJDQL]DWLRQYV puLQWHO

technological, human and organizational resources, to create, share and exploit knowledge within

R&D projects is a necessary condition for value creation. Even though thesacitd here focus

on the internal knowledge of an organization, there is strong evidence for the importance of

external knowledge for this combination process [e.g. Laursen and Salter, 2006].

In this subsection, the focus will be set on the creatioiiffefent types of knowledge as well as on

knowledge transfer within and between organizations. Further, emerging problems related to these

processes are discussed.

2.2.1 St "Wofecf—cieie L —<T<—c<ke 0§77 f-
Exploitation
The creation of innovation is part of a circle of exploration and exploitation [March, 1991;
Nooteboom, 200@cited in [Gilsing and Nooteboom 200%]The former includes activities like
MVHDUFK YDULDWLRQ ULVN WDNLQJ QMISHWUPHQWDWERQ @SD!
essentially refers to experimentation with new alternatives, the returns of which are uncertain and
VRPHWLPHY HYHQ QHJDWLYH 7KH ODWWHU LV DVVRFLDWHG Z|
efficiency, selection, implemeltWLRQ >«@9 S DQG GHVFULEHYVY WKH LPSU
existing competences and technologies in order to create direct returns. At first glance exploitation
seems to be more attractive because it yields more immediate returns. However, eddatagnc
term organizational strategy which integrates both cartesian [Stark, 2001] exploitation and
stochastic exploration is esteemed to be more advantageous [March 1991; Gilsing and Nooteboom,

@ %HIRUH WKLV EDFNJURXQG \Abiity tddPeafe End Danka vikdkD FRP S
ties and flexible interaction with a variety of diverse knowledge sources has been stressed
[Kaufmann and Toedtling, 2001]. Whether organizations actually pursue either predominantly
explorative or exploitative activitée reflects in changes on levels as diverse as competence,
governance, network and process [Gilsing and Nooteboom, 2006] (Table 6).
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Table 6: Key characteristics of exploration and exploitation [Gilsing and Nooteboom, 2006]

Competence Governance Networks Strength of ties Transitional
process
Exploration | xRadical xSpintoff, new xDense, open xHigh frequency | xDivergence in
innovation entrants networks of interaction knowledge and
xTechnology xLoose alliances | xInformal, xShort duration organization
oriented flexible ties xHigh(er) xVariety through
xExperimentation | xLimited use of xLimited size, openness breakup of
with novel contracts high entry and existing
combinations xRelationbased exit networks and
xTacit knowledge | trust xLocally new relations to
embedded outsiders
Exploitation | xIncremental xEntrance by xNon-dense, morel xLow frequency xConvergence in
innovation incumbents exclusive of interaction knowledge and
xProduct and xFormal alliances,| networks xLong duration organization
process oriented| acquisitions xFormalization xLimited xSelection by the
xExperimentation | xContracts xStabilization openness institutional
in organization | xIntuition-based | xDelocated environment
xCodified trust
knowledge
2.2.2 Knowledge

The above mentioned modes of exploration argloitation are linked with different types of
knowledge and knowledge creation [Nonaka, 1994; Popadiuk and Choo, 2006]. The basic concepts
with respect to knowledge, knowledge transfer and issues related to them are highlighted hereafter.

2221 Distinction between Data, Information, and Knowledge

'DWD LV GHILQHG DV PREMHFWLYH IDFWV DERXW HYHQWVY >'DY
convey any judgment or interpretation nor does it tell anything about its own relevance. Data,
however, is consefed a sort of message. As such its role is to communicate a meaning from a

sender to a receiver. The receiver has to decide whether the information he or she receives makes
VRPH GLIIHUHQFH pLQ KLV RXWORRN RU LQVLIJKWY S

For data to become informatidhmust be contextualized, categorized, calculated, corrected and/or
condensed. Information technology can often be helpful for those processes, an exception being
contextualization where the value of such technology is rare.

Finally knowledge is referredW R DV uD IOXLG PL[ RI IUDPHG H[SHULHQFH
information, and expert insight that provides a framework for evaluating and incorporating new
HISHULHQFHYV DQG LQIRUPDWLRQY S 7KH WUDQVIRUPDWLRC
through such processes as comparison, deduction of consequences, drawing of connections and
conversation with other people. The value of information technology for those transformation
processes is either very limited or equal to zero [Davenport and Prusak, 2a0@jer important

DVSHFW RI NQRZOHGJH LV LWV #cbnEdicDdiyWei owerwis3dsS0Ive aQ I RUPD WL
SUREOHPY >3LNH DQG *DKHJDQ S @ +RZHYHU WKH KXF
subject to cognitive limitations of the humanibraA consequence of this is that increase in depth

of knowledge is directly coupled to decrease in breadth of knowledge. The knowledge which

features such characteristics is caipécialized knowledd&rant, 1996].
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2.2.2.2 Different Views on Knowledge

There exist two essentially different views on knowledge. Whereas von Krogh [1998] refers to
them ascognitivistand constructionistperspectives, Sveiby [20(0Zited in [Paulin and Suneson,
2012]) calls the formerknowledge as an obje¢K-O) and the latteknowledge as a subjective
contextual constructio(K-SCC).

The cognitivist view on knowledge is rooted in research in computer science and the consequential
modeling of the human mind as an information processor (cf. Paragraph 2.#&fmi) this
perspective, knowledge is considered to be universal and independent of personal perspective, a
consequence being that it can be easily encoded (cf. Paragraph 2.2.5), stored, and transmitted to
others [von Krogh, 1998].

From a constructivist pspective, which is based in neurobiology, cognitive science, and
philosophy, knowledge is created in individuals. The process of this creation or construction is
closely linked to e.g. previous experience. Hence, knowledge cannot be seen as univisal. In
view, there also exist forms of knowledge which are difficult to express and thus to share [von
Krogh, 1998] (cf. Paragraph 2.2.4.2.1).

2.2.2.3 Knowledge Categories

22231 Explicit versus Implicit or Tacit Knowledge

The most welknown dichotomy riated to knowledge is the distinction betweexplicit and

implicit or tacit knowledge While the former can be easily expressed in symbols, e.g. it can be
ZULWWHQ GRZQ >*UDQW @ WKH ODWWHU ZKLFK LV FORVH
SSBEWLFDO NQRZOHGJH 'Y S LV GLIILFXOW LI QRW LPSRVV
tacit knowledge as key ingredient for the solution of the fundamental paradox in problem solving

(cf. Paragraph 2.5.2.1.1): Either the problem solver knows hénatr she is looking for, but then

there is no problem to be solved. Or the problem solver is ignorant regarding the goal of its search.

,Q WKLV FDVH KRZHYHU WKHUH LV QR KRSH WR LGHQWLI\
GLPHQVLRQY RPoNiRHesHGAdIttion to this issue. Tacit knowledge can be further

divided into cognitive and technical elements [Nonaka, 1994]. Cognitive elements are mental
models such as schemes and parameters, which provide individuals with a perspective on the
ZRUOG 7HFKQLFDO HO HKRRD W\ GBI D IQEEH UNLADRI?Y WKDW DSSO\
16). One important aspect of tacit knowledge istiskinesswhich makes it difficult and costly to

transfer [Szulanski, 1996]. One instance of knowdedghich can be also classified as tacit
knowledge impirical knowledgeChen [2010] characterizes this type of knowledge (Table 7) and

divides it into the four layer&nowWhat KnowWhy, Know-How, andKnow-With.
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Table 7: Empirical knowledge characterization [Chen, 2010]

II(Ean\?\;lnecda(:Jle Description

Composition | Problem/Cause/| As either a problem solving method or a modified action, empirical knowlg

Element Solution can be described by three elements of probbemse, and solution.

Feature Tacit Characterized as generally having a particular context and personalizatior
empirical knowledge is not easily understood, learned, imitated,
communicated, transferred, and shared.

Characteristic| Hierarchical Empirical knowledge can be distinguished into different layers based on th
use purpose.

Descriptive P'HVFULSWLYHY UHIHUV WR WKH FRQFHSW H
Causal p&DXVDOY UHIHUV WR WKH FDXVDOLW\ DQG

Procedural MBURFHGXUDOY UHIHUV WR WKH RSHUDWLRQ
Relational pP5HODWLRQDOY UHIHUV WR KRZ RSHUDWLRQ

Trait Action-oriented | Empirical knowledge can be viewed as actaiented knowedge, which is
represented by conditional action.

Skillful Skill indicates the objeabriented expressional behavior, which is difficult to
be represented by language. While empirical knowledge can be treated a
actionoriented knowledge, an actioepresents knowledge through its skill.

2.2.2.3.2 Taxonomy According to Blackler

Based on Collins [199%cited in Blackler, 1995]) and adding to a literature review, Blacker

[1995] suggests that knowledge carelebrainedembodiedencultured embedde@ndencoded

Embrained knowledgis considered to depend on conceptual and cognitive abilities and to cover
knowledge thaandknowledge aboutAccording to Blacker, the capability of douttmp learning

[cf. e.g. Argyris and Schon, 1978; Argyris, 199&f. Paragraph 2.4.2.2.1) is an important instance

of embrained knowledg&mbodied knowledgie defined as being action oriented and only partly

explicit. It depends on physical presence and relatekntiwledge howand knowledge of
acquaintance The conept of encultured knowledgis associated with shared understanding. It is

socially constructed and depends on language, culture and negotiation. According to Blackler, the
DWWULEXWH RI WKH IROORZLQJ W\SH RI NQRZOH®GIH UHIHUV
MHPEHGGHGQHVVY GHVFULELQJ WKH LPSDFW RI \eRbddie® VWUXFW
knowledgeLV GHILQHG E\ WHUPV DV pWHFKQRORJLHV UROHV IRUPL
[Blackler, 1995, p. 1024]. Finallygncoded knowledgean beexpressed by signs and symbols and

can thus be communicated rather easily by documents or information technology.

In his literature review, Blackler also identifies general trends of transformation from
organizational dependence on embedded and embodiedlddge towards dependence on

embrained and encultured knowledge.

2.2.2.3.3 Taxonomy according to Alavi and Leidner

Alavi and Leidner [2001], analyze knowledge from a perspective of information techrzdsgy
knowledge management (cf. Paragraph 2.2.Z1gir taxonomies and associated examples can be
found in Table 8.
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Table 8: Knowledge taxonomies according to Alavi and Leidner [2001]

Knowledge

Types Definitions Examples
Tacit Knowledge is rooted in actiony Best means of dealing with specific customer
experience, anihvolvement in
specific context
Cognitive | Mental models ,QGLYLGXDO TV -é&feodrelbtibrRpsF [
tacit
Technical| Know-how applicable to Surgery skills
tacit specific work
Explicit Articulated,generalized Knowledge of major customers in a region
knowledge
Individual Created by and inherent in the Insight gained from completed project
individual
Social Created by and inherent in Norms for intergroup communicatio
collective actions of a group
Declarative Know-about What drug is appropriate for an iliness
Procedural Know-how How to administer a particular drug
Causal Know-why Understanding why the drug works
Conditional Know-when Understanding when to prescribe the drug
Relational Know-with Understanding how the drug interacts with othe
drugs
Pragmatic Useful knowledge for an Best practices, business frameworks, project
organization experiences, engineering drawings, market rep
2.2.2.4 Knowledge Creation

As one of the foundd V. RI WKH pFRQVWUXFWLYLVWY YLHZ RQ NQRZOF}
NQRZOHGJH FUHDWLRQ LV PRUH WKDQ P "SURFHVVLQJ" RI REMH
be described as a social conversion process of either explicit or tacit knowled@gain, explicit

or tacit knowledge [Nonaka and Takeuchi, 1995]. The interchange between those two dimensions

LV LPSRUWDQW LQ RUGHU WR DYRLG pVXSHUILFLDO LQWHUSUL
20].

Socialization the first conversion pcess, transforms tacit knowledge into tacit knowledge through
interaction between individuals through shared experience. The process of conversion of explicit
knowledge into explicit knowledge takes place when people combine different bodies of explicit
knowledge during e.g. meetings. Accordingly, this type of conversion is referredambamation

The processes which convert tacit knowledge into explicit knowledge and vice versa are called
externalizationand internalization The former implies an adilation of tacit knowledge and is

facilitated by dialogue, reflection and the concept of metaphors. The latter refers to the act of
learning and the acquisition of tacit knowledge through practice and action [Nonaka, 1994; Nonaka

and Toyama, 2002]. The mel of organizational knowledge creation (SECI) along two dimensions

+ontological and epistemologicais depicted ifFigure10)
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Figure 10: Model of organizational knowledge creation [Nonaka, 1994]

2.2.2.5 Codification

Cadification is a conversion process of knowledge into messages wvdrncperhaps be processed

as information [Cowan and Foray, 1997]. Even though this conversion process is associated to
initial costs [Cowan and Foray, 1997], it has some important advantages. It allows setting
knowledge into a context of rules and relatlips which allow easier communication. Further it
makes knowledge to a certain extent independent from the agent who created it [Kogut and Zander,
1992].

However, knowledge codification is not without risk. As the value of a codified message depends
on itsinterpretation by the recipient (cf. Paragraph 2.2.2.1), the latter has to be taken into account
during the codification process. He or she must be able to acquire edepextding knowledge

for the decadification, the interpretation and, finally, thpliaation of the knowledge conveyed by

the message [Dasgupta and David, 1994; Cohendet and degmer, 2001; Hall, 2006]. Roberts
[2009] points out another drawback of codification, more specifically with respect to the use of
information technology fothat purpose. Roberts argues that such codification, by reducing often
complex and rich knowledge to its perceived key components, lead to ignorance. According to
Roberts, that problem emerges for every abstraction process.

2.2.2.6 Link between Types of Knowledge, Knowledge Creation and

Innovation
Based on a literature review, Popadiuk and Choo [2006], show that the type of innovation which an
organization can create depends on the processes of knowledge creation which take place in that
organization (cf. BUDJUDSK ) HILVWLQJ PDUNHW NQRZOHGJH L\
process implying socialization and externalization of tacit knowledge can lead to revolutionary
innovation and major process innovation. When a company applies tacit knowleudzye naarket
knowledge, radical innovation and major product/service innovation can result. In the case of
existing market knowledge, an exploitation process fueled by the combination and internalization
of explicit knowledge, however, leads more probablynicremental product, service and process
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innovation. Finally, explicit knowledge applied on new market knowledge can result in niche
innovation and market breakthrough.

2.2.3 Knowledge Creation and Front End of New Product and

Process Development
Recently, the model of knowledge creation has been used as a framework for analyzing New
Product (and Process) Development (NP(P3DY its front end [Koeet al, 2001] (cf. Paragraph
2.5.2.2.5). Richtnéet al. [2013], for example, investigated six NPDojects at two companies.
They conclude that changes in the attribution of resources in terms of time and human competence
often have critical impact on the knowledge creation processes in that kind of projects. Akbar and
Tzokas [2013] finally focus on tHeont end to the NPD process and map, among other parameters,
the sources and the nature of knowledge over different stages of a knowledge conceptualization
process.

2.2.4 Management, Transfer, Sharing and Integration of

Knowledge
Knowledge creation depds on effective access and application of information and knowledge
stemming from vagus disciplinary and nedisciplinary sources [Hemliet al, 2008]. In this
respect, knowledge management and knowledge transfer are important if not crucial activities

224.1 Knowledge Management

Knowledge management treats the problem of the mobilization of all the knowledge resources held
by individuals and groups and of the transformation of those resources intakedtiag activities

[von Krogh 1998]. Knowledgemanagement activities focus on providing individuals with
potentially useful information and on enhancing the assimilation of this information by the
construction and management of knowledge stocks [Alavi and Leidner, 2001]. Normally, the scope
of this adgivity is the organization [Serban and Luan, 2002; Chen, 2010].

Two strategies for knowledge management can be distinguished [Hainagn1999]. The first

one is based on codification and focuses on the storage of codified knowledge in electronic
databaes in order to allow easy access to that knowledge by all members of the organization. The
second strategy focuses on personalization of knowledge. l.e., knowledge stays closely related to
the initial knowledge source and is distributed by petsguersa contacts. According to this
strategy, information technology serves the purpose of communication rather than storage of
knowledge. According to Hansext al, the former strategy better suits companies which follow a
strategy based on mature productgyaizations focusing on product innovation, however, should
follow the latter strategy because innovations rely on knowledge which risks getting lost when
encoded.

Kazanjian and Drazin [2012] relate dominant knowledge management tasks to specific
organizaipnal activities. In their model, extending an existing product line is associated to
leveraging of existing knowledge. The development of a new product platform requires a
recombination and extension of existing knowledge stemming from previously udrelate
disciplines. Finally, the import and development of new knowledge into an organization is seen to
be crucial for the creation of a new business.
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2.2.4.2 Knowledge Transfer

Knowledge transfer .7 LV GHILQHG DV D WSURFHVV WKURXJK ZKLFK RQF
H[SHULHQFH RI DQRWKHUY >$UJRWH DQG ,QJUDP S @
exceptions [e.g. Cohendet and Meye@amer, 2001], the terrtechnology transfeis eithe used
synonymously to knowledge transfer or describes a subset of it [e.g. Kiegsley1996; Siegeét

al., 2004; Bekkers and Bodas Freitas, 2008]. Throughout this chapter, the terms will be used
synonymously.

Even though knowledge transfer involvése transfer and distribution of knowledge at the
individual level [Argote and Ingram, 2000, Braun and Hadwiger 2011], transfer can also occur at

and between different systemic levels e.g. individuals, explicit sources, groups, product lines,
departmentsdivisions or organizations [Argote and Ingram, 2000; Alavi and Leidner, 2001]. In

fact, the movement of knowledge at higher systemic levels than the individual level has been the
focus of KT analysis [Wang and Noe 2010].

Szulanski [1996] stresses thePSRUWDQFH RI WKH WHUP pWUDQVIHUYT LQ R
PRYHPHQW RI NQRZOHGJH LV D uGLVWLQFW H[SHULHQFHY S
all involved parties. According to Szulanski, transfers of best practice are dyadic exclmnges

which the identity of the knowledge recipient plays an important role.

The process of knowledge transfer involves several activities [Majcletzak 2004; Wang and

Noe, 2010]: the sharing of knowledge by the knowledge source as well as the acqaisitio
application of knowledge by the recipient. The combination of the latter two activities, which are
called knowledge reusey Majchrzaket al. [2004], can be referred to &mowledge integration

[Grant, 1996].

22421 Knowledge Sharing

Wang and Nod2010], by drawing on e.g. Cummings [2004], defkmwledge sharin@s the
process of provision of information and kndww in order to foster problem solving, idea
generation, and the implementation of procedures. Even though Cummings initially alssdcove
the receipt of information by the term, it is often seen as a different activity. In the literature dealing
with knowledge sharing, there is a lack of consensus on whether efficient and valuable knowledge
sharing requires close coupling or distant anfiltequent relationships between the different
participants [Hansen, 1999; Dunne and Dougherty, 2012]. Closely linked to this iadfaén not
decisive tdiscussion about the value of knowledge brokering [Fleming et al., 2007], where a
knowledge brokers defined as an agent who represents the only link between otherwise unrelated
individuals or groups.

Wang and Noe [2010], based on a literature review, develop a framework which highlights issues
of knowledge sharing research which either have been addres which, according to the
authors, should be addressed. Among the interesting but-imvestigated topics, aspects of
diversity in teams and cultural aspects like group membership (cf. Subsection 2.3) are identified.

2.2.4.2.2 Knowledge Integration

Several authors identify one activity as crucial for the process of knowledge transfer. What Alavi
and Leidner [2001] call knowledge application and what Majchiziakal. [2004] refer to as
knowledge reuse could essentially be referred to as knowledge integration, as Grant [1996] calls it.
It relates to the integration or application of functional, activéyated, specialized as well as task
related capabilities in ordéo produce value in various forms like e.g. innovative products [Grant,
1996; Majchrzaket al, 2004]. One major difficulty in knowledge integration emerges from the
necessity to bring together several areas of knowledge [Grant, 1996]. Another aspeet in t
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OLWHUDWXUH LV WKH DSSOLFDWLRQ RI FRIQLWLYH URXWLQHV
problem solving. They are said to reduce the cognitive load of a problem solver but also to cause
barriers for the search and application of new Kedge [Alavi, 200Qcited in [Alavi and Leidner,

2001]), Alavi and Leidner, 2001].

2.2.4.2.3 Indirect Impact of Knowledge Transfer

Besides the direct impact of knowledge transfer on the quality and quantity of technological
innovation [e.g. Fleming and Smrson, 2004, Huggins et al., 2010], knowledge transfer, or the
experimentation with new technologies can also have another more indirect impact on an
organization. Experimentation with new technologies can change the mode of reasoning in
organizations, e.gthe way how problems are formulated and solved. Further, it can challenge
existing cognitive structures of individuals [Ahuja and Lampert, 2001].

2.2.5 Knowledge Transfer from Scientific to Industrial

Organizations
Technology transfer from scientificrganizations to industrial organizations plays an important
economic role (cf. Chapter 2.1.2). Sieg¢lal. [2004] describe a universindustry technology
transfer process based on licens(fgggre 11) as the most commonly used. However, several
channels of technology transfer, like e.g. transfer of employees, hiring of students, usage of patents
and scientific papers [Sieget al., 2004;Bekkers and Bodas Freitas, 2008] have been identified.

Figure 11: Technology transfer process based on licensing [Siegglal, 2004]

Bekkers and Bodas Freitas [2008] regroup 23 forms of knowledge transfer from universities to
firms into six clusters: scientific output, informal contacts and students; labor mobility;
collaborative and contract research; contacts via alumni or profelssi@amizations; specific
organized activities; patents and licensing. Drawing on an empirical investigation, Bekkers and
Bodas Freitags show that the channels by which univergitystry knowledge transfer takes place

do not depend significantly on thediustrial sectors in which the knowledge is applied. More likely

the preferred way to transfer knowledge is related to (1) the basic characteristics (e.g. tacitness and
systemicness) of the knowledge to be transferred; (2) the discipline in which thee&gewl
originates and; (3) (to a lesser extent) characteristics (e.g. seniority, research environment) of
individuals and organizations participating in the knowledge transfer process. Interestingly,
channels liketechnology transfer officdsind universitypatents are of rather low importance for
knowledge transfer processes.

2 A technology transferflice (TTO) is definedasacting as a technologicintermediaryto industry. It is
specialized in activities such as search for partners, management of intellectual property and business
development [Porcadt al, 2012]
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2.2.6 Factors Influencing Knowledge Transfer

Besides the influence of knowledge characteristics, disciplinary origin and individual
characteristics, several other factors whidtuence knowledge transfer and its impact have been
identified.

2.2.6.1 Personal Movement

Kane et al. [2005], drawing on a metanalysis, state that personal movement, both within and
between organizational boarders, is an important factor for the sust&sowledge transfer. A
reason for this is that knowledge transfer requires a certain trust between the donor and the
recipient side [e.g. Santoro and Gopalakrishnan, 2000; Braun and Hadwiger, 2011]. Another
possible cause for the importance of persamalement is the above mentioned difficulty to codify
certain types of knowledge (cf. Chapter 2.2.2.3). Evidence for that difficulty has been provided by
Berry and Broadbent [1987]. In their laboratory experiment, it could be shown that knowledge was
succeasfully applied to a different task even though that very knowledge could not be expressed by
the participants. A third aspect which could explain the importance of personal movement is the
impact of social identity, in terms of e.g. organizational mentiygren the willingness or capacity

to implement new knowledge. It can be argued that only after a knowledge bearer has moved to a
new organization and has spent there a certain time, other members of that organization are willing
to integrate the knowledgof that knowledge bearer. Evidence for the importance of group
membership to the integration of knowledge stemming from another individual has been provided
experimentally [Kanet al, 2005]. Kaneet al. show that members of a given group are moreyikel

to apply superior knowledge to a task at hand from an individual if that individual is considered to
have the same social identity.

2.2.6.2 Breadth and Depth of Used Knowledge

Laursen and Salter [2006] investigated the relationship between RRRPSDQLHVY VHDUFK
characteristics for external knowledge and the innovative performance of those companies, which
will be interpreted here as an indicator for the effectiveness of knowledge transfer. In this empirical
investigation which analyzed 2707 méaturing firms, the impact of two characteristics of search

for knowledge outside the company, its breadth and its depth, were studied. The former describes
on how many different sources of knowledge or information (e.g., consultants, universities and
corferences) a firm relies in order to innovate. The latter refers to the degree to which the
previously mentioned knowledge sources are used intensively. The results of the study suggest an
inverted Ushaped relationship between both breadth and depth ofexternal search for
knowledge and the innovative performance of a fifiggre 12). These results highlight both the

value of knowledge stemming from different sources and the drawbacks like increased costs and
decreased efficiency of too intensive and extensive extenoallkdge search.
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Figure12 5HODWLRQVKLS EHWZHHQ EUHDGWK DQG GHSWK RI D ILUPYV H[WHUGQ
performance [Laursen and Salter, 2007]; left: relation between search breadth and performance; rightelation
between search depth and performance

2.2.6.3 Organizational Structure and Distance

Organizational aspects were also found to affect knowledge sharing and knowledge transfer within
and between organizations.

Santoro and Gopalakrishnan [2000], hgvamalyzed 21 research centers as well as 421 companies

in a broad disciplinary context, argue that organizational structure influences knowledge transfer in

its different phases. Whereas mechanistic structures are referred to as facilitating the adctivity
knowledge acquisition, organic organizational structures are more likely to foster the creative
processes of knowledge creation (which, according to Santoro and Gopalakrishnan, is also included

in knowledge transfer) and knowledge integration

In this context, the work of Heinzet al. [2009], even though not explicitly treating knowledge
WUDQVIHU LV LQWHUHVWLQJ 7KH\ LQYHVWLJDWHG RUJDQL]DW
DFKLHYHPHQWVY RFFXUUHG LQ VFL HftgeldsLdfLrrandieghniloigyvaxdv LR Q V
human genetics. The conclusion drawn by Hewizal. is that large, hierarchical structures hinder

the exploration mode necessary for scientific value creation. Smaller groups, which integrate
different complementary scientf skills and which allow communication among the group
members, are more likely provide a stimulating environment for the acquisition of new knowledge.
One reason for that positive effect of small group size is that it allows efficient testing and quick
discard of less promising solution paths to a problem at hand. Another interesting observation in
the same work is that groups discuss topics close to their expertise more likely with groups of other
organizations whereas complementary multidisciplinarywtedge and skills are acquired among
JURXSV IURP WKH VDPH RUJDQL]DWLRQ )URP WKDW ILQGLQJ
UHODWLRQVKLS EHWZHHQ FRJQLWLYH GLVWDQFH DQG SK\\
communication.

2.2.7 Knowledge and Technology Transfer Problems

Several authors investigated problems relateda@o barriers for- universityindustry technology
transfer (UITT) (van Dierdonck and Debackare [19882d in [Rohrbeck and Arnold, 2006and
Cummings and Kiesler [2005] dwt explicitly refer to UITT)[Table9]gives an overview of the

% Mechanistic structures are characterized ayhigh number of hierarchical levels, an emphasis on
centralization and the differentiation of functional tasks. Organic structures are associated with a lesser
degree of hierarchy, lower levels of centralizatemd an emphasis on integrative task solvidanforo and
Gopalakrishnan, 2000; Burns and Stalker, 1961].
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results of those studies. The most noticeable issues on both the university oriderardsthe
LQGXVWU\ RU UHFLSLHQW VLGH DUH WKH ODFN RI PXWXDO XQG
constraints and goals and problems regarding the communication of knowledge between a
specialist and a nespecialist. Furthermore, research ovigations are considered to hinder

technology transfer processes due to rigid IP and secrecy policies.

Other researchers [Gemiinden and Walter, 16@&d in Alberset al, 2014] classify knowledge

transfer barriers into four categories. Those barridaser¢o problems afiot knowingnot wanting

being not capableand beingnot allowed Barriers of not knowing refer to missing knowledge

about eventual partners or even about their existence. Barriers of not wanting include missing trust

or credibility aswell as corporate values which are incongruent with knowledge and technology
WUDQVIHU 3UREOHPV FODVVLILHG XQGHU pEHLQJ QRW FDSDEOF
the incapacity to adapt to a specific technology. Finally barriers of beinglloaed chareterize

organizational and legailssues which impede e.g. the release or purchase of technologies
[Lohmann, 2013; Alberst al, 2014]. Three of the four types of barriers relate to essentially
managerial, legal or motivational aspects. Hdid¢ U SUREOHPV RI PJEHLQJ QRW FDSD
communication and technical problems are of special interest with regard to the present research.

From a survey inquiring into the most important TT barriers, Albei. identify the difficulty to

integrateWKH WUDQVIHUUHG WHFKQRORJ\ LQWR WKH SURGXFW DV W
QRW FDSDEOHY 7KDW UHVHDUFK KHQFH VXSSRUWV WKH PRUH
integration described in Paragraph 2.2.4.2.2.

Table 9 : Overview of literature addressing problems related to knowledge/technology transfér

. Research Technology Industrial
Problems/barriers for knowledge/technology transfer . Transfer .
Organization ) Organization
Office
Lack of mutual understanding ofilture, context, constraints, goals 1,2,5 1 1,2,5
Insufficient reward system 1 1
Bureaucracy of administrators 7 1
Insufficient resources devoted 1 1
Poor marketing/negotiation skills 1
IP strategy/problems 1,57 1 5,7
Unrealisticexpectations 1,7 1
3I3XEOLF GRPDLQ” PHQWDOLW\ 1 1
Secrecy 2,57 5
Communication problems (specialist to rEpecialist) 2,4,5,6 3,4,5,6
Lack of faceto-face contact 2
Lack of trust 2
Lack of dedicated structures 7 2,3
Lack ofknowledge about TT process 2
Structure and responsibility changes 5
Mutual understanding of processes and outcome 5,7 5,7
3XUH DQG 30RQJ WHUP"~ RULHQWDWLRQ 7
2.2.8 Absorptive Capacity

Many of the issues related to the transfer of knowledge can be described as problems in terms of
identification of potential value of information obtained from a certain source, assimilation of this
information and its transformation into new knowledgee Tdegree to which an organization
masters these three activities, recognition of information, its assimilation, and its application to

*1: Siegelet al, 2004; 2: Braun and Hadwiger, 201literature review); 3: Santoro and Gopalakrishnan,
2000; 4: Carayannist al, 2006; 5: varDierdonck and Debackere, 1988ted in Rohrbeck and Arnold,
2006} 6: Cummings and Kiesler, 2005; 7: Bruneel et al., 2010
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some valuable end, defines thlesorptive capacityf that company [Cohen and Levinthal, 1990].

In order to develop thatapacity within an organization and its members, two aspects are
important. The first implies that the information under question has to be processed with a certain
effort in order to combine it with already possessed knowledge [Lindsay and Normann,t@977],
extract potentially valuable elements and to stock them in memory. The second important factor,
according to Cohen and Levinthal, is the existence of a certain diversity of knowledge at the entity
which is involved in the knowledge transfer processs Ththe case because knowledge diversity
increases both the probability that incoming information is related to existing knowledge and that
new combinations of existing knowledge are established. The model of absorptive capacity has
been applied as a frework to the analysis of knowledge transfer in several-teighnology
sectors [e.g. McMillaret al, 2000; Pandza and Holt, 2007].

2.2.9 Conclusion

In order to innovate, organizations have to alter between processes of exploration and exploitation,
which are related to different activities of knowledge creation. The latter are considered to be
essentially social conversion processes of different types of knowledge. Important instances of
knowledge creation are new product and process developmenitsaflnt end as well as
knowledge transfer and technology transfer, the latter two terms being used as synonyms in this
chapter. Knowledge transfer, within an organization or across organizational boundaries, covers
both sharing of knowledge by the knoatge source and integration of knowledge by the recipient

FioweTs)

Figure 13: Schematic representation of knowledgeelated activities

Codification, i.e. the transformation of knowledge into information transmitted by symbols, is one
of the most important ways to transfer knowledge. However it bears the risk of excessive
simplification and decontextualization thereby hindering the effective application of knowledge to
new contexts. Accordingly, among the most important barriers for effective knowledge and
technology transfer, the lack of mutual understanding of culture and coasexwell as
communication problems between knowledge source and knowledge recipient have been identified
in the literature. To those problems, which are suspected to impede the capacity for technology
transfer, can be added technical problems relatedetantbgration of a technology into a given
product. Finally, the ability of an organization or an individual to identify potentially valuable
information or knowledge, to assimilate and apply it in order to create new knowledge and thus
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value is called almsptive capacity. The improvement of that absorptive capacity requires intensive
knowledge processing capabilities and an extensive interdisciplinary knowledge base at the
receiving entity.

As stated above, fage-face meetings and problem solving in gueware essential to most of the
knowledge creation processes as well as to knowledge transfer. In the following subsection, the
theory of group problem solving in general and interdisciplinary group problem solving in
particular as well as problems relatiedthese processes and solution concepts for the latter are
discussed.
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2.3 Team Level

2.3.0 Introduction

A team is a group of two or more individuals who interact over a certain time in order to achieve a
common goal or objective. Within a team each member performs specific roles or functions
[Mathieu et al, 2000; Salagt al, 1992(cited in [Mathieuet al, 2000]]. But for the effectiveness

of a team, communication, collaboration and coordination are vital [Jacksbn2006].

Organizational, task, and team structures; team processes; as well as team outcomes have been
identified as essential mutuallypfluencing aspects of team activity [Paletz and Schunn, 2010]
[Figure14). The first complex refers to resources which a team can access and tmffusition

of the team. Relevant team processes include communication among team members and the way
conflicts are resolved. Finally Team Outcomes describe the productivity of a team and team
member satisfaction. The present model will serve as a framdwotke following subsection.

First, an overview of task and team structures will be provided. It follows a brief discussion about
both positive and negative outcomes of team work. Then, processes which lead to problems in team
work and strategies to engaghese issues will be highlighted. In the last paragraph, the
information processing perspective on reasoning and its application on group processes will be
briefly outlined.

Figure 14: Mutually interacting concepts in teamwork [Paletz and Schunn, 2010 (based on [Saunders and Ahuja,

2006])]
2.3.1 Task and Team Structures
2.3.1.1 Categorization of Team Tasks

McGrath [1984], based on a literature review, provides a categorization of team or group tasks
along two dichotomies. Thigrst is a distinction between conceptual and behavioral features of the
task and the second assigns either conflict or cooperation as essential task char (
. Reducing the scope of analysis on conceptual group activities, four group tasks can be
identified. Creative idea generation and intellective problem solving as being essentially based on
cooperation and decision making and resotuof conflicts of viewpoints as conflittased tasks.
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Figure 15 Categorization of group tasks according to McGrath [1984]

2.3.1.2 Diversity in Team Composition

According to Jehret al. [1999], different types of diversity exidiformational Diversity which

relies on differences in terms of e.g., education, experience and expertise, describes the degree to
which team members differ in terms of knowledge bases and perspe@iveal category

diversity UHIHUV WR RIWHQ PRUH H[SOLFLW DVSHFWV OLNH pUDFH
value diversitypoints to differences related to individual opinions on the goal of the task and the

way these goals should be obtained.

Gebertet al. [2006] state thafunctional diversity L H GLYHUVLW\ LQ WHUPV RI WKH
organizational occupation (e.g., marketing, research and development), can cause both
informational and value diversity within a team. As academic disciptiasentially differ in terms

of value [Bauer, 1990] as well as in terms of cognitive and social aspects (cf. Paragraph 2.1.4.1),
disciplinary diversity will be regarded as equivalent to functional diversity here.

2.3.1.3 Interdisciplinary Teams

According toGrigg and colleagues [2003], several terms are used interchangeably in order to

describe juxtapositions of and links between different disciplines. Some examples aternterss

trans, multi-, and pluridisciplinary. The OECD [197Zcited in [Grigg, 1999]] has defined

interdisciplinary WR EH DQ puDGMHFWLYH GHVFULELQJ WKH LQWHUDFW
GLVFLSOLQHVY UDQJLQJ pMIURP VLPSOH FRPPXQLFDWLRQ RI LGHLE
concepts, methodology, procedures, epistemologWHUPLQRORJ\ GDWD >«@9Y S
interdisciplinary teamDV D JURXS FRQVLVWLQJ pRlI SHUVRQV WUDLQHG L
(disciplines) with different concepts, methods, and data and terms organized into a common effort

on a common problenr« @9 S ,Q DFFRUGDQFH ZLWK WKLV GHILQLW
referred to interdisciplinary teams, interdisciplinary problem solving, etc.
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2.3.2 Outcomes of Collaboration and Team Work

In the following paragraphs, findings and conclusimgarding positive and negative aspects of
both, collaboration in general and multidisciplinary collaboration in particular are discussed.

2.3.2.1 Positive Outcomes of Collaboration and Team Work

Based on a literature review, Lee and Bozeman [2005] igediifision of labor, access to
complementary and acquisition of new information and skills, time efficiency, intellectual stimulus,
advantages for discussion, and access to equipment as positive aspects in collaborative research.
Researchers who are invely in collaboration projects name increase of knowledge, higher
scientific quality, and generation of new ideas as main benefits of collaboration [Melin, 2000].
Further, there is experimental evidence for the benefit of collaboration. Laughlin and McGlynn
[1986] compared group and individual performance in solving an intellective problem solving task
and found that groups outperform individuals. Communication of hypotheses and perception of
evidence among the members of a group has been identified asasna fer superior problem
solving performance in groups. Another explanation for benefits of collaborative intellective
problem solving has been provided by Freedman [1992]. Through an experiment he could show
increased aptitude of groups compared to iddials to identify a given pattern by introducing and
testing multiple hypotheses. Freedman explains this finding with the difficulty of individual
problem solvers to form mental representations of more than one hypothesis. In another experiment
on hypothsis generation and validation, Okada and Simon [1997] could also produce evidence for
superior group performance. In a discovery task essentially consisting of the generation and testing
of hypotheses, Okada and Simon identified increased explanatoryiegtuch as the discussion

of ideas and the search for idea validation as main reasons for this superiority. As a further benefit
of collaboration, the induction of more complex reasoning has been named [Aett@hjd2004].

In an experimental studyheéy showed that diverging opinions with respect to an issue within a
group leads to increased differentiation and integration of different perspectives and dimensions in
the reasoning of the group members. Finally, there is experimental evidence [seet ldIngdo97

for an overview] that groups use information processing strategies (cf. Paragraph 2.3.5) in a more
reliable and consistent manner than do individuals.

Specifically the value of multidisciplinary or multifunctional team work has been pointeth o
literature. In industry, crodsinctional interfaces between research departments and product
development units, including direct personal contact in eiosstional teams, are found to
increase absorptive capacity (cf. Paragraph 2.2.8) and toerpdoduct development times [Cohen

and Levinthal, 1990; Clark and Fujimoto, 198%ed by [Cohen and Levinthal, 199D]Dne main
argument for the value of multidisciplinary team composition is that it entails information diversity,
which has been founa tbe important for team performance and team effectiveness ¢iedin

1999]. Another positive aspect of background diversity in groups is that it is supposed to bring
forth a variety of ways to process information [Him$zal, 1997]. Finally, in theiéld of scientific
research examples have been provided for the positive relationship between interdisciplinary team
composition and the quality of team output in terms of publications [Hicks, 1992].

2.3.2.2 Negative Outcomes of Collaboration and Team Work

However, some authors argue that groups fail to be effective in terms of decision making, and
(creative) productivity [see Nemeth and NermmBtbwn, 2003 for a review].

Further, disciplinary diversity is associated with integration costs [Cummings, 2004; Rafols and
Meyer, 2006]. First, these costs are related to cognitive barriers [Grigg, 1999]. l.e., extra effort is
required for coordination and communication in ordeageure mutual understanding of the team
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PHPEHUVY NQRZOHGJH >5DIROV DQG OH\HU @ 6HFRQG WKHU
Diversity in disciplinary culture is often linked to value diversity, which has been found to increase

group performace in the long term but to impede group effectiveness and efficiency in the short

term [Jehret al, 1999]. A second example of the negative consequences of disciplinary diversity is

the negative relationship between personal identification with theidmattackground of a group

member and the individual performance of that group member in afareggnal team [Randel

and Jaussi, 2003].

2.3.3 Team Processes

In conclusion of the previous paragraph, it can be stated that collaboration and teamwork bea
potential for creative problem solving and innovation whereas diversity in team composition can be

D UGRXGEOHHG VZRUGY >6LPVDULDQ :HEEHU DQG 'RQDKXH :
paragraph, the processes occurring during team work which are riegpdmsthe mixed results of

teamwork will be described.

2.3.3.1 Groupthink, Majority Influence, and Knowledge Sharing

One explanation for the sometimes poor performance of teams is that errors and biases produced by
individuals are often amplified in groups [Hinskzal, 1997]. Nemeth and NemeBrown [2003]

LGHQWLI\ D pVWUDLQ IRU FRQVHQ \nevying problem. Zhay gdimQtoJUR XSV D
several group phenomena in order to explain this effect of premature convergence.

2.3.3.1.1 Groupthink

By the termgroupthink D UHDVRQLQJ PRGH LV GHVFULEHG pWKDW SHRSOF
involved in a cohesive IIURXS ZKHQ WKH PHPEHUfV VWULYLQJV IRU X
PRWLYDWLRQ WR UHDOLVWLFDOO\ DSSUDL \tkedQAME#HWQDWLYH FR|
Fuller, 1993]) p. 9]. In the case of groupthink, the group members try to avoid dissent, the
consideration of negative points of a taken decision as well as the taking into account of
alternatives [Nemeth and Neme®inown, 2003]. The risk of acurrence of such thinking increases

with high group member homogeneity in terms of social background and ideology, with high group
cohesion, and when the group is exposed to strong and direct leadership [Aldag and Fuller, 1993;
Nemeth and NemetBrown, 2M3].

2.3.3.1.2 Majority Influence

The normative influence of majority opinions in groups which has been shown by a lot of studies
[Allen and Levine, 1969; Nemeth and Nem&ttown, 2003] can also be considered as a reason for
deficient performance in team$he tendency of individuals to agree with the opinion of other
group members when the latter are in the majority is dangerous because it can occur when the
majority is right but also when it is wrong [see Brodbetkl., 2002 for a review]. Further, faa

an opposing majority leads to convergent thinking in individuals [Nemeth, 1986] and thus impacts
creative thought when divergent thinking is required.

2.3.3.13 Information Sharing

The way in which groups share information is a third aspect which egptaduced group

effectiveness in problem solving. According to Stasser and Titus [1985], group members tend to

pool and to consider information with regard to the problem at hand more likely if this information

was previously known by several group memder 6R FDOOHG pXQLTXH LQIRUPDWLF
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7LWXV S @ HVSHFLDOO\ ZKHQ LW FRXOG FKDQJH D JU
remain unconsidered [Stasser and Titus, 1985; Brodle¢cil, 2002]. Further literature has
confirmed theseimdings [Mohammed and Dumville, 2001].

2.3.3.2 Incoherent Interpretative Schemes

In groups composed of members having different functional and disciplinary backgrounds, there is

DQ LVVXH ZLWK LQFRKHUHQW pLQWHUSUHW Lnvptes Var knbse HV ] >'R
divergent disciplinary or functional views on the same problem are languages or coding schemes
[Tushman, 1978], diverging perceptions of problems and their priority [Dearborn and Simon,

@ RU HYHQ EHWZHHQ HQWI1U%H puW]KIrsflidiew avpment-bV/tfiese) OHF N
schemes can actually hinder the communication of information [Tushman, 1978] and, in the
context of creative problem solving probably more important, the communication of ideas [Fleck,
1979]. The reduction dhose communication barriers can lead to what Rafols and Meyer [2006],
based on Grigget al. [2003], call conversiant capacityThat concept refers tthe ability to
recognize and assimilate external information and knowledge and to apply it to speaific go
According to Rafols and Meyer [2006], conversiant capacity plays the same role in
multidisciplinary teams as absorptive capacity (cf. Paragraph 2.2.8) in organizations.

2.3.3.3 Certain Types of Unmanaged Conflicts

Other factors which can impede gropprformance and which are to some extent linked to the
concept of incoherent perspectives are conflicts. The subgroup of conflicts which is investigated in
the following paragraph, contrary to groupthink, is a consequence of multidisciplinary group
composiion [Pelled, 1996; van Knippenberg and Schippers, 2007].

Functional and disciplinary diversity in teams is supposed to cause informational diversitgt[Jehn

al., 1999] and value diversity [Jacksen al, 1995] among the team members. Those kinds of
diversity can lead to several types of conflicts, the most important beliagonship conflictvalue

conflict, andtask conflicfGebertet al, 2006].

Relationship conflicts are based on emotional tensions between group members and will not be
further illustrated here. Value conflicts relate to differing or opposing perceptions regarding the
outcome of the team process [Gebett al, 2006]. They have been found to reduce the
effectiveness and efficiency of a team [Jatinal, 1999]. Task conflicts descabsituations in

which there is disagreement about which procedures and processes to choose in order to fulfill a
certain task [Pelledt al, 1999].

Whereas relationship conflicts and value conflicts are considered undesirable phenomena in team
processestesearch has provided mixed results regarding the evaluation of task conflict [see van
Knippenberg and Schippers, 2007 for a discussion].

2.3.4 Improving Group Performance

In the present subsection, it has been illustrated how task and team structwedb ass team
processes relate to, often mixed, outcomes of team processes. In the following paragraphs, concepts
which bear the potential to improve the outcome of teamwork will be outlined.

2.3.4.1 Managed Conflicts

Unmanaged conflicts have detrimental effects on group performance [Jehn, 199%&t Jdhn
1999]. They can reduce cooperation and thus induce dissipation of energy during team work
[Baron, 1991]. However, carefully managed, some conflicts bear the pbtenenhance group
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performance [Tjosvol@t al, 1998; Gruenfelet al, 1996]. They may lead to reduced conformity
pressure and to an increased generation of alternative solutions to a problem, thereby improving
decision making performance [Schwenk amaagich, 1994]. Further, managed conflict can help

to profit from minority influence, which is, contrary to majority influence, supposed to increase the
consideration of previously unshared information [Brodketcil,, 2002] and divergent thinking in
growps [Paletz and Schunn, 2010; Hirgal, 1997].

However, the benefit of conflict does not only depend on whether it is managed but also on the
degree to which the group holds high levels of openness, psychological safety, and within team
trust [de Dreu ad Weingart, 2003]. Consistent with this view are the results of an experimental
study carried out by Gruenfekt al.[1996]. They showed that groups composed of members who
are unfamiliar with one another outperform groups with familiar members whelictpotential

is low whereas the opposite is the case of high conflict potential.

2.3.4.2 Shared Mental Models

One solution to problems induced by incoherent interpretative schemes (cf. Paragraph 2.3.3.2) and
unshared frames of references [van Knippenb@id Schippers, 2007] within multifunctional and
multidisciplinary teams are shared mental models [Hatsd, 1997].

OHQWDO PRGHOV UHIHU WR pRUJDQL]J]HG NQRZOHGJH VWUXFWXUF
HQYLURQPHQW >«@ WR SUHGLFW DQG H[SODLQ WKH EHKDYLRU R
remember relationships among components [and] to cohsrpectations for what is likely to

RFFXU QH[W&ta>ODWKEHX @ $GGLWLRQDO IXQFWLRQV RI PHQWDC
Rl VIVWHP SXUSRVH >DQG@ H[SODQDWLRQV RI VIVWHP IXQFWLRC
According to Birkhofer andlansch [2003], different views on the contents of mental models, so
calledmodalities play an essential role in the creation of mental models. Among these modalities,
dichotomies like e.g. partwhole, abstracttconcrete, spatiatttemporal, texttgraphic, object +

process can be found (p. 108).

Shared mental models in a team have several advantages. First, they help discovering conflicts

which are due to divergent personal perceptions of a problem, thus making those conflicts explicit

[Hinsz et al, 1997]. Second, during creative problem tasks, shared mental models or problem

models lead to the reduction of the required time for consensus building, facilitate the elaboration

and extension of conceptual ideas, and improve the coordination of group rmg¢Mbmford et

al., 2001].

2.3.4.3 Methodological Approaches

23431 Reducing Drawbacks of Brainstorming

Research has found evidence that performance of interactive groups Beangtormingsessions

(cf. Paragraph 2.5.3.2.1) is inferior to performance of individuals working in nominal groups [e.g.
Taylor et al, 1958; Diehl and Stroebe, 1987], i.e. individuals generating ideas without interaction
with other group members [Mumforet al, 2001]. According to Taylor and colleagues, two
phenomena could explain this effect. First, despite the fact that group members are instructed to
suspend criticism, the implicit fear of being criticized for seemingly weak ideas could inhibit the
willingness @ certain participants to express all their ideas. Second, individuals could become
victim of mental fixation (cf. Paragraph 2.4.3.2) on ideas expressed by others, which could
interfere with their capability to follow different lines of thought. In orderdeal with those
problems, several methodological variations of brainstorming likeBeagnwriting andMethod6-

3-5 have been developed. Those methods are meant to reduce themmmbiemed negative
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phenomena by separating the processes of idea geneaatl idea presentation to a certain extent
(cf. Chapter 2.5.3.1).

2.3.4.3.2 Stimulating and Managing Conflict

Managed conflicts can have positive impact on group performance (cf. Paragraph 2.3.4.1). Two
methods or techniques which are sought to stirawdatl to manage conflicts afialectical inquiry

and GHY LO TV [M&MRIPEYEIied in [Schwenk, 1990 Schwenk, 1990].

Dialectical inquiry can be characterized as a three stage process. First, the identification of
assumptions which underlie a giv plan; second, the elaboration of a feasible and credible
counterplan based on assumptions opposed to the ones of the initial plan; and finally, a discussion

RI WKH SURV DQG FRQV RI ERWK WKH LQLWLDO SOD@DQG WK
several members of the group are chosen to criticize a given plan or decision irrespective of
whether the actually agree or not [Schwenk, 1990]. Alternatively, two groups develop alternative

plans simultaneously but independent from each other. Aftémahpresentation and defense of

each alternative with respect to the other group follows a session during which strategies are
developed in order to best meet the opposite requirements [Barabbacit®83y [Lunenburg,

2012]) Lunenburg, 2012].

Based @ a metaDQDO\VLV RI HISHULPHQWY G6FKZHQN > @ DUJX
advocacy and, to a lesser degree, for the value of dialectical inquiry. However, Nanath

[2001] found that contrary to genuine conflicts, artificial dissent which @WURGXFHG E\ GHY
advocacy does not lead to significantly increased solution generation by groups. Furthermore,
original dissent has been found to be more effective than contrived dissent in keeping group
information search balanced [Schiardtet al, 2002].

2.3.5 Information Processing View on Group Processes

Much like reasoning of individuals (cf. Chapter 2.4), group reasoning can also be modeled from an
information processing perspective (cf. Paragraph 2.4.5.1).

One of these approaches is provided by Hiesal. [1997] |Figure 16: Generic information
[processing model applied on group processes [Hisd, 1997). According to this model, the

group obtains information embedded in a context from which the processing objective is derived.
The processing workspace interacts with the information filtered by attention which is given to
certain parts of the inforntian corpus. Further, the input is structured, evaluated, interpreted and
transformed into a representation which is then stored in memory. Whether group members
perceive and treat information in the same or a different way is, according toeftlalszmportant

for subsequent phases of the group process. After an eventual retrieval the information is
schematically processed and integrated using a number of rules, strategies and procedures in order
to generate a response to the processing objectiver@dmsense can be a choice, a conclusion, an
insight or a solution to a problem and it generates a feedback to the initial information corpus.
Hinszet al. use the information processing perspective on group processes in order to discuss some
of the aspectmentioned in this subsection. In addition, they discuss differences between group and
individual task fulfillment on the basis of this framework.
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Figure 16: Generic information processing model applied on group processes [Hinst al, 1997]

2.3.6 Conclusion

Groups are often used to engage in tasks like creative idea generation, problem solving, decision
making, and conflict resolution. In order to do so, teams often use strategies in a more reliable
manner than individualsHowever, both homogeneous as well as heterogeneous groups
especially in terms of disciplinary and functional backgrodndt always produce superior results.
Three strategies can be identified to increase group performance. First, the identificagwerand
introduction of conflicts can lead to improvement of group processes if these conflicts are carefully
managed. Second, shared mental models, which rely on so called modalities, can lead to the
communication and integration of diverse viewpoints. Binamethodological approaches
conceived to reduce mental fixation on certain concepts have proved some effectiveness. Finally,
reasoning processes which occur within individuals have important influence on the way groups
perform tasks.

Many of the issue®f group problem solving are related to differences in individual reasoning
processes. Hence, in the following subsection, theories and models regarding processes of
individual creative reasoning and problem solving as well as individual differences ires$piect

are developed.
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2.4 Individual Level

2.4.0 Introduction

The innovative capacity of an organization relies to a large extent on the creativity of its teams. The
latter, in turn, dependgamong other factors which have been discussed iprthgéous chapter

on the individual creative performance of the team members. In the present subsection, an
overview of different aspects of personal creativity shall be given. First, creativity will be defined.
Then, a short description of factors whibhve been found to foster creative performance like
domain expertise and general creative thinking skills will be given and aspects which potentially
hinder creative thought will be discussed. After the introduction of models which describe the
overall crative process in theory, several cognitive views like the computational or the
combinatorial perspective will be outlined. The chapter concludes with an overview of differences
in terms of creative strategies and information processing among individugienaral and
members of different disciplines in particular.

2.4.1 Definition and Categorization of Creativity

24.1.1 Definition of Creativity

Creativity has been described as one of the most complex human behaviors relying on several
developmental, soai, as well as educational experiences [Runco and Sakamoto, 1999]. The two
most commonly described traits of creative work and its outcome are originality and value [e.qg.
Gruber and Wallace, 1999; Simonton, 2010]. Other aspects which are added to déscribe
creative process are purpose and duration [Gruber and Wallace, 1999]. Thus, creativity can be
defined as a necessary concept for the purposeful production of output which cannot solely be
explained with past knowledge [Hausman, 1975] and which carsdx ar applied by either the
creator him or herself or by someone else to some significant goal.

In some domains like science, creative production is evaluated in terms of plausibility and
originality, the former referring to conformity with previous norms and the latter requiring the
opposite [Heinzeet al, 2009]. This is one reason why the investima work which may lead to
creativity can be seen as taking a calculated risk [Mungoed, 2002].

24.1.2 Categorization of Creativity

There exist different categories of creatividoden [Boden, 1998; Bodeh999; Boden, 2004]
distinguishe two dimasions. The first categorization relates to the degree of novelty of the
creative output and the second refers to the ways this output can be obtained. Witeesdivity

(H for historical) refers to the generation of products which appear for théirfiesin history,P-
creativity (P for psychological) produces outcome which is novel only to the creative individual
him- or herself. The second categorization is rooted in the computational theory of creativity
[Boden, 1999] (cf. Paragraph 2.4.5.1) andudescombinational creativityon the one hand and
exploratorytransformational creativityon the other. Combinational creativity points to new and
improbable combinations of known concepts such as poetic imagery but also to analogy (cf.
Paragraph 2.4.4.2) Exploratorytransformational creativity comprises idea generation by
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exploration of conceptual spacdsxploratory creativity) and/or by change or deletion of one or
more constraints of the conceptual space (transformational creativity).
A further typobgy of creativity is given by Heinzet al. [2007], who categorize scientific

creativity by the type of the creative prod{itable10).

Table 10: Categorization of scientific creativity according to Heinzeet al.[2007]

Type of scientific research creativity Examples
Formulation of new ideas (et of new ideas) that opens ufj Theory of specific relativity in physics (by
1| new cognitive frame or brings theoretical claims to a new | Einstein)
level of sophistication.

2 Discovery of new empirical phenomena that stimulates ne| Biodiversity ££Theory of evolution
theorizing. (Biology) (by Darwin)

3 Development of a new methodology, by means of which | Factor analysisETheory on mental
theoretical problems can be empirically tested. abilities (Psychology) (by Spearman)
Invention of novel instrumentiat opens up new search Scanning tunneling microscopse

4| perspectives and research domains. Nanotechnology (Physics) (by Binnig and

Rohrer)
New synthesis of formerly dispersed existing ideas into General systems theory (Biology,

5| general theoretical laws enabling analyses of diverse Cybernetics, Sociology) (by Bertalanffy,
phenomena within a common cognitive frame. Asbhy and Luhman)

2.4.2 Conditions Favoring Creativity

In order to be capable of creative achievement, individuals have to satisfy a certain conditions
[Amabile, 1983; Amabile, 1998; Mascitelli, 2000]. According to Amabile [1983; 1998; Collins and
Amabile, 1999], expertise alomainrelevant skills creative hinking skills orcreativity-relevant
skills, as well agnotivationare necessary for creativity.

Quite similar to this, based on a mataalysis, Mascitelli [2000], though in the context of
technological innovation, refers to tacit technical skills andt taognitive skills as being
prerequisites for innovative abiliti¢bigure17).

As factors which are responsible for superior problem solving peafacenof certain individuals,
Hoover and Feldhusen [1994] list memory organization and facilitation; pretpemwific
knowledge and; general problesuolving skills.

Whereas questions of extrinsic and intrinsic motivation are important for creativity masragem
this literature review will only focus on cognitive aspects like domeli@vant skills or expertise
and general creative thinking skills.

Figure 17: Technical and cognitive skills leading to innovative abilitie§Mascitelli, 2000]

® A conceptual space iSHILQHG E\ % R Gat$€ ofenabl@dg Eovistraints, which make possible the
generation of structure®\LQJ ZLWKLQ WKDW VSDFHY S
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24.2.1 Expertise

Extensive domain knowledge is the most important prerequisite for creativity and explains to a
large extent differences in creative performance between novices and experts [Weisberg, 1999].
However, naives and speciatidiffer not only in the quantity of knowledge [Chase and Simon,
1973] but also in terms of qualitative knowledge representation and organization [etin

1980; Casakin and Goldschmidt 1999] as well as in the level of abstractness at which the
knowledge is processed [Chi al, 1982; Gobet 1998, Dogusdyaylan and Cagiltay, 2014]. An

expert possesses a considerable number of patterns stored in longetnymrhese patterns

quickly lead him or her to problenelevant parts of his or her corpus of knowledge which are
organized in schemata or conceptual chunks [Chase and Simon, 1973; Egan and Schwartz 1979] of
different complexity [Larkinet al, 1980]. Tle ability of experts to recognize these patterns has
been detected in such diverse domains like e.g. chess [Chase and Simon, 1973] or electronics [Egan
DQG 6FKZDUW] @ )XUWKHU DQ H[SHUWYV DELOLW\ WR UHS
to better understanding of underlying principles, to hierarchically deeper categorizations of
problems [Chiet al, 1982][Figure18), and finally to betr problem solving e.g. in design [Moss

et al, 2006]. The combination of declarative and procedural knowledge is another reason for
superior expert problem solving [Céi al, 1982]. Declarative knowledge about a domain is used

in order to generate altetive problem configurations which in turn can be processed by the large
procedural knowledge in order to generate new solutions to problems.

Figure18 &RPSDULVRQ RI H[SHUW DQG QRYLFHYV GHSWISRI SUREOHP FDW!

2422 Creative Thinking Skills

Besides domain knowledge, also general thinking skills play a role in creative reasoning. Based on
a metaanalysis of psychometric approaches to creativity, Fiekel. [1992] identify several
cognitive styles which have been found to promote creative thinking. Some examples are creative
associating, use of abstract thought, divergent thinking [Shouksmith, 920, in [Finkeet al,

1992]); breaking of mental set&eeping options open, suspending judgment, using wider rather
than narrow categories, recognizing the importance of new ideas [Amabile, 1983]; metacognitive
skills, evaluative skills, and the ability to generate original ideas [Runco, (£t860 in [Finkeet

al., 1992]].
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24.2.2.1 Metacognition
Metacognition comprises metacognitive knowledge and metacognitive skills [Veesimaln

@ 7KH IRUPHU UHIHUV WR pNQRZOHGJH DQG FRJQLWLRQ DER
p. 906] and the latter tuSURB/@®ROFY LQJ VNLOOVY OLNH pSUHGLFWLQJ FKH
WHVWLQJ DQG FRRUGLQDWLRQ DQG FRQWURO RI GHOLEHUDWH
1977, p. 5].
$FFRUGLQJ WR -DX&@RYHF > @ VXSHULRU rgUsRdsoO 8 t# ROYLQJ
metacognitive knowledge which leads in the problem solver to-ametlyses of taken actions, the
UHDVRQV IRU WKH FKRLFH RI DFWLRQ DQG WKH XVH RI WKH DF
steps.
A metaanalysis of five laboratory e[SHULPHQWY PDNHV -DX&dRYHF FRQFOXGH
solving performance is associated to an awareness of cognitive processes, to an ability to estimate
the closeness to a solution while still being in the problem solving process, as well as to a
sensitivty to the effectiveness of potential problem solving strategies.
,Q D VLPLODU UHDOP VXSHULRU pVWUDWHJILF NQRZOHGJHY >.D"
which help organizing and structuring cognitive activity, have been found to be respdosible
superior expert performance in design tasks. According to Kavakli and Gero, those metacognit
strategies lead to a reduction of concurrent cognitive actions to a number which is manageable in
short term memory (cf. Paragraph 2.4.3.1).
Another capadty, which is assumed to promote creativity and which can be categorized under the
term metacognitive skills i®ouble Loop LearningStemming from management literature (e.g.
[Argyris and Schon, 1978; Argyris, 1991], this type of learning refers to ttigyaddiindividuals
(groups, and organizations) not only to find good solutions to a problem but also to finally find
differential problem settings, to which solutions are even more effective for the overall task at
hand.

2.4.2.2.2 Janusian Thinking
Anothe thought process which has been found to be strongly related to creative thought is
Janusian ThinkingRothenberg, 1988cited in [Rothenberg 1987]Rothenberg, 1987; Simonton,

@ W PULQYROYHV WKH DFWLYH DQG LQWalyQuétaR@ Bnd FRQFHSYV
YDOLG@ RSSRVLWHYVY RUDQWLWKHVHY VLPXOWDQHRXVO\Y >5RWK
of the creative process. These opposites are supposed to undergo frequent modifications and
transformations through cognitive operatidike e.g. combination and unification and often cannot
be identified in the final creative product. Evidence for the relationship of this reasoning strategy
has been found both in laboratory experiments [Rothenberg, (888 in [Simonton, 2004])and
historical case studies of Einstein and Bohr [Rothenberg, 1987]. Theoretical support for the theory
of Janusian thinking is given by Finlat al. [1992] in their Geneplore Model (cf. Paragraph
2.4.5.3).

2.4.3 Factors Impeding Creativity

Research haalso identified factors which have been found to limit or impede creativity. Whereas
some causes are due to invariant limitations of the human mind, otheratdeast partlytrelated

to familiarity with a given problem.
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2.4.3.1 Restrictions in Memory

The capability of humans to store information in short term or intermediate memory seems to be
limited. Having analyzed several laboratory experiments on human capacity of absolute judgment
and information retention, Miller [1956] states that hurshort term memory is not able to store
more than 7 +/2 chunk§ of information. Even though other researchers proposed slightly different
amounts of chunks to be storable in short term memory [see Baddeley, 1994 for an overview],
OLOOHUTYYV DUJxéehHenarally lkniphoved EEhrlenspiel [2003] lists instances of human
behavior in design which, as he argues, are due to those limitations in human (working) memory
{Table11). Especially the behaviors number eight to ten can be considered behaviors which limit
creativity.

Table 11: Human behavior in design which is due to restrictions of wrking memory [Ehrlenspiel, 2003]

1 | Working in steps 6 | Sub problerroriented design
2 | Iterative working 7 | Corrective design
3 Swinging between the whole and the detall 8 Applying known solutions, if possible out of
own experience
4 Swinging between thabstract and the 9 Reduction of alternative solutions
concrete
5 | Doing the essential first 10 | Evaluation of solutions without analysis
2.4.3.2 Rigid Mindsets and Fixation

Similarly to groups (cf. Chapter 2.3.3.1), rigid mindsets of individuals have also been found to
hinder creativity or innovation [Williams and Yang, 1999]. They can be the mere result of
excessive familiarity with a given domain [Sternberg, 189%d in[Williams and Yang, 1999])

RI DQ H[SHUWfV ELDVHG YLHZ RQ D SUREOHP ZKLFK LV RIWH
emotional investment [Frensch and Sternberg, 1888d in [Williams and Yang, 1999])or of

vested interests in the creatiwetcome [Simon and Dearborn, 1958; Pelled, 1996]. Those mindsets
can bias the analysis of problems [Simon and Dearborn, 1958] but they can also interfere with the
generation of new solutions [Jansson and Smith, 1991; Smith and Blankenship, 1991; Rdircell an
Gero, 1996; Bachelard, 2004]. Whereas rigid mindsets cause the phenomenon of design fixation in
design problem solving [Jansson and Smith, 1991; Purcel and Gero, 1996], they can also be
interpreted as reasons for reduced contributions to revolutionamtific insight generated by
researchers who have passed a certain age [Zuckerman, 1977; Bachelard, 2004].

2.4.4 Process Models of Creative Thinking

Models of the creative thinking process have been proposed by several authors. Instances from the
overview of these models given by Mumford al.[1994] are depicted The classic
models [Dewey, 191(Qcited in [Mumfordet al, 1994]} Wallas, 1926cited in [Mumfordet al,

1994])] and those grounded on them [e.g. Merrifietdal, 1962 (cited in [Mumford et al. 1994])
structure the process of creativity into four to five phases which roughly fit into the stages of
problem analysissolution generation, as well as solution evaluation and choice. Some models [e.g.
Merrifield et al, 1962(cited in Mumfordet al, [1994])] add concepts of divergent and convergent
and/or cyclical sub processes to these structures.

Basadur [1994], who isot considered by Mumford and colleagues, adds the stage of solution
implementation in order to emphasize that creativity is only valued if it is implemented and used.

® Miller [1956] refers to chunks as input being gredgo familiar units.
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Basadur, based on Basaditral. [1982], states that the optimal ratio between ideatidmich can

be interpreted as divergent thinking, and evaluation, which can be thought of as convergent
thinking, changes over the process. Whereas divergeqirsabsses should play a more important
role during the problem finding stage, activities odlexation are considered to be dominant at the
stage of solution implementation.

Other researchers [e.g. Sternberg, 1986; Mumfetrdal, 1994] have modeled the creative
processes, or parts of it from an information processing perspective (cf. Paragragdh).2.4

Figure 19: Models of the creative process [based on Mumfordt al, 1994] (1: Dewey, 1910; 2: Wallas, 1926; 3:
Merrifield et al, 1962; 4: Kepner and Tregoe, 1965; 5: Guilford, 1967; 6: Parnes, 193]l cited in [Mumford et
al., 1994])8: Basadur, 1994)

24.4.1 Problem Analysis and Problem Construction

Problem solving processes are an important subset of creative activity and some researchers claim
that all creative processes can be seen as instances of problem solving (cf. Paragraph 2.4.5.1). Thus
both problem identification or construction and problanalysis are considered to be vital for
creativity [e.g. Zuckerman, 1977; Miller, 2000; Csikszentmihalyi, 1999]. Hayes and Simon [1979],
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for instance, provided experimental evidence that different representations of essentially the same
problem can impagbroblem solving and transfer performance in individuals. Further, the way in
which individuals represent and categorize problems has considerable effects on the strategies
which they can use for problem solving (cf. Paragraph 2.4.2.1).

Mumford et al.[1994] established a model which describes the process of problem construction in
individuals in a number of sequential cognitive operations. According to this model, stimuli
stemming from an event are filtered depending on individual knowledge structureBikeet

al., 1983] and activate several problem representations stored in memory. These problem
representations, which, according to Holyoak [1984ed in [Mumford et al., 1994]) contain
information like goals, objects, procedures, problem solvirgraijons, and constraints, are then
screened for specific elements. Finally, elements which have been selected are extracted from their
embedding representation and reorganized during problem construction.

2.4.4.2 Idea and Solution Generation by Analogy

Problem construction is followed by the divergent generation of solution candidates. Solution
JHQHUDWLRQ LV RIWHQ IDFLOLWDWHG E\ DQDORJLHV $Q DQI
VWUXFW X U H®-dde&Qr@pping foor@iie domain representafibe base) into another (the
WDUJHW %t al* HQ3MQ32&). The shared attribute which creates this mapping is the system

of relationships among the objects of either, base and target.

Whereas it is this relational similarity which is respolesilor successful analogical transfer, it can

be difficult to identify this shared attribute at first glance because access to the analogical base has
been found to be more likely facilitated by superficial similarity [Christensen and Schunn, 2007].
Reseach, however, has identified several conditions and means which facilitate analogical problem
solving.

First, expertise in the target domain is considered an important factor for the promotion of
analogies. Thanks to the rich and tightly structured repratiems of systems within the domain of
expertise, access to more and more remote analogies as well as mapping of more complex
structures are possible [Vosniadou, 1988]. Second, in a series of experiments, Gick and Holyoak
[1983] provided evidence that tireduction of schemas leads to an increased probability of analogy
notification and facilitates the mapping process between target and source, thereby promoting
analogical problem solving. Third, in the case of design problems, Casakin and Goldschmidt
[1999] showed that the explicit instruction to use analogies to previously presented design concepts
can improve performance of novices under time pressure. From this, they conclude that analogy
FDQ EH UHJDUGHG DV RQH VWU DW H JorihiremoR) RoE quizk prelflemS N (
solving.

However, an empirical study on New Product Design projects involving designers with diverse
background indicates the limitations of analogical problem solving [Kalogeztkils 2010]. The
investigated instances @nalogical transfer were either based on very general knowledge like
shapes and design arrangements or the analogical source was situated rather close to the target
{Figure20). The fact that no technological solution or functional principle could be identified as a
result of a nordomain analogy can be interpreted as evidence that distant rich analogies are rather
an exception in (design) problesolving.
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Figure 20: Number, distance and content of analogies drawn in analyzed design projects [Kalogerakisal, 2010]

2.4.5 Cognitive Perspectives on Creative Reasoning

Some of the overall process models of creative thinking outlined in Paragraph 2.4.4 rely on
influential cognitive theories and models [see Sbgal, 2000 for an overview]. In the following
paragraphs some of these perspectives on human creativityewidderibed briefly.

245.1 Computational Perspective

The computational model of creativity relies on two assumptions. The first one defines creativity as
a special type of problem solving [Simon, 1985] (cf. Chapter 2.5.2.1) while the second models the
human mind as an information processor [Newell and Simon 92l in [Simon, 1978])Simon,

1978].

The information processing theory describes human problem solving behavior in a framework
which contains essentially three components: the ¢émskronment, the information processing
system and the problem representation by the processing system in terms of a problem space.
According to the theory, the task environment influences the structure of the problem space which,
in turn, has essential pact on strategies which the problem solver can use [Newell and Simon,
1972(cited in [Simon, 1978]})Simon 1978].

In the computational framework, problem solving by the human brain occurs by receiving encoded
symbols from the task environment, by copyamgl reorganizing these symbols in memory, and by
outputting symbols and symbol structures stored in memory while comparing present states with
desired goal states [Langle} al, 1987]. The informatiomprocessing model which Hins al.

[1997] provide fo group process (cf. Paragraph 2 Flgure16) also fits to individuals.

In accordance with the informatigomocessing view, Sternberg [1986] deseslihree processes
which describe a reasoning task, namely selective encoding, selective comparison, and selective
combination. Selective encoding, which is carried out in the working memory, refers to decisions
of the problem solver with respect to whetheformation is worthwhile to process. Selective
comparison, however, relates to the selection of information stored istdongmemory in order

to compare it with previously encoded representations. Finally, selective combination is referred to
as the pocess during which encoded and/or compared information is put together and stored in
working memory in order to accomplish reasoning.

According to the literature, information can be perceived [Simon, 1962] and stored [Sternberg,
1986; Anderson, 1987] inne of two ways. Simon refers to the perception of either state
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descriptions or process descriptions and e.g. Sternberg postulates information storage as either
declarative or procedural knowledge.

The computational perspective on creativity and the underitheory of information processing

have obtained experimental support by a large number of computer models which have been shown
to produce Rreative and sometimes-tteative (cf. Paragraph 2.4.1.2) output [e.g. Lenat,1978;
Langeyet al, 1983; see Bodg 1999 for a review]. Provided with a certain amount of information

and heuristic problem solving operators (cf. Chapter 2.5.4), artificial information processors like
%%$&21 KDYH UH GLVFRYHUHG HJ %ODFNYfV ODexaR1988HPSHUD W
Further, by implementing both general and domain specific heuristics, researchers created for
instance computer programs capable of generating scientific findings in chemistry which were
original enough to be published in domain journals [Lenat8]L9

The theories and models described in this paragraph are important for problem modeling and
problem solving methodology as well as for problem solving heuristics which will be discussed in
Subsection 2.5.

2.4.5.2 Combinatorial Perspective

The combinatorial perspective on creativity assumes that creative achievement, especially in
science, is the result of rather blind combination and/or variation and selective retention of
elementary concepts (i.e. phenomena, facts, variables, technidpeesied, etc.) which an
individual has acquired during his or her activity in a given domain [Campbell, (t%60 in
[Simonton, 2004}) Simonton, 2004, 2010]. The theory, which is based on historiometric analyses
of personal creative production over dées [e.g. Simonton, 2002] and introspective reports of
Helmoltz, Hadamard, Poincaré, and Faraday [Simonton, 2004] thus claims that creativity is
essentially a chance process.

The combinatorial theory of creativity is supported by the successful applicaitigenetic
algorithms to problems like e.g. the design of jet engines or the control of gas pipeline systems
[Holland, 1992]. Interestingly+by using modification and recombination operators [Ketzal,

2004] #the related concept of genetic programthin KDYV EHHQ IRXQG WR EH DEOH WHF
Third Law of Planetary motion, as did one of the heuHstised programs described in Paragraph
2.4.5.1 [Koza, 1992].

2.45.3 Geneplore Model

The nameGeneplorerefers to two basic processes, generationeapdbration, which, according to

this model, build the creative reasoning process. According to Etréde[Finke et al, 1992, Ward

et al,1999], individuals engaging in creative thought first generate or construct so called
preinventive structuregmertal representations which are assumed to facilitate creative discovery
by their special properties. In the second stage of the reasoning process, the initially generated
structures are explored through attempts of meaningful interpretation in order ticgeodreative

end product. Generation and exploration can occur in a cyclic manner when the exploration phase
leads to the modification or regeneration of preinventive structures. Constraints related to the
product can be considered during either the geive or the explorative phaféigure21).

59
Ph.D. Report Malte Schoefer



Figure 21. Generation and exploration phases of the Geneplore model [Finlatal., 1992]

Among the properties responsible for the creativity stimulating capacity of preinventive structures,
Finke et al.[1992] mention (1) novelty; (2) ambiguity, which allows interpretation in a variety of
ways; (3) implicit meaningfulness, which is assumed to stimulate deeper exploration; (4)
emergence, which relates to the degree to which unexpected attributes ofatindsréetween

those structures appear during their exploration and combination; (5) incongruity, which implies an
XQGHUO\LQJ FRQIOLFW DPRQJ WKH FRQFHSWV FRPSRQHQWYV |
degree to which multiple uses and meanings eainferred from the same structure.

The authors of the Geneplore Model highlight several strategies which could lead, according to
their framework, to more creative reasoning. First, they suppose that the suspension of expertise in
a given domain while gemating preinventive structures can lead to more creative products when
these very structures are later explored by taking into account domain knowledge. Second, while
PHQWLRQLQJ .RHVW O HRIgpdlation the® statR 4t thé andeptual camattion of
preinventive structures with incongruent or contrary patterns makes creative discovery more likely
to occur (cf. Paragraph 2.4.2.2.2).

2.4.6 Individual and Disciplinary Differences

Several differences regarding creative thinking and the ceeptiacess have been identified. In the
following paragraphs, those differences, which are due to personal cognitive style, to disciplinary
background, and to employed tactics, are briefly discussed.

2.4.6.1 Individual Differences

246.1.1 Cognitive Style

&RIJQLWLYH VW\OH UHIHUV WR DQ LQGLYLGXDOfV FRJQLWLYH I
approaches and ways to acquire and deal with information [Field, 1971; Vitkah, 1977;

Ausburn and Ausburn, 1978; Kozhevnikov, 2007]. Kozhevnikov [2007¢sji@n overview of

several dimensions according to which individual cognitive style can be assessed. A number of
cognitive dimensions are given in Table 12.
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Table 12: Dimensions of cognitive style, based on [Kozhevnikov, 2067]

Dimension Explanation Reference
Tolerance for instability | Tolerance for compromise solutions if data conflicts with knowledg 1
or unrealistic experience
Breadth of Extent to which differences among elements of a sample are percg 23
conceptualization '
Constricted/flexible Degree to which contradictory cues are taken equally into account 2
control
Field articulation Extent to which discrete elements or large forms can be articulateq 4
from background patterns

Scanning range Amount of informationwvhich an individual scans before interacting 5
with an environment

Conceptual articulation | Degree to which elements of a concept are distinguished from one 56
another '

Conceptual complexity | Tendency to differentiate and integrate information (Weakiency: 7
concrete; strong tendency: abstract)

Holist/serialist Preferences regarding either holist or iterative problem solving 89
strategies '

Visualizing/verbalizing Preferences for either visual or verbal information processing 10,11

The composition of work groups in terms of cognitive style has been found to impact group
performance [Aggarwal and Williams Woolley, 2013]. According to Aggarwal and Williams
Woolley, the presence of individuals with a certain cognitive style can significanact a
JURXSTV SURFHVV IRFXV DQG WKXV WKH DPRXQW RI HUURUV
certain tasks.

Interestingly, some cognitive traits are related to performance in specific problem solving tasks.
Ansburg and Hill [2003] for exampleabed on the results of a laboratory experiment, suggest that

the tendency to allocate attention broadly to a problem setting is a particularly helpful characteristic

for creative problem solving.

2.4.6.1.2 Solution Search Strategy

An example for individuadifferences in terms of problem solving strategy has been provided by
Fricke [1996]. Based on the results of a laboratory experiment, he distinguishes three strategies for
searching solutions to design problefRig@re22). (1) Emphasis on expansion of the search space,

i.e. divergent operations like the generation of multiple variants clearly dominate convergent ones;
(2) Strong restriction of seardpace, i.e. early focus on the concretization of one single solution
without looking for alternatives; and (3) Balanced search, i.e. equilibrated alteration between
GLYHUJHQW DQG FRQYHUJHQW RSHUDWLRQV +DYLQJ FRPSDU
quality of the creative outcome, Fricke assumes that the strategy of balanced search leads to better
results than the two extreme strategic alternatives. However, it has to be emphasized that these
results are valid for the special case of design probtawing under time constraints.

"1: Klein and Schlesinger, 1951; 2: Gardneet al, 1959; 3: Pettigrew, 1958; 4: Messick and Fritzky, 1963; 5:
Bieri, 1955; 6: Messick, 1976; 7Harvey et al, 1961; 8: Pask, 1972; 9: Pask and Scott, 1972; 10: Paivio, 1971; 11:
Richardson, 1977;(all cited in [Kozhevnikov, 2007])
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Figure 22: Different types of solution generation strategies [Fricke, 1996]

2.4.6.2 Disciplinary Differences

Occupational, professional, educational, and disciplinary background seems to impact cognitive
preferences [e.g. Kozhevnikov, 2007], employed problem solving strategies [Lawson, 1979], as
well as performance at different problem solving tasks [Lehataal, 1988]. One example for
research in this direction is the work of Field [1971], who compared cognitive styles of highly and
lowly scienceoriented students and pupils. Based on significant differences between the two
thinking orientations, Field sugges§ KH uVFLHQFH FRJQLWLYH VW\OHY S WR
scores in terms of conceptual differentiation (i.e. the ability to identify common properties among
elements of a set of concept (cf. Breadth of conceptualization; Table 12)); object izatggor
flexibility, preference for analytidescriptive concepts; and originality. On the other hand,
according to Field, this cognitive style lacks ideational fluency, flexibility, and preferences for
psychological concepts in grouping people.

Evidence fodifferent problem solving strategies used by scientists compared to e.g. designers has
been provided by Lawson [1979]. Having compared experimentally the behavior of scientists and
architects while solving conjunction, affirmation and disjunction problebasvson, points to
VLIQLILFDQW GLIIHUHQFHYVY G6FLHQWLVWY IROORZ DV /DZVRQ FD
i.e. they engage more in the discovery of the problem structure. However, architects engage in a
HVROXWLRQ IRFXVL Qe fhey gebdaw B Bighes number of solution candidates until
the correct solution is found. Another important finding obtained from interviews with the subjects
concerns their inability to find alternatives to their problem solving strategies. Aagotdi
Lawson, both of the strategies lead to increased performance in specific but different problem
solving tasks.

2.4.7 Conclusion

Humans are capable of generating a variety of creative products, some of which are the result of the
deletion of somesort of constraints or barriers in the reasoning process. Especially in science,
creativity can result in both theoretical products and sophistically designed technological systems.
In order to be creative, it is necessary that individuals possess a degaee of domain expertise,

and particular creativityelated reasoning strategies.

Domain expertise manifests in huge amounts of chunks of structural and procedural knowledge. It
leads to deeper and often more abstract problem representations whibkrche solved e.g. by
analogies. Still, even in case of a certain expertise in various domains, the drawing of distant
analogies, which are esteemed most creative, remains rare. However, instructions to use this type of
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reasoning can have a positive impan analogical problem solving. Further, too much familiarity
with a given domain can also interfere with creative achievement.

Among the more general reasoning skills, regtgnitive strategies lead to a certain organization of

the thought process theselvercoming cognitive limitations in terms of memory capacity.
Further, the parallel development of opposite, conflicting concepts and their synthesis is a thought
process which often produces creative outcome.

Cognitive scientists and psychologists disxrthe creative process as the generation and
modification of elementary concepts some of which are then combined and developed further. In
this view, special characteristics of these elementary concepts like ambiguity and incongruity are
supposed to beesponsible for the creative outcome.

Finally, it has been found that there exist differences among individuals in terms of cognitive style,
i.e. the way in which individuals perceive information and deal with problems. Some of these
cognitive preferencesalve been found to be related to disciplinary background. In accordance with
this, robust differences in employed problem solving strategies have been detected between
scientists and designers.

Besides differences in terms of individual cognitive stylessigie and science also feature
differences in terms of treated problems as well as with regard to the way these problems are
modeled and finally solved. In the following subsection, the theory of as well as methods and
heuristics for problem solving in gaa as well as in design and natural science in particular are
highlighted.
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2.5 Problem Level

2.5.0 Introduction

In order to understand how human problem solving during design and scientific activity in
particular works, one has to understand wirablem solving means in general. Further, related
process models, axioms, methods and heuristics should be understood.

The present chapter discusses theoretical and practical aspects of problem solving activities in
general, in design and in scientificsearch. It describes several models as well as methodologies
and methods which have been developed in order to support the problem solving process. As this
subsection gives an overview of a very large complex of theories, methods and heuristics, it should
be considered as very synthesizing, i.e. the presented instances are only a subset of a far larger
plethora of concepts.

2.5.1 Terminology
In this paragraph, activities in the domain of design will be distinguished from scientific research
activities. Futher, definitions of theory, methodology, methods, and heuristics will be given.

25.1.1 Design and Scientific Research Activities

It is difficult to strictly distinguish between design and research activities. Organizations, teams,

and individuals involveé in industrial product development often also engage, as part of their

design activity, in research questions. On the other hand, scientists, in order to be able to carry out

their research, frequently have to engage in the design of often very compileesdastruments

and apparatuses, from microscopes to particle accelerators. The concept of design of experiments

>HJ $WNLQVRQ DQG +XQWHU @ RU H[SHULPHQWDO GHVLJQ |
in the field of scientific research. Fher, both design [e.g. Goel and Pirolli, 1992] as well as

research [e.g. Simoet al, 1981] activities have been described as some sort of problem solving,

which implies a certain similarity in the underlying reasoning processes. The argument of gimilarit

LV IXUWKHU VXSSRUWHG E\ /IDWRXU DQG :RRJODUTYV > @ HPSLU
the type of reasoning used by scientists during their work and the means applied in order to engage

in dayto-day actions. Further complicating the distinotibetween the two activities is the

increased necessity to take into account from the beginning potential industrial applications of the

results of scientific research (cf. Paragraph 2.1.3.1).

However, even though instances of problem solving are sirtilarmotivation for the reasoning

processes is different, at least when one considers the stereotype activities in those two domains. A
SUDFWLFDO H[DPSOH LV JLYHQ E\ 7TURWWD > @ 6KH GHVFULE
solutions to a design pblem whereas she refers to the activity of a biologist as the attempt to find

the problems to which the structures of organisms present a solution. Simon [1996] formulates this
GLITHUHQFH E\ VWDWLQJ WKDW QDWXUD O (M kil @&t deSigF RQFHUQ
DVNV pKRZ WKLQJV RXJKW WR EHY S

'"HVLJQ DFWLYLW\ LQ JHQHUDO KDV EHHQ GHILQHG DV D pUHILQ
FRQFUHWH IURP WKH JHQHUDO WR WKH VSHFLILFTHan® VVDFN DQ
scientific research is supposed to put emphasis on the construction of hypotheses from
experimental data or accepted axioms [Miller, 2000] and on the testing of these hypotheses against
empirical evidence [Langlest al, 1987].
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The distinction betwen the two domains in terms of analysis and synthesis or deduction and
induction has been found to be difficult because all of these operations take place tatsieamst

extent, in both domairgesign and science [Roozenburg, 2002].

Building on these stements, design will be referred to as the domain in which actors engage in the
synthesis of physical or technical artifacts and products which serve the purpose of transforming
material, energy, and/or information [Patlal, 2007]. Scientific researchill be defined as the
domain in which agents work on the generation and testing of hypotheses in order to model and
explain structures and phenomena in our environment.

2.5.1.2 Theories, Methods, and Heuristics

The present subsection is sought to giveomarview of some of the most important theories,
methods, and heuristics which have been developed in order to describe and/or facilitate the
creative problem solving process in general, design activity, research activity, and/or
multidisciplinary activites. In this paragraph, an overview of the issues concerning the terminology
of these concepts as well as working definitions will be given.

As mentioned by several authors [e.g. Vadcard, 1996; Araujo, 2001; Lahonde, 2010], there seems
to be a lack of comstency in literature when it comes to the distinction e.g. between design
theories and design methods [e.g. Lahonde, 2010] or between design methods and design tools [e.qg.
Vadcard, 1996].

In the present document, the above mentioned concepts are cat@@gmiprding to the following
definitions given by Vadcard, Araujo and Lahonde, which are also applied on domains other than
design:

X Theory Descriptive models as well as overall process descriptions of prescriptive models
of reasoning processes. A thegcan be the basis of methods/tools and heuristics.

X Methodology A, at least partially, prescriptive or normative system of methods/tools
[Araujo, 2001].

X Methodtool: Elementary components of a methodology leading to concrete results, which
can be used aspat in other steps of the methodology. Examples are modeling techniques
[Araujo, 2010] orBrainstorming[Cross, 2008; Lahonde, 2010].

An important aspect of several theories, methodologies, and methods are heuristics. The latter are
defined as follows:

X Heuistic: Principles or tactics, selected on the basis of experience or judgment, which have
a certain probability to yield a reasonable solution after relatively short search [Newell and
Simon, 1972; Silver, 2004].

The given definitions allow distinguishirsgveral concepts which emerge in the context of others.
TRIZ (cf. Paragraph 2.5.2.2.7), for example, refersTi@ory of Inventive Problem Solviroyt
essentially refers to a methodology for problem solving in the context of product design including a
nunber of tools. Finally, the tools suggest the use of heuristic design principles, i.e. heuristics
which have been found to be useful in order to find solutions to initially modeled problems. In this
document, in order to facilitate the distinction betwernilar concepts originating in different
domainstnot always in conformity with the literaturecertain complex concepts like e.g. TRIZ or
Axiomatic Design Theory will be discussed according to the pattezorymethodologytool-
heuristic As a consequee of this, certain aspects of e.g. TRIZ will be introduced under the
headline of Theory whereas other aspects will appear e.g. in the chapters dealing with methods or
tools and heuristics.
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2.5.2 Theory

25.2.1 General Creative Process and ProblemSolving

A significant part of the theory of creativity and the creative process has been discussed in
Subsection 2.4. Hence, only additional aspects of problem solving theory will be outlined in this
paragraph.

25211 Problem Solving Theory

As mentionedn Subsections 2.3 and 2.4, the concept of problem solving is often used in literature

to describe creativity. The definition of a problem varies from a conflict or obstacle to an accepted

task combined with a lack of known solution principles to a df§ FH EHWZHHQ pZKDW RQH
ZKDW RQH ZDQWVY >9RONHPD S @

A widely accepted description is the one given by Newell and Simon [l&#2i in [Klahr,

20007], which is based on the information processing view (cf. Paragraph 2.4.5.1). Thep @efer

problem as consisting of an initial and a goal state as well as of a set of operators which allow
transformations between those states. According to this theory, which can be applied to a broad

range of problems, the problem solving process conisidtse search of a path of transformations

which link the representation of the problem with the perceived solution. All three components of a
problem, which build the problem space, can vary significantly fromefiined to weHldefined

[Klahr, 2000, Joassen, 2000].

The three components of the problem space, i.e. initial states, goal states and solution operators,

can also vary, to a some extent, from one domain to another [e.g. Lenat, 1978, Goel and Pirolli,

1992]. Goel and Pirolli, for example, poirt the missing definition of start state, goal state, and
transformation function as being one distinctive criterion of design problems.

Jonassen [2000] presents a problem typology and assigns characteristics to every problem type
(Table 13). In the continum given by Jonassen, which varies from vagfined on the top to #l

defined on the bottom, design problems are among the most comptiefjrikd and ilstructured

problems.

Several authors argue for the critical influence of alternative problensespiagions on the quality

of the products of the problem solving process [Volkema, 1983; Massey and Wallace, 1996].
Volkema [1983], for example, identifies a lack of time and energy which are devoted to problem
formulation as a major factor contributingW KH ULVN Rl VROYLQJ HLWKHU WKH p”ZL
SUREOHPY S

Especially for problem solving in groups, graphical representations can be advantageous [Larkin

and Simon, 1987; Rosenhead, 198%ed in [Massey and Wallace, 199@ 7KHVWDRPEGLBY
UHSUHVHQWDWLRQV >/DUNLQ DQG 6LPRQ S @ DUH VDL
HVVHQWLDOO\ |JHUR FRVWY ZLWK D SUREOHP UHSUHVHQWDWLR
problem solving [Rosenhead, 1986ited in [Massey and Wallace,996])]. However, these
SRVLWLYH HIIHFWYV GHSHQG RQ WKH TXDOLW\ RI WKH VFKHPDV L
about how to construct a good graphical representation [Larkin and Simon, 1987].
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Table 13: Problem typology varying from well-defined on the top to iltdefined on the bottom [Jonassen, 2000]

Problem type Success criteria Context Structuredness Abstractness
Loaical Manipulation efficiency;
Pro%lems number of required Abstract task Discovered Abstract, discovery|
manipulations
Algorithmic Answer or product matchey . Procedural Abstract,
. Abstract; formulaic .
Problems in values and form predictable procedural
Well-defined

Story Problems

Answer or product matchey
in value and form; correct
algorithm used

Constrained tpre-
defined elements,
shallow context

problem classes;
procedural and

Limited simulation

world, constrained

predictable
. - Purposeful .
Rule-using Productivity (number of P - Unpredicted
academic; real Needbased
Problems useful answers or products outcome

Decision making

Answer or product matchey

Life decisions

Finite outcome

Personally situateq

Problems in values and form
Trouble Fault(s) identification; Closed systemrea|  Finite faults & .
i - . . Problem situated
shooting efficiency of fault isolation world outcomes
Di i i S .
|agn93|s Strateg.y.used, effectivenes Regl world, Finite faults & .
Solution and efficiency of treatment| technical, mostly Problem situated
o outcomes
Problems treatment justification closed system
r i L . . Il -str r
Strategic Achievingstrategic Realtime st gctu ed Contextually
Performance Lo strategies; well .
objective performance . situated
Problems structured tactics
Case Analysis . Real world, .
Y Multiple, unclear . Il -structured Case situated
Problems constrained
. . o mplex, real
. Multiple, undefined criteria; Complex, rea
Design . world; degrees of .
no right or wrong+only A Il -structured Problem situated
Problems better o Worse freedom; limited
input & feedback
. Articulated preference with| Topical, complex, | Finite outcomes, .
Dilemmas . ) o . . Issue situated
some justification interdisciplinary | multiple reasoning
2.5.2.2 Design

In this chapter, basic aspects of design theory, descriptive design models as well as major process
steps of prescriptive design models will be briefly outlined without any claim for exhaustiveness.

25.2.2.1 Definition and Positioning of Design

(QILQHHULQJ GHVLJQ LV GHILQHG DV DQ DFWLYLW\ GXULQJ zZK
and engineering knowledge to the solution of technical problems, and then to optimise those
solutions within the reqrements and constraints set by material, technological, economic, legal,
environmental and humal HODWHG FRQV etGIH20/WWLIRQVY >3DKO

,W KDV EHHQ SXW DW WKH LQWeéial \2B07Vp1Raqd Ghe tRdDritajudtramwW X U D Q
by Dixon [1966 (cited in [Pahlet al, 2007]] and Penny [1970[Rigure23). As a consequence of

this positioning, engineering creativity, depending on the target domain of the artifact to design,

relies on knowledge of fields like e.g. mathematics, physics, clrgmisechanics, production
engineering, and materials technology [Rettdl, 2007].
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Figure 23: Positioning of Engineering Design, [Pahét al, 2007 (based on [Dixon 196@ited in [Pahl et al, 2007])
Penny, 1970])]

25.2.2.2 Overview of Design Models

Several typologies of design models exist in literature. Finger and Dixon [1989a, 1989b] as well as
Cross [2008] distinguish between descriptive and prescriptive design models. Finger and Dixon
[1989a] further differentiate modelghich suggest ways to proceed in the design process and those
which prescribe attributes of good design producfSalnle14] a norexhaustive number of design
models and theories are categorized according to their descriptive or prescriptive nature. These
models will be briefly described in the following paragraphVhereas the first three models
describe the classical product development or product refinement process, the fourth model
describes processes which, at least partly, take place before the classical product design. The last to
concepts, which are refedd@o as being essentially theories describe and/or prescribe reasoning
processes in design regardless of specific phases. It shall be noted that the theories and models
listed in[Table 14 only present a subset of existing approaches. Other models likgnified
Innovation Process Model for Engineering Designers and Managfe®&ogstad and Leifer [2010]

are not described in detail in this report.

Table 14: Categorization of set of design theories and models according to Descriptive and/or prescriptive
characteristics with respect to design process and/or design product (partly based on [Finger and Dixon, 1989a,
1989b; Cross,2008]); D = predominantly descriptive, P = predominantly prescriptive

Theory/model Reference Process| Product
Axiomatic Design Suh, 2001 D/P P
Systematic Design Pahlet al, 2007 P
New Concept Development| Koenet al, 2001 D
Conceptual Design Model | Jansson, 199ited in [Jansson and Smith, 1991 D
TRIZ Altshuller and Seljuzki, 1983 P D/P
C-K Theory Hatchuel and Weil 2003 D
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2.5.2.2.3 Axiomatic Design
According to the Axiomatic Design model [Suh, 2001] the design process is described as
processing of information between four domains. From one domain to the next, the abstractness of
the concepts decreases whereas their description becomes more and more detailed [Albano and
Suh, 1994]. The content of each domain is the result of a mapmioggs between the present and

the previous domain [Suh, 2001]. The four domains which build the modtigued24):

X The customer domain, which ibaracterized by the needs @ustomer Attribute$¢CA) a
product or process have to meet

x The functional domain, in which the customer needs are translated~umctional
Requirement§FR) and constraints

X The physical domain, which refers to the space eDisign ParameteréDP) defined in
order to satisfy the functional requirements

X The process domain, in which the processes necessary for the concrete realization of the
product or process are definedProcess VariableéPV).

Figure 24: Axiomatic Design Model of the Design Process [Suh, 2001]

25.2.2.4 Systematic Design

Pahlet al, [2007] developed the Systematic Design model, in which they describe in detail the
planning and design process. This model, amuthgr things, describes the main phases of the
design process at the end of which stand decision making steps or concepts. Four design phases
lead the designer from the task to a solution in form of the documentation of the product. At each
decision makig step, the designer or the design team decides whether to proceed with the
subsequent phase or to go back to a previous phase. The design phases and intermediary decision
making concepts a1§i@ure25 :

x Planning and Clarifying the Taskwhen the designer analyses market and business
conditions, formulates a product proposal and elaboratguarements listvhich contains
the design specification.

x Conceptual Designduring which essential problems are identified, functional structures
are established and working principles and structures are searched and evaluated. This
process leads to the proposition afaamceptwhich includes the basic working pdiples.

x Embodiment Desigmt which the forms and structures are designed, material selection and
calculations are performed and product weaknesses are eliminated. This phase, which can
be divided into two processes, leads first togteiminaryand the to thedefinitive layout
of the product.

x Detail Design,when the designer establishes detailed drawings and provides production
and assembly instructions which are written down irptieeluct documentation
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Figure 25: Main design phases and decision making steps in of the Systematic Design model [Rall, 2007]

25.2.25 New Concept Development

The New Concept Development (NCD) model, introduced by Keeml, [2001], refers to
activities which product or process development teams perform anterior to the New Product or
Process Development (NPPD) process. The NCD model describes activities, some of which are
briefly outlined by other authors [e.g. Patlal, 2007] in more detail. Among other concepts, like
influencing and driving factors, the model essentially includes five elements which mutually
influence each other and which cannot be put into a strict chronological order. Those elements,
which are said tbuild the Front End of Innovation (FEI), are:

X

70

Opportunity ldentification during which the developers identify technological and/or

business opportunities which they want to pursue. This can range from the development of

a new business to the improvemenegtension of a product (line).

Opportunity Analysisat which previously identified opportunities are further analysed and

put into a technological and market context. During this step, major trends and first market
estimations are carried out in ordep beize the attractiveness of the respective
opportunities.

Idea Genesiswhich refers to the generation and iterative maturation of ideas concerning

how to reach the previously identified opportunities. Here, contacts with other departments

of the companyDV ZHOO DV LQIRUPDWLRQ DERXW WKH FXVWRPHUV
Idea Selectionduring which the developers decide on which of the ideas generated in step

3 are chosen for further consideration. According to Koen and colleagues, due to the

limted DPRXQW RI UHOLDEOH LQIRUPDWLRQ WKH VHOHFWLRQ
than during the NPPD process.
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x Concept and Technology Developmeshich involves the design of a concrete business
model including estimations about costs, quantifiestmmer needs and unknown aspects
about the selected technologies. This element is sometimes considered as the first stage of
the NPPD process.

2.5.2.2.6 Conceptual Design Model

When it comes to the modelling of the conceptual design process, the moblghestsby Jansson

[1990 (cited in [Jansson and Smith, 19913hould be mentioned. It describes conceptual design,
LH WKH GHILQLWLRQ Rl puD FRUH WHFKQLFDO FRQFHSW DURXC
and Smith, 1991, p. 3], as movemértween two imaginary spaces, Benfiguration Spacand

the Concept SpaceThe former is supposed to contain mental representations of physically
realizable configurations like sketches and combinations of physical elements. The latter serves as
stock ofabstractions like ideas or relationships, which are the source of potential elements in the
configuration pace.

According to the model, conceptual designs are elements of the configuration space. However, in
order to obtain those designs or modificatiafsthem, the designer has to pass from the
configuration space to the concept spacand often has to move within this second spade

order to find useful abstractions. New conceptual designs can only be proposed by means of those

abstract concepi{&igure26).

Figure 26: Model for conceptual design [Jansson and Smith, 1991]

2.5.2.2.7 TRIZITIPS

TRIZis the abbreviation for the Russidn hjbjy r _gblyah[j_|Z| e \akZd\Xahich can be
translated as Theory of Inventive Problem Solving [e.g. Altshuller and Seljuzki, 1983; Altshuller,
1988] (TIPS. The theory addresses several aspects of design. It is based on extensive analyses of
documented technological inventiorsnd on descriptive models of the development of
technological systems over time, derived from the empirical data. Making reference to these
descriptive observations, and taking into account philosophical and cognitive findings, Altshuller
and other authorsave developed different prescriptive models for the inventive process which is
often performed intbut not limited totproduct and process design [Savransky, 2000].

Whereas empirical observations of technological development translate into nine laws of
technological evolution [Altshuller, 1988; see Salamatov, 1996 for a detailed discussion], the
prescriptive process model of inventive problem solving contains four representations [e.qg.
Savranksy, 2000]Rigure 27. The first element is the specific ptetm which the inventor has
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identified. The second representation consists in an abstract model of this problem. Based on this
problem model, the inventor is supposed to generatestll abstract +solution model. By
concretization of the latter modelei.by its transposition into the specific context, the designer is
supposed to obtain a specific solution.

2.5.2.2.8 Derivatives of TRIZ

Over time, several authors have developed adaptations of TRIZ. Examples for the most well
known TRIZ derivatives ar&nified Structured Inventive Thinkingickafus, 1997] USIT) and
Advanced Systematic Inventive Thinkiftdorowitz, 1999] ASIT). Based on these works,
adaptations to the TRIZ model of inventive problem solving have been proposed [Nakagawa,
2005]. Nakagawaxtends the initial TRIZ model in two points. First, he adds a representation of
detailed problem definition as second element of the process. Second, he argues for the need to
transform the solution model into different conceptual solutions, which arelévetoped into the

specific solution.

Figure 27: Suggestedgroblem solving process in TRIZ [e.g. Savransky, 2000] and expansion suggested by
[Nakagawa, 2005]

25.2.2.9 GK Theory

C-K Theory, which has been introduced by Hatchuel and colleagues [e.g. Hatchuel and Weil, 2003;

Le Massonet al. @ LV D pIRUPDOLVPY XVHG WR GHVF#etlaEH pGHVLJC
S @ DQG WR DOORZ uD Edjanizakidd akdn@arbgevhéhDoQdedigp tih R1 WKH

LQOQRYDWLYH SURMHFWVY S

The theory distinguishes two spaces, Guncept Spac€C-Space) and thEnowledge SpacK-

Space), in which reasoning takes place. Elements of tgpd€e, i.e. knowledge, differ from

elementsinthe G SDFH L H FRQFHSWV LQ VR IDU DV WKH\ DUH JLYHQ

[Le Massoret al, 2006]. According to that theory, design activity can be described in terms of four

operators [Hatchuel and Weil, 2003]:

X The K 4 opeator describes the addition or subtraction of knowledge elements,
which originate in the K space, to elements or sets in the C space. The generation
of alternatives in design is given as an example for this operation.
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x C A operations consist in the expamsi of the C space by mathematical
operations of partition and inclusion, which results in a-likeeorganization of
concepts. The expanding the width of the concept tree refers to divergent thinking,
whereas increasing its depth results from convergkaught processes [Le
Massoret al, 2006].

X Activities which usually occur at the end of the design process are described by the
C 4K operator. It models actions like the validation or rejection of design concepts
by giving them a logical status in the K spa

x Finally, K 4K operations are referred to as activities of expansions in the K space
which are driven by either deduction or experimentation. Thus, typical activities of
knowledge creation can be modeled by this operator [Le Magsain 2006].

2.5.2.210 Design Problem and Design Product Classifications

As mentioned in Paragraph 2.5.2.1.1, there has been identified a variety of problem types with
different outcomes, one type being design problems. In addition, also among design problems,
further distirctions have been made with respect to problem and outcome characteristics [see
Evbuomwaret al, 1996 for an overview].

2.5.2.2.10.1 Typology of Design Problems

Based on Juster [198&]ited in [Evbuomwaret al, 1996]) Cagan and Agogino [1991], Srirast

al. [1989] and Pahét al.[2007], Evbuomwaret al.[1996] distinguish routine design, redesign and
nonroutine design problems. The basic characteristics of those design problems are Gala in
15.

Table 15: Typology of Design Problems [Evbuomwaret al,, 1996]

Design problem type Sub type Characteristics
Derived from common prototypes with same set of variables
Routine design - features; structure does not change; design plan exists
prototypicalsolutions known from the start
Adaptive, Adaptations of known systems to changed tasks; solution
configurational or | principle remains unchanged; can include detail refinements
Redesign transitional
Variant, extensional o| Design by extraor interpolation; generation of geometrically
parametric similar variants of differing capacities based on proven desig

Based on new variables or features which still resemble to
existing ones; known problem decomposition butgrdblems

Innovative and their solutions must be synthesized; solving the same
. . problem in different ways OR solving different problem in the|
Nonrroutine design
same way
Based on variable or features which are completely different
Creative from previous prototypes; design has very litHesemblance to

existing ones; no a priori known design plan

2.5.2.2.10.2 Typology of Product Designs

Regarding product designs as outcome of the design process, Evbuetmada996], by citing
Medland [1986cited in [Evbuomwaret al, 1996]] and Clausing [1994cited in [Evbuomwaret

al., 1996]], also distinguish typologies based on market and product constraint aspects (Table 16).
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Table 16: Typology of Product Designs with respect to market and constraint aspects [Evbuomwa al., 1996]

. Market/Constraint -
Product design type Characteristics
gnyp based typology
. . Designs with undiminishing market share; no desiganges
Static product design Market based g g g
required
. Design with limited life time before replacement by subsequen
Dynamic product . .
desian Market based design generation; development focused on product; focus on
9 radical and alternative designs
Designs often subjected to multiple and often conflicting
Overconstrained . constraints regarding function, materials, manufacturing proce
. Constraint based . . . .
product design etc.; design processes consist in analysis and selection of mo
acceptable alternatives; typical for higgthndogy markets
Underconstrained idex Satisfaction of specific market demand most important; focus
centered product Constraint based | more on product concept, functional requirements, aesthetics
design ergonomics than on technology
Underconstrained skill . Focus on manufacturing related aspects; design depends on
. Constraint based . . s
based product desigr available company skills and capabilities
2.5.2.3 Science

In the following paragraphs, some theoretical aspects of scientific activity will be discussed.

25.23.1 Definition of Scientific Activity

6FLHQFH KDV EHHQ GHVFULEHG DV EHLQJ WuGHGLFDWHG WR WKH
ZRUOGYT >tRIQJOH\S @ $FFRUGLQJ WR 3RSSHU > @ u>D@ VFL
experimenter S XWV IRUZDUG VWDWHPHQWY RU V\VWHPV RI VWDWHPHQC
The scientific method (in positivist reseafthy defined as consisting of the steps theory
construction, data collection in order to validate or reject the theoryiratite case of rejection, its

modification and subsequent testing [Creswell, 2003].

2.5.2.3.2 Dual Search Model of Scientific Discovery

Similar to design, the production of scientific discoveries has been described as a sort of problem
solving [e.g. Simn et al, 1981]. Further, it is considered as a processes of search for solttions

goal states [Klahr, 2000kin two spaces, thhypothesis spacand theexperiment spacgsimon

and Lea, 1974; Okada and Simon, 1997].

Klahr and Dunbar [Klahr and Dunhat988; Klahr, 2000] have developed a detailed model of
scientific discovery, describing the search in two spaces STlentific Discovery as Dual Search
(SDDS model[Figure28§) divides the process of scientific discovery into three major steps, search
in the hypothesis space, hypothesis testing and evidence evaluation, which, in turn, consist of
several other heuristic [Klalt al, 1989] suksteps.

8 The term, contrary to what is referred to as methods in this report, relates to the overall process in science.
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Figure 28 SDDS Model [Klahr, 2000]; *: Steps are carried out from left to right, else: alternative steps

2.5.2.3.3 Individual Differences in Search Strategies

The above mentioned model allows the distinctioh individual strategies for discovery
achievement [Dunbar and Klahr, 1989; Okada and Simon, 1997].

Dunbar and Klahr, based on a laboratory experiment, distingaiphrimenterdrom theorists
according to the search characteristics of an individual on taathe hypothesis and experiment
space. Subjects or teams called experimenters put an emphasis on search in the experiment space
by conducting an increased number of experiments which are not necessarily related to a specific
hypothesis. Individuals orrgups classified as theorists engage in the generation of an increased
number of hypotheses, which they validate or reject by means of a smaller number of experiments
[Dunbar and Klahr, 1989].

Okada and Simon [1997] give experimental support for the diainpbf Dunbar and Klahr. They

refer to empirical experimenters as individuals or teams who generate few hypotheses but conduct
multidimensional experiments and to subjects who follow the opposite strategy asdhieley
experimenters. According to Okadad Simon, no one strategy can be estimated better or worse
than the other. More likely, the theegyided approach is supposed to be more effective when the
subjects have strong background knowledge and a contemplative cognitive style whereas the
empiricd strategy is advantageous if no such knowledge or cognitive preferences exist.

2.5.3 Methods and Tools

Some of the models which are outlined in the previous paragraphs, especially in the domain of
design, could also be referred to as methodologies gsstiggest the use of specific methods in
order to analyze and solve problems. Examples are the systematic design approaehdRahl
2007] and TRIZ [Altshuller, 1996]. In the following paragraphs, some of the most commonly used
methods to enhance creaty in several domains will be briefly introduced.
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2.5.3.1 Categorization of Creativity and Design Methods

Several overviews of creativity and design methods exist [e.g. Bonk and Smith, 199&t §hah

2000; Cross, 2008]. Shah and colleagues as wéllrass, however provide two rather congruent
classifications. Whereas the former distinguisimdsitive andlogical methods, the latter discerns
creative and rational approaches. Even though those authors discuss the methods against the
background of design, it seems appropriate to refer to intuitive and creative strategies as being
applicable togeneral creativityproblems and to classify logical and rational techesgjasdesign
methods. Shah and colleagues divide intuitive methods further into the following categories:

X GerminalMethodssupport initial idea generation

x Transformational Methodselp with the generation of ideas based on existing ones

X Progressive Methodstructure the idea generation process into steps which are repeated a
several times
Organizational Methodprovide support for the meaningful synthesis of several ideas
Hybrid methodsre the result of the combination of multiple techniques

Similarly, logcal design methods are classified as

X History Based Method#hich rely on the use of solutions which have been generated
elsewhere and are documented in databases as well as

x Analytical Methodsvhich start from identified principles and are based on the systematic
analysis of relationships and casual chains among system elements.

Table 17 gives atyet not exhaustivetoverview of methods identified in literature [Padlal,

2007; Bonk and Srth, 1998; Shatet al, 2000; Cross, 2008; Linsey and Becker, 2011]. The
categorization has been performed based on &halh[2000] and Cross [2008]. It should be noted

that, contrary to the terminology of Paragraph 2.5.1.2, some methodologies likedSTRE are
classified methods by Shah and colleagues. In this case, the methodology name points to the
different methods it contains. Some of the methods displayed in Table 17 will be briefly outlined in
the following paragraphs. Again, it shall be notkdt the methods listed in Table 17 are only a
subset of the existing methods and that methodological approachd3eldign for Six Sigma
(DFSS)[Staudteret al, 2013] orDesign ThinkindgPlattneret al, 2010] provide extensive sets of
methods which areot listed here.
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Table 17: Overview of general creativity and design methods

Method Category Sub category Source Secondary source
. . General . Shah et al., 2000; Paét al, 2007,
Brainstorming creativity Germinal Osborn, 2009 Cross, 2008; Linsey and Becker, 2011
General . Hogarth, 198(cited in
K-J Method - G | Shahet al,, 2000
etho creativity ermina [Shahet al, 2000]) aneta
Random Input Gengr.al Germinal Cross, 2008
creativity
Why? Why? Why? Gen'er'al Germinal Cross, 2008
creativity
Counterplanning Gengr'al Germinal Cross, 2008; Bonk and Smith, 1998
creativity
Morphological General Germinal/ .
Analysis/Matrix/Chart creativity Transformational Zwicky, 1957 Shahet al, 2000
Idea Spurring Checklisty ~ General Germinal/ is?no(;?;;n.nzsgr?k E:grle, Shahet al, 2000;
(e.g. SCAMPER) creativity Transformational [Smith, 1998]) Bonk and Smith, 1998; Cross, 2008
_— General . De Bono, 197(cited in
Random Stimuli creativity Transformational [Shahet al, 2000]) Shah et al.2000
General . De Bono, 197(cited in
PMI Method creativity Transformational [Shahet al, 2000]) Shah et al., 2000
Thinking Rol | . .
n .mg o€ Gengr-a Transformational | De Bono, 1994 Bonk and Smith, 1998
Assignment creativity
General . Rohrbach, 196%ited in Shahet al, 2000; Pahét al, 2007;
Method 635 creativity Progressive [Pahlet al, 2007]) Linsey and Becker, 2011
C-Sketch Gen'er.al Progressive Shahet al, 2001 Shanet al, 2000; Linsey and Becker,
creativity 2011;
Van Gundy, 1988&cited in
Gallery Method General Progressive [Shahet al, 2000]) Shahet al, 2000; Pahét al, 2007;
y creativity 9 Hellfritz, 1978(cited in Linsey and Becker, 2011
[Pahlet al, 2007])
Delphi Method Gen-er_al Progressive Pahlet al, 2007
creativity
. Geneal L Mizuno, 1988(cited in
Affinity method creativity Organizational [Shahet al, 2000]) Shahet al, 2000
. General N Van Gundy, 1988&cited in
Storyboarding creativity Organizational [Shahet al, 2000]) Shahet al, 2000
. I General o Fogler and Le Blanc, 1995
Fishbone Diagrams creativity Organizational (cited in [Shatet al, 2000]) Shahet al, 2000
Svnectics General Hvbrid Gordon, 1961cited in Shahet al, 2000; Pahét al, 2007;
4 creativity 4 [Shahet al, 2000]) Cross, 2008; Bonk and Smith, 1998
. . . Shah et al., 2000;
DesignCatalogues Design History based e.g. Koller, 1985 Pahlet al, 2007
TRIZ methods Design History based Altshuller, 1988 Shah et al., 2000
Method of Forward Desian Analytical Shah et al., 2000;
Steps g Pahlet al, 2007
Inversion Design Analytical Shigley and Uicker, 1995 | Shahet al, 2000
SIT Design Analytical Sickafus, 1997 Shahet al, 2000
Function Analysis Design Analytical Cross, 2008
Quality Function Design Analytical Cross, 2008
Deployment
2.5.3.2 General Creativity Methods

The general creativity methods have been subdivided by $hadi. [2000] into germinal,

transformational, progressive, organizational and hybrid methods. The first three of those

categories will be explained in the following paragraphs.
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253.2.1 Germinal Methods

OHWKRGV FODVVLILHG DV JHUPLQDO DUH VRXJKW WR LPSURYH
generate ideas from a white paper [Saahl, 2000].

The most commonly known method of this subclasBrainstorming[Osborn, 2009]. Several

modalities have been developed over time for this method. The underlying concept is that a group

of people deliberately produces ideas with respect to a given problem by building on the ideas
stated by other group members. In order to maximize the nurhigenerated ideas, the following

aspects are important:

X The group should be composed of both experts and novices with regard to the problem
domain.

The participants should try to build on ideas of others and develop them further.

Critique to ideas whichra expressed by others is not allowed.

The guantity of the produced ideas is more important than their quality.

It is generally advised that a neutral facilitator assures that these rules are respected.

X X X X

There also exist techniques which are supposed &wgenthe mental space in which ideas can be
found [Cross, 2008]. An example for those method3adsnterPlanning during which people are
asked to merge an initial idea and its logical opposite (cf. Paragraph 2.3.4.3.2).

2.5.3.2.2 Transformational Methods

Once ideas have been generated, transformational methods can be applied in order to modify these
initial concepts and thereby generate new ideas.

Morphological Analysids a method developed by Zwicky [1957], which is sought to generate
variations of conepts in a systematic way. First, the independent parameters which qualify the
idea, e.g. elements and relations between them, are identified. Then, for each of the parameters,
values are identified which are subsequently changed. The documentation paesakter with

the associated set of values leads to a matrix which is ddibephological Chartor Box Each
combination of values for the different parameters theoretically presents an alternative to the initial
idea. However, the systematic use of timethod bears the problem that the number of possible
idea variants increases quickly with the number of independent parameters and the number of
values the latter can take [Ritchey, 2006].

In order to produce variations of concepts or of their paramétdigiduals or groups can usgea

Spurring Checklistike SCAMPEREDberle, 1971]. These lists contain verbs or concepts which are
VXSSRVHG WR SRLQW WR LQVLJKWIXO LGHDV DQG DUH FRQVLG
VSHOOVTY LQ W Kew ideéaQ[BdaioaviLIith, B998, p. 273].

2.5.3.2.3 Progressive Methods

This subclass of methods is characterized by iterative steps during which ideas are generated or
refined [Shahet al, 2010]. Most of the methods of this class also tackle problemedofced
creativity which are experienced with Brainstorming due to fear of criticism and mental fixation
(cf. Paragraph 2.3.4.3.1). They do so by allowing the participants to generate ideas individually and
sometimes anonymously.

Examples for progressivaethods ardMethod 635 Gallery Methodand C-Sketch In all of those
approaches, the introduction of the problem to all participants is followed by iterative steps of
individual idea generation and idea presentation. However, the techniques vary withtoeter

means of idea documentation, the number of ideas produced per participant and the modus of idea
presentation. Whereas e.g. the participants are obliged to consider the ideas of each other when
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applying Method 635 or Sketch, this is not the caséhen the Gallery Method is used. Finally,
contrary to the other methods;Sketch requires the participants to communicate their ideas via
sketches, the reason for this restriction being that thereby generated ambiguity is supposed to foster
creative thoubt [Pahlet al, 2007; Shalet al, 2001; Linsey and Becker, 2010].

2.5.3.3 Design Methods

Even though the methods outlined in the previous paragraphs can also be used in order to generate
ideas during the design process, approaches classified as dedigpds have been explicitly
developed for the purpose of problem analysis and solution generation in this domain. In this
paragraph, some instances of histbaged and analytical methods will be given. Further, axioms
which describe characteristics of Wwdesigned systems will be introduced. Finally, methodological
elements of TRIZ and its derivatives which prescribe the process of problem solving in design are
highlighted.

25331 Axiomatic Product or System Characteristics

As noted ifTable 14) both Axiomatic Design [Suh, 2001] Theory and TRIZ [Altshuller and
Seljuzki 1983] express axioms about the characteristics of what are considereg@rgdaodts.
These axioms are presented briefly here.

2.5.3.3.1.1 Axiomatic Design Axioms
Besides the descriptive modeling of the design process, Axiomatic Design essentially provides two
axioms [Suh, 2001]:

X Axiom 1 thelndependence Axigmstates that indepdence of Functional requirements (cf.
Paragraph 2.5.2.2.3) should be maintained in order to assure a good design. l.e., when there
are two or more functional requirements, satisfaction of one requirement should not affect
to any degree the satisfaction thie others. According to Suh, this axiom is of crucial
importance to the mapping process between the Functional and the Physical Domain.

x Axiom 2 the Information Axiom becomes important in those cases, when different
potential designs satisfy the Indedence Axiom. Under those circumstances, the design
solution which has the smallest information content is considered the best. It can be
inferred that the probability of a design to work properly is one major queliyed
criterion.

Both axioms and theconsequences for designs can also be expressed in mathematical terms. For
space reasons, those formulas will not be presented here.

25.3.3.1.2 TRIZ axioms

TRIZ is based on a number of axioms [Cavallucci and Khomenko, @@@d in [Cavallucci and
Rouselot, 2011}, Cavallucci and Rousselot, 2011]. Three of these axioms, which can be
considered both descriptive and prescriptive, are:

x Development of technological systems accordingewolution Laws[Salamatov, 1996;
&DYDOOXFFL DQG :HLQOT VWDWHKBVHHPWMDLQ SDWWHUQ
technical products over time. Nine laws have been formulated, which describe, among
other aspects, system characteristics in terms of functional composition, energy conduction,
and working principles. Agast the background of the present research, especially two
laws shall be highlighted.
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The Law of System Completenedsscribes mature technological systems as performing
four sub functions, energy transformation, energy transmission, interaction with the
functional object and contrgFigure 29) This law further postulates that systems tend to
integrate all of these functions during their evolution.

Figure 29: Model of technological system according to Law of System CompletendSalamatov, 1996]

The second law, thieaw of Ideality states a tendency of technological systems to strive for
increaseddeality (1). Ideality, or theDegree of Ideality (B)in mathematical terms, can be
described in either one of the following tefms

+L ﬁEé;é/fk.4(J WA B (1) [Salamatov, 1996]
avq
Or
Age . .
& L TR L0 (2) [Cavallucci and Weill, 2001]

This means technical systems always strive towards maximization of useful functions by
minimizing harmful side effects, costs, andnsumption of both material and energy
during their life cycle.

X Inventive technological systems overcome contradictions. These contradictions can be of
several types. In technical terms there exist technical or pair [Savransky, 2000]
contradictions and pisical or point [Savransky, 2000] contradictions. The former type
describes a situation in which the improvement of one technical parameter causes the
deterioration of a second parameter. The second sort refers to a situation in which either the
system orne or more of its sub elements have to accept two opposed values for the same
parameter. This axiom is essential to problem modeling technigues which are described in
more detail in Paragraph 2.5.3.3.3.4.

x Each technological problem has to be solved wtiléng into account constraints and
conditions which are specific to that problem. l.e., problems cannot be solved only by
using general principles.

These axioms have both descriptive and prescriptive character and are the basis of several problem
analysisand problem solving methods of TRIZ methodology.

°|: Idealty of a system Fn: functioning (or number of functions) of a systelh; mass of the systenG:
consumption of the systeri; energy capacity of the system; degree of ideality a system has obtained;
Fu: useful functions a system perfornfd): harmful side effects of a system and its functionkg;costs of

a system and its functioning
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2.5.3.3.2 Methods for the Mapping between Domains or Design Phases

Besides descriptions of good design products and depending on the underlying design theory, there
exist several methods which shall help the designer to map between the different domains [Suh,
2001] or to go through the different design phases [Bahl, 2007]. Two of those methods shall

be briefly described in the following paragraphs.

2.5.3.3.2.1  Functional Analysis

The Functional Analysisaims at the identification of functions which a product has to perform in
order to satisfy the needs of the udeurther, it helps setting the system boundaries. Thus, this
method can be located at the early phases of the design process. Cross [2008] divides the
application into the following five steps:

1. The overall function of the future design product is expresse@rms of inputs and
outputs. The description should be broad and the system boundaries, which are to some
extent modeled by the limits of a black box, should be wide.

2. The external functions which the product has to perform are broken down into internal
subfunctions. The resulting stflinctions are noted inside the black box drawn in Step 1.

3. The previously identified sufunctions inside the black box are linked following a cause
effect logic. If necessary, the sfimctions are further detailed.

4. Concree system boundaries are drawn, which define the functional limits of the designed
system. There can be different boundaries for different solution types.

5. The last step, according to Cross, consists in the search for appropriate components which
can perfornthe subfunctions. However, no concrete description is given for this step.

2.5.3.3.2.2  Quality Function Deployment

Quality Function DeploymerQFD) is an extensively applied method whose primary purpose is to
improve the quality of a designed systenmirthe perspective of the customer [Prasad, 1997]. The
method is mainly applied to translafeistomer Requirement€R9 [Prasad, 1997; Cross, 2008]

or Customer Attributes in Axiomatic Design termasnto Key Product Characterigts (KPC9
[Prasad, 1997]or Engineering Characteristics[Cross, 2008] + which have no direct
correspondence in Axiomatic Design. However, its principles and notations can also be used at
other stages of the design process like e.g. the identificati®moofess CharacteristicfPrasad,

1997], i.e. Process Variables in Axiomatic Design terms. The extensions of the method, which are
not described here, also allow the evaluation of an existing system in terms of quality against
alternative systems like e.g. benchmark solutions.

The cae concept of QFD is thidouse of QualitfHoQ), which allows the notation of the different
SDUDPHWHU VHWYVY )RXU DUHDV RU -dibgh&idhd fnatides RobufdHtReW R U V

core of this notation schenrléigureBO ;

X The first vector represents a list of variables (V1) the satisfaction of which is the goal of
the design process. Depending on the design stage, these can be e.g. Customer
Requirements.

X The second vector features a list of variables (V2) which represent a certain set of
characteristics of the product or the manufacturing process. Examples for those variables
are Key Product Characteristics.

X The first matrix which is calledCorrelation Matrix (CM) allows the designer to map
between the elements of the two vectors. l.e., the designer documents in qualitative and
quantitative terms which of the elements of V2 influence the elements of V1.
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X The second matrix is the triangul@ensitivity Matrix(SM). It serves for the indication of
the influence which the elements of V2 exert on each other. By filling in this area of the
HoQ, the designer can detect traafes which are linked to the change of product or
process characteristics.

Figure 30: Basic elements of the House of Quality [Prasad, 1997; Cross, 2008]; The circles and triangles of
different colors indicate positive or negative correlations between the different parameters.

2.5.3.3.3 Problem Solving Methods oTRIZ and Derivatives

The methods of TRIZ and its derivatives (SIT, ASIT/USIT), are currently assigned to different
phases of the problem solving model described in Paragraph 2.5.2.2.8. Thus it can be distinguished
between methods and tools for problemirdgdn, for problem analysis or problem modeling and
models and heuristics for problem solving. In the following paragraphs, some examples for the
former two types, problem definition and problem modeling tools, will be described. For further
and more detiled information, the work of Savranksy [2000] can be advised.

2.5.3.3.3.1  Similarities and differences between the Methods

On the one hand, TRIZ and its derivatives are similar in respect to a set of underlying principles,
like the notion of ideality othe strategy to foster analogy by abstraction or dialectical principles.
On the other hand, there exist some gqualitative as well as quantitative differences. Whereas for
example the concept d@ontradictionsis used in TRIZ to introduce dialectical reasoning (cf.
Paragraphs 2.3.4.3.2 and 2.4.2.2.2), it is replaced by a concept@a#éthtive Changen TRIZ
derivatives without changing the underlying problem modeling principle. Other differences
concenttH GHJUHH RI GHWDLO WR ZKLFK SUREOHPYVY DUH DQDO\]JHG
during the application of the methodology. Whereas TRIZ is considered to prescribe the problem
solving process in a very detailed and somewhat strict way by suggesgngaetailedAlgorithm

for Solving Inventive Problems(ARIZ Russian acronym for :e]lhjblf j _r_gby
bah[j_1Z1_evwakatmdmglish: Algorithm for Inventive Problem Solving) [Altshuller, 1989,
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1999], the methods suggested by SIT, ASIT and USIT are lessatd less detailed [Sickafus,
1997] but also contain less domapecific knowledge [Horowitz, 1999].

2.5.3.3.3.2  Typology of Methods and Tools of TRIZ and Derivatives

Over time, a large set of TRIZ tools have been developed. Similarly, the developeeshotls

like SIT, ASIT and USIT have introduced several new metfodble 18 gives an overview of

these concepts, categorizes them into problemmitiefi, problem analysis as well as problem
modeling tools and indicates those methods serving a similar purpose. It shall be mentioned that
most of the presented problem analysis models are closely related to specific problem solving
heuristics. The latte however, will be described in a subsequent chapter. Four methods of TRIZ
and, in three cases, corresponding methods of USIT are presented in more detail in the following.

Table 18 Mapping of TRIZ and USIT methods (based on [Savransky, 2000] and [Nakagawet al, 2003]); USIT
has been chosen for this comparison because it contains the methods of SIT and ASIT.

2.5.3.3.3.3  Multi-Screen Approach

The Multi-Screen Toolcombines the TRIZ axiom of technological development according to
Evolution Laws with a systemic thinking approa@higure 31) When facing a problem solving

task related to a technical system, the problem solver is asked to consider not only thestarget s

but also to take into account the direct and indirect environnSemef System(sas well as the
components ub System(s)of the system under investigation. Further, the problem solver is
required to analyze the historical development at therdifit systemic levels as well as factors
which are responsible for this ddgpment. The number of both systemic dadhporal levels
depends on the problem at hand. The next step consists in an extrapolation of the development of
the different superand sib systems from past and present into the future. Once, this is done, the
SUREOHP VROYHU FDQ WR D FHUWDLQ H[WHQW SUHGLFW ZKD
like in order to optimize performance under future conditions, like resourcespmars
requirements, trends and so on. As the Mbitiieen Approach allows the identification of specific
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problems in complex and 4{#itructured socktechnological problem settings, it is considered a
problem definition tool in this work [Savranksy, 2000].

Figure 31: Schema of Multi-Screen Tool; horizontal arrows: evolution on different systemic levels; vertical
arrows: mutual influence between systemic levels

2.5.3.3.3.4  Contradiction Models

Once the technical problem is identified, the TRIZ methodology suggests an analysis of the
problem using the concept of contradiction. According to this model every technological problem
can be described as the need to satisfy two a priori conflictingeetgnts. A requirement conflict

can be due to two phenomena. In the first case, the problem solver wants to improve one
Evaluation Parameterof a system or object but the improvement wvadll priori cause the
deterioration of a secon&valuation ParameteffCavallucci and Khomenko, 200{ited in
[Baldussu et al, 2011]]). The situation is called arechnical or Pair [Savranksy, 2000]
Contradiction In the second scenario, the problem arises from the requirement that either the
system or one of its elements must accept two a priori opposed states in termsCaintoé
ParameterfCavallucci and Khomenko, 20(Zited in [Baldusswet al, 2011]]. This case is named
Physicalor Point[Savransky, 2000 ontradiction[Figure32schematically explains the two types

of contradictions.

In USIT, the conept of contradiction is replaced Qualitative Change Graphshich draw a link
between system parameters and the functional performance of system elements [Sickafus, 1997].
The drawing of several Qualitative Change Graphs for one system can also lehd to t
identification of contradictions.
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Figure 32: Schematic representation of Technical/Pair and Physical/Point Contradictions [after Cavallucci and
Khomenko, 2007(cited in [Cavallucci and Rousselot, 20113nd Baldussuet al,, 2011)

2.5.3.3.3.5  Detailed Analysis of Object Interactions by-Bield Analysis

The SField (Substancd-ield) Analysisis considered to allow the most elementary and thus most
detailed analysis and modeling of problems in TRIZ methodology. UsingfielEModel, every
technical problem can be described as elements, so &aiteiancewhich are modified or sought

to bemadified by either other SubstancesFields The latter term is somewhat misleading in so

far as it also describes for example mechanical forces or heat flows. Following this model, a
problem can be described as deficient, i.e. harmful, insufficieeixoessive interactions among
Substances or between Fields and Substances. Further, TRIZ methodology proposes to classify the
problem representations generated by this means according to criteria such as the type of deficient
LQWHUDFWLRQ RUVWRH WKRIP &QHMIBIHRRIMHEG aridSeljuzki 1983;
Altshuller, 1996]Figure33|exemplifies the notation used irFSeld Analysis.

USIT methodology provides a comparable tool for problem analysis withCtbged World
Approach The differences between those two concepts concern the information context of the
established models as well as subsequent approaches for problem solwngsefiuent chapters).
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Figure 33: Example of SField modeling a harmful interaction between two Substances (8nd S) as well as an
insufficient interaction between a Field and a Substance (Rnd S))

2.5.3.3.3.6  Methods forAnalogical Problem Solving

In TRIZ and its derivatives, there exists a set of methods which share two common purposes. The
first goal is to facilitate solution generation by analogy (cf. Paragraph 2.4.4.2). The second purpose
is to draw a link between theitial problem settingtthe problem statetand the desired goatthe

solution state (cf. Paragraph 2.5.2.1.1). Methods like NMuwel with Miniature Dwarves
[Altshuller, 1996] of TRIZ methodology or thilagic Particles Approactof USIT [Sickafus,

1997] which can all be classifiefigent Method§Savransky, 2000], are proposed in order to meet
these requirements. The suggested procedure of the Magic Particles approach, which is quite
similar to the other variants, reads as follows [Sickafus, 1997; Sey,a2000] FigureBﬂ:

1. At first, the problem solver is required to draw a sketch of the initial problem situation (a),
of the desired goal situation (c) and, if possible, of intermediate situations (b).

2. The secod step consists in a comparison of the established sketches and in the insertion of
W KMégie Particles] LQ WKRVH DUHDV RI WKH VNHWFKHV D DQG
the sketch of the desired solution (c).

3. At step three, the problem solver iiyenotes theldeal Resultwhich the Magic Particles
shall cause in order to transform the problem state into the desired state. That statement
builds the top of a so called AND/OR tree. On the next levels of this tree diagram, a list of
Particle Actionswhich are necessary for the realization of the Ideal Result, is established.
Depending on whether a combination of actions is necessary or whether specific actions
represent alternatives to each other, they are linked with AND respectively OR
conjunctionsThen, the problem solver is required to think about specific properties which
are necessary for the Particles in order to perform the previously identified actions. These
properties are noted, again with AND or OR conjunctions on the bottom line of¢he tr

4. Finally, the set of requiredParticle Propertiescan be used in order to carry out an
objective search for specific technologies, items or combinations thereof which can be
applied in order to solve the initial problem.
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Figure 34: Procedure of the Magic Particles Approach [Sickafus, 1997]

2534 Methods in Science

Design research and industrial companies have developed a plethora of design problem solving
methods which can be applied throughout different design disciplinéswhich are widely
H[SODLQHG E\ OLWHUDWXUH +RZHYHU WR WKH EHVW RI WKH
literature explicitly describing specific problem solving methods for natural science. For that, at
least two reasons can be identified.

First, scientists learn about scientific methods and how to apply them during research projects. As
they develop a rather close relationship to their teachers, i.e. senior scientific researchers, many of
WKH PHWKRGV DUH WDFLWO\ [eRipirkdl findieg thaXeFigH perceragé/ o> @
the most performing scientific researchers had had a very performing scientific researcher as Ph.D.
supervisor supports this argument.

A second reason for the lack of documentation of scientific methods i#fibelty to distinguish

them from heuristics used in science. It is for example difficult to draw a clear cut line between the
Weak Methods [e.g. Klahr, 2000] which are supposed to be widely used in science and which are
described in the following paragra, and the heuristics which are suggested by Lenat [1978] and
which will be described in Chapter 2.5.4.

In the following paragraph, a list of methods which are widely applied in science is given.
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2.5.3.4.1 T tfei £-S'te

Simonet al.[e.g. Simonet al, 1981] distinguish betweeBtrongand Weak Method#in Science.

:KHUHDV 6WURQJ OHWKRGY DUH FRQVLGHUHG pPSRZHUIXO WHFK
VSHFLILF VWUXFWXUHY Rletlal,JI981H®RQ 51; Weak Methods lareRi€fined as

| SHIERY solving techniques of quite general application whose generality is assured by the fact
WKDW WKH\ GR QRW XVH RU UHTXLUH PXFK SULRU NQRZOHGJH F
5).

Five major weak methods are distinguished [Langltegl, 1987; Klahr, 2000]:

X Generate and Test 7KH PHWKRG FRUUHVSRQGYV WR ZKDW LV FXUUH
HUURUY DQG FRQVLVWY LQ WKH DSSOLFDWLRQ RI D VROXW
given problem setting and testing if the operation héi¢dehe desired goal state.

x Hill Climbing: The problem solver first applies different operators in parallel to the initial
problem state. Then he or she compares the different products of the transformation
process in terms of similarity to the desiredhlgstate. The product featuring the highest
similarity is then taken as starting point for a subsequent iteration.

X MeansEnds AnalysisThe first step of this method is the analysis of current problem state
and goal state in order to identify a set ofatiénces between them. Then, operators for the
reduction of those differences are searched and applied until the goal state is achieved. In
some cases, the application of an operator requires a specific intermediate state. In this
case, a suproblem can b formulated in order to achieve that specific-gobl by another
operator.

x Planning This method consists in five steps. First, the initial problem space is transformed
into an abstract one by suppression of certain details of the problem state aableavalil
operators. Second, the specific initial problem setting is translated into this abstract
problem space. The third step consists in the resolution of the abstract problem (by using
weak methods or by other means). The by this means generated alodtitaan & then
used in order to provide a pattern for resolving the initial problem. Finally, the original
specific problem is solved by battanslation of the abstract plan into specific terms and
plan execution.

X Analogy This method refers to analogicaroblem solving, which is explained in
Paragraph 2.4.4.2.

As stated earlier, many of the methods described in this chapter are closely linked or point to
heuristics or problem solving operators. Some examples for those will be given in the following
chaper.

254 Heuristics

As mentioned in Paragraph 2.5.1.2, heuristics are defined as principles or tactics which are selected
on the basis of experience or judgment and which have a certain probability to yield a reasonable
solution after relatively short searfewell and Simon, 1972; Silver, 2004]. It is important to state
WKDW LQ WKH YDVW PDMRULW\ RI FDVHV HYHQ LI KHXULVWLFYV
ZLWKRXW H[WUDRU G LeDd,U98H plL R3), Widre3s Mp@uabaHtee thahppropriate

result will be obtained using this type of solution operator.

Feigenbaum [1977] postulates an inverted relationship between the generality of a heuristic, i.e. its
applicability on problems of different domains, and its power, i.e. its priitgabiyield reasonable

results. According to that theory, which obtains support by case studies with computer programs
(cf. Paragraph 2.4.5.1), experts are better problem solvers in their domain because they use more
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appropriate problem solving heurigtiddowever, contrary to the more general ones, the specialized
heuristics are difficult to apply successfully in other dom§fiigufe35).

Figure 35: Inverted relationship between generality and power of heuristics [after Lenat, 197@ased on
Feigenbaum, 1977)

According to Bianchiet al. [2009] there exist two types of heuristicsonstructive algorithms

which are considered heuristics in this context, lmcdl search algorithmsWhereas the former
generate an overall solution by joining components or partial solutions, the latter modify pre
existing solution states of a problem in order to find improved solutions.

As mentioned before, the distinction between methods and heuristics is not always clear. Further
complicating matters, some methodologies such as TRIZ and USIT suggest the apptitatio
problem solving heuristics following certain problem modeling methods. In the following
paragraphs, some examples of different generic and domain specific heuristics shall be given.

2541 General Heuristics

First of all, even though they have befmmulated from the modeling of scientific problem
solving, the Weak Methods introduced in Paragraph 2.5.3.3.1, can be considered general heuristics.
Other examples of very general (and thus not very powerful) heuristics are given by Lenat [1987]
(Table 19.

For the search of insight problems, Kaplan and Simon [1990] experimentally show that the use of
the heuristic principle to pay attention to invariant features of the problem situation can often lead
to a considerable reduction of the search space asddlguicker insights.

A good overview of classes of general heuristics is given by Silver [2004], who identifies seven
types of heuristics and discusses certain instgfieasg20).

Finally, it shall be mentioned that elements of certain idea spurring checklists like SCAMPER (cf.
Paragraph 2.5.3.2.2) can be considered heuristic strategies for solution generation.
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Table 19: Instances of general heuristics [Lenat, 1978]

No. Heuristic
1 03 LV RIWHQ WUXH WU\ WR ILQG RXW H[DFWO\ ZKH
2 If you must do some new, complicated task, try to arrange things so that the tools, su
etc. are veryamiliar.
3 Look at the extreme cases of the known relationships.
4 Ignore minor details until a basic plan is formed.

Table 20: Overview of Heuristic classes [Silver, 2004]

Heuristic class Explanation
Randomly generatesblutions | Cf. Generate and Test (Paragraph 2.5.3.3.1)
Problem Decomposition or partition of a complex problem into sub probl

decomposition/partitioning | which are presumably easier to solve; cf. also Mé&msAnalysis

(Paragraph 2.5.3.3.1)

Inductiveheuristics Generalization from a simpler or more narrow version of

problem or from a closely related problem OR Analogical Prob

solving (Pragraph 2.5.3.3.1)

Heuristics for solution space | Reduction of the space of possible solution e.ginthpduction of
reduction extra constraints or by considering only solutions which sa

specific properties; [cf. also Kaplan and Simon, 1990]

Approximation methods Manipulation of established (mathematical) model

Constructive methods Cf. constructive algoritms (Paragraph 2.5.4)
Local improvement Cf. local search algorithms (Paragraph 2.5.4)
2.54.2 Heuristics in Design

Heuristics have been the subject of extensive analyses in design research. The identification of
design heuristics are the result of either empirical analysis (e.g. in the case of TRIZ [e.g. Altshuller
and Seljuzki, 1983; Altshuller, 1996]), analyses diolatory experiments [e.g. Daét al, 2012]

or deduction from design theory [Suh, 1998]. Table 21 gives @&xloaustive overview of existing

sets of heuristics for problem solving in design, their nature and, if applicable, the methodological
frameworkin which they are supposed to be primarily used. Some of the mentioned heuristics are
briefly introduced in the following paragraphs.
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Table 21: Examples of sets of heuristics for technological and design problem solving

Se.t O.f Nature of heuristics Methodological framework References
Heuristics
Supposed to be primarily used
Inventive Induction from empirical after identification of
Principles analysis Technical/Pair Contradictions €.g. Altshuller, 2004
(TRIZ)
Supposed to be primarily used
Separation Induction from empirical after identification of
Principles analysis Physical/Point Contradictions e.g. Savranksy, 2000
(TRIZ)
Standard Induction from empirical Supposed FO be prlmarlly used e.g. Altshuller and
Solutions analysis after establishment of Skield Seljuzki, 1983
Y Models (TRIZ) Juz,
Supposed to be primarily used
Solution Induction form empirical after establishment of problem Horowitz, 1999;
Operators analysis structure (SIT) or Closed World Sickafus, 1997
Model (USIT)
Deglgh Aggregation frgm - Daly et al., 2012
Heuristics laboratory experiment
AD Corollaries Deductlorlm from design D(larlved. from gxnoms of Suh, 1998
axioms Axiomatic Design theory

25421 Separation Principles

The Separation Principles are used in TRIZ methodology in order to solve problems which have
been modeled using Physical or Point Contradictions (cf. Paragraph 2.5.3.1.3.4). Savranksy [2000]
for example gives a list of eleven such heuristics, which cappked once the characteristics and
conditions of the Contradiction to overcome have been ident[ledl¢ 22). The Separation
Principles are propodedepending on the nature of Physical Contradiction to overcome. Whereas
for example the first heuristic is supposed to be used in order to solve problems due to
requirements of simultaneous opposite parameter states, the second principle is sougbt to solv
problems which require opposite parameter states at the same spot.

Table 22: Separation Principles as heuristics for problem solving in TRIZ

No. Separation Principle
1 | Separation of contradicting properties in space
2 | Separatiorof contradicting properties in time
3 | Joining of homogeneous and heterogeneous elements or systems at higher systemic levels|
4 Change from an element with a given property into an element with the opposed property ot

combination of elements witbpposed properties

5 Use of aggregation of elements with a property whereas the composing elements feature th
opposed property

6 | Transition into a solution working at mictevel / use of physical effects

7 | Use of changes of phase states of sygtarts or system environment
8

9

Use of easily reversible changes of phase states as a function of working conditions
Use of byeffects of changes of phase states

10 | Use of multiphase materials

11 | Use of physical/chemical alteration of materials
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2.5.4.2.2 Standard Solutions

Standard Solutions are suggested in TRIZ methodology in order to provide support for the solving

of problems which have been modeled byi€8ld Models (cf. Paragraph 2.5.3.1.3.5). These
problem solving heuristics are categorized in groups in order to ¢hedproblem solver in the
selection of a specific heuristic (e.g. Salamatov, 2dGfle 23). The groups contain subsets of

solution principles whickare considered to be used for certain types of problem models (e.g. Class
2: Evolution of SField Model Systems) or for certain types of specific problems (Class 4:
Measurement and Detection Standards). Several authors [e.g. Savranksy 2000, De Catvalho an
Tessari, 2011] have identified correspondences between some TRIZ heuristics like Inventive
Principles, Separation Principles and Standard Solutions.

Table 23: Classes and groups of Standard Solutions [Salamatov, 2005]

Standard Solution Class

Standard Solution Group

Class 1: Composition and decompositioj Group 11:

Synthesis of SFMS

of S-Field Model Systems (SFMS) Group 12: Decomposition of SFMS
Group 21: Transition to complex SFMS
) . Group 22: Evolution of SFM
Class 2: Evolution of SFMS Group 23: Evolution by coordinating rhythms
Group 24: Complexforced SFMS (FSFMS)
Class 3: Transitions to supersystem and| Group 31: Transitions to bisystem and polysystem
microlevel Group 32: Transition to microlevel
Group 41: Change instead of measurement and detection
Class 4Measurement and detection Group 42: Synthesis of measurement system
standards Group 43: Improvement of measurement systems
Group 44: Transition of ferromagnetic measurement systems
Group4-5: Evolution of measurement systems
Group 51: Introduction of substances under restricted conditio,
Group 52: Introduction of fields under restricted conditions
Class 5: Helpers Group 53: Use of phase transitions

Group 54:

Use of physicagffects

Group 55:

Obtaining substance particles

25423 AD Corollaries

A set of corollarie¥ is suggested by Suh [1998] based on the work of Strogatz [1994]. Those
concepts are derived from the Axiomatic Design Axioms (cf. Paragraph 2.5.3.1.1.1) and are

VXSSRVHG WR KHOS LQ WKH GHVLJQ SURFHVYV 7DEOH,

which are considered heuristics in this report.

9Suh [1998] refersW R F R U R @hfarride[4] derived from axioms or propositions that follow from
D[LRPV RU RWKHU SURSRVLWhHrR®Y WKDW KDYH EHHQ SURYHQY
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Table 24: Heuristics derived from axioms of Axiomatic Design Theory [Suh, 1998]

No. Title Description

Decoupling or separation of parts or aspef solution if
FRs are coupled or become interdependent

2 Minimization of FRs Minimization of the number of FRs and constraints
Integration of design parameters into a single (physical)

1 Decoupling of coupled designs

3 Integration of physical parts . ; e
grati physicalp part if FRs can thus badependently satisfied
4 Use of standardization Use of standard f)r interchangeable parts if consistent w
FRs and constraints
5 Use of symmetry Use of symmetrical shapes and/or components if consis

with FRs and constraints
6 Largest tolerance Specification of FRs using the largest possible tolerance
Reduction of required information by design of uncouplg
instead of decoupled system

7 Uncoupled design with less informatio

2.5.4.3 Heuristics in Science
Also in scientific activity several hetVWLFVY KDYH EHHQ LGHQWLILHG 6RPH RI
WKXPET >/HQDW S @ KDYH EHHQ GRFXPHQWHeE IROORZ

al., 1989], others are derivatives of more general search heuristics (cf. Chapter 2.5.4.1) and are
applied in computer programs which perform scientific tasks [Lenat, 1978].

Klahr et al. [1989], having analyzed strategies which help test subjects designing experiments
which effectively constrain the search space (Experiment Space; Paragraph 2.5d26t#y,

several heuristics. Those are briefly describ§Bable25]

Table 25: Heuristics used in science in order to conduct experiments efficiently [Klahet al,, 1989]

No. Title Description

'"HVLJQ RI H[SHULPHQWYV ZKLFK S

allowing to remember what happened and to compare

resultswith predictions; design of experiments in order

obtain easily observable results

'"HVLJQ RI H[SHULPHQWYV ZKLFK S

'"HVLJQ H[SHULPHQWYV JL| order to identify what specific steps are repeated an in

results whatorder they are repeated, thus reducing the

experiment space and maximizing observability

Design of experiments which, compared to the previoy

3 Focus on one dimension of an hypothes| one, change only one aspect, thus changing only one

aspect of one hypthesis

Change of goal of the experiment when surprising res

occurs, e.g. induction of new hypotheses

Design of experiments to demonstrate key festaf

Usea priori strength of an hypothesis to| hypotheses if the latter are highly likely; set up of
choose experimental strategy experiments discriminating between rival hypotheses i

the latter have low a priori strength

1 Maintain observability

4 Exploit surprising results

Lenat [1978] proposes a list of heuristics which have been proven successful in specific scientific
domains and mathematics. The heuristics and the corresponding domains are given in Table 26.
Lenat highlights, that the heuristics (a) and (b) of the more specific domains are only
specializations of more general heuristics and correspond in fact tonémlgeleuristics 1 and 2

of Table 19.
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Table 26: Heuristics used in science and mathematics [Lenat, 1978]

No. Domain Description
1 Execution of very easy tests of theories even if the |ptestict results strongly
Science or | Maintain correlation between importance of steps (e.g. proofs, experiments

2 mathematics | the stringency of their verification

3 in general | Design of experiments in order to assure relevance also of negative results

« «
5(@) . Study ofpresence of mechanisms across species

Biology - - - - -

6 (b) Choice of species for experiments about which much is already known

2 If Bt H#HaH#\ $&J@ ? $verification if in factB&# H# H& H# \

. # Else search for subset S of A for whi@& H5H& H5\ 54
Mathematics - -
8 If a set S has only a few elements, S is no longer of interest. But one shou

investigate why S is so small.
9 (a) Study of presence of gene control signals across species
Use of E. Coli for experimentsecause much is known about its genetics ang

10 () Molecular many of its plasmids are characterized and available
11 genetics Use of plasmids and lysogenic viruses for DNA introduction between strain
bacteria
12 Check for host gene modification by reintroduction into donor
2.5.5 Summary of General and Domain Specific Theory,

Methods and Heuristics
In the Chapters 2.5.2 to 2.5.4, a brief overview of theory, methods and heuristics in creative
problem solving in general as well as in the specific domains of enginekraign and science
was given. The aim was to distinguish between these concepts even though they are often mixed in
literature and in practice.
In the following chapter, an overview of theoretical and methodological approaches which are of
importance fornterdisciplinary knowledge and technology transfer is given.

2.5.6 Approaches for Knowledge and Technology Transfer

The present chapter discusses theoretical and methodological aspects which are considered to be of
interest for interdisciplinary knowledgand technology transfer in design. The highlighted
approaches (e.g. the FBS model), however, do not necessarily have the initial purpose of
facilitating multidisciplinary problem solving processes.

First of all, the theory and problems of interdisciplinaystems and methodology for the design of

the latter are discussed. It follows a brief introduction of models for the systematization and
structuring of knowledge, i.e. ontologies. The chapter concludes with a brief overview of methods
for the search foand the integration of potential technologies.

2.5.6.1 Theory and Problems of Multidisciplinary Problem Solving in System

Design
Modern product and service systems become increasingly complex and integrate knowledge and
technologies from more and more distinct disciplines [Tomiyama, 2006; Qeteshi2013]. The
need to integrate expertise from different engineering aneengimeering disciplines arises from
trends like system miniaturization, increased quality requirements, higher product or service
functionality, and product life cycle issues like erfdife treatment [Tomiyama, 2006].
Conventional togdlown design processesedominantly divide the design task into smaller, often
monodisciplinary tasks. As a consequence, strong relationships between théssksutue to
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physical laws which affect several disciplinary domains are not taken into account by current
processes [Tmiyama, 2006; Erdeet al, 2008]. A need for basic mutual understanding of the
concepts of other involved disciplines arises especially when the integration of a technology causes
tradeoff problems related to e.g. efficiency or costs [Batzias and Smnt@012]. However,
several investigations [Tomiyana al, 2009; Gericke and Blessing, 2011; Chudtial, 2013]

reveal that interdisciplinary collaboration in design starts to be discussed only recently in the
literature.

One theoretical approach inighrespect comes from Tomiyama [2003], who, in order to deal with
the above mentioned problems, models &ated Knowledge Deploymergrocess on a meta

level. According to the model, in order to effectively deploy knowledge for knowliedeesive
desigrs, it has to be systemized, structured and, finally, integrated.

Knowledge systematization means creation, modeling and representation of (domain) knowledge in
terms of axioms, facts, theorems and inference rules in order to allow reasoning. The result of
knowledge systematization is a collection of still independent theories. In order to model the
abovementioned relationships between domain theories, knowledge has to be structured.
According to Tomiyama [2003, 2006], four types of relationships betwesrids exist: On the

one hand, the axioms of the two theories can be irrelevant for each other but the theories share
common (physical) entities (1) or (abstract) concepts (2). On the other hand, the axioms of the
theories can be of mutual relevance (3xrentire theory may be a sub entity of another one (4).

The last stop of Knowledge Deployment, Knowledge integration, is a process atAfdaabtion

for Integration[Tomiyama, 2003; Tomiyamet al, 2003] plays a major role. A twstep algorithm

is propsed for the integration of multiple theories. First, structurally or ontologically relevant
theories are identified by analogy (analogical abduction [cf. Tomiyetnad, 2003]). The second

step consists in integrating several theories by seowmhelr abdction, which can be driven for
instance by extrapolation or unification of background knowledge [cf. Tomigama 2003].

The abovementioned Knowledge Deployment process points to several practical issues. The first
one concerns the question of howsystematize and structure knowledge. The second one relates
to the problem of how to search for appropriate knowledge and how to integrate it for effective
(design) problem solving. The conceptarftologyhas been proposed in order to give answers to
the former problem whereas several methods have been developed in order to tackle the latter
issue. In the following, ontologies as well as methods for the search and integration of knowledge
and technologies will be briefly introduced.

2.5.6.2 Ontologies

Theterm Ontology KDV LWV RULJLQV LQ SKLORVRSK\ >*UXEHU @
specification of a conceptualization that is expressible as a-levetiaviewpoint on a set of
SRVVLEOH GRPDLQ WKHRULHV >« @ YedonCubel V&3 @& Blarino, S
1997]. Ontologies are used to provide shared understanding of domains which can be
communicated between persons or persons and software. Ontologies usually describe classes of
things and taxonomies for those classes, relatimetween those things as well as axioms for those

» W

relations [Batrest al. @ %UHZVWHU DQG 2+DUD >eta@VEA WIBNLQJ

functional requirements of knowledge representations, describe five functions of ontologies, the
latter ofwhich mainly concerns the use of software:

X Ontologies are surrogates for actual objects and relations. The fidelity of an ontology
depends on what aspects of represented concepts are captured or omitted.
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X As a set of ontological commitments, ontologreflect decisions about what aspects of
represented concepts are left away, thus allowing the reduction of complex systems to their
most important features.

x Ontologies, by the way they are designed and how they model knowledge, provide insight
into reasomg processes of the author of the modeled system.

X Maybe most important for the purpose of this research, ontologies serve as mediums of
expression between human beings or between humans and machines.

x Finally, some specific ontologies, by the way they regné knowledge, allow to increase
the computational speed during information processing.

Ontologies which are of interest for this research originate from different domains, like design
theory or natural sciencg$able 27|presents some examples. Some of the mentioned ontologies
will be briefly described in the following paragraphs.

Table 27: Overview of ontologies originatirg from several domains

Ontology Purpose Application Authors Domain
Goel and
Functional modelin Chandrasekaran,
e.g.SBRModet | ' -rcionaimodeling . 1989 (SBF
in design science; Various i . .
FBSModel modeling of desian applications Model); Design science
rfcess g PP Gero, 1990;
P Umedaet al, 1990
(FBS-Model)**
Multilayered Knowledge . . Batzias and Industrial managemen
management/sharing  E.g. biosensors . . - .
structure ontology Siontorou, 2012 | /chemical engineering
R&D support
Knowledge
Situated management and £ cosciences Pike and Gahegan Geoaraph
Knowledge Model| discoverysupport in 9.9 2007 grapny
science
Knowledge Dieng-Kuntzet al Information/knowledge
AGENTCO management (domai - g ? 9
. 2001 management
independent)
Empirical Knowledge E.g.financial Information/knowledge
Knowledge management (domai 9. i Chen, 2010 9
. diagnosis management
Ontology independent)
25.6.2.1 Function-Behavior-Structure Model

The FunctiorBehaviorStructure (FBS) Model of Gero [1990] is one of many instances of
ontologies in design [see Erdenal, 2008 for an overview]. It describes the design process and its
outcomes, i.e. designs, in termsFkinctions(F), Behaviors(B,, By, Structures(S), andDesign
Descriptiong(D). The design process, as it is modeled by the FBS ontology, is partiakyedeipi
According to this model, the design process consists in the transformation of Functions into Design
Descriptions. This process occurs by occasional transformation of the required functions into
different propositions of Structures, i.e., the elements otleaign proposition and their
relationships, as well as by evaluation. The latter activity is a comparison between th&ctealof
Behaviors (Bs) of the proposed structures and the setEmpected Behavior¢B.) which are

1 Accordingto Goelet al.[2009], the FBSntology was independently developed by Gero and colleagues as
well as by Umeda and colleagues.
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sufficient for the required funicnal performance. It shall be mentioned that several design
methods (cf. e.g. Paragraph 2.5.3.1.3.6) and methods for technology search and integration (cf.
Chapter 2.5.6.3) rely on this or on similar ontologies.

Figure 36: Partial representation of the design process as modeled by FBS ontology [Gero, 1990]

2.5.6.2.2 Situated Knowledge Model

Pike and Gahegan [2007] propose the Situated Knowledge Model in order to support the discovery

and inference process in science. Thewdsl integrates two approaches to the problem of
NQRZOHGJH UHSUHVHQWDWGRQQTY KB RQWROGBURPIF® RSV HV
NQRZOHGJH UHSUHVHQWDWLRQ®XS 1D QG SHRAFHKUBINW HPI$S K PE R WHW
construction of knowledge frouiifferent situational perspectives.

The model allows the description of (the same) concepts having different structural relations and
describing different contexts of creation or usage (by metadata) depending on the (disciplinary)
situation in which the awepts are usddrigure 37)

Figure 37: Representation of knowledge according to Pike and Gahegan [2007]

2.5.6.3 Methods for Technology Search and Integration

Several methods exist for the search of knowledge and technologtee itontext of design
problem solving. Most of those methods make use of ontologies or at least taxonomies during the
search process.
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Verhaegeret al.[2011] distinguish four types of methods:

X Methods based on engineering knowledge: Methods usisgbased reasoning in the
engineering design domain

X Methods based on the analysis of a text corpus: Approaches which analyze relational
similarity of words in different corpuses of text

X Methods for bieinspired design: Methodological concepts soughtygiesnatically screen
documentation of biological organisms in order to find solutions to design problems

x Explicitly schemabased methods: TRIZ is given as the only example of this class of
methods.

It is not possible do make a clear distinction between those methods as e.g. some methods for bio
inspired design use TRIZ methodology for problem modeling and candidate solution finding [e.qg.
Vincent et al, 2005, 2006]. Nevertheless, that classificatiah be used here in order to briefly
introduce instances of established categories of methods.

2.5.6.3.1 Casebased Reasoning

Methods and software tools which work with the principleCaiseBased Reasonin¢CBR to

some degree imitate human reasoningtiier resolution of problems [Yang and Chen, 2012]. By
means of an ontology, the (design) problem is modeled in a way which allows the search and
retrieval of similar problems in a database. It is then tried to use the solution of the retrieved
problem or nodifications of the same in order to solve the initial problem [Cortes Reblek

2009].

Examples for CasBased Reasoning systems HRTIK [Goel and Chandresakaran, 1989; Goel,
1992] andIDEAL [Bhatta and Goel, 1996], which use SBF ontology (cf. @ra@.5.6.2) for
problem and solution modeling. One aspect distinguishing IDEAL from KRITIK is the use of
Generic Teleological Mechanisn&TM) [Goel, 1989(cited in (Bhatta and Goel, 1996Bhatta

and Goel, 1996]. Those represent a second abstractien dagr the SBF model and contain
knowledge about modifications which are necessary for the adaptation of a retrieved solution to the
original problem. One additional interesting approach against the background of CBR is the
concept ofAdaptationGuided Reieval (AGR, which has been proposed by Smyth and Keane
[1995] and is implemented in tHeéja Vusystem. Here, the retrieval process of solutions is not
primarily guided by the a priori similarity of the problems but by the effort necessary in order to
adapt the retrieved solution to the initial problem.

2.5.6.3.2 Methods and Tools for Systematic Text Analysis

There exist several approaches for search and retrieval of large text corpuses like the internet or
other agglomerations of texts like patent datas [e.g. EPO, 2014]. The key parameters by which

those approaches and tools can be distinguished are the accessed databases and the applied
algorithms.

Verhaegenet al. [2011] describe approaches like tiéordTree MethodLinsey, 2007], which
combines th search ofsynonymsantonyms hyponyms hypernyms meronyms holonymsand
troponym& in a database called WordNet [Miller, 1995] and creativity methods like Brainstorming

or Method 635 (cf. Chapter 2.5.3.1) in order to stimulate analogical problem solving and design
by-analogy. A very recent classification of approaches for text analgsisieveloped by Abbast

12 Miller [1995] gives the following definitions synonymy symmetric relation between word forms;
antonymy opposingname;hyponymy subname;hypernymy supername;meronymy partname;holonymy
whole-name;troponymy mannername (for verbs)
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al. [2014] who distinguish Natural Language Processing (NLPYyopertyFunction, Rule,
Semantic Analysis as well as Neural Network based approaches.

2.5.6.3.3 Methods for Bioinspired design

Methods and computer tools for teémulation of bieinspiration (cf. Paragraph 2.1.2.1) can be
distinguished into two classes. Approaches of the first class establish databases of biological
systems which can be accessed using specific algorithms [Viecaht2005, 2006; Biomimicry
Institute, 2012]. The second class contains approaches using semantic text analysis specialized on
text corpuses originating from biosciences [e.g. Chiu and Shu, 2005].

The approaches of the first class differ in terms of description of the retrieveddablmganisms.
Whereas the tool ASKNATURE [Biomimictinstitute, 2012] only provides examples of
organisms which perform specific functions, the database of Vireteat. [2005, 2006] was
designed in order to give further information, e.g. regardingsyfs¢emic level or the physical
environment in which the organism acts.

The method of Chiu and Shu [2005] was developed in order to overcome the problem of
incongruent vocabulary in the domains of biology and e.g. engineering through the identification of
so called bridge words. The term refers to key words which are used in both disciplines in order to
describe the same or similar concepts but which feature no lexical link to each other.

2.5.6.3.4 TRIZ-based Approaches

There exist multiple TRIzbased appradnes for the formulation of interdisciplinary problems, the

search and retrieval of candidate sources for solutions to these problems. As mentioned before, a
clear cut distinction between those approaches and e.g. those used for semantic text ar@lysis is n
possible as several approaches combine both TRIZ principles and semantic analysis. Two examples

for such a combination are Cavallucei al.fV > @ PHWKRG IRU WKH SRSXOD)
SUREOHP PRGHO DQG 'HZXOIfV > @ dval \of keBhGolddradd amiikiié VHD U F
modification of their properties in order to fit new applications.

The method proposed by Cavalluati al. [2011] aims at the creation of problem graphs which

integrate knowledge from several design disciplines in a paralkbeleps of automated patent

mining and human expert problem analysis. The aim of this method is to build a consensus on the
resulting problem representation which can be shared by all domain experts and which builds the
basis for subsequent TRIzased prol@dm solving.

Finally, the Directed VariationMethod and the software in which the method is implemented

[Dewulf, 2006] assign to a given technology a set of attributes like functions, properties and the
spectrum within which those properties are variablg. eBtablishing a similar set of required

attributes to a given problem situation and using semaased data mining, the method suggests
candidate solutions to given problems and vice versa. Moreover, the method provides the user with

a set of heuristice order to change the properties of the candidate solution in case an adaption to

the initial problem is necessary.

2.5.7 Concluding Remarks Concerning Methodology

Even though problem solvers in design and other domains can benefit from the use of
methodology, several authors have identified a lack of application of methods. Based on an
analysis of several studies, Geais al. [2008] state that a lot of methods aret mppropriately
implemented in industry. Furthermore, the applied methods are found to be inefficient, rigid and
not suitable to user requirements [Zanker, 1@9@d in [Geiset al, 2008]].
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As reasons for the somewhat deceptive acceptance and pEré@rof methods, several issues
have been identified [Jansch, 2Q@%ed in [Geiset al, 2008]]:

X The representation and documentation of methods is found to be too scientific and abstract
and seems to lack standardization.

X Teaching of methods often domet include appropriate exercises and information about
the selection and adaptation of methods with regard to specific tasks.

X Acceptance and usage problems are traced back to the fact that concrete advantages and
benefits of method application are oftest proven.

In order to deal with the above mentioned problems of missing method acceptancet &eis
[2008] suggest the following strategies:

X Methods should be simplified and made more goal oriented. Development of new methods
should focus on their afigation and on real user requirements.

X Methods should be more adaptable to-ttaglay tasks and availability of resources, like
team members, available time and expertise.

X The introduction of methods in companies should follow approaches of change
managerant.

x The training of methods should integrate different learning concepts, like lectures,
workshops, and seminars.

Support for some of the postulates of Geisal. and Jansch comes from Bender and Blessing

[2003] who have compared the performance of d@sigUV XVLQJ D pKLHUDUFKLFDO
HVWDEOLVKHG >G@HVLIJQ >P@HWKRGRORJ\T S DQG WKRVH ZK
The results of the experiment suggested that, even though hierarchicalooigjettd approaches

support certain refiement stages like embodiment design, opportunistic approaches lead to
superior design performance. Comparing opportunistic approaches to strictly-opleased

strategies, the performance difference is even higher. As a consequence, Bender and Blessing
suggest a somewhat prescriptive but flexible model of the design process which allows the
combination of systematic and opportunistic approaches and methods.

One *against the background of this research importaeixample for the above mentioned

problemsof method performance and method acceptance is TRIZ methodology. The methodology

is judged by industrial applicants to be effective [Gundlach and Ulbricht, 2006;eBiadlj 2012;

llevbare et al, 2013] and to lead to significant economic gains [Schauf2€08 (cited in

[Tomiyamaet al, 2009]]. However, in the cases in which designers and engineers did not apply

TRIZ methodology, this was due to the high effort which is necessary for method acquisition
[llevbareet al, 2013] and deployment [GundlachdaUlbricht, 2006].

2.5.8 Conclusion

Creative problem solving is essential for activities in design and science. Both design and science
feature distinguishing aspects and common activities in this regard. Literature and other
contributions to problem solving in general and in the domaindesfgn and science can be
divided into theories and methodologies or methods. The latter often feature problem solving
heuristics of some kind. Methodsin design, science or in generamostly rely on theoretical
aspects of problem solving like searclogesses in spaces of different levels of abstraction.
Explicit heuristics have been identified either by induction from empirical analyses or by deduction
from theoretical axioms. Even though multiple specific domain heuristics have been found to be
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specalized versions of their more general counterparts, the power of heuristics seems to be
negatively correlated to their general applicability.

The observed technology convergence in current R&D activities and the increasing importance of
overconstrained pduct designs cause problems which cannot be solved with existing
monodisciplinary domain theories and methods. Yet, research and methodological approaches
related to the facilitation of interdisciplinary problem solving are still rare. Existing approaches
focus on the modification of existing solutions in the same knowledge domains (CBR), automated
WH[W DQDO\VLY RU RQ VSHFLILF VRXUFH GRPDLQV OLNH ELROF
methodological approach for interdisciplinaty.e. design ad natural sciencetcreative problem

solving and technology integration exists. Such an approach which is capable of linking and
integrating methods and heuristics from the design and the natural science domains would probably
bear the potential to imprevmodern research and development procd&sgsre 3§ synthesizes
Subsection 2.4 in a schematic way.

Figure 38 Schematicrepresentation of problem solving theory-methodologies-methods and-heuristics in
science and design
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2.6

2.6.1

Summary of Literature Review

Summary and Conclusion of Literature Review

Table 28 to Table 38um up key factsproblemsand solutions which have been identified related

to interdisciplinary collaborative problem solving and the integration of natural science related

technologies on the globalinstitutionat, team, individual, and problem level of analysis.

Table 28 Summary of literature review on global level

2.1 Global Level

Facts Problems Solutions
Innovations can be described as ney
combinations of elements.
Combinations of distant knowledge
often have the highest innovative
impact.
The conditions of knowledge creatig
have changed towards higher
uncertainty, shorter collaboration
times, and the need to apply the
capabilities of institutions to new
markets and applications.
Natural, social and engineering FAECollaboration suffers from culturg
disciplines can be classfil according differences between science and
to cognitive as well as social aspect] industry partners.

Table 29: Summary of literature review on institutional level
2.2 Institutional Level
Facts Problems Solutions

In order to innovate, institutions mus
alter between processes of
(knowledge) exploration and
exploitation.

Exploration and exploitation are
related to different types of
conversion of tacit and explicit
knowledge.

Theapplication of existing
knowledge to new problems can lea
to radical innovation.

Knowledge/technology (K/T) transfe|
consists in K/T sharing and K/T
integration.

AEKnowledge integration is difficult
due to the need to bring together
several knowledge aas and due to
problems of technology adaptation f
a product.

FAECognitive routines create barriers
to the application of new knowledge
FAECadification of knowledge often
leads to excessive simplification ang
decontextualization.

FAELack of mutual understaing and
communication problems are
important barriers to knowledge
transfer.

A, QFUHDVLQJ DQ HQW
Capacity improves its capability to
identify, assimilate and apply new
knowledge BUT requires intensive
knowledge processing capabilities
andextensive interdisciplinary
knowledge bases.
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Table 30: Summary of literature review on team level

2.3 Team Level

Facts

Problems

Solutions

Crossfunctional teams can increase

DQ HQWLW\fV $EVRUS
thus help reducingroduct
development times.

AEFindings on team performance

compared to the performance of

individuals are mixed.
FAEDisciplinary diversity reduces

short term team effectiveness and

efficiency.

AReasons for that are:
fGroupthink

MMajority influence

fSharing ofonly commonly held
information

fincoherent interpretative schemes
fUnmanaged conflicts

AMethodological approaches like
modifications of Brainstorming and
conflict introduction/simulation can
overcome those problems.
AEShared mental models and
FAEConflict management can improv
group performance.

Table 31: Summary of literature review on individual level

2.4 Individual Level

Facts

Problems

Solutions

Some categories of creative produci
result from deletion of barrieend
constraints.

Scientific creativity can result from
theoretical reasoning or from
technological inventions.

Expertise and creativitgelated
reasoning (meta) strategies are
important conditions for creativity.

Domain expertise can be modeled a
ahuge number of chunks of structur
as well as of procedural knowledge.

Expertise knowledge leads to more
abstract problem representations,
which foster more systematic and
distant analogical problem solving.

AEDrawing distant analogies is
difficult evenfor experts.
FAEEXxpertise can interfere with
creative achievement.

AElInstructions for analogical
reasoning can help in problem
solving.

AEMetacognitive strategies help
overcoming cognitive limitations (e.g
limited memory capacity).

AThe parallel develapent of
opposite concepts and their
subsequent synthesis can lead to
creative products.

Creativity can be modeled as
generation of elementary (often
ambiguous or incongruent) concepts
and later transformation or synthesig
of these concepts.

Individual disciplinary background is
related to preferences in cognitive
styles as well as to employed proble
solving (metg)strategies.
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Table 32: Summary of literature review on problem level

2.5 Problem Level

Facts

Problems

Solutions

Design and science activities focus {
different but somewhat overlapping
goals.

Problem solving in design and
science can be described as search
solutions in different spaces.

Processes in design and science arg
characterized by the usemethods
and heuristics which areto some
extent tgeneric.

AEThere has been found a negative
relationship between the general
applicability and the power of
heuristics.

Technological systems become
increasingly complex and integrate
more and moreliverse domain
knowledge.

AEProblems of communication and
understanding hinder the design
process of technological systems.
FENO appropriate methodology exis
to solve this problem.

Methods shall be flexible and
adaptable to both user needs and th

problem to which they are applied.

AECurrent methods lack those
properties.
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2.6.2 Conclusion of Literature Review

From the literature review it can be seen that current economic and technological trends oblige
companies as well as research unitsalve problems of increasing int@nd transdisciplinarity in

order to apply their knowledge on new markets and applications. In addition, those institutions are
obliged to undertake current and future R&D projects respecting ever shorter timeframes.

Against that background, the findings that communication problems and a lack of mutual
understanding between scientific and industrial actors are among the predominant causes for failure
of knowledge and technology transfer activities, gain importance. Im twdkeal with issues like
excessive simplification and decontextualization of knowledge, R&D teams and their superordinate
entities must develop an increased absorptive capacity, for which a broad interdisciplinary
knowledge base is important. Most of theblems related to the integration of knowledge and
technology originating from distant knowledge domains cannot be solved in a remote way.
Therefore, facdéo-face problem solving sessions appear to be important aspects of current and
future R&D projectsespecially in New Product/Process Development.

However, even though scientific as much as design experts could take advantage from
complementary cognitive styles as well as from associated problem solving strategies and
heuristics, no operational methddgical framework exists to support that knowledge transfer.
Requirements for such methodological support are an improved ease of learning as well as
adaptability to both the requirements of the user and the problem to solve.
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3 Research Question and Hypotheses

The research presented in the present report investigates the question of how to improve an
RUJDQL]DWLRQYY FDSDFLW\ WR GHYHORS FUHDWLYH VROXWLR
put on the identification and integration of distant diimknowledge into product and process

design. Distant domain knowledge here explicitly refers to knowledge originating from natural
science based disciplines. The systemic frame of inquiry is the R & D team, i.e. a group of
individuals featuring a certaithegree of expertise in one discipline and the associated cognitive and
cultural characteristics.

To this effect, existing theories, methods and tools originating in the domains of psychology,
management and design have proved valuable to some extentYHdlwe WR WKH EHVW RI Wk
knowledge, there exists no research which explains how those concepts impact the search for and
integration of knowledge and technologies by interdisciplinary teams. teams composed of

designers and natural scientisti®ito product and process designs.

It shall be noted that the perimeter of this research is limited to aspects of creativity and
inventiveness thereby excluding other aspects which are also important for a creative solution to be
applied on the market anlkus to become an innovative solution.

3.1 Research Question

The research question of the present Ph.D. report, which was briefly introduced in Chapter 1 and
the relevance of which was proven in Subsection 2 of the present Ph.D. report, reads as follows:

How to support methodologically the search for and evaluation and
integration of knowledge and technologies originating from knowledge
intensive and natural scienoglated domains in producand process
design processes?

3.2 Choice of Methodologies/Met hods

3.2.1 Methodological Choice

In order to test the impact of different methodological approaches on interdisciplinary problem
solving and on the integration of knowledge and technologies from knowledge intensive and
natural scienceelated domains, Bmastorming and Mind Mapping as well as TRIZ and its
derivatives were selected.

The chosen approaches present to some extent the two extreme ends of the methodological
spectrum.

On the one hand, Brainstorming and Mind Mapping as germinal general creattitgds require

little effort from the user in order to become capable of applying them. Further, they can be seen as
techniques which foster opportunistic problem solving and design approaches.

Methods and axioms of TRIZ and its derivatives like USITthenother hand, can be classified as
history based analytical techniques. Here, the problem solvedagainst the background of this
researchxthe problem solving team is sought to follow a more hierarchical process. In the case of
TRIZ, that process énslates into problem analysis and modeling, generic solution generation and,
finally, implementation of the generic solutions to solve the initial problem. In addition, the
different methods and underlying axioms of TRIZ and its derivatives are consimereduire
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considerable learning effort and application training. Notwithstanding these drawbacks of
techniques of the TRIZ/USIT complex, four reasons for that methodological choice can be given:

x 7TKH VR FDOOHG pu:HDN OHWKRGVT ZKiddhK eved YhBugE HHQ IR X
implicitly, used in science (cf. Paragraph 2.5.3.3.1), except for one method, correspond
well to the problem solving process as well as to the axioms and methods provided by
TRIZ and USIT|Table33).

X The concepts of contradictions (TRIZ) and Qualitative Change Graphs (USIT) have the
same underlying dialectical principle as reasoning processes which have been found to be
important forindividual [Rothenberg, 1983; Simonton, 2004; cf. Paragraph 2.4.2.2.2;
Finke et al, 1992; cf. Rragraph 2.4.5.3] and group creativity [Schwenk, 1990; cf.
Paragraph 2.3.4.3.2].

X The TRIZ and USIT methods for analogical problem solving like e.g. the MRagitcles
Approach correspond to concepts which have been reported to be used in natural science
problem solving by e.g. Demokrit and Maxwell [Savranksy, 2000].

X Problem modeling tools and problem solving heuristics, especially of USIT, feature a
certain arbiguity [Sickafus, 1997], a concept which has been found to be an important
aspect of creative problem solving and Design Thinking [Plaginal, 2010].

Table 33: Weak methods of science and corresponding TRIZ/USIT axioms and concepts [after Schoed¢al,
2013b]

Weak methods in science Axioms and concepts of TRIZ/USIT
Generate and Test To be avoided according to TRIZ
TRIZ: STGOperator
USIT: Parameter Change
Detection of differences between current and goal state:
TRIZ: Ideal Final Result; Contradictions;FSeld Modeling; Model
with Miniature Dwarves
MeansEnds Analysis USIT: Magic Particles Approach
Operators:
TRIZ: Inventive Principles; &paration Principles; Inventive Standarg
USIT: Solution Operators
7KH SURFHVV RI WKH p30DQQLQJY OHWK
solving process of TRIZ and USIT.
Surface mappings:
TRIZ: Laws of Technical System Evolution
Relational mappings:
TRIZ: Contradictions; Law of System Completeness
Structural mappings:
TRIZ: Model with Miniature Dwarves

Hill Climbing

Planning

Analogy

3.2.2 Drawbacks of TRIZ and Derivatives

Even though methods and methodologies from TRIZ and its derivatives like USIT are @imong
most structured approaches for problem solving in technological domains, they feature some
considerable drawbacks with regard to knowledge and technology transfer.

x The problem solving process prescribed in TRIZ is characterized by the transformation of
specific problem into more generic problem models (1), the development of generic
solution models based on the analysis of those problem models (2), and finally the
transformation of those generic solution models into concrete and specific solutions (3)
The first two steps are well described in the literature and a considerable amount of
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methods and tools is provided in order to support the problem solver (cf. Chapter
2.5.3.1.3). For the third step, however, no methodological support could be idéntified
the literature review. That means, the integration of technologies which were previously
identified as potential solutionga task which has been identified as a major problem in
the literature (cf. Paragraphs 2.2.4.2.2 and 2.£i@mains an issutor problem solvers
and problem solving teams.
X The issue of technology integration is somewhat linked to a unilateral perspective on
problems. In TRIZ and related approaches, the problem solving process is focused on
o the #®ften single+problem solver
o theproblem setting with relative narrow boundaries and
o0 an zoftensingextLGHDO VROXWLRQ IURP WKH SUREOHP VROY
Those focuses, even though they favor the generation of highly inventive solutions,
interfere with the resolution of bilateral onultilateral problems. Yet, those problems
might arise from the need to integrate specific solutions or technologies into a given
problem setting.
Addressing those drawbacks of TRIZ and its derivatives in view of technology transfer and
technology integréon problems remains an important issue.

3.3 Hypotheses

In the previous chapters (cf. Chapters 2.6 and 3.2), a several problems related to the research
guestion have been identified. Those problems concern different phases of the NCD/NPPD process
and aranvestigated in the present dissertation by the testing of three hypotHgpetheses and

2 are of particular interest during the process of New Concept Development (NCD), i.e. the fuzzy
front end of New Product/Process Development proceblygmthess 3relates to the latest step in

NCD as well as to the more formalized NPPD process.

3.3.1 Hypothesis 1

The first hypothesis relates to the aspect of disciplinary and thus knowledge diversity in creative
problem solving and its impact on three paransgtéine problem solving process in general,
information processing during this process and, finally, its outcome in terms of creative products.
In the context of this research, the concept of multidisciplinarity refers to interactions between the
domains ofdesign and natural science. In this respect, the present research differs from other work
where interactions between different alibciplines within the domain of (engineering) design are
investigatedHypothesis 1which concerns the Idea Genedias well as the Idea Selection Phase

of the NCD process, reads as follows.

H1: Group diversity in terms of disciplinary and knowledge background has
impact on

Hla: the process of creative problem solving in knowledge and
technology intensive domains.

H1b: knowledge processing during this process.
H1lc: quantitative aspects of the creative products.
H1d: qualitative aspects of the creative products.
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3.3.2 Hypothesis 2

The second hypothesis concerns methodological aspects of creative problem solving in teams and
compares two different approaches for the facilitation of creative reasoning. Methods classified as
germinal general creativity methods, which can be appliedrdégss of the subject at hand, are
tested against rational history based methods originating from design theory. In accordance to the
previous hypothesisjypothesis &tates:

H2: The methodology applied during the group problem solving process has
impacton

H2a: the process of creative problem solving in knowledge and
technology intensive domains.

H2b: knowledge processing during this process.
H2c: quantitative aspects of the creative products.

H2d: qualitative aspects of the creative products.

3.3.3 Hypothesis 3

The third hypothesis relates to the drawbacks of the analytical approaches of the TRIZ complex
which have been identified in the Paragraphs 3.2.1 and 3.2.2. The value of methods and tools
stemming from TRIZ and its derivatives for the generatibimventive concepts to technological
problems has been proven empirically (cf. Paragraph 2.5.7). Those tools have also proven useful
for the identification of technologies which aaepriori suitable for solving a given problem.
However, for the importarproblem of the integration of a once identified technology into a given
technical and business application (cf. Paragraphs 2.2.4.2.2, 2.7.7 and 2.5.6.1) no significant
methodological support could be identified in the literature. In addition, espetRIE has been

found to require considerable effort to be learned and applied, a factor hindering more extensive
dissemination in industry. The third hypothesis suggests a possibility to address those drawbacks of
TRIZ and related methodology. It statestttiae integration of basic concepts of TRIZ into a meta
model designed to describe and prescribe the process of knowledge integration is possible. The
metamodel should

X be grounded on TRIZ axioms like Ideality and dialectical principles (cf. Paragraph
2.53.3.1.2)

x allow the application of different methods originating from TRIZ and other approaches
which are widely used in industry

X be essentially bilateral in nature, i.e., shall address technology integration problems from
the perspective of the applicatiéor which a technology shall provide a solution but also
from the perspective of the technology (bearer) itself.

Hence, Hypothesis 3 states:

H3: Axioms and methods from TRIZ and its derivatives can provide a useful
framework for the search for and a priicevaluation of knowledge

intensive technologies as well as for the integration of the latter in
order to solve industrial NPPD problems.
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3.4 Summary of Research Question and Hypotheses

The validation or rejection of those three hypotheses is consittesteed light on the question of

how industrial R&D processes in general and NCD and NPPD processes in particular can profit
from multidisciplinarity. Especially, the value of complementary sets of knowledge and
technologies, cognitive styles, problem sody strategies which are supposed to be found in the
different disciplinary domains, shall be testddyjpothesis 1 Further, two approaches which
represent two extremes of the methodological spectrum shall be compared with respect to possible
advantagesral drawbacks in the facilitation of the interdisciplinary procesklgpdthesis 2 A

third and final point of investigation is the possibility to extract central concepts of TRIZ and its
derivatives into a pragmatic metaodel which is sought to structutlee interdisciplinary process

of technology integration in order to solve given design problétypdthesis B

The hypotheses (¢Table34/for an owerview) will be tested in an experiment and an industrial
case study which will be outlined in Chapter 4.

Table 34: Overview of Hypotheses 1 to 3

TRIZ and derivatives are 0
value forthe search for as
Groun composition well as the evaluation and
fp S ISF WV « OHWKRGRORJ\ integration of knowledge
intensive technologies in
order to solve NPPD
problems.
«WKH FUHI
problem solving Hla H2a
process.
«NQR-ZOHG H1b H2b
processing.
«FUH.D\.NLYH Hic HoC
quantitatively.
«FUI-.lD.WLYH H1d H2d
qualitatively.
H3
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4 Hypotheses Testing

In the present chapter, the experiments which were performed in order to test the previously
formulated hypotheses are reported.

4.1 Overview

In the course of this Ph.D. work, two tests, in the following referred ©xpsrimentand Case

Study were performed. The tests differ along two criteria. The first criterion relates to the covered
NCD/NPPD process phases and the second pertains tepiéneental typologyRigure39).

The Experiment investigates several aspects of group processes lde@angGenesisand Idea
SelectionPhases of the NCD process in knowledge intensive domains under laboratory conditions.
The Case Study relates to the phdases selectiorand Concept and technology developmeht

NCD and NPPD processes in industry.

In this way, the present test set alfows to shed light on different crucial phases of industrial
R&D processes. The first investigatidixperimeny starts at thédea generatiophase of the NCD
framework, which is considered a crucial step of the generation of knowledge during newt produc
or process development. It finishes atittea selectiorphase, where previously produced concepts

are selected for further development. As those early process steps require comparably few
resources, a laboratory experiment with 60 participants cousegth@p, which yielded quantitative
results related tblypotheses And2. To some extent, thease Studwlso covers the phases idea
generation and idea selection while focusing on the phasenckpt and technology development

This last phase of the NICprocess cannot be easily distinguished from more formalized NPPD
processes and often requires considerable personal as well as financial resources. This is the main
reason why th&€ase Studywhich investigate$lypothesis 3was designed as an industriild

study.

Both tests are described in detail in the Chapters 4.2 and 4.3 of the present subsection.

Figure 39: Overview of the tests described in the present chapter
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4.2 Experiment

421 Introduction

As outlined in Subsection 3, the developed hypotheses relate to the impact of group composition
and the applied methodology on the creative problem solving process in knowledge intensive and
science related domains. The experimentation outlined in thigarthaas designed in order to test
Hypothesis land 2 under conditions which are as realistic as possible. The choice of the
experimental procedure, the problem to solve and the training of the participants take account of
this goal.

In the following chapdrs, first the experimental procedure will be described. Then, detailed
descriptions of the statistical analysis of the experimental output will be given. The results of that
analysis will be discussed against the investigated hypotheses and, whenegablappbainst
previous research. The subsection concludes by highlighting the limitations of the experiment.

4.2.2 Method

During the experiment, several teams were asked to solve a design problem stemming from a
knowledgeintensive natural science reldtédomain. Those teams were composed of individuals

with different academic and thus knowledge background and trained in different creative methods.

7KH SUREOHP VROYLQJ SURFHVV LWV RXWSXWV DV ZHOO DV WK
numberof aspects were documented and evaluated.

42.2.1 Procedure
In the following paragraphs, the experimental procedure, which includes the participants, their
methodological training, the task, etc., will be outlined.

42211 Participants

As one goal of the experiment consisted in investigating the impact of group composition in terms
of disciplinary and knowledge diversity, two sets of participants took part in the experiment. The
first group consisted of 45 graduate students fEwole deBiologie Industrielle The students of

that engineering school have followed undergraduate studies in the fields of biology,
biotechnology, pharmacology and medicine and therefore have an academic backgriifend in
scienceqLS). The second group of paipants was composed of graduate students fois et
Métiers ParisTechan engineering school specialized in mechanical and industrial engineering.
These participants have followed undergraduate as well as graduate classes in the field of
mechanical enigeering (ME). All 60 participants validated one part of their innovation classes in
exchange for their participation.

42212 Methodological Training

The participants were divided into two groups in order to compare the impact of rational analytical
design methodology and of germinal general creativity methods on the process of creative group
problem solving and its products. Half of the participan&w#h LS background and 7 with ME
background) obtained a 4.5 hour training in Brainstorming and Mindmapping, both being
instances ointuitive general creativity techniqud§$C). The other half of the participants (22 with

LS background and 8 with ME beground) obtained a 4.5 hour training in basic concepTd®RbZ

and itsderivativesasrational creativity method$TD). As the latter methods are considered to be
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complex and thus to require far more time in order to be understood and successfully(applied
Paragraph 2.5.7), a dedicated training had been designed.

The design of the training had to solve three problems. First, as previously mentioned, TRIZ and, to
a lesser extent, its derivatives like ASIT and USIT are considered to be complex corapahest t
creativity methods. Second, even though the methods share underlying principles, they differ with
respect to certain aspects, like e.g. process and problem modeling or problem solving heuristics (cf.
Paragraph 2.5.3.1.3.1). Third, as the audiencehe training featured significantly different
knowledge backgrounds, a problem arose with respect to the examples of method application.

The problem of the very short time frame of the training was tackled by the presenting the different
methods and toslof TRIZ and its derivatives according to an overall reasoning model similar to
the model presented in Paragraph 2.5.2[Bigufe 40). Further, arinstruction strategy based on
Anderson [1987] was applied in order to foster the successful acquisition of methodological
knowledge. Following that strategy, the introduction of each method was followed by the
presentation of examples and by short appboatasks the results of which were then discussed
and corrected.

Figure 40: Extract from the training in TRIZ and its derivatives presenting the model of the reasoning process (in
French) (cf. Paragraph 2.5.2.2.8)

In order to felp the participants to select from the wide rangetoften complementaryTRIZ

and USIT methods, the different techniques had been mapped based on Savranksy [2000] as well
as on Nakagawet al.[2002, 2003]. As shown the concepts of those methods had been
distinguished into three categories: tools and approaches for problem definition, methods and
conceps for problem modeling and heuristics for solution generation (cf. also Paragraph
2.5.3.1.3.2). Based on that mapping, the conceftezlity and theMulti-Screen/System Operator
Approach(both TRIZ) were chosen as instances of problem definition toblsLaw of System
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Completenessand Physica) Contradictions(TRIZ) as well as theClosedWorld Mode| the
Parameter Change Diagramend theMagic-Particles MethodUSIT) were selected as problem
analysis techniquesSeparation PrincipleTRIZ), Solution Operators ((A/U)SIT and Physical
Effects (TRIZ and USIT) were presented as techniques and heuristics for the generation of
conceptual solutions. In addition, two heuristi€gmbinationand Generalization(USIT), were
introduced in order to support the éé&pment of complete solutions out of conceptual ones.

Table 35: Mapping of models, methods and heuristics for problem definition, problem analysis and problem

solving (based on Savranksy [2000] and Nakagavea al.[22002,2003])

As stated in Paragraph 2.5.4.2.2, different sets of problem solving heuristics of TRIZ and its
derivatives have been found to share similar underlying principles [e.g. Savransky, 2000]. In order
to provide the participants with a minimal but represergagiet of heuristics, a mapping had been
established based on several comparative pieces of literiitabée 36). As a result of this
mapping,

X

X X X X X X

the original set oBeparation Principle§TRIZ)
Dimension Chang@JSIT)

Multiplication (USIT)

Distribution (USIT)

Effect TransformatiofUSIT)
Combination(USIT)

GeneralizationUSIT)

were considered as a minimal set of heuristics to present in the training.
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Table 36: Mapping of problem solving heuristics (basd on indicated literature and 1 Sickafus, 1997 2:
Nakagawa et al., 2002; 3Horowitz, 1999; 4: Altshuller, 1988; 5: Altshuller, 1996; 6: Savransky, 2000;:7
Mitrofanov, 1998)

From a pedagogical viewpoint, the disciplinary diversity of the training participants can lead to two
significant problems. First, methodological procedusre not understood because the initial
example by which the method is explained stems from aamoiliar knowledge domain. Second,

even though the underlying principles of a method are understood, participants might fail to
decontextualize and hence transfer them to another context [Perkins and Salomon, 1989]. In
order to solve this problem, each method or heuristic was explained using at least two examples
from different knowledge domains, engineering design and life sciences. Further, when pmssible,
third example from daily life was provided, which should be understood by both groups, students
with life science background and students with mechanical engineering background. An example
for this instruction strategy is giver[Figure41]

At the end of the training in TRIZ and its derivatives, the participants obtained a sheet which
synthesized the process of problem solving according to these methodologies. Further, ghey wer
allowed to keep the printed training support for the problem solving sessions.
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Figure 41: Explanation of methodological principles based on two examples originating from different knowledge
domains (above: engineering desigrhelow: life sciences)

4.2.2.1.3 Group Composition

After the training, the 60 participants were randomly assigned to groups in order to obtain 20
groups of three persons each. Half of those groups had previously followed the training in general
creativity (GC) methods while the other half had been trained in TRIZ and its derivatives (TD).
The GC groups were split into six monodisciplinary groups (five with only LS participants and one
with only ME participants) and four multidisciplinary groups in which dfie participant joined

two LS students (L2M). The participants trained in TD built five monodisciplinary groups (four
with only LS participants and one with ME students) and five multidisciplinary groups with the
same disciplinary distribution as in the @©ndition. The group setting according to the three
dimensions method (GTD), group composition (LS/ME2M) and background (LME) is

synthesized jfrigure4?2

118
Ph.D. Report Malte Schoefer



Figure 42: Group setting along the two independent variables, method and group composition (green: LS student;
blue: ME student)

42214 Instructions and Pedagogical Case Study

The participants were then instructedatlow a process model of creativity consisting in problem

definition, idea generation, idea analysis, idea selection and improvement, and solution
(generation), which resembles the models presented in Subsection 2.4. Further, they were told to
write theresults of each process step on special sheets. In order not to privilege one of the two
methodological approaches, i.e., the GC or TD condition, the sheets were designed following a
generic creativity process (cf. Paragraph 2.4.4). Initial reasoningreatysis of the problem was
VRXJKW WR EH GRFXPHQWHG R QPI®SAsdRIENDdtaRemekslaXd-assxdiate® J VKH
VXE SUREOHPV ZHUH WR EH GRFXPHQWHBISRQe eSURE D P LGHCQ
divergent idea generation process¢e K RXOG EH ILOOHG ICQ an& RralFsbl@ish VKHHW
SURSRVLWLRQV ZHUH VRXJKW WSS. Euith€y RN phGicipaptgmerRr@skétl LR Q VI
to trace links between the documentation sheets, e.g. to indicate which problem statergent led

which concept and so on. In addition to this, the participants who had followed the TD training

were required to note, whenever possible or applicable, the method or heuristic which led to a
notation. For those indications, dedicated cases had previmeesh inserted into the sheets.

In order to foster methodological understanding and application and to familiarize the participants

with the documentation process and team work, the groups where then asked to engage for two
hours in an initial creative pblem solving task. During thipedagogical case studythe

participants had to generate propositions for cancer treatment using ionizing radiation without
KDUPLQJ WKH SDWLHQWYV KHDOWK\ WLVVXH 7KWMk&§UREOHP
RadiationProblem[Duncker, 1945(cited in [Gick and Holyoak, 1983])During this case study,

phases of autonomous work were followed by phases during which the participants were provided

with some results which had been obtained by application of the differemtododagical

approachefRigure43).
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Figure 43: Examples of possible results of the different phases of the creative processvided during the
pedagogical case study

4.2.2.1.5 Questionnaire 1

After the pedagogical case study, the participants in the TD condition had to reply to a
questionnaire on a sevg@oint Likerttype scale. The questionnaire inquired into aspects like the
personal perception of the value of their knowledge with respect to the problem at hand and their
motivation to solve the problem. In addition, the participants were required to judge the value of
the method for problem understanding, problem solving tragroup communication. The
Questionnaires 1 and 2 (cf. Paragraph 4.2.2.1.7) served the quantitative analysis of subjectively
perceived method performance. The questions are documefitatlla87]

Table 37: Questions to answer in the questionnaire (Q1 was to be answered only in the questionnaire following the
investigated second problem solving process)

201 I have prepared the problem at hand (adenovirus infection) (by readin
provided papers, internet inquiry, etc.) before the treatment of the problem. . L
- - Questions inquiring
Before the preparation of the problem at handpdsessed a certain amount .
1/2Q2 h . L . into personal
knowledge in the problem domain (adenovirus infection). knowledae
1/203 My knowledge about the problem seemed adequate for the treatment g
problem.
1/204 | believe to have understood the content of the training which pretedeshsel Questions inquiring
study. into methodological
1205 | was motivated to treat the problem (adenovirus infection). understanding and
motivation
1/206 The methods acquired during the training helped me to better understa
problem. C
- - — - Questionsnquiring
1207 The methods acquired during the training helped me during the generat 1t method value
solutions. ercention
1/208 The methods acquired during the training helped my group to K P P
communicate.
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42216 Problem to Solve

After the pedagogical case study and the filling in of the first questionnaire, the participants had to
generate solution propositions to a second problem. The description of the problem, for which the
participants had 3.5 hours and which was subjecteaoettperimental analysis, is summed up in

Table38

Table 38 Summary of information which was given to the problem solving teams in order to solve the second
problem

The problem solvers are members of a téathe domain of medicine wh
Scenario have any freedom to propose new research projects and any ty
treatment.

Propose creative solutions to the problem of opportunistic adeno
Problem infections of children which are in an immunosuppressed state d
hematopoietic stem cell transplantation.

Fictional resources| Sufficient financial, scientific and technological resources

Internet; scientific databases; scientific publications [Howetrcl, 1999;
Gongalves and de Vries, 2006; Rokind., 2007; Russel, 2009; Yaghodi
al., 2011] in order to give an overview of the problem and existing solu
strategies

Real resources

The problem setting had been selected because of the following reasons:

X The problem stems from a highly science and technology laasedin.
X The initial and goal states are very-sttuctured and a variety of problem analyses,
problem statements and solution strategies can be imagined, which classifies this problem
as a design problem.
X The problem statement as well as the provilitedature use codified language which is
difficult to understand for neexperts.
X 7TKHUH DUH H[LVWLQJ SURSRVLWLRQV LQ WKH OLWHUDW XL
be compared by domain experts (cf. Paragraph 4.2.3.3).

42217 Questionnaire?2

After the problem solving session, all the participants had to fill in a second questionnaire similar
to the first one. This time, however, the questions were exclusively related to the second problem
solving session.

42.2.1.8 Synthesis of the Procedurend Further Indications

The protocol of the experiment is synthesizefFigure 44] During the problem solving process,

the participants were free ttecide on the amount of time they assign to each problem solving step

as well as on when to have a break. However, the students were asked not to discuss about the
process or the productions with participants outside their team.
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Figure 44. Synthesis of the procedure of Experiment

4.2.3 Results

4.2.3.1 Descriptive Results
The 20 groups produced a total outcome of

83 problem identification sheets (PIS)
62 problem structure sheets (PSS)
162 concept sheets (CS)

X 46 solution sheet$S)

xX X X

of different types and degrees of defRigure45|to|Figure47|show examples of the PIS, PSS, CS
and SS.
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Figure 45. Example of problem identification sheets (PIS)

Figure 46: Example of problem structuring sheets (PSS)
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Figure 47 : Examples of creative group production; left: concept sheet (CS); right: solution sheet (SS)

4.2.3.2 Qualitative Categorization of Problem Models Generated in the TD
Condition

The problem structuring sheets which had bgemerated by the groups in the TD condition were

analyzed and assigned to the TD tools which had been introduced during the training.

4.2.3.3 Quantitative Evaluation of Generated Concepts and Solutions

The produced concepts and solutions were evaluatddydomain experts, i.e. researchers in
microbiology, on sevepoint Likerttype scales according to the following five independent
creativity evaluation criteria [Deaat al, 2006]:

Feasibility

Applicability

Effectiveness

Depth (mixture of implicational explicitness and completeness [see &edn 2006 for a
discussion]) and

X Originality

X X X X

The overall interratereliability for the generated concepts and solution propositions amounts to a
&URQEDFKYfV DOSKD HRis considered anZa€deptable value. Three concepts and one
solution proposition could not be evaluated due to ambiguous or indistinct documentation. Hence
the total of concepts which entered the statistical analysis amounts to 159 and the total of solutio
propositions amounts to 45.

4.2.3.4 Qualitative Categorization of Generated Concepts

The qualitative categorization of the generated concepts was performed in two steps.

First, the 26 concepts which obtained the highest scores in terms of applicafféityiveness and
originality were categorized according to the systemic level and the moment of time of their
interaction.
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Second, all generated concepts were categorized according to the following criteria which,

accordi

problem setting$Rigure48):

X

4.2.3.5

ng to TRIZ and its derivates, arged in order to describe and model complex systems and

Thesub problento which the concept is supposed to be a solution. In order to distinguish
the sub problems, three problem categories have been distinguished-&sihd) Aalysis

(cf. Paragraph 2.5.3.1.3.1xample: VirusOrganismimmune System

The systemic levebf the problem setting on which the concept mainly oper&esmple:
Immune system

The element of the problem setting which represents the main object of interaction of the
concept ¢bjec). Example: Infected Cell

The functional sub area of the main elemeithwhich the interaction expressed in the
concept occursopject componehtExample: Membrane of infected cell

The moment of the infection process at which the main interaction in the concept takes
place (nteraction timg. Example: Before virus docks agll

The means which are suggested in the concept in order to perform the main interaction
(mean$. Example: Antibody

Figure 48: Schema of concept sheet categorization

Overview of Statistical Analyses

The output of thexperiment, i.e.

x the replies on the two questionnaires
X the number of filled in PIS, PSS, CS and SS
X the creativityrelated scores of the concepts and solutions,
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was analyzed usingnalysis of variancANOVA) and calculation ofcorrelation parameters
Further,attractions ratesbetween the independent variablegroup composition and methotl

and the classification of concepts according to the criteria of Chapter 4.2.3.1 were calculated for the
generated concept shegives an overview of the results and the types of analysis which
have been performed.

Table 39: Overview of analyses performed on experimentadutput

Analysis of Correlation Qualitative Attraction
variance parameters | categorization rates

Replies to questionnaires X X

PIS X
Produced PSS X X
documents Cs X X X X

SS X X

4.2.3.6 Results of Analysis of Variance

The results of the analysis of variance (ANOVA) are document@&dhie40

Table 40: Relevant results of the ANOVAFDOFXODWLRQ 9 SRVLWLYH LPSDFW RQ GHSHQGHQV
impact on dependent variable; *: p<0.05; **: p<0.01)

No. | Independent variable(s) | Dependent variable Result
11 Group composition and 102 F(1, 26)=3.26; p=0.084
' background /0 /6 9 0(/6 0O( /6 &8 (
F(1, 26)=4.59; p=0.043*
1.2 Background 1Q4 /6 : 0(9
. F(1, 26)=14.3; p=0.001**
1.3 Group composition 1Q6 /0 : 16 0(9
F(1, 57)=3.67; p=0.061
1.4 Method 2Q2 K8 9 7'
F(1, 57)=62.53; p<0.001**
15 Background 2Q2 169 0(:
F(1, 57)=21.58; p<0.001**
1.6 Background 2Q3 169 0(:
. F(1, 57)=3.98; p=0.052
1.7 Group composition 2Q4 /09 /60(:
F(1, 54)=4.7; p=0.035*
1.8 Method 2Q6 sg 7' 9
= ' p= **
1.9 Method Number of PIS F(1,18)=10.0;p (,)'005
*& 9 7'
= ' p= *%
1.10 Method Number of PSS F(1,18) *2;'6_2’ 2,0'8002
Group composition and L F(1, 59)=4.83; p=0.029*
1.11 method Concept originality /0 *& : 7' 9 /6 0( *& ¢
= - n= *%
1.12 Method Concept depth R, 59)* ;1';7’ r)7'O.F)Ol
o . F(1, 45)=4.42; p=0.042*
1.13 Groupcomposition Solution depth /09 /6 0(:
Group composition and . o F(1, 45)=7.83; p=0.008**
1.14 method Solution originality /0 *&: 7°9 16 0( *& ¢
. Number of applied TD F(1, 7)=4.60p=0.069
1.15 Group composition t0ols 09 /6
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The analysis of variance indicates main as well as combined effects of the three independent
variables disciplinary group composition, disciplinary participant background and applied method

on different dependent variables.

The datashow an impact of disciplinary group composition on the perceived method value for
problem understanding during the pedagogical case stRaépult 1.3 as well as on the
SDUWLFLSDQWVY SHUFHSWLRQ RI PHWKRG XQReHIUMNWDQGLQJ D
addition, disciplinary group composition was found to impact the degree of depth to which solution
propositions were describe®ésult 1.1R Finally, the number of problem modeling tools in the

TD condition was also found to be impacted st tvariable Result1.1h

The educational background of the participants, i.e. whether the group members had a LS or ME
background, had an impact on perceived method understanding after the pedagogical case study
(Result 1.2 Furthermore, the disciplinatyackground was also found to influence the evaluation

of personally held knowledge with regard to the problem at HRasults 1.%nd1.6).

7KH PHWKRGRORJLFDO VXSSRUW XVHG E\ WKH WHDPV LPSDF
personally held knowledgeRésult 1.3 The methodological approaches were also evaluated
differently with regard to their value for problem understandiRgs{lt 1.8 In addition the

number of generated Problem Identification SheRess(lt 1.8 and Problem Structuring Sheets

(Rewsult 1.9 varied depending on the methodological condition. Finally, the applied methodology
impacted the depth of the generated concépgsifit 1.1p

ANOVA also allowed detecting a small number of combined effects. Disciplinary background
mediated by diFLSOLQDU\ JURXS FRPSRVLWLRQ VHHPV WR KDYH L
evaluation of personally held knowledge before the preparation of the adenovirus prieblart (

1.1). In addition, a combined effect of disciplinary team composition and applieddadtdigical

support on both concefResult 1.11and solutionRResult 1.1%originality could be detected.

127
Ph.D. Report Malte Schoefer



4.2.3.7 Results of Calculation of Correlation Parameters
For the generated concepts (CS) and solution propositions (SS) respectively, the correlation
parameters have been calculated. Relevant results of these calculations ard Tgtvit]

Table 41: Synthesis of relevant results of the calculation of correlation parameters (*: p<0.05; **: p<0.01)

No. Variable Correlated variable Result
2.1 Feasibility (concepts) Depth(mean) (concepts] r(159)=0.452; p<0.001**
(mean)
2.2 Feasibility (solutions) Depth (mean) solutions)  r(45)=0.433; p=0.003**
(mean)

2.3 | Depth (solutions) (mean| 2Q2 (standard error) r(45)=0.383; p=0.009**
GC: r(79)=0.304; p=0.006**

2.4 2Q1 (mean) 2Q6 (mean) TD: 1(72)=0.228; p=0.054
GC: r(79)=0.424; p<0.001**

2.5 2Q1 (mean) 2Q7 (mean) TD: K(72)=0.040; p=0.738
GC: r(79)=0.530; p<0.001**

2.6 2Q1 (mean) 2Q8 (mean) TD: r(72)=0.332=0.004*
GC: r(79)=0.327; p=0.003**

2.7 2Q2 (mean) 2Q7 (mean) TD: 1(72)=0.308;p=0.009**

- GC: r(79)=0.435; p<0.001**
2.8 | 2Q2 (standard deviation 2Q8 (mean) TD: 1(72)=0.295: p=0.012*
- GC: r(79)=0.453; p<0.001**

2.9 | 2Q3 (standard deviation 2Q8 (mean) TD: 1(72)=0.339; p=0.004**
GC: r(79)=0.542; p<0.001**

2.10 2Q6 (mean) 2Q7 (mean) TD: 1(72)=0.548; p<0.001**
GC: r(79)=0.743; p<0.001**

2.11 2Q7 (mean) 2Q8 (mean) TD: 1(72)=0.338; p=0.004**

The calculation of correlation parameters allows drawing links between creatitgd aspects

of the output of the problem solving process.abidition, correlations between problesiated
knowledge held within groups and the perceived value of methodological support could be shown
statistically.

First, a positive correlation between the depth to which concepts and solutions were described and
the feasibility of those concepts and solutions was dete&esdu(ts 2.1and 2.2). The depth of
solution descriptions was also correlated to differences of personally held preltéead
knowledge among the group membeRegult 2.3

Second, the degrem which the adenovirus problem had previously been prepared by the
participants influences evaluation of method value for problem understariRi@syl{ 2.4 and
problem solving Result 2.5 in the GC condition. For the perceived value of methodological
swport for intragroup communicationResult 2.5 such a correlation was detected in both
methodological conditiongGC and TD.

However, the perceived value of the methodological support for problem solving was found to be
negatively correlated to the gikee to which the participants disposed of probiefated
knowledge before the preparation of the probl®asilt 2.7.

Differences regarding problerelated knowledge among members of a same group were
FRUUHODWHG WR WKH JUR XS divalireEdd dprdup comhidicAtioMEEURP.R 1 PHWKR
and2.9).

Finally, the judgment of methodological support regarding the facilitation of problem solving was
correlated to both the value of that method for problem understaridesylf 2.1pand for intra
groupcommunicationRResult 2.1L
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4.2.3.8 Qualitative Categorization of Problem Models Generated in the TD
Condition

The results of the qualitative categorization of the problem models which were noted on the

Problem Structuring Sheets (PSS) in the TD condition are synthesiabi@42] Two points

seem important. First, groups in the L2M condition (L2MTD1, L2MTD3 and, to a lesser degree,

L2MTD5) seem to use the TD tools in a more extensive way than do LS greapslit(3.L

Second, the concept of Ideality and ®esed World Diagram are the tools which are most often

used by the group&eésult 3.2

Table 42: Comparison of LS and L2M groups with respect to the use of problem analysis and problem modeling
tools; (X): method appliedrudimentarily

4.2.3.9 Results of Qualitative Categorization of the Most Creative Concepts

The result of the qualitative categorization of the 26 most creative concepts isdarnsional

matrix [Figure 49). It shows the distribution of the most creative concepts avesncept space,
which is builtalong two axes, a temporal one and a systemic one.

Two observations can be made. Multidisciptindeams (L2M) generated five concepts which
target the problem on the upper two systemic levels (humahrn)Gnd cell/macrophages (10

m)). For the monodisciplinary teams with LS students, this was only the case for one concept
(Result 3.3 Comparingthe generated concepts with respect to the moment of interaction, it was
found that the vast majority (17 out of 19 or 89.5 %) of the concepts proposed by the L2M / TD,
L2M / GC and LS / TD groups target the problem at its early steps (i.e. beforeubheloaks onto

the cell). For the LS / GC teams, however, this was only the case for the minority of the concepts (2
out of 7 or 28.6 %Result 3.3
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Figure 49: Two-dimensional matrix representing the concept space according to criteria: the moment at
which the principal interaction suggested in the concept occurs (abscissa); the systemic level at which the principal
interaction suggested in the concept takes place (ordinate)

4.2.3.10 Results of the Calculation of Attraction Rates
The results of the calculation of attraction rates between the independent variables group

composition (LS / L2M) and method (GC/TD) and the qualitative criteria of the generated concepts
(cf. Paragraph 4.2.3.1) are given in Table 43 Balole 44

Table 43: Results of attraction rate calculation; effect of group composition (*: TxL>0.5; **: TxL>1)

No. Independent Dept:;\ndent LS LM
variable variable
4.1 Sub problem Virus-cell-organism* Virus-immune
systemstem cell*
4.2 Systemic level No trend Organism*
4.3 Object Infected cell* Organism®
Stem cell*
Healthy cell: all Organism*
components** Infected cell:
44 Group Object Infected cell: endosome*? receptors*
' composition component Infected cell: DNA** Stem cell:
Stem cell: all component receptors*
Virus: capside* Virus: DNA*
Before diagnosis of|
Before viral DNA enters infection*
45 Interaction time cell nucleus* Before virus enters
Before virus is expressed cell*
Before graft*
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Table 44: Results of attraction rate calculation; effect of method (*: TxL>0.5; **: TxL>1)

No. Indep_endent Dept_andent Ge ™
variable variable
. . Virus-immune
4.6 Sub problem Virus-cell-organism*
systemstem cell*
4.7 Systemic level No trend Organism**
. Immune system*
4.8 Object Infected cell* Y
Stem cell*
Organism:
Ways of entry*
. Healthy cell: no trend
Object y Stem cell: receptors
4.9 Infected cell:
Method component DNA*
Membrane, receptors,
endosome, nucleus*
Stem cell: no trend
Before diagnosis of
infection*
L Before viral DNA enters After virus is
4.10 Interaction time
cell nucleus* expressed*
Before virus is
expressed**

The results suggest an impact of disciplinary group compoditiabl€ 43) and methodological
support Table 44 on qualitative aspects of the concepts which were generated by the problem
solving teams.

For both independent variables, the differences betweeagetterated concepts relate to the tackled
subproblem Results 4.5and4.6), the systemic level at which concepts interact with the problem
setting Results 4.2and4.7), the target objects of the interactidRegults4.3, 4.4, 4.8and4.9), as

well as thetime of the infection process at which an intervention is suggeResults 4.5and

4.10.

424 Discussion

The results presented in Chapter 4.2.3 allow a differentiated insight on the impact of disciplinary
group composition and method application oa fitocess of creative group problem solving in
knowledge and technology intensive domains. Although only few research inquiring into similar
questions could be found in the literature, the found results are discussed before the background of
other work wheaever possible.

42.4.1 Discussion of Results with Respect Hypothesis 1

Hypothesis Telates to the impact of group composition on the creative process, its outcome and
information processing during this process.

4.2.4.1.1 Discussion of Results with Respéd¢o Hypothesis 1a

Hypothesis lauggests an impact of group composition on the process of creative group problem
solving.

Results 1.1%nd3.1 provide some support of this hypothesis for the case when the teams used TD
methodology. L2M groups tend to use problem analysis and problem modeling tools of the TD
complex more oftenResult 1.15and in a more systematic waigdsult 3.1 than do LS teas (see

also Table 42). Those findings can be at least partially explained by the fact that individuals with
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ME background reported a better understanding of the methodological céesntt(1.2 Hence,

it can be argued that the presence of one groupb@ewhich is more familiar or at ease with a
method can effectively foster the application of this method within group problem solving.

That argument is supported by the fact that members of interdisciplinary teams reported to have a
better understandingf the training content than did participants in the monodisciplinary condition
(Result 1.7. It shall be noted that the effectResult 1.15s marginal (p=0.069), which is probably

due to the small sample size in the TD condition. Therefore, more ¢ghdsaequired in order to

be able to confirm this finding.

Whether multidisciplinary teams composed of individuals without any link to (engineering) design
and thus to design methodology would also more likely use TD tools, cannot be investigated with
thepresent experimental setup.

42412 Discussion of Results with Respect to Hypothesis 1b

Hypothesis lbsuggests an impact of team composition on information processing during the
problem solving process.

Even though quantitative and qualitative differemiaegarding the produced outcome of the
problem solving task can also be considered as indications for that irReesttlt 1.1is more
GLUHFWO\ UHODWHG &RPSDULQJ WKH WHDP PHPEHUVY SHUFHSV
marginal combined effedf group composition and personal background has been observed. After
the pedagogical case study, members of the monodisciplinary LS and ME groups considered the
value of their knowledge with respect to the problem at hand more equally than did the sriember

/ 0 JURXSV ,Q WKH ODWWHU JURXSV WKH /6 SDUWLFLSDQWYV ZK
to the problem at hand, evaluated their knowledge as more valuable than did the ME patrticipants,
who are considered as novidésglre50). One can argue that knowledge which is considered not
valuable with respect to a problem by the knowledge owner has a higher risk of remaining
unshared. Likewise, the excessive consideration of knowledge which is estimated superior by the
majority of thegroup members risks dominating group problem solving processes. In that sense,
Result 1.Iconfirms the view of Nemetét al.[Nemeth, 1986; Nemeth and Nemd@hown, 2003],

who argue that majority influence in groups leads to convergent thinking in bgohitynand
minority individuals. HenceResult 1.1provides marginal, indirect evidence for the impact of
group composition on information sharing and hence information processing in groups. The fact
that the result could not be reproduced after the imgatst] second case study can be explained by

a learning effect among the participants. The experienceahatiori nonproblem relevant
knowledge can contribute to interesting results of problem solving processes could have led to a
reevaluation of nowlomain knowledge with respect to the second problem by both experts and
nonexperts. Hence, the more equal estimation of personally held knowledge with respect to the
second problem can be interpreted as an indicator that exemplary case studies can dietp redu
problems related to knowledge transfer by personal movement {ahe2005].
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mLS
m ME

LS or ME L2M

Figure 50: Combined effect of group composition and participant background on perceived value of personal
knowledge

42.4.1.3 Discussion ofResults with Respect to Hypothesis 1c

Hypothesis leelates to the impact of group composition on quantitative aspects of the generated
concepts and solution propositions.

Result 1.13ndicates that solutions generated by interdisciplinary L2M groups eseriled in

more detail than solutions produced by monodisciplinary LS and ME groups. Two explanations for
that result can be offered. First, multidisciplinary group composition is likely to add several types
of conflicts to group processes [Gebett al, 2006; van Knippenberg and Schippers, 2007].
Especially value conflicts, which relate to the desired outcome [Gebext, 2006], and task
conflicts, which describe disagreements with regard to problem solving strategies fRelled

1999], can be theesult of disciplinary diversity. Under certain conditions, those conflicts have
been found to improve the consideration of previously unshared knowledge within a group
[Brodbecket al, 2002]. The revealing and integration of that knowledge during daegdneration

phase can improve the degree to which solutions are analyzed and documented, hence increasing
solution depth. A second and probably more trivial explanation would be that the presence of a
nonexpert, for reasons of missing understandingeesrthe expert group members to describe
their idea propositions in more detail. In order to do so, the expert group members must explain
aspects like casual relations within their concepts which would otherwise remain undeveloped.
Once those explanatiomase shared among the group members, they are more likely to improve the
documentation of the results.

Further,Result 2.3states a positive correlation between differences regarding the perceived value
of personal knowledge between members of a group (meshby thestandard deviatiomf replies

to 2Q2 and the degree of detail to which solution propositions are described. Together, those
results suggest that interdisciplinary groups, due to individual differences in terms of possessed
knowledge, generatmore deeply reflected creative outcomes than do monodisciplinary groups.
Those findings suppoHypothesis 1@and are particularly important in view of tResults 2.-and

2.2 Those results indicate that concepts and solutions which are documented ideptorare
considered more feasible by experts and thus have a higher chance to be considered in subsequent
product or process development phases.
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4.2.4.1.4 Discussion of Results with Respect to Hypothesis 1c

Finally, Hypothesis1ld suggests an impact of group composition qualitative aspects of the
generated concepts and solution propositions.

Results 3.3and 4.1 to 4.5 provide clear support for the hypothesis of the impact of disciplinary
team diversity on qualitative aspects of ¢femerated outcome.

Result 3.3shows that the most creative concepts generated by L2M groups occupy different
locations in the concept space than do the most highly evaluated concepts of LS teams.

The comparison of the generated concepts of all groupgtesarethose of the monodisciplinary

ME groups (Table 43) shows that L2M concepts can be located predominantly on the systemic
level of human organisnResult 4.2and4.3) whereas LS groups generated concepts which interact
on the cell level.

Further, theconcepts generated by teams of those two conditions also differ in temporal terms
(Result 4.5 On the one hand, L2M concepts tackle the problem at different process steps before
the virus enters healthy cells. On the other hand, the concepts produc&dtégnhs intervene at

later process steps like the introduction of viral DNA into the cell nucleus or the expression of
virions by infected cells.

4.2.4.2 Discussion of Results with Respect to Hypothesis 2
Hypothesis &tates an impact of the applied methodology on the creative process, its outcome and
information processing during that process.

42421 Discussion of Results with Respect to Hypothesis 2a

Hypothesis 2awhich suggests that the choice of the method wkethg the problem solving

process impacts the latter, obtained suppoRésults 1.81.9and1.10

Result 1.8ndicates that the participants evaluated TD significantly more useful when it comes to

problem understanding, which obviously exerts inflegeion the problem solving process. The

result experimentally confirms llevbaetal.fVvV > @ HPSLULFDO ILQGLQJ WKDW WK
to improved problem analysis in teams.

Further, impact of support methodology is somewhat confirmed by the diffesétioe number of

sub problems (PISResult 1.9 and problem structuring sheets (P$&sult 1.1 which were

identified respectively generated in the two conditions. Whereas the GC groups identified
significantly more sub problems, the number of problémncturing sheets produced by TD teams

was significantly higher than the one of the GC groups. One possible interpretation of those results

is that the value of TD for problem structuring and problem modeling, which translates into an
increased numbers &XSS, leads to more focused problem identification at TD groups. At the same

time, due to a lack of methodological support for problem analysis and problem understanding, GC

groups engage in more extensive and divergent problem identification processes.

Those results are interesting if one takes into account the findings of Fricke [1996], who suggests
WKDW pEDODQFHGY VWUDWHJILHYV ZKLFK DUH FKDUDFWHUL]JHG E!
most likely to help designers to find quality solutiondinnited time frames. On the assumption of

DQ HHIWUDSRODWLRQ RI J)ULFNHTV Rds@&1.EndlV.108Eyg84 R BreSURFHV VI
choice of the methodological support can help teams to adjust theistratgies for problem

solving. In initial problem solving phases, TRIZ and derived approaches seem to lead to the
restriction of the problem space. In subsequent phases of deeper problem analysis, those
approaches, compared to intuitive methods, allow an enlargement of the search space.
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4.2.4.22 Discussion of Results with Respect to Hypothesis 2b

Results 2.40 2.9 provide some insight into the influence of methodology on group information

processingHlypothesis 2p

Results 2.4nd25 LQGLFDWH D FRUUHODWLRQ EHM #f-he QrovfeiiHo SDUW L F

solve and the perceived support from GC methods for problem understa@dig§>>0.300Q

(Result 2.4 and problem solvingr$0.400) (Result 2.}. Interestingly, for TD, these correlations

were either not significant or neexistent.

There was also found to be a relation between problem preparation and perceived methodological

value for intragroup communicationResult 2.5 Whereas that correlation was found to be strong

(r>0.500) for GC, the effect was only moderat®400>r>0.30Q for TD. Those results suggest

that GC methods are more suitable to foster the processing of recently acquired information within

groups.

Further, the values of both methodological approaches for problem solving were found to decrease

(r 80.300 with increaed personal domain knowleddeetult 2.7.

Finally, and probably most important in view of interdisciplinary group problem sol@agults

2.8 and 2.9 point to significant differences between the methodological approaches regarding the

support of intragroup communication when knowledge differences among the team members are

KLJK :KHUHDV *&MV FDSDFLW\ WR IRVWHU JURXS FRPPXQLFD

differences in terms of expertise within groups0(400), the correlation is moderately getive
U-@.300) forTD. Even though those results reflect the subjective perception of the participants

and somewhat contrast with other findings IResults 1.1land 1.14 (see below), they point at

least to some drawbacks of TRIZ and its derivativagspect to the facilitation of problem solving

in interdisciplinary teams.

The fact that participants in the TD condition, prior to problem preparation, considered their

knowledge with respect to the problem domain as more sparse than did participaadsitr& C

(Result 1.4 can also be interpreted against an information processing background. One can argue

that the use of TD methodology leads to the identification of aspects of the problem setting, of

which the participants did not possess any knovdeddpat identification of previously unknown

problem aspects can then impact the value perception of personally held knowledge. However, it

shall be noted that the discussed statistical effect is only marginal (p=0.061) and that the

explanation given herghould be tested elsewhere.

42423 Discussion of Results with Respect to Hypothesis 2c

An impact of methodological support on quantitative aspects of the generated concepts and
solutions was stated Hypothesis 2c

The experimental results are lessaclaith regard to this proposition. For most of the criteria for
creativity outlined in Paragraph 4.2.3.1, no significant relationship could be found between method
and outcome. In this sense, the present experiment confirms the findings of €hall2013],

who could not detect significant differences in terms of usefulness between ideas which had been
generated using TRIZ and those developed using intuitive creativity methods.

However,Results 1.1aAnd1.14are of interest. They provide support Fypothesis 2df one takes

into account the composition of the teams. As can be sf&igure51jandFigure52] GC and TD

exert a significant influence on the originality of both g@eted conceptResult 1.1]{Figure51}

and solutions Result 1.14fFigure 52) depending on whether the composition of the applying
groups is monodisciplinary (LS) or interdisciplinary (L2M). Whereas GC is advantageous in LS
teams, the opposite is true for L2M groups.
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Further,Result 1.1Doints to a significant positive relationship between the use of GC methods and
the depth of generated concepts. One possible explanation for this phenomenon could be that
participants of the GC condition stated to possess more problem relevant knopriedde the
experimental procedur®esult 1.4

mGC
mTD

LS L2M

Figure 51: Influence of applied method on originality of generated concepts

mGC
mTD

LS L2M

Figure 52: Influence of applied method on originality of generated solutions

42424 Discussion of Results with Respect to Hypothesis 1d

Finally, Hypothesis 2ghostulates an impact of applied methods on qualitative characteristics of the
process outcome.

Results 4.60 4.9 indicate significant differences between the GC and TD conditions in terms of
tackled sub problenResult 4.5, systemic levelResult 4.7 as well as object of interactioRésult

4.8). Especially the focus on the organdswmel put by groups working ithe TD condition
compared to no such trend at GC teams shall be highlighted here.

Concerning the point in time when the generated concepts interact with the problemRe#irts,

3.4 and 4.10 might seem contradictory. Among the most creative concelptgleas generated
under the TD condition except for two tackle the problem at early process stages. However, the
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calculated attraction rates indicate a trend of TD groups to generate concepts which intervene later

in the infection process. One way to its UHW WKHVH UHVXOWY ZRXOG EH WR D
generate high quality concepts is a function of certain dimensions of the concept space like
systemic or temporal aspects.

4.2.4.3 Discussion of Further Results

Several results which cannot beergreted with respect to any of the hypotheses are discussed
separately in this paragraph.

Result 1.3 indicates that TD is of more value regarding problem understanding for
monodisciplinary groups than it is in the L2M condition. The fact that this neaglnot replicated

in the second questionnaire could lead to the conjecture that the value of TD for problem
understanding in teams depends on the problem type, i.e. its level of complesttycilliredness

and so on. Another possible explanation wdagdthat the participants in the L2M condition, who

met for the first time shortly before the problem solving session, due to unfamiliarity with the other
group members, had difficulties to implement TD in the given short time frame (Paragraph
4.2.2.1.4).

The Results 2.10and 2.11 confirm findings about the relationship between problem analysis,
information sharing, and problem solving which have been reported elsewhere (cf. Chapters 2.4
and 2.5). WhereaResult 2.10ndicates a correlation between the vabfea given method for
problem understanding and its value for problem solviRgsult 2.11draws a link between
methodological support for intlgroup communication and problem solving.

Finally, the documentation sheets (PIS, PSS, CS and SS) show theLa SDQW VY DELOLW\
methods and heuristics of TD with some success even after a very short training. Especially the
concept of Ideality and the Closed World model were used very frequBetbylf 3.2, confirming
empirical findings of llevbarest al. [2013], who identify the concept of Ideality and Function
Analysis as problem analysis tools, which are most often used in industry. Further, the presence of
participants with a ME background seems to foster the understanding and use of TD methods by
the teamsResults 1.21.7and3.1). That finding has both pedagogical and managerial implications
(cf. Chapter 6.2).

4.2.4.4 Summary of Discussion

In total, the results of the presented experimentation validate both Hypothesis 1 and Hypothesis 2.
[Figure53land Table 45sum up the result of the experiment as well as the full or validation of the
hypotheses and sub hypothef@gure53shows a model of the problem solving process adapted
from Nakagawa [2005] (cf. Paragraph 2.5.2.2.8). The spaces on different layers represent the stages
of the poblem solving process: thepecific ilkdefined problenwith the initial problem setting
(PSE), thespecific weldefined problenwith the identified problem (IP) documented by problem
identification sheets (PIS), th@oblem modetlocumented by problentracturing sheets (PSS), the
solution model(not documented), thdivergent idea generatiowith concepts documented by
concepts sheets (CS), and finally, twvergent idea generationith solutions docmented by
solution sheets (SS).

Table 45sums up which of the experimental results have been used in order to validate or reject the

subhypotheses and which of the variables (orange bo have been analyzed for each
result.
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Figure 53;: Schematic representation of the collaborative problem solving process investigated in Experim&ht

13 GC: group composition; BG: participanbackground; PISQL:problemidentificationsheets @uditative
aspects); MT:method; KV: perceivedralue of personaknowledge; SSQTsolution sheets uantitative
aspects); KD:knowledgedistance among participants; SSQdalution sheets ualitative aspects); PU:
problem understanding; PISQTproblem identification sheets Quantitative aspects); PSSQTaroblem
structuringsheets (quatitative aspects); NKnew knowledge; PSproblemsolving; KS: knowledgesharing;
CSQT:conceptsheets (uantitative aspects); CSQlconceptsheets Qualitativeaspects)
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Table 45: Overview of hypotheses and results

Hyp.

PIS SS SSQ PIS | PSS Cs Cs
Val. Result GC BR QL MT KV QT KD L PU QT QT NK PS KS QT QL

H1A

1.15 X X X
PV 1.2 X
17 X

X[ X[ X

H1B

PV 11 X X X

H1C

1.13 X X
2.3 X X X

H1D

3.1 X X
4.1-45 X X

H2A

1.8
\ 1.9
1.10

H2B

14
2.4
25
? 2.6
2.7
2.8
2.9

H2C

111 X
PV 1.12
1.14 X

H2D

3.2
4.6 ¥#4.10

XXX XXX XXX XX X | X X X
X
X

42441 Hypothesis 1

Sub Hypotheses Iand1b arepartially validated Group composition and disciplinary background

of the team members were found to have some impact on the way groups use TD methods for both
problem identification and problem analysis. Further, some results indicate ieflaérgroup
composition on knowledge processing in a team. Because those results are either indirect or their
effect is considered marginal, those questions require further investigatiorlypotheses 1and

1c obtain supportby the results. Group comptien is found to impact some of the quantitative

and, to a larger extent, the qualitative aspects of the creative products. Depending on the applied
methodology, the influence of group composition is even amplified. Based on these experimental
results,Hypothesis 1lis validated

42442 Hypothesis 2

The results validate Sub Hypothesis 2as they indicate differences in terms of problem
identification and problem structuring between groups which used GC methodology and those
which followed the TD approach. Regardifgh Hypothesis 2theresultsof the experimenare

mixed Whereas the alysis of the outcome of the creative process points towards a positive
LQIOXHQFH RI 7" RQ NQRZOHGJH SURFHVVLQJ LQ LQWHUGLVFLS
another. Thereforesub Hypothesis 2tan beneither validatechor clearly rejectedThe impact of

the methodological approach on quantitative aspects of the products of the creative, which is
suggested bysub Hypothesis 2ds partially validated As explained in the previous paragraph,
significant methodological influence on creativeadcteristics of the generated concepts and
solutions were shown to be a function of the group composition. Firglly, Hypothesis 2@
supportedby the experiment. The results indicate a relationship between the methodology which a
group applied and thigpe of output which the group produced. Taking into account the results of
the different sub hypothesedsypothesis 2s considered as validated by the experiment.
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4.2.4.5 Limitations of Experiment

The experiment described in this chapter featsmseral limitations. The most important ones
relate to the participants, the methodological training, conditions of the problem solving session as
well as to the documentation of the same.

The participants of the experiment were chosen according to twactéastics: disciplinary
background and availability. In order to carry out an experiment which satisfies statistical criteria,

it was necessary to recruit a large number of participants. Therefore it was decided to use students
of ENSAM and EBI as padipants, who had the following two drawbacks. First, even though they
had obtained education focused on life sciences, the EBI participants are formally members of an
engineering school, where they are also taught aspects of product design. Therefalc bieco
argued that the required difference in terms of disciplinary background between the LS and ME
participants was not given. Howev&esults 1.5and 1.6 contradict that argument indicating that

the knowledge difference between the two conditions wetpard to the problem to treat was
perceived to be rather high. Second, the question arises whether graduate students can be
considered representative of scientists and engineers who are employed in industry and who engage
in problem solving attempts undegal conditions. Interestingly, the evaluating experts found that

the creative output of the conducted problem solving session mostly represents the state of the art
RI' 5" LQ WKH GRPDLQ ZKLFK XQGHUOLQHV D FHUWDBDNQ VLPLOI
agents. However, it could be interesting to perform similar experiments under more realistic
conditions.

Following a similar logic, one could criticize the mode of the methodological training, especially in
TRIZ and its derivatives. Scholars and cotemtis largely agree [TRErance, 2012], that a 4.5 h
ttraining combined with a pedagogical case study of two hours is far too short to ensure the
participants will be capable of applying TRIZ methodology. In view of this aspect, it could be
replied thatthe training length corresponds to the duration of trainings which, except for some rare
cases, are offered to professionals by scholars and consultants. In addition, it should be noted that
the training which the participants obtained contained only safntke most important theories,
methods and heuristics of TD, for which the given time frame can be considered sufficient.

Further critique could arise from the fact that the participants were given only 3.5 hours for the
entire problem solving process gang from problem definition to solution generation. Considering

the highly complex and knowledgetensive nature of the problem at hand, this time frame seems
extremely short. Even though the latter corresponds to some extent to the conditions urtder whic
interdisciplinary problem solving sessions are held in industry, it could be interesting to carry out a
similar experiment without such time constraints.

Taking into account the experimental drawbacks with regard to the duration of the training and the
problem solving session, the full potential of the investigated methods, especially of TRIZ and, in
this case, USIT might not have been detected by the experiment as it is outlined here. Especially
the elsewheretand under different conditionadetected DO XH RI1 75,= IRU FKDQJLQJ DQ
view on a problem could not be tested under the given constraints.

A further limitation of the experimental procedure relates to the way in which the problem solving
session was documented. Documentation of the coenpieblem solving process in each group by
using audio and video devices may have yielded further insights into the impact of group
composition and methodological approach on group information processing. Such an approach is
suggested for further reseaiichthis area.

The limited number of available participants with an educational background of mechanical
engineering allowed building not more than two monodisciplinary groups composed of only those
group members. Consequences of that drawback for therirepéal setup are statistical
uncertainties associated to certain results likeRegult 1.1 A greater number of groups composed
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of only engineers or engineering students for an experimental setup would allow removing that
incertitude.

Finally, until further research can test the general validity of the findings obtained by the present
experiment, its results should be limited to the domain of medical problem solving as one instance
of knowledgeintensive domains.

4.2.4 Conclusion of Experiment

Tothe EHVW RI WKH DXWKRUYV NQRZOHGJH WKH H[SHULPHQW SL
investigate combined impacts of disciplinary team composition and application of creativity
methods under laboratory conditions and with large sample sizes.vitgsoinsight into the
processes of collaborative creative interdisciplinary problem solving in knowledge intensive
domains +in the case of the present experiment, in medical problem solving. To a certain degree,
implications of disciplinary group compdisin and different knowledge sets in a team as well as of

the methodological framework on early concept development could be highlighted. Especially the
impact of methods originating from TRIZ and derivatives on problem solving in interdisciplinary
groupsare of interest in the area of New Product and Process Development (NPPD). Further, it
could be shown that basic principles of rational design methodologies, which are considered very
complex, can be applied to a reasonable degree after a rather shorgtidbwever, there seems

to be a need for the presence of individuals originating from the domain of design in order to apply
these techniques to other domains of expertise. Nevertheless, some results also indicate the
SDUWLFLSDQWVY SH&&HB Widtivdplagy whdn Ot £é&nies to the application and
communication of knowledge. Therefore a need to develop a methodological approach which
unifies the advantages of both methodological concepts is identified. The capacity to facilitate
problem analgis and problem understanding of TD as well as the freedom to follow personal
reasoning and problem solving strategies and to communicate these, which are provided by GC
should be features of that new approach.

However, theExperimentmainly covers the eBr idea generation stage of the development
process. Hence it only provides answers to parts dRésearch Questiomamely to the aspects of

how to support the search ando some degreetthe evaluation of knowledge and technologies
from knowledgeintensive domains for problem solving. Nevertheless,Bkperimentdoes not

give answers to the question of how to evaluate solution concepts which imply the application of
distant domain technology. Nor does it investigate how problems related to the integration of such
technologies can be solved. TBase Studys soudnt to provide some answers to those questions,
which are important especially for later stages of the NPPD process.

The Case Studyvill be described in detail in the following chapters.
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4.3 Industrial Case Study

4.3.1 Introduction

From the literature reviewwo ways can be identified in which (design) problem solvers can profit
from other problem solvers in other domains.

The first strategy consists of using perspectives on problems and problem solving strategies coming
from those domains. The integration ifich more abstract principles into the design problem
solving process is referred to as knowledge transfer. The second way is to use products of the
activity of other experts such as artifacts and discovet#eg. technologies or physical effectin

order to solve specific design problems. That approach is called technology transfer.

The experiment which is presented in the previous chapter has investigated multidisciplinary
cooperative problem solving without any explicit distinction between those approaches.
However, the question remains of how solution propositions which are expressed at early NPPD
stages and which are based on the application of-datraain technologiege.g. the implantation

of a miniature mechanic injection system into thé\pba H Q WHLsh EeRi&/eloped.

Hypothesis 3 and the Case Study, which was set up to provide an initial test to that hypothesis, are
sought to provide answers to that question.

Hypothesis 3 postulates the appropriateness of certain axioms and methottefiddiZ complex

to build a metanodel for the integration of knowledgatensive technologies to given application
settings. From the literature review and from terimentfive requirements related to that
approach can be deduced.

X It should be capablof facilitating a technology transfer process from the identification of
the problem, to the identification of technologies which bear the potential to solve that
problem, to the inventive integration of those technologies into the target product or
proess [Grant, 1996; Alavi and Leidner, 2001] (cf. Paragraph 2.2.4.2.2) [Adbeak
2014] (cf. Paragraph 2.2.7).

The first two aspects of that process, i.e. problem identification and identification of
potential technologies, are well supported by dedigeory and methodology [e.g.
Savransky, 2000; Suh, 2001; Cross, 2008] (cf. Chapter 2.5.3.3) [e.g. Bhatta and Goel,
1996; Vincentet al, 2005; Verhaegeat al, 2011] (cf. Chapter 2.5.6.3). The third aspect,
i.e. the resolution of problems which impede ithtegration of those technologies, has not
been subject of methodological support [Gericke and Blessing, 2011; @halli 2013]
until now. However, this aspect has been found to be among the most important reasons for
the incapacity to perform techmgly transfer successfully [Albees al, 2014].
X The approach should combine
o0 advantages of general creativity methods like
f Intuitiveness [Shakt al, 2000] and
f General applicability [llevbaret al, 2013; Goncgalvest al, 2014]
as well as
0 concepts of TIZ and its derivatives which are the most widely accepted and have
proven useful like
f the concept of Ideality [llevbart al, 2013] (Paragraph 4.2.4.3),
f Dialectical Principles [Moehrle, 2005] (cf. Paragraph 2.5.3.3.1.2) and
0 problem modeling tools (e.gh¢ Closed World approach and the Magic Particles
method).
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x Another requirement is the facilitation of problem solving processes with participation of
several interacting experts by overcoming existing drawbacks of methods like e.g.
Brainstorming [Tayloetal., 1958; Diehl and Stroebe, 1987] (cf. Paragraph 2.3.4.3.1).

x Further, the required approach should satisfy a set of criteria like simplicity, adaptability to
available resources in terms of time and expertise knowledge, as well as limited time
requirements for the learning of the approach [@eial, 2008; llevbae et al, 2013] (cf.
Chapter 2.5.7).

x Finally, it should present a framework which is sufficiently open to allow the application of
models and methods which have proved their value for specific problems under specific
conditions [e.g. Bender and Blessing, 2003, Tomiyatal., 2009] (cf. Chater 2.5).

In the present chapter, a metedel for the support of technology integration processes will be
introduced which allows the integration and application of various existing problem modeling and
problem solving methods. Further, the testing of thatamodel, the associated methods and thus

of Hypothesis 3by the Case Studywill be reported. After the introduction of the technology
integration metanodel and its exemplary application onto a technology integration case, another
application in theCase Studywill be detailed. Then, a first testing bliypothesis 3y comparing

the applied model to existing approaches will be reported. The subsection concludes by
highlighting the limitations of the present test setup.

4.3.2 Meta-Model Presentation

In the course of this Ph.D. research, an approach, consisting of anaeth which serves as
framework for the integration of several methodological tools, has been designed. That approach,
which is sought to satisfy the above mentioned requirements, wileberibed in the following
paragraphs.

4.3.2.1 Application and Technology / Problem and Potential Solution

The metamodel which shall be presented in this report is composed of two spaces. These are the
Problem orApplication Spacand the Solution ofedinology SpaceThe modeling of technology
integration processes on those two spaces is based on problem solving theory (cf. Chapter
2.5.2.1.1) and thus allows an abstract and generic description of that process. The Problem or
Application Environmentwhich is a subset of the Application Space, describes the domain
constraints of the specific problem to solve. The Problespptication Settingfinally, is defined

as a subset of the Application Environment. It is composed of physical afghysicalelements

as well as interactions and interdependencies between these elements, which describe the problem
to solve exhaustively.

Solutionr or Technology Spacgelechnology Environmerdéind Technology Settingre defined
analogously. The Solution Space isastvcontinuum which covers all potential solutions to a given
problem. The Solution Environment, as a subset of the Solution Space, contains all of the relevant
knowledge and constraints in respect to a specific Solution Setting. The latter, in tufimed ale

the set of physical and ngohysical elements and interactions between these elements, which

describe a solution in its initial domain of application exhaustiffiyute54).
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Figure 54. Schematic description of the Application, the Technology as well as of their close environments and the
abstract spaces they are situated in

4.3.2.2 Desired and Undesired Interactions

The integration of a Technology into a given Application has the purpose of satisfying certain
needs. The modeling of these needs as well as other interactions between Technology and
Application is performed using functional modeling principles like thesed e.g. in Functional
Analysis, TRIZ and USIT (cf. Chapter 2.5.3.1).

According to the metanodel, four types of interactions are possible between the Application and
the Technology. First of all, the Technology performs a numbeDexdired Interactionsor
functions on the Application. Those functions are the reason for the choice of a specific
Technology. However, in most of the imaginable cases the Technology also performs a set of
undesired side effects bindesired Interactionsn the Application.

Likewise, the Application must perform a number of Desired Interactions on the Technology.
Those can take the form of e.g. the provision of resources like material, energy or information, or
infrastructure. Finally, and analogously to the Technology, inoftappens that the Application
performs Undesired Interactions on the Technology. Those unwanted effects can reduce or
eliminate the functioning of the Technology or they can either affect or even destroy the

Technolog .
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Figure 55: Schematic description of Desired and Undesired Interactions between Technology and Application

4.3.2.3 Potentials, Risks, Needs andProtections

According to the metanodel, both the Application and the Technology possess s@i®pérties
which influence mutual Interactions. These Properties are céll#dntial Risk Need and
ResistancgFigure56) and read as follows:

Technology Properties

X Function Potential(Ps): This Property indicates the qualitative and quantitative capacity of
the Technology to perform the Desirederactions on the Application.

x Risk of Affecting ApplicatiofAr): This Property describes the risk of exerting Undesired
Interactions on the Application

X Resource Nee@Ny): This Property points to the requirements of the Technology in order to
properlycarry out its functions

X Application Side Effect Resistan¢By): This Property refers to the robustness of a
Technology regarding possible detrimental conditions at the Application or the Application
Environment.

Application Properties

X Resource PotentigP, 7KLV 3URSHUW\ LQGLFDWHYVY WKH $SSOLFDW

necessary resources in order to assure a proper functioning of the Technology.
X Risk of Affecting Technolody,): This Property refers to the risk of exerting Undesired
Interactions orthe Technology.

Function NeeqN, 7KLV 3URSHUW\ GHVFULEHV WKH $SSOLFDWLR(

Technology Side Effect Resistan@®): This Property points to the robustness of an
Application and its constituents regarding detrimental side efté¢tee Technology.
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Figure 56. Schematic description of Properties of both the Application and the Technology

4.3.2.4 Ideality

The concept of Ideality (Paragraph 2.5.3.1.1.2) is one of the most important features of TRIZ and
its derivatives. It is sought to guide the search for solutions once the problem has been defined. In
addition, the modeling of the ideal solution was among the concepts of TRIZ and its derivatives
which were most frequently used by the participants duringxiperiment.

Based on the metmodel presented in the previous paragraphs, two types of Idealities can be
defined. First, thddeal Technologyfrom an Application perspective, facilitates the search for
technologies which could solve a given problem. 8dctheldeal Application from a Technology
perspective, allows the search for new applications to a given solution.

Referring to these two perspectives of ideality, two ideal generic scenarios can be drawn. Those
scenarios are nam@artial Idealitiesard are described as folloy{Bigure57).

The Ideal Technologyl{), from an Application perspective, possesses the following properties (cf.
also Formula 3):

X High Function Potential: The functions which the Technology perfarorsespond in
quality and quantity to the Function Need of the Application.
X High Application Side Effect Resistance: The Technology is resistant against specific
negative interactions which could arise from the conditions in the Application Setting.
x Low Risk of Affecting Application: The risk that elements or function principles of the
Technology affect those of the Application is low.
X Low Resource Need: The Technology requires either few or no resources in order to
function properly.
> Ex > E
Tl EAéA(\:@'JAATCﬁ (3)
CAZA
In the same way, the Ideal Applicatidn)( from a Technology perspective, features the following
properties (cf. also Formula 4):

X High Resource Potential: The resources which are available in the Application Setting
correspond to the requirements of the Technology in order to function properly.
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x High Technology Side Effect Resistance: The Application is resistant against specific
negative interactions which could arise from the conditions in the Technology Setting.

x Low Risk of Affecting Technology: The risk that elements or function principles of the
Application affect those of the Technology is low.

X Low Function Need: The functional requirements of the Application correspond exactly to
the functions the Technology islalto perform in qualitative as well as quantitative terms.

~ E>E
tLEz%z(\.@()2>Qz (4)
©: &2\

Figure 57: Schematic description of the Ideal Application and the Ideal Technology

4.3.2.5 Problem Modeling

The presented metaodel also allows the modeling and categorization of problems which occur
once a technology has been selected to be integrated into a given application. Eenleeig
Strategiesto overcome the integration problems can be identifidtese Generic Strategies, in

turn, point to specific sub problems which can be assigned to concrete domains of expertise in
which the problem solving can take place. This systematic categorizatioheaifnology
Integration Problemsinto a finite set of suproblems can be compared to the Method of
Factorization, which follows similar principles [Padlal, 2007].

Four types of Technology Integration Problems exist:

X Insufficient Technology InteractiorifT1): The desired Interactions which the Technology
is sought to perform on the Application do not correspond to the requirements.

x Detrimental Technology Side Effe¢BTS: The Technology exerts a negative influence
on the Application.

X Insufficient Resources for Technology Functior(ifiRf): The resources kich are provided
by the Application are not sufficient for a proper functioning of the Technology.

x Detrimental Application Side Effed®AS: The Application exerts a negative influence on
the Technology.

For each type of Technology Integration Problerm Generic Strategiesan be identifiedRigure]

:

X Insufficient Technology Interactions (ITI): Problem solving attempts can focus on the
improvementR1 WKH 7HFKQRORJ\TV ) XJQdf \dh_ tReQrBdOctiBrRol/ tHeQ W L D O
$SSOLFDWLRQTV WXQFWLRQ 1HHG 1

x Detrimental Technology Side Effects (DTS): The problem solvers can either work on the
LPSURYHPHQW RI WKH $SSOLFDWLRQ4n¢e ) PKRI@ERJ\ 6LG!
UHGXFWLRQ RI WKH 7THFKQRORJ\TV:6LVN RI $IIHFWLQJ $SS¢(

X Insufficient Resources for Technology Functioning (IRF): In this case, the Generic
6WUDWHILHY DUH LPSURYHPHQW RI WKHni&s dueid WLRQ TV
RI WKH 7THFKQRORJ\TY).5HVRXUFH 1HHG 1
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x Detrimental Application Side Effects (AAS): In order to solve this integration problem,
HLWKHU WKH 7HFKQRORJ\fV $SSO L baW heRifgredse@ br thel HFW 5H
$SSOLFDWLRQTV Fedinoldgy (&) taheredpded.

The subdivision of often complex Technology Integration Problems into despatrific
Generic Strategies allows both creative problem solving in monodisciplinary teams and joint
problem solving in interdisciplinary groupssAhe problems are subdivided into several sub
problems, the application of group creativity techniques like e.g. Dialectical Inquiry,
Brainwriting, Method 635 or Gallery Method (cf. Chapters 2.3 and 2.5) is possible.

Figure 58 Schematic description of the four types of Technology Integration Problems (TIP) and the Generic
Strategies for TIP resolution

4.3.2.6 Example: Integration of Hydrogen Combustion Technology in

Automotive Industry
In order to further clarify the introduced metedel, we shall use it in order to model the
integration of hydrogen combustion technology into cars [W&titd,, 2006; Verhelst and Wallner,
2009, Korakianitiset al, 2010; Wikipedia, 2014]. This specifitase was chosen because of its
timeliness + even though some of the presented issues have been solved decadesitsgo
complexity and because it covers a rather large spectrum of knowledge fields. Nevertheless, the
example does not take into accountadithe existing issues of hydrogen combustion in cars. If that
were the case, it would result into a too detailed and complex analysis which would exceed the
scope of the present report.

4.3.2.6.1 Application, Required Interactions and Technology

The Applcation is apassenger car including passenger cell, chassis and combustion .gfgime

the Application Environment arises the need for a technology which is capable of stocking and
transforming chemical energy into mechanical power in an internal coomesigine with a low
HVWBDWKRGIOT FDUERQ IRRWSULQW DQG ORZ GXVW SDUWLFOH HP
which is comparable to state of the art gasoline or gasoil engines is required. Finally, the used fuel

should be highly available ihé¢ Application Environment. The mentioned requirements lead the
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developers to hydrogen combustion technology. The Techndhygyogen combustion and
hydrogen storageomprises the concept of ignition of a mixture of hydrogen and oxygen in order
to provide mechanical power as well as storage systems for the said hydrogen. Some basic
characteristics of hydrogen combustion technology are Iis Besides other disciplines,

the primary involved knowledge domains are mechanical engineering (ME), materials science

(MS), process engineering (PE), physics (PH), and chemistry |(G¢0ré59).

Table 46 : Technological Characteristics of H-Technology (extract)

P
o

OO N0 WIN -

Technology Characteristics (Tech. Ch.)

H IHDWXUHYV D-t® REHHQMpEE R Q
H, combustion does not emit any dust particles.
H.-atoms exist abundantly in bound forms (e.g. water)
H, has a low boiling temperature.

H, is a very small molecule.

H, has a low energy density.

H, burns to surface of combustion chambers.

H, reacts with other materials.

H, has a high autoignition temperature.

H, burns at hot temperatures.

[EnY
o

Figure 59: Schema of the integration of hydrogen combustion technology into passenger cars
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4.3.2.6.2 Technologylntegration Problems
JURP WKH WDVN DLPLQJ DW WKH LQWHJUDWLRQ RI WKH 7HFKQR
VWRUDJHY LQWR WKH $SSOLFDWLRQ puSDVVHQJHU FDU LQFOXGL

HQJLQHT DULVH VHYHUDO 7lehsKSpReCeRalipleQatetgidefiamletiR Q 3URE

Table 47: List of Technology Integration Problems to solve

TIP . Rel. Knowledge

Letter Type Description Tech. Ch. domaing

A ITI Lower filling ratio in combustiorthamber using multipoint injection 4 CH/ME

B ITI H, diffuses from tank 5 CH/MS

C ITI Stocking of sufficient amount of Hlifficult 4 CH

D ITI Stocking of sufficient amount of Hlifficult 6 CH

E DTS | H, combustion affects lubricant in combustion chamber 7 CH

F DTS | H, causes hydrogenation of lubricant 8 CH

G DTS | H, causes embrittlement of steel used for tanks 8 MS/CH

H IRF | Ignition of Hyin compression ignition engines difficult 9 CH

I DAS | High temperatures at e.g. outlet valves cause engine knocking 10 ME/CH

4.3.2.6.3 Generic Strategies

For each of the Technology Integration Problems describfchlnie 47] three problem solving
variants exist. Hydrogen combustion technology experts can try to solve the problem on the
Technology side. Therefore they can use their specific expertise in tegpnsceks engineering,
chemistry and material science, which corresponds to the Generic Stre@egjies, ; Iy or 95
Alternatively, automotive experts can use their specific knowledge related to mechanical
engineering and material science in order tovesdhe problem on the Application side, which
corresponds to the Generic Strateg@®, ; %, ; 1a or 9 & Of course, there are also solutions
which require both Application and Technology expertise. Those solutions are classFigNas

Ar/Ra, Nt/Pa, Ri/An.

Table 48 gives examples for solutions to the different Technology Integration Problems, lists
related, classifies them according to the three Generic Strategies and lists related knowledge
domains.
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Table 48: Overview of solutions used in order to solve Technology Integration Problems and corresponding
Generic Strategies

TP Generic Solution Knowle_dge
Strategy domain

High pressure direct injection of gaseouysitio the combustion chamber

A Pr/NA improves filling ratio ad overall efficiency. ME/CH
Pr/Na Use of very dense materials reduces diffusion obiit of the tank CH/MS/ME
B P Chemical H storage in f_orm of mete_tl hydrids or use metal _organic CH
frameworks (MOF), which adsorb,timprove storage capacity
P High pressure storage ot lihcreases energy content per volume unit PE/MS/CH
c/b P, Liquefaction of H increases energy content per volume unit PE/MS/CH
‘Na New car architectures or variations of application systems (e.g. coach ME

provide more space fduel storage
E/F Ry Use of ceramic surfaces in the combustion chambers can replace lubry  ME/MS
Use of alternative storage technologies can replace mechanical storag

G Ar thus solve problem of tank material embrittlement. MS/CH
Useof small amounts of diesel in order to start the combustior, @pitdt
H P, o ME
ignition)
| P Use of rotary combustion engines (e.g. Wankel engine) can replace e ME
A systems with e.g. outlet valves
4.3.3 Phases of the Technology Search and Integration Process

The metamodel which was presented in the previous chapters is of both descriptive and
prescriptive nature. It allows describing the search for technological solutions and the integration of
the same into a given problem setting in a generic Bay.it also builds a framework for the
application of several we#stablished methods and heuristics to a somewhat prescriptive
technology integration process.

In the following paragraphs, a technology integration process is presented which allows the
apgication of a large set of welistablished problem modeling and problem solving methods as
well as of problem solving heuristics in seven phases. The methods, tools and heuristics which are
listed in the different phases of the process represent-axanstive subset of approaches. The

user of the process which is presented below is encouraged to choose between the given
approaches or to apply others in a pragmatic way. The presented process will be subject of testing
in Chapter 4.3.4.

4.3.3.1 Phase 1: Definition of Application Environment
The goal of this phase is to identify the busin@ssl technological environment of the Application
and to identify which customer value the Application shall generate.

43311 Input of Phase 1

Various types of infanation, e.g. previously defined company strategies, associated business goals

and market studies, can be used as input for Phase 1. Moreover stakeholder analyses, Personas or
other businesr usefrelated tools can provide valuable insight. When the i&pfon is situated

in a technical environment, technical information of different degree of detail can be used to
GHVFULEH WKH FRQGLWLRQV RXWVLGH WKH $SSOLFDWLRQTV V!

4.3.31.2 Methods and Tools Applicable during Phase 1
Examples for the ethods and tools which can be applied during Phase 1 are gjVebl&49
Those are taken either from methodologies of the TRIZ complex (RELEvent,-Studen
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Approach), from quality management (QFD, FMEA) or from engineering design (external
Functional Analysis). Like in the subsequent phases, the listed methods and leiofru
application shall be applied in a pragmatic and goal oriented way.

Table 49: Exemplary list of methods and tools applicable during Phase 1

Method/Tool Description

RELEvent Method to describe the use of a product or serligea customer in g
procedural way. First the ideal usage scenario is described. Then po
problems interfering with the ideal product or service usage are ident
After this, obvious solutions to those problems and associated secd
problems ae listed. Linking the problems, solutions and secondary prob
provides a causeffect network which helps identifying crucial problems
solve [Yezersky, 2006, 2008].

Multi-Screen Approach | Cf. Paragraph 2.5.3.3.3.3

Quality Function Cf. Paragraph 2.5.3.3.2.2; The HoQ for the mapping between Cus
Deployment (HoQ1) Requirements (CR) and Key Product Characteristics (KPC) (HoQ1) cg
applied during the present phase.

Failure Mode and Effect | Method to identify potential failure modes of a product or process ar

Analysis (FMEA) classify every potential failure mode according to its severity, probabilit
occurrence and probability of detection before its occurrence [McDegt
al., 2009].

External Funtional First step of the Functional Analysis as described in Paragraph 2.5.3.3]

Analysis order to define the required functions which the system or process |

perform in its environment.

4.3.3.1.3 Output of Phase 1

The Output of Phase 1 is a ddption of the businessas well as technical environment of the
$SSOLFDWLRQ 7KH GHVFULSWLRQ VKRXOG FRQWDLQ WKH
environment and Key Performance Parameters / Key Product Characteristics.

4.3.3.2 Phase 2: Definition of the Application and of Problems to Solve

The goal of this phase is to define and analyze the Application, i.e. the system or process into
which a Technology shall be integrated, as well as the problems to which the Technology shall
provide a solution.

4.3.3.2.1 Input of Phase 2

The outpubf the previous phase atitk technical documentation of the Application as it is defined
today serve as input for the present phase. Depending on the development stateppfitation
systemthat input can range dm preliminary layouts (cf. Paragraph 2.5.2.2.4) to already
established technical plans and parts lists.

4.3.3.2.2 Methods and Tools Applicable During Phase 2

During the present phase, methods and tools for the modeling of problems within systems can be
applied. The identification of those problems can take place during Phase 2 or can be carried out
based on the output of Phase 1, e.g. an FMEA. Some tools which are applicable during the present
phase are given ihable 50
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Table 50: Exemplary list of methods and tools applicable during Phase 2

Method/Tool Description

Technical Contradictions | Cf. Paragraph 2.5.3.3.3.4
Physical Contradictions | Cf. Paragraph 2.5.3.3.3.4
Closed World Method Cf. Paragraph 2.5.3.3.3.5

4.3.3.2.3 Output of Phase 2

The output of Phase 2 is a description of the technical system or process as well as a description
and modeling of the problem for which a Technology transfer shall provide a solution. A
GHVFULSWLRQ RI WKH $SSOLFDMbiRQ wih\aWwdddedpionFdR RERQ HQ W
$SSOLFDWLRQTY LQWHUDFWLRQ ZLWK LWV HQYLURQPHQW FI
Problem solving at later process steps (cf. Phase 7).

4.3.3.3 Phase 3: Definition of Application Properties
The goal of his phase the identification of the qualitative and quantitative Application Properties,
LH WKH $SSOLFDWLRQTYV

Function Need (N

Potential Technology Side Effect Resistancg) (R
Resource Potential gfPand

Risk of Affecting Technology (A).

X X X X

4.3.3.3.1 Input of Phase 3

The inputs of Phase 3 are the descriptions and models of the technological problems which shall be
solved by the technology integration. Those problems can take the form of e.g. a specific functional
requirement or the solving of a contiebn (in terms of TRIZ).

4.3.3.3.2 Methods and Tools Applicable During Phase 3

The methods and tools which can be applied during this step are based on models and ontologies
which help translating and mapping functional requirements into physical behadidinally into

concrete structures or effects (cf. Paragraphs 2.5.2.2.3, 2.5.3.3.2.2, 25.3.1.3.6 and 2.5.6.2.1).
Whereas the origins of some of those methods lie in TRIZ and its derivatives (Smart Little
Dwarves, Magic Particles Approach), others db (dealnspire [Chakrabartet al. 2005], Quality

Function Deployment HoQ2). Some of those methods and tools are I{Stebl@51]

Table 51: Exemplary list of methods and tools applicable during Phase 3

Method/Tool Description
Smart Little Dwarves/ Cf. Paragraph 2.5.3.3.3.6
Magic Particles

Quality Function Cf. Paragraph 2.5.3.3.2.2; The HoQ for the mapping between Key Pr

Deployment (HoQ2) Characteristics (KPC) and Functional Requirements (FR) (HoQ2) ca
applied during the present phase.

Idea Inspire Computational tool based on thé\Phire Model [Chakrabargt al, 2005]

which models causal links between actions of a system, state (cha
physical phenomena, physical effects and organs.
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4.3.3.3.3 Output of Phase 3

A list of qualitatively and quantitatively documentagplication Properties represents the output

R1 3KDVH 7KH GRFXPHQWDWLRQ LQFOXGHYVY WKH $SSOLFDWLRQ
on the applied method and underlying model, the required effects which could eventually lead to

the satisfaction othe functional requirements. Furthermore, the available resources within the
Application which could be used in order to realize the integration of a Technology are listed. The
documentation also includes information about physical conditions within gipécation and its
HQYLURQPHQW ZKLFK FRXOG LQWHUIHUH ZLWK WKH IXQFWLRQLQ
resistance against eventual harmful physical effects is documented qualitatively and quantitatively.

4.3.3.4 Phase 4: Identification of Potential Technologies

The goal of this phase is the identification of Technologies which bear the potential to solve the
previously identified problems (Phase 2) and which fit best the Application Properties which were
identified in Phase 3. The searshould take into account all technologies irrespective of their
domain of origin.

43.34.1 Input of Phase 4

The input of Phase 4 is the qualitative and quantitative documentation of the Application
Properties. The search for Technologaesriori capableof solving the problem which was
identified in Phase 2 is principally carried out based on the Function Need which were identified in
Phase 3. In a similar logic, the remaining Application Properties Potential Technology Side Effect
Resistance, Resource tBatial and Risk of Affecting Technology can also be used during the
search process.

4.3.3.4.2 Methods and Tools Applicable During Phase 4

Various approaches exist for supporting the identificationa gbriori suitable Technologies.
Whereas some approaclas based on TRIZ and implement certain associated models [e.gt Yan

al., 2014] others have no direct link to the TRIZ complex. In any case, the usage of methods or
tools based on TRIZ models during Phase 4 is not mandatory as already the list gflitatiép
Properties was established using TRIZ axioms. Some of the approaches which are applicable here
are implemented in software tools. A small subset of those tools is lifTedlie52]

Table 52: Exemplary list of tools applicable during Phase 4

Method/Tool Description
AskNature Online database storing around 1,800 principles which are found to wq
living organismsThose principles can be used to infer solutions to design
engineering problems. The database consists of chapters in which a bio
principle is presented in its application context. The different principles cg
retrieved using a functiearientd inquiry [Deldin and Schuknecht, 2014].
ExpernovéM Search engine mining around 40,000,000 patents and 30,000,000 re
works filed in Europe, North America and Asia. The search engine acg
databases of e.g. research institutes, national resgssohiations, universitie|
and patent offices. In contrast to AskNature, the content of the recomm
documents is not further processed [Expernova, 2014].

KOMPAT™ Tool for the automatic generation of inquiries for the Wipo patent datal
The tool,which is based on the KOM [Montecchi and Russo, 2012] and h
implements contradictiomodeling, combines semantic analysis with
thesaurus and thus allows the automatic identificatissyondnymshyponyms
hypernyms meronyms holonyms and troponyms while generating searc
inquiries. The veriobjectoptionatobject ontology supports function bas
patent mining.
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4.3.3.4.3 Output of Phase 4

The output of this phase is a list of potential Technologies, physical effects or working principles

which area prioi FDSDEOH RI VDWLVI\LQJ WKH $S5:06 It wasWerRfedqvV )XQF\V
in Phase 3 (and eventually also fit the remaining Application Properties). The list shall contain the
specific Function Need to which the Technolaglates,ts domain of origin as well as boundary

conditions applicable in that domain. It is nevertheless suggested to reformulate the description of

the Technology, its useful effect and the boundary conditions in generic terms in order to remove
communication arriers which are suspected to interfere with successful technology transfer (cf.
Paragraph 2.2.7).

4.3.3.5 Phase 5: Evaluation and Selection of Potential Technologies

The goal of Phase 5 is to obtain a short list of Technologies which are considerae tindha
highest potential to solve the Application Problem identified in Phase 2. The potential of the
Technologies is a function of the accordance between Technology Properties and Application
Properties. That means that a Technology has a high potergizie the Application Problem if

x

WV )XQFWLRQ 3RWHQWLDO LV OLNHO\ WR MNRWLVI\ WKH $S
7KH $SSOLFDWLRQ LV OLNHO\ WR UHVLVW @®KHH 7THFKQROR]J
The Technology is likely to function properly hysing the resources available at the
Application (Nr GRa)

X The Technology is likely to resist the negative side effects present in the Applicatidh (R

Ap).

x

4.3.35.1 Input of Phase 5
The input of this phase is the previously identified ApplicaBooblem as well as the list of
potential Technologies which were identified in Phase 4.

4.3.3.5.2 Methods and Tools Applicable During Phase 5

Basically, different metrics can be applied in order to evaluate the suitability of potential
Technologies to sobvthe Application Problem. However, a score which combines the accordance
between the respective Technology and the Application seems most appropriate and opportunist.
The following Ideality Score $s one suggestion for such a combination.

The formula tacalculate thédeality ScoreS™ reads as follows:

Sal %idJd:%ii E%e £ %o (5)

%ia % U% (6)
%i) Pae oo RhPe DI BA=

4 94 ¢describesWKH GHJUHH WR ZKLFKFWRHKHH\HFKQRD RIRTWKBid $SSOLF
term is a product of4, i.e. the correspondence between the action performed by the Technology

and the action required by the Application, a¥g i.e. the correspondeadetween the object of

the action required by the Application and the object of the action normally performed by the
Technology. Similarly,%¢s,UHIHUV WR WKH FRUUHVSRQGHQ{ahdEhdWZHHQ
$SSOLFDW LR,QElatesSto the FRUUHVSRQGHQFH EHWZHH&d W&KH 7HF K¢
$S SOLFDMWahRIQAYW%Is SRLQWY WR WKH FRUUHVSRQGHQaH EHWZHI
WKH $S SO0 LFThénaRre3 Wick the different terms can accept range Gragihthere is no
correpondence, t@, if there is a strong correspondence.
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4.3.3.5.3 Output of Phase 5

The output of Phase 5 is a short list of Technologiesntiegration of which would most suitably

solve the Application Problem which was identified in Phase 2. For each Technology, a
Technology Sheet can be established which contains the respective Technology Properties, i.e. the
THFKQRORIJ\fV

Function Potentia(Pr)

Risk of Affecting the Application (4
Resource Need to Function ProperlyXN
Application Side Effect Resistanceq)R

X X X X

4.3.3.6 Phase 6: Identification of Technology Integration Problems

The systematic identification of Technology IntegratProblems (TIP) is the goal of Phase 6.
Problems which avoid the resolution of the Application Problem by a specific Technology or which
avoid the Integration of the Technology into the Application are examples for TIPs.

4.3.3.6.1 Input of Phase 6

The inpu of this phase consists of the qualitative and quantitative description of the Application
Properties as established during Phase 3. Further, the short list of the most suitable Technologies
and the corresponding Technology Sheets is used for this [esending on the available time

and financial constraints, additional input can be generated by interviews of experts in the domain
of the respective Technologies, detailed literature review, domain conferences, etc.

4.3.3.6.2 Methods and Tools Applicabléuring Phase 6

Different problem identification, problem analysis and modeling methods and tools are applicable
during this phase. An exemplary subset of those methods is giv&abie 53 However, the
present metanodel provides a specific framework fthe identification and categorization of
Technology Integration Problems (cf. Paragraph 4.3.2.5). This framework consists of four types of
problems which all can be modeled as a misalignment between Application Properties and
Technology Properties:

X Insufficient Technology Interactions (ITI) consist of a misalignment between the
$SSOLFDWLRQTV WX Q@RVELRB@HHHEKQRORJI\IY. )XQFWLRQ 3RWH

x Detrimental Technology Side Effects (DTS) relate to a misalignment between the
$SSOLFDWLR Q] Yesist Drsdhrology \ sitfé effects sJRand the risk that the
Technology will cause those side effects)(A

X Insufficient Resources for Technology functioning (IRF) point toward a misalignment
EHWZHHQ WKH $SSOLFDWLRQTV SRWad it Oirge, WidRerBlU RYLGH U
energy, etc. ( DQG WKH 7HFKQRORJ\fV UHTXLUHPHQWYV LQ WKL
properly (N).

x Detrimental Application Side Effects (DAS) cover misalignments between negative side
effects generated at the ApplicationyjAand the capacity of the Technology to resist those
effects (R).
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Table 53: Exemplary list of methods and tools applicable during Phase 6

Method/Tool Description

Technical Contradictions | Cf. Paragraph 2.5.3.3.3.4
PhysicalContradictions Cf. Paragraph 2.5.3.3.3.4
SuField Analysis Cf. Paragraph 2.5.3.3.3.5
Closed World Method Cf. Paragraph 2.5.3.3.3.5

4.3.3.6.3 Output of Phase 6

The output of Phase 6 is a list of Technology Integration Problems for each arngdgrewblogy.

In those lists, the TIPs are categorized according to the above mentioned classification. Moreover,
depending on the applied problem modeling techniques, a set of further problem models can be an
additional output.

4.3.3.7 Phase 7: Technology htegration Problem Solving

The goal of the last phase is the generation of solution concepts to the Technology Integration
Problems which were identified during Phase 6. According to the Technology Integration Meta
Model presented previously, solutions éesngenerated following two Generic Strategies:

X The Technology and consequently the Technology Properties are modified in order to
better fit the Application Properties.

X The Application and consequently the Application Properties are modified in order to
better fit the Technology Properties.

In addition, both Generic Strategies can be applied jointly. That means that both the Technology
and the Application are modified in order to align Technology and Application Properties.

43.3.7.1 Input of Phase 7

All the previously generated outputs serve as inputs for the present phase. The Technology
Integration Problems which are subject of Phase 7 are taken from Phase 6. Eventual modifications
of the Application require the Outputs of Phases 1 to 3. Likewise, elenmudifications of the
respective Technologies require the Outputs of Phases 4 to 5. Moreover, input from experts in the
domains in which the Technologies are rooted is desirable.

4.3.3.7.2 Methods and Tools Applicable During Phase 7

A large set of probla solving techniques and tools is applicable during Phase 7. Depending on the
Generic Strategies followed at that phase, the problem solving methods have their origins in
different disciplines. As the set of techniques used in different natural scieoidinis is as large

as it is diverse, no examples for those approaches are given here. Hanlee54gives only
examples for methods or heuristics (the latter of which should be used as a function of previously
established problem models) which have rbdwiefly introduced in Chapter 2.5. It shall be
emphasized that the problem solving process can also be carried out using intuitive problem
solving techniques like Brainstorming, provided that relevant domain knowledge is available.
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Table 54: Exemplary list of methods and tools applicable during Phase 7

Method/Tool Description
Brainstorming Cf. Paragraph 2.5.3.2.1
Morphological Analysis | Cf. Paragraph 2.5.3.2.2
Method 635 Cf. Paragraph 2.5.3.2.3
PhysicalContradictions Cf. Paragraph 2.5.3.3.3.4
SuField Analysis Cf. Paragraph 2.5.3.3.3.5

Closed World Approach | Cf. Paragraph 2.5.3.3.3.5
Separation Principles Cf. Paragraph 2.5.4.2.1
Standard Solutions Cf. Paragraph 2.5.4.2.2
Solution Operators Cf. Paragraph 2.5.4.2

4.3.3.7.3 Using the Dyadic Logic of the Presented Approach

The dyadic nature of the presented approach leads to a representation of each Technology
Integration Problem as a misalignment between a specific Application Property and a
corresponding Technology Property. Besides the integration of the dialectical principles of TRIZ,
such a representation offers three main approaches towards the solution of the respective modeled
integration problem (cf. Paragraph 4.3.3.7).

First, expertsin the domain of origin of the Technology can attempt to solve the problem of
modifying the specific Technology Property:(FAr, Nt, Ry). In order to do so they can apply
problem solving methods and heuristics which have proven successful in their dBroainan
Application point of view, such an approach should be carried out first. The reason for this is that
the resolution of the TIP by modifying only the Technology and keeping the Application invariant
approaches the Technology to the Ideal Technolbdycf. Paragraph 4.3.2.4) and hence satisfies

the second Evolution Law of TRIZ.

,] WKH PRGLILFDWLRQ RI WKH 7THFKQRORJ\ LQ RUGHU WR ILW WKI
or cannot be carried outan attempt can be made to solve the TIRMwogifying the Application
Properties (N, Ra, Pa, Aa) in order to make them fit the current Technology Properties.
ORGLILFDWLRQV RI WKH ODWWHU SURSHUWLHVY EHDU WKH ULV
Performance Parameters or Key Prodbiarracteristics. This is why the second approach satisfies

the second TRIZ Evolution Law only from a Technology perspective but not from an Application
perspective.

The third approach consists of aligning Technology Properties and Application Propegtjesin

problem solving process. Such a process can be performed during multidisciplinary creative
problem solving sessions (cf. Case Study). During those sessions, in which experts of the
Application as well as of the Technology domain should partieiptte application of progressive
creativity methods (cf. Paragraph 2.5.3.2.3) seems appropriate. Those methods were found to give
the problem solvers of both domains the opportunity to apply domain specific strategies without
being exposed to immediatatmism from other participants (cf. Paragraph 2.3.4.3.1).

4.3.3.7.4 Output of Phase 7

The output of Phase 7 and thus of the Technology Search and Integration Process is a list of
inventive solution concepts to a previously established list of Technofaggration Problems.

The concepts are categorized into either

X Modifications of the Technology to integrate into the Application

X Modifications of the Application in order to make the integration of the Technology
successful or

x Joint modifications of both thTechnology and the Application.
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For each solution concept generated during Phase 7, eventually associated secondary problems as
well as required knowledge are documented.

The output of Phase 7 serves as input for further product or process developgesingdiich are
described elsewhere in the literature [e.g. Suh, 2001;ePah] 2007].

4.3.4 Meta-Model Application

The presented metaodel for the integration of a technology into a specific application (cf.
Paragraph 4.3.2) and the associgisatess (cf. Paragraph 4.3.3) have been tested in an industrial
field study. This study will be presented in the following chapter. Because of reasons of
confidentiality, the exact topic of the study as well as the exact results cannot be revealed. Instead
generic terms will be used whenever possible and specific terms will be mentioned only when
necessary.

434.1 Industrial Context

The industrial partner for this field study was SKF (Svenska Kullagerfabriken) AB, a Swedish
based manufacturer of rollbearings in the premium segment. The partner department was the unit
which is responsible for standard deep groove ball bearings (DGBB) aradigeiig ball bearings
(SABB) for industrial applications at Saint Cyr (France).

SKF has been applying sevepabduct development and quality management methodologies since
1990. Especially th&ix SigmandDesign for Six SigméDFSS toolsets [see Staudtet al, 2013

IRU DQ RYHUYLHZ@ KDYH EHLQJ DSSOLHG RQ PRUH WKDQ
BHOWVT H%ODFN %HOWVY DQG H*UHHQ %HOWVY DV RI
The field study has been performed in cooperation with a DFSS Black Belt innovation manager
and a DFSS Green Belt project manager (SKF development engineers), who had olitaimed a

day training in creativity methods as well as in TRIZ and its derivatives. In the respective
paragraphs will be highlighted which of the following actions were performed by the SKF
development engineers and which were carried out by the author.

4.3.4.2 NCD/NPPD Context

The industrial field study relates to specific phases of an NPD process. This process was the result
of a Front End Innovation (cf. Paragraph 2.5.2.2.5) study performed by A.Il.M. on the topic of
innovation potential of DGBBs in the instdal sector(cf. Project 3A in Chapter 5.3). Regarding

the NPD process, the identification of Customer Attributes, the listing of Functional Requirements
as well as, to a certain degree, the identification of Design Parameters are covered by the field

study :
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Figure 60: New Concept Development / New Product/Process Development context of Case Study

4.3.4.3 Technology Integration Process

43431 Definition of Application Setting and Application Environment

The starting point of the study was the concept of amesiness mod¢BM). It was the result of

the previously mentioned Front End Innovation study and earlier considerations of SKF managers
which have been confirmed by that study. The BM consistsvafuee propositiorto the customer

which is based on théocumentation of @et of physical parameters during several steps of the
DGBB product life cycle

In order to identify key Customer Attributes (cf. Paragraph 2.5.2.2.3) and to further define the
desired value proposition (1) RELEvent Analysi&) [Yezersky, 2006, 2008]Jds been performed.

That analysis, which combines aspects of life cycle analyses, product use analyses, and
product/process FMEAS, provided further insight into the Customer Attributes to satisfy.

Finally, the Application Setting and its constraints werknée using the CloseWorld Approach

(3) [Sickafus, 1997; cf. Paragraph 2.5.3.1.3.5].

[Figure 61 sums up the Application Setting and Application Eonment Definition step of the
process.
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Figure 61: Schema of the definition of the Application Setting andEnvironment

4.3.4.3.2 Definition of Application Properties Na, Ry, Pxand Aa

The Customer Attributes obtained during girevious steps were further mapped onto Functional
Requirements using the MagRarticles Approach (4, 5) [Sickafus, 1997; cf. Paragraph 2.5.3.1.3.6]
and, in a second step, the House of Quality of Quality Function Deployment (6) [Prasad, 1997; cf.
Paragrap 2.5.3.1.2.2]. The Customer Attribef@inctional Requirement mapping was completed

by data obtained from interviews with 12 SKF experts and partner experts. Once a list of
Functional Requirements representing the Function Need of the Applicatipavédestablished,

WKH $SSOLFDWLRQYV 7HFKQRQRils Reso@ree PotdtalPdshiveliLag ité D Q F H
Risk of Affecting Technology (A were defined in both qualitative and quantitative terms.

Figure62|sums up the Attribute Property Definition step [&igre63|schematizes the establish

lists of Application Properties.
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Figure 62: Schema of the definition of the Application Properties using Magic Particles Approach and Quality
Function Deployment

Figure 63: Schema of identified Application Properties
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4.3.4.3.3 Identification of Potential Technologies
Based on the Function Need )Nof the Application, the author performed botblassical internet
search and a thesaufoased patentpublication and expert review using two types of software:

X The KOMPAT™ software was used in order to search for patents for technologies which
could possibly satisfy the identified Function Ne@&the software uses a thesaurus [cf.
Aufaure et al, 2006 for a discussion] in order to generate homonyms to existing search
terms and is supposed facilitate information retrieval also in distant knowledge domains.
KOMPAT™ uses the taxonomyerb*Object(*Optonal Object)for the search process
(Figuresd)

x The Expernov&" software was used in order to search for companies and research entities
which bear ptentially valuable knowledge for the satisfaction of the identified Function
Need. The taxonomyerb*Object was used for the search process in a database of
scientific publications and paterjiSigure65).

The search performed in this manner yielded a total of 156 potential Technologies the Technology
Fields of which ranged from mechanical engineering to medical technology, to geology and marine
reseach|Figure66/sums up the Potential Technology Identification step.

Figure 64: Graphic interface of KOMPAT ™ software

Figure 65: Graphic interface of Expernova™ software
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Figure 66. Schematic description of the set of candidate Technologies and their respective Technology
environment

43434 Evaluation and of Potential Technologies and Technology Selection

The 156 potential Technologies were then evaluated with regard to the degree to whiah they

priori suit the Application, i.e., the extent to which the Technologies correspond to the Ideal
Technology @ ITURP WKH $SSOLFDWLRQTV <H bBar&taphwWii3vH). DligG YLFH )
evaluation was performed based onltheality Score Jresented in Paragraph 4.3.3.5.2.

The 57 technologies which reached a score of at least 12 where selected and presented to the
product development enginee[Fa'g{ureGﬂ. The engineers selected 36 of the 57 Technologies for

further investigatiothigure68|sums up the Potential Technology Evaluation and Selection step.

Figure 67: Extract of the presentation of the 57 technologies which was used for technologyaluation and choice
(functions are replaced by generic terms for secrecy reasons)
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Figure 68: Schematic description of the process of Technology evaluation and choice depending on the
correspondence between Technology and App#tion Properties

4.3.4.3.5 Technology Integration Problem Solving

The author then performed a literature review in order to obtain more detailed information about
the Technologies which had been selected in the previous process step. A focus waseset on th
Technology Attributes in both qualitative and quantitative terms. It was also tried to contact experts
in the respective Technology Environments. However, from 16 attempts to contact experts only
four contacts could be established, which made direatnrg#ion gathering impossible.

The results of the literature review wefechnology Sheetwhich synthesize the Properties of
every investigated Technolodfigure 69 gives some examples of the established Technology
Sheets.

In order to integrate the identified Technology into the Application setting while assuring that the
resulting system satisfies theghest amount of Functional Requirements and thus Customer
Attributes, two group Technology Integration Problem Solving sessions were held. The processes
and outcomes of these sessions will be discussed in the following paragraphs.

165
Ph.D. Report Malte Schoefer



Figure 69: Examples of Technology Sheets for Technology Integration Problem solving

4.3.4.35.1 Brainstorming Workshop

The first Technology Integration workshop was a classical brainstorming session. It was facilitated
by the two SKF development engineers and primarily usa@ral Thinkingtechniques like
Random InpufDe Bono, 1977] to stimulate creative outcome. Paudiots were SKF employees

from several departments such as product design, manufacturing, application engineering, etc.
Before the actual Brainstorming session, the facilitators introduced the project topic and the work
which had been done so far withoutesifically introducing theTechnology Integration Meta

Model Then they presented the chosen potential Technologies. The Brainstorming workshop (BS)
took 3.5 hours and dealt with the following three problems (Pb):

BSPb1: How to satisfiN.4: How to realize~unction 1for all requiredParameter8
BSPb2: How to satisfiN,5: How to realizeFunction 1for peak values and integralsf¢t)
over timeof Parameter C

X BSPb2: How to satisfiN,1-Na5 using Technology. How to realizeFunctions 1to 4 for
Parameters AoD using7HFKQRO R J\ .

4.3.4.3.5.2 Workshop on Technology Integration Problems

Contrary to the previous session, the second workshop explicitly took into accoliectivology
Integration MetaModeland the resultingechnology Integration ProbleModel. The participants

of that workshop, which took two hours and which was facilitated by the author, were the two SKF
development engineers. The session concentrated on how to satisfy all functional requirements
which had been established beforehandc @) 7HFKQRORJ\ . E\ RYHUFRPLQJ
identified Technology Integration Problems. Hence, the problem statement read as follows:
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TIPb: How to solve the remaining Technology Integration Problems related to the Integration of
7HFKQR O R J\ApplicatvriRSydteerHDGBB?

During the problem solving session, each Technology Integration Problem (TIP) (1) was modeled
using cardboard sheeffigure 70 H{HPSOLILHV WKH PRGHOLQJ RI WKH 7,3
performance of Function 1 with respect to the Parameter A as function of time using Technology
7TKHQ WKH *HQHULF 6WUDWHJLHV ZHUH DSSOLHG LQ R
this inventive problem solving process, the participants were provided with three types of
cardboard sheets. The first sheet represented the elements of the Application Setting as it had been
modeled by the Closed World Method (cf. Paragraph 4.3.3.3.1)T@ second sheetthe
THFKQRORJ\ 6 KHHW Hpldsentedr so@&Rdemedl information about that Technology

as well as its Technology Attributes (5). The last set of sheets preserdbtem Solving

Heuristics which are used in TRIZ and derivedethodology in order to solve such types of
problems (6).

Figure 70: Schema of the Workshop on Technology Integration Problems and the provided methodological
support

The products of the Technology Integration Problem solving session were documented on sticky
notes. Distinction was made between Technology Integration Problems, suggested solutions to
these TIPs, further knowledge which is required to better understandrablem or build on
suggested solutions as well as problems emerging from those sollitignee 71 shows the
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production of the reasoning relatedthe solution of TIRnsufficient Technology Interactiofs1)
andInsufficient Resources for Technology Functior(ify).

Figure 71: One of the sheets which were used to document the products of the workshop on the solutibn
Technology Integration Problems and explanation of the different sticky notes; (a): TIPs; (b): solution concepts
for TIPs; (c): required but missing knowledge; (d): subsequent problems associated to solution suggestions

4.3.5 Meta-Model Evaluation

In order to compare the presented mmtdel for technology integration with existing
methodological approaches, the participants of the Case Study, i.e. the SKF development
engineers, were asked to evaluate the performance of the process and the assolsiagdinst
processes suggested and facilitated by DFSS. That evaluation will be discussed in the present
chapter.
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4.3.5.1

Evaluation Criteria

In order to evaluate the overall applied approach, the two participating engineers were asked to
compare the pé@rmance of the approach with the performance of currently used methods on
sevenpoint Likerttype scales in terms of the criteria. Those criteria, which are based on the work

of Thiebaud [2003], are listed|imable5

The evaluation criteria are classified into four groups. The first group features two performance

aspects which relate to the capacity of the approach to point to and deal with kncavigishgeing

from other domains. The second evaluation class lists performance criteria which concern the
diversity, originality and quality of the generated process outcome. The last two classes contain two
respectively three criteria and relate to acability aspects of methods (cf. Chapter 2.5.7) like

required resources for deployment or necessary effort for method understanding.

Table 55 Evaluation criteria and evaluation classes (based on [Thiebaud, 2003])

Ph.D. Report Malte Schoefer

o o _r Evaluati
No. Criterion Abbreviation Description valuation
class
Mechanism for Does the method help the designer to cons
1 quitting of domain QDE other solutions than those linked to his/her dom
of expertise of expertise? Knowledge
Does the method help to identi transfer
5 Indication of IMK information/knowledge/capabilities which shou related
missing knowledge be obtained in order to continue the developm
of the idea/solution?
3 Originality of 0GC Does the method foster the generationiddas
generated concepty which have not been generated before?
Does the method allow the generation of id
Diversity of which implement different knowow (or
4 y DGC expertise) within the given boundaries of f
generated concept . - . .
problem (givenapplication / given function tg
realize / given technology to use)? Concept
. Does the method foster the combination of sev({ quality related
Elaboration level of . . )
5 enerated concent ELGC solutions (or technologies) in order to come
9 Py with more sophisticated/improveédeas/solutions?
Are the generated solutions estimated to be w
6 Exploitability of EXGC further exploration and do they seem exploitablé
generated concepts How big is the ratio of explorable and
exploitable ideas?
7 Ease of workshop EWP How much time and what means are necessaf
sessiorpreparation order to prepare a working session?
- - Resources
. Does the method allow the quick generation
Fluidity of concept . . ) related
8 . FCG multiple ideas with respect to one tog
generation
(technology)?
Does the method feature a process, an ex
9 Process structure PS . . . P H
logic for implementation?
Ease of Does the implementation of the method reqy .
10 . . El - . Learning
implementation sophisticated techniques? related
Does the initial understanding of the methd
11 Ease of learning EL require rather a few hours or rather seve
months?
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4.3.5.2 Performance of Suggested Process

The results of the evaluation are showffFigure72]

The presented approach was judged to be superior to current approaches in terms of knowledge
transferrelated performance characteristics. The difference of the mean score in both (Qéia (

and IMK) was at least 2.5 points.

When it comes to the performance criteria related to the quality of the generated concepts, the
results are somewhat mixed. The presented approach yields better results with regard to originality
(OGC) and diversity (BC) of generated concepts. However, the explorability of the concepts
generated (EXGC) by the presented approach is only slightly better than the concept explorability
which is normally provided by currently used approaches. In terms of concept elabtaedion
(ELGC), currently used approaches (the Hybridization of Pugh Matrix [cf. also Staiciéy

2013] was mentioned) were judged to provide slightly better results.

Already established approaches were estimated to require fewer resources in tennes awfd
auxiliary means for the preparation of creative problem solving workshops (EWP) than does the
presented approach. The amount of time which is required for concept generation during the
workshop (FCG) was estimated the same for both approaches.

Finally, the presented approach obtained slightly higher scores in learning related criteria.
Compared to currently used methods, it was estimated to feature a more explicit logic and structure
(PS). Further, the participating engineers found the appliedagiprto require less sophisticated

tools or technigues than do currently used processes (El). The time which is necessary in order to
be able to successfully apply the method (EL) was considered to be equal for both approaches.

8
7
6 |
5 |
H Tested
4 - approach
3 - = Currently
used

9 | approaches
1 |
0 - . .

ODE IMK | OGC DGC* ELGC EXGC EWP FCG, PS El EL

Knowledge Congept Resources Learning

quality

Figure 72: Comparison of tested and currently used approaches (DFSS); *: evaluation by DFSS Black Belt only
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4.3.6 Discussion

The results of th€ase Studwill be discussed both with regard to Hypothesis 3 in particular and
in more general terms in this chapter.

4.3.6.1 Discussion with Respect to Hypothesis 3

Hypothesis Jostulates a value of the axioms and methods of TRIZ and its derivatives for the
evalwation and the integration of knowledge intensive technologies in order to solve problems in
industrial NPPD processes.

In order to test that hypothesis, those axioms and methods of TRIZ and its derivatives which have
been found to be the most accepted amalied during the Experiment were integrated into a meta
model for technology search and integration. That meidel was then tested in an industrial case
study.

Against the background dflypothesis 3 especially the knowledge transfer related and cdncep
quality related performance criteria are of interest.

The former indicate to what degree the presented approach and the implementdubJdRiZ
elements lead to the consideration of distant knowledge spaces and to reasoning within those
spaces. The lattgrovide, to some extent, insight into the effectiveness of the TRIZ axioms and
methods when it comes to the integration of knowledge into problem solving concepts.

As mentioned in Paragraph 4.3.3.4.2, the presented approach was found to exhibit adwithtages
regard to knowledge transfeglated criteria. Further the tested approach was found to lead to more
original and diversified concepts than do currently used approaches, whereas the performance of
both approaches is somewhat comparable in terms méepd elaboration level and concept
explorability.

Those results provide first indications that the presented-medtizl and the associated methods
might actually represent a useful approach for supporting the search and the evaluation of
knowledgeintensive technologies as well as for the integration of the latter in order to solve NPPD
problems.

However, due to several limitations of the case study sethp approach could be tested in only

one industrial case study and only two participants evalubhedpproachtHypothesis Iannot

be validated with statistical certitude. In order to do so, more quantitative studies which should
cover a broader spectrum of application domains should be conducted.

4.3.6.2 Further Discussion

During the development ofi¢ presented metaodel and the associated process, a focus was set on

the simplicity and adaptability of the approach as well as on limited time requirements for the
participants in order to be able to successfully apply the approach.

The participating egineers estimated the preparation of a problem solving session in the presented
approach to require more effort (EWP) than in the case of currently used approaches. It could be
argued that the additional effort was due to another, only indirectly apprelatéd aspect. In fact,

the inquiries which had to be performed in order to obtain missing information and knowtedge
which, in turn, had been identified during the process (cf. Paragraph 4.3.38dje time
consuming. In that sense, the addition&refwould be a price to pay in order to present and deal

with more and more distant domain knowledge during the problem solving sessions.

Further, the tested process was judged to be more structured than currently used approaches and to
provide a more edjeit logic which improves the chance of a correct implementation. That result is
interpreted as an indication that the presented approach, at least to some degree, represents a step
forward towards more pedagogical knowledge integration strategies.
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4.3.7 Limitations of the Case Study

The presented case study has several limitations, most of which are due to the chosen test method.
While an industrial case study has several advantages such as

x Real world problemandtopicswhich are treated against the kagund ofreal industrial
projects

x Participation of expertstin the case of this case study expert project and innovation
managers with considerable methodological experietared;

x Timeandfinancial resourcesvhich largely exceed those of laboratorperiments,

that method also has drawbacks which translate into

X Limitation of the number of analyzable processesn = 1, which makes statistical
comparisons impossible: The case study featured only one single industrial NPD process
and tested thpresented approach against the background of that one project only. In order
to provide more reliable results, further case studies and/or laboratory experiments with a
higher number of participants are necessary.

x Limited number of participanté = 2), which makes statistically significant comparisons
difficult: As only two engineers were involved in the conduction of the project, only those
two participants were capable of giving reliable feedback on methodological performance.
Laboratory experiments oailger industrial case studies are necessary in order to compare
two well defined sets of methods and in order to assess in more detail advantages and
drawbacks of those methodological sets.

x Participantswho do not satisfy all requirement®n the one hanthe methodological
training of the participating engineers was important in order to ensure a qualified and
quick execution of the project. Further, their methodological background allowed them to
compare the tested approach to a wider set of methods at@durrently applied at SKF
for similar purposes. On the other hand, however, the present case study does not provide
any evidence into the appropriateness of the presented approach for an application by less
trained and thus less inclined engineers.

X Lack of participants with distant domain experti§a/en though it was initially planned to
integrate experts in the domain of origin of the candidate technologies in the creative
problem solving process, such integration was not possible. As reasons foarthlg
mentioned issues related to intellectual property and lack of interest from the expert side.

X Secrecy agreements, which prohibit the presentation of sensible results such as detailed
information on investigated technologies and generated concégtisthe case study
investigated a project which is sought to generate customer value in a highly competitive
industrial domain, unfortunately no detailed information can be given on the investigated
technologies and knowledge domains, on the functions wihioke technologies shall
perform as well as on the output of the investigated process in terms of concepts and
perspectives. As a consequence, the presenteemoekal of knowledge integration cannot
be compared to usual approaches by a detailed comparisgenerated concepts and
ideas.

X Project time framesvhich make an evaluation of results impossible both in managerial as
well as in economic termét the moment of writing this report, the investigated project is
not finished yet. As further conductiar this project is associated with major costs, which
are also due to the knowledgeensive nature of the treated technologies, such decision
making is not supposed to take place in near future. Hence, even though two non
disclosure agreements have bagned with to potential technology providers following
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this case study, no additional information on the industrial and economic success of the
investigated project can be given in the medium term.

Especially the limited numbers of analyzed processesoapdrticipants reduce significantly the
statistical value of the presented case study and have as consequence that Hypothesis 3 cannot be
validated today.

4.3.8 Conclusion of Case Study

The case study presented in this chapter investigated the valeeaih axioms and methods of

TRIZ and its derivatives for the process of technology search evaluation and integration. It tested a
descriptive and prescriptive metaodel and the associated process which cover the above
mentioned activities in a New Produevelopment context in the roller bearing industry.

The tested process was applied by two engineers and with support of the author in order to identify
customer needs, to establish a value proposition, to translate this value proposition into customer
requirements, and further into Functional Requirements. Then thenmoeliel was used in order to
identify candidate technologies which are able to perform the required functions, while at the same
time satisfying other criteria like e.g. limited resourcguieements. Finally, the metaodel and

the associated methodology were used in order to solve remaining problems related to the
integration of chosen candidate technologies in creative problem solving sessions. The tested
process and the associated methagre then evaluated against processes and methods which are
normally used in the participating company.

The analysis of the case study points towards advantages of the tested approach when it comes to
processing and integration of distant domkiowledge and technologies and to diversity and
originality of generated concepts. However, the tested approach obtained slightly inferior
evaluation scores with regard to necessary effort for workshop preparation.

The industrial case study and hence tppliaation of theTechnology Integration Meti&lodel

induced further open innovation related activities at SKF, which can be considered as indicator for
the success of the project. Nevertheless, in order to statistically confirm the resultsCais¢he

Study and thus to be able to validatgpothesis 3further research is required.
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4.4 Conclusion of Hypotheses Testing

The experiments reported in this subsection were designed in order to investigate the research
guestion: How to support the process ofrekeafor as well as evaluation and integration of
knowledge and technologies originating from knowleddensive and scienaelated domains in

the context of NCD and NPPD processes? From this research question were derived three
hypotheses.

Hypothesis Jostulated an impact of disciplinary group composition on the creative group problem
solving process and its outcomdypothesis 2suggested that the methods chosen to support
interdisciplinary group problem solving also had significant influence on thielgmnosolving
process and its outcome. In order to test those hypothesEsparimentcompared the problem
solving attempts of monodisciplinary groups with those of interdisciplinary teams. Further, the
experiment measured the differences which arise ftmmuse of pragmatic intuitive methods like
Brainstorming compared to hierarchical analytical approaches like TRIZ and USIT. Besides the
partial validation of both hypotheses, the experiment provided detailed insight into the advantages
and drawbacks othe different methodological approaches for moaad interdisciplinary group
problem solving.

Hypothesis Jostulated the possibility to integrate main concepts of TRIZ and USIT theory and
methodology into a metaodel for the integration of a technologytd a given problem setting.

The given metamodel, which is presented in this subsection was tested in an indGsts@lStudy

and evaluated against existing approaches by methodologically experienced engineers. The results
of the evaluation point towardsenefits of the presented matedel in terms of both knowledge
transfer facilitation and concept quality. As thase Studyepresents one singular test, a validation

of the Technology Integration Metilodel and thus oHypothesis 3till requires furtheand more
quantitative analyses.
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5 Contributions

Academic as well as industrial contributions which are the result of the performed research and
development activities within the framework of this research will be discussed in the present
subsection.

5.1 Overview of Academic and Industrial

Contributions

Both academic and industrial contributions are reported in the present section. The former refer to
insight into creative processes in groups, to the development of amod& for the search and
integration of technologies in NCD/NPPD processes, as well as to the application of existing
design methods on ndachnical systems. As such, academic contributions are the result of the
ExperimenttheCase StudfFigure73) and other, mainly projecelated, activities (e.g. MONTS).
Industrial contributions consist in methodological approaches combining existing design and
management methods for thepport of industrial NCD/NPPD processes (Projects 1, 2, 3A, 3B of
Figure 73). A further contribution is the development of a process and trainingridslem
modeling and problem formulation in order to foster Open Innovation processes in the
pharmaceutical industry (Project 4kifjure73).

Figure 73: Overview of academic and industrial contributions against the background of industrial NCD/NPPD
processes
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