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répondu à chacune de mes interrogations dans leur domaine de prédilection. Merci à tous les thésards
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toute l’aide qu’ils m’ont apportée lors de la préparation des calculs sur lanceurs dans un laps de temps très
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Chapter 1

Context of the study

Contents
1.1 Context . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.1.1 Aerodynamic of space launchers and physical mechanisms . . . . . . . . . . . . . 10

1.2 Scale separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2.1 Large Eddy Simulation (LES) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.2.2 Reynolds Averaged Navier Stokes (RANS) . . . . . . . . . . . . . . . . . . . . . . 16

1.2.3 Hybrid RANS/LES strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.3 Accurate and robust, finite-volume methods for industry . . . . . . . . . . . 20

1.3.1 Finite volume method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.3.2 Turbulence models and numerical schemes: a strong coupling . . . . . . . . . . . 21

1.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.1 Context

The domain of aerospace is an interesting and vast playing field for aerodynamics engineers. The physics
of flows encountered in the aerospace domain is mostly composed of a series of more or less unsteady and
violent transient phase which brings out, at the same time, compressible effects, highly turbulent flow
separations, aerothermals phenomena, multi-species chemistry loaded by particles... For industries, it is
essential to reproduce these phenomena using numerical simulation on realistic geometries, in order to
design vehicles and wind tunnel tests or to understand and try to control this phenomena. Aerodynamics
plays a very important role in the design chain of space vehicles. Unsteady transient phases like blast
waves or stage separation for example are simulated using unsteady averaged Navier-Stokes equations for
many years in Airbus Defence & Space [1] (see section 3.1 page 37 for more details).
Many of these problems are actually related to the presence of massive separated flows with highly un-
steady turbulence and nowadays, it becomes affordable for industrial to simulate them, thanks to increased
computational resources. These simulations give access to unsteady loads caused by significant pressure
fluctuations and their dominating frequencies. For example, payloads carried out in space launcher fairings
are sensitive to aerodynamic and aeroacoustic perturbations which may come from the blast wave coming
from the ducts on the launch pad during the take off, from the massive flow separation on the shrinkages
during the atmospheric flight, from interactions between the propulsive jets and the external flow during
the phases of stages separations or violent heat flux and aerodynamic stability at atmospheric reentry...
These pressure fluctuations are due to, for example, highly turbulent flow separations which expose the
mechanical parts (cylinders, nozzle...) of the launcher engine to unsteady and potentially intense loads
(figure 1.1). Numerical simulations of these phenomena enable industrial users to achieve more accurate
safety margins during the design process. It becomes also more and more important to understand the
physics of these flows, in order to, in second hand, try to control and reduce their potentially harmful
effects (thermal fluxes, fluid structure interaction, re-combustion phenomena ...). Space launchers are not

8



Context

Figure 1.1: Location of the binding area on Ariane 5 space launcher

Figure 1.2: Shadowgraph of Gemini capsule model in flight-stability tests[2]

the only examples of vehicles where unsteady turbulence plays a significant role. Re-entry capsules are also
a good illustration. The dynamic stability of re-entry capsules is largely influenced by laminar-turbulence
transition, strong shock waves and wake unsteadiness. This family of flows is an exciting challenge for
CFD 1 and require accurate and robust simulation tools.

The present study is a contribution to the development of a reliable simulation tool for aerospace
launcher aerodynamics. The work is divided into four main parts which are the ingredients of such a CFD
tool. First, we describe the aerodynamic phenomena encountered in space launcher aerodynamics, and we
discuss of the validity of turbulence models to simulate this family of flow, with focus on self-adaptive,
hybrid RANS2/LES3 models. Then, we describe the simulation tool FLUSEPA 4, developed by Airbus
Defense & Space. A high order numerical method for compressible turbulent flow calculations is described
in detail, and some improvements are proposed to increase its resolvability and make it more suitable
for scale-resolving computations. The following chapter deals with hybrid RANS/LES turbulence models,
their improvement and their validation in conjunction with the present numerical strategy. Finally, we
apply the resulting global strategy to real-world space launcher configurations.

1Computational Fluid Dynamics
2Reynolds Averaged Navier-Stokes
3Large Eddy Simulation
4http://www.bulletins-electroniques.com/actualites/36354.htm
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Context

1.1.1 Aerodynamic of space launchers and physical mechanisms

Boundary-layer separation

We can distinguish two major types of boundary-layer separations: the first one is separation induced by
the geometry. In this case, the separation is clearly imposed by geometrical elements, e.g. sharp corners.
The second one is separations induced by adverse pressure gradients. In this case, the separation is strongly
influenced by the dynamics of the incoming boundary-layer and specifically by its turbulence rate. The
more intense the turbulence is, the more the boundary-layer can resist to adverse pressure gradients. From a
computational point of view, it is obviously easier to simulate the first type of separation than the second
type. Aerodynamics of space launchers are dominated by massive separations which occur in the flow
around the after-body. Flow separation is a highly three- dimensional process which can result in dynamic
loads that disturb the launcher stability. In the separation bubble generated behind the after-body, a
primary source of turbulent fluctuations is the free shear-layer generated downstream of the separation
point. Kelvin-Helmholtz convective instabilities, develop in this shear-layer and are convected downstream,
up to the reattachment point.

Separating/reattaching flows

The domain of space launcher aerodynamics is widely dominated by separating/reattaching flows. The
objective of this paragraph is to provide an overview of this family of flows, to give an idea of the difficulties
associated to such phenomena, and especially for their simulation. The simplest and most popular separat-
ing/reattaching flow is the backward facing step flow. This configuration is two-dimensional with regard to
the geometry and the mean flow but fully three-dimensional concerning the unsteady flow motion. Several
experiments have been conducted to investigate this flow, for instance : Hall et al. [3], Kostas et al. [4],
Lee et al. [5], Spazzini et al. [6], Moreau et al. [7], as well as several: like the DES 5 of Sainte- Rose et
al. [9] the ZDES of Deck [10], the DNS of Hung Le et al. [11], Driver et al. [12]. Backward facing step
flows are a good prototype for after-body aerodynamics, and exhibit several unsteady phenomena. First, a
Kelvin-Helmholtz vortex shedding appears at the separation point followed by a pairing process highlighted
by the hot-wire techniques experiment of Troutt et al. [13] . Hairpin-like vortical structures have been
observed in the recirculation bubble by Kiya and Sisaki [14]. On the other side, several researcher describe
the presence of another unsteady phenomena, called flapping motion, which is a low frequency instability.
The backward facing step flow is a very good test case for self-adaptive hybrid RANS/LES models because
the Kelvin-Helmholtz instability is difficult to be captured without delay due to the convective character of
this instability and of the turbulent viscosity coming from the boundary-layer (in the RANS mode) before
the separation point. The mean flow is also interesting to be studied and changes according to the Reynolds
number or the characteristics of the incoming boundary-layer. Figure 1.3 shows a sketch of a characteristic
mean flow for a turbulent backward facing step. This mean flow is characterized by a separation point,
located at the step corner point, a recirculation bubble, a reattachment point where the boundary-layer
starts to recover, and a secondary corner vortex, whose the dimensions are larger or smaller depending on
several flow parameters. The mean flow is interesting to be studied because it generates the main steady
loads such as drag and lift . It is also a convergence indicator for unsteady calculations. Note that when
the flow is confined by an upper wall as in figure 1.3, the increase in the channel section dowstream of the
step section generates an adverse pressure gradient, which can lead to thickening or separation of the upper
boundary-layer, as can be seen on figure 1.3. In this study, we use this flow to assess several turbulence
models and numerical schemes in section 4.1, page 76.

A more complex separating/reattaching flow also considered in the present research, with features
closer to those of an aerospace launcher, is represented by the axisymmetric backward facing step. This
was investigated experimentally by Deprés et al. [15] and Meliga et al. [16]. The after-body retained for
this numerical study was originally designed to be representative of a space launcher vehicle first stage.
This case has been studied in details by Weiss [17] in his PhD through a zonal DES on a very fine grid.
These results are taken as a reference hereafter. This test case is also used in this study to assess several
turbulence models and numerical strategies in section 4.2 page 82.

5Detached Eddy Simulation [8]
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Figure 1.3: Mean flow regions of a turbulent backward facing step flow in the longitudinal plane [3]

Boundary-layer to shear-layer : the transition region

Especially to validate the hybrid RANS/LES approaches, it is essential to know if and how the incom-
ing boundary-layer plays a role in separations induced by geometry. Attached boundary-layers are fully
modeled (RANS mode) with RANS/LES methods. Since there is no spectral content in a RANS attached
boundary-layer, only information about the integral quantities, such as the boundary-layer thickness and
the velocity profile are available at the RANS/LES interface. However, turbulent structures in the incoming
attached boundary-layer may influence formation of the separated region. The so-called transition region,
where the incoming boundary-layer gives origin to the shear-layer at the boundary between the separated
region and the main flow, has been studied by several authors, at least for low Reynolds number flows.
Since the scope on this study is the flow past spatial launchers, we focus the bibliography study on high
Reynolds number flows. Morris and Foss [18] studied the transition region between a boundary-layer and
a single-stream shear-layer. Using a correlation technique on a backward facing step flow at high Reynolds
number (Reθ = 4650 where θ is the momentum thickness of the boundary-layer) they found that there is
no correlation between velocities measured in the boundary-layer and in the shear-layer. They conclude
that only the integral properties of the boundary-layer are important in the separation process. Abbott
and Kline [19] come to the same conclusion. They varied the turbulence intensity in the boundary-layer
(1 to 18 %) for a double-step flow at high Reynolds number (1 × 10−4 < Reδ < 2 × 10−4) where δ is the
boundary-layer thickness) . They concluded that the upstream boundary layer characteristics (especially
the spectral properties) do not affect the separation region for such a Reynolds number range. Based on
such study, we conclude that it is possible to apply hybrid RANS/LES strategies to the numerical simula-
tion of massively separated/reattached flows, and that the spectral content of the upstream boundary-layer
has a negligible effect on the separation bubble: only the thickness of the incoming boundary-layer matters.

Low frequency aerodynamics loads on spatial launchers

Buffeting is a low-frequency unsteady phenomenon which occurs at the base of spatial launchers experiences
large pressure fluctuations. It is important not to confuse with the buffeting which can occur on aircrafts
wings : this is also a low frequencies but it results from a shock/boundary-layer interaction. Weiss, in his
PhD [20], studies this phenomenon using multi-dimensional Fourier analysis and orthogonal decomposition
on a simplified launcher after-body, namely, the axisymmetric backward facing step. He brings out the
spatial organization of the fluctuating energy for several range of frequencies 1.4. He distinguishes three
main frequency on the emergency along the wall. Figure 1.4 shows that the normalized dominating
frequencies are StD = 0.08, StD = 0.2, StD = 0.6 (where StD is a Strouhal number based on the diameter
of the bigger cylinder on figure 1.4). After integration of pressure fluctuations on the launcher wall, Marié
et al. [21] bring out aerodynamic load on an axi-symmetric backward facing step. The resulting load
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Figure 1.4: Spatial organization of the dominating frequencies on antisymmetric backward facing step [20]

recovered after the integration is the buffeting phenomenon (StD = 0.2). The study of Marié et al. shows
also the influence of the sensor distribution to calculate correctly the dynamic loads on the launchers.

For industry, it is very important to capture these phenomena: not only their dominating frequencies
but also their levels. In this study, we develop numerical strategy, based on high-accurate approximation
schemes and advanced turbulence models, to calculate correctly the pressure fluctuations in the recircula-
tion area of spatial launchers.

On the importance of the grid resolution in the spanwise direction

Turbulence is a three-dimensional mechanism. This can be seen by taking into account the vorticity
transport equation, for barotropic compressible flows:

∂ω

∂t
+ u.∇ω = ω.∇u+ ν∇2ω (1.1)

The left hand side of the previous equation represents the material derivative of the vorticity ω, Dω/Dt.
The term ν∇2ω on the right hand side is the viscous diffusion. The term ω.∇u, coming from the nonlinear
term on the Navier-Stokes equations, is called the stretching-rotating term. It represents the effect of the
gradients ∇u on the vorticity field ω. It can be seen as a production of vorticity ω by the velocity gradient
∇u. This this term is responsible for the inertial energetic cascade. In 2D, one can prove that ω.∇u is
equal to zero: the turbulence is necessarily a 3D mechanism. This 3D mechanism can be explained by
the figure 1.5 . The vortical structures ω1 are stretched in the shear direction, and generate shear in the
perpendicular direction which interact with the ω2 vortical structure .
Therefore, it is essential not to overlook the grid resolution in the spanwise direction, if this is not the case,
the turbulence mechanism is blocked and the vortical structures remain too large compared to the physical
ones. The effect of spanwise grid resolution is studied on a 2D backward facing step in section 4.1 page 76
and by Deck and Torigny [22] on a axisymmetric backward facing step. A low resolution in the spanwise
direction has exactly the same effect than a too high numerical dissipation. To be more convinced, we
can take a little ahead and see the figure 1.6 which is discussed more in detail in the chapter concerning
the validation of turbulence models (chapter 4 page 76). This figure represents a backward facing step
calculation where only the number of point in the spanwise direction is doubled, twice. It demonstrates
the importance of grid refinement in the spanwise direction, which is a very crucial parameter in hybrid
RANS/LES simulations.

1.2 Scale separation

Turbulence is due to the non-linearity of the convection term of the Navier-Stokes equations. For high
Reynolds numbers, velocity fluctuations cover a large band of wave numbers and frequencies but the
energy spectrum does not extend to infinity. Indeed, smaller turbulent structures are subject to the
viscosity effects, which transform the kinetic energy into heat and which ensure the non-reversibility of
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Figure 1.5: Sketch of the turbulence mechanism [23, 24]

(a) Grid 1 (b) Grid 2: Grid 1 x 2 in the spanwise
direction

(c) Grid 3: Grid 2 x 2 in the spanwise
direction

Figure 1.6: Iso surface of λ2 = −7000 colored by mean velocity.
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the flow. This phenomenon play an essential role in the evolution of turbulent flows. Dissipative scales
may be very small compared with the most energetic structures of the flow but stay large compared to
the molecular scales. Thus, Navier-Stokes equations are theoretically suited to describe turbulent flows.
However, current computing resources do not allow to industrially resolve directly Navier-Stokes equations.
In many turbulent flows, for sufficiently high Reynolds numbers, the statistics in the scale range l0 � l� η
define the inertial part of the energy spectrum (where l0 represents the largest scale, l the integral scale and
η the dissipative scale of turbulence) which have a universal behavior determined by l and the dissipation
rate ε. This concept is called Kolmogorov’s similarity hypothesis and the famous ’−5/3’ slope is directly
related to it. Under this hypothesis, a scale separation can be set up in order to explicitly resolve large
scales and model dissipative ones. In practice, this separation is made by filtering Navier-Stokes equations
:

f(x, t) = f(x, t) + f ′(x, t), (1.2)

where f(x, t) is the resolved part and f ′(x, t) the modeled part of a given aerodynamic filed. We write the
compressible Navier Stokes equations using the Favre averaged variables:

f̃ =
ρf

ρ
(1.3)

Note that the operator • is an arbitrary scale separation operator. Introduction of this decomposition
in the Navier-Stokes equations gives for the conservation of mass :

∂ρ

∂t
+

∂

∂xj
(ρũi) = A, (1.4)

and for the conservation of momentum :

∂ρũi
∂t

+
∂

∂xj
(ρũiũj) = − ∂p

∂xi
− ∂

∂xi
τ̃ij +

∂

∂xj
τ̃sgs + B, (1.5)

in which p is the filtered pressure and τ̃ij is the viscous stress tensor, defined as :

τ̃ij = µ

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
, (1.6)

and τ̃sgs is the turbulent stress tensor, is given by :

τ̃sgs = ρ (ũiuj − ũiũj) (1.7)

where µ denotes the mean dynamic viscosity, and δij denotes the Kronecker delta function. It is important
to note that, for the general case, the filtering operator and the spatial and temporal derivative operators
are not commutative. The two quantities A and B are additional terms which come from this non-
commutativity specified in the following.

1.2.1 Large Eddy Simulation (LES)

We consider the scale separation operator defined by:

f =

∫
G(x− η,∆)f(η)dη, (1.8)

where G is a filter function and ∆ is a filter width. In the following, we find the expression of the non-
commutativity terms. We can differenciate the resolved field f :

∂f

∂xi
=

∫
∂G(x− η,∆)

∂xi
f(η)dη +

∫
G(x− η,∆)

∂f(η)

∂xi
dη (1.9)

=

∫
∂G(x− η,∆)

∂xi
f(η)dη +

∂f

∂xi
. (1.10)

(1.11)
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The relationship between ∂f
∂xi

and ∂f
∂xi

finally reads:

∂f

∂xi
=

∂f

∂xi
− ∂∆

∂xi

∫
∂G(x− η,∆)

∂∆
f(η)dη. (1.12)

We can see, by looking the expression of the non-commutativity term in equation (1.12), that this extra
term depends on the variation of the grid spacing. We can assume that, when the grid spacing changes
smoothly, the terms A and B can be neglected. In section 1.2.3, we discuss about these terms and their
influence on the simulation and especially when different filtering strategy are coupled.

For conventional LES, the grid spacing changes smoothly, thus, we can assume that A = B = 0 in the
following. The conservation of mass equation becomes:

∂ρ

∂t
+

∂

∂xj
(ρũi) = 0, (1.13)

and for the conservation of momentum:

∂ρũi
∂t

+
∂

∂xj
(ρũiũj) = − ∂p

∂xi
− ∂

∂xi
τ̃ij +

∂

∂xj
τ̃sgs (1.14)

τ̃ij = µ

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
(1.15)

τ̃sgs = ρ (ũiuj − ũiũj) (1.16)

τ̃sgs is called the subgrid stress tensor. It represents the impact of the modeled scale on the resolved
ones. The LES closure consist in finding a model for τ̃sgs. The most famous closure model for LES is the
Smagorinsky one [25]:

(τ̃sgs)ij −
1

3
(τ̃sgs)kkδij = −2µsgsSij , (1.17)

where
µsgs = ρ(Cs∆)2 |

√
2SijSij |, (1.18)

where ∆ is a characteristic grid size (∆ = (∆x∆y∆z)
1/3)), and Sij is the strain rate tensor

Sij =
1

2

(
∂ũi
∂xj

+
∂ũj
∂xi

)
. (1.19)

This subgrid scale model is simple but it allows to understand the philosophy of LES 6. The idea
is to model the Kolmogorov dissipation, in other words, to model the phenomenon responsible for the
transformation of kinetic energy into heat at small scales of turbulence. In the Smagorinsky model, an
artificial viscosity µsgs plays the role of dissipation. The Smagorinsky model is based on the characteristic
grid size ∆. To be consistent, the computational grid has to be refined to reach the Kolmogorov length.
In some alternative approaches called ILES 7 [26], the filter is not explicit. It is represented by the
combination between the numerical dissipation and the computational grid. Such strategies need, to be
consistent, a good knowledge about the numerical dissipation in use. More particularly, the user has to
know exactly the transfer function of the numerical scheme in the spectral space. For example, Garnier
[27] studied the properties of a large variety of highly dissipative shock capturing numerical schemes and
suggests conditions to be consistent with LES approaches.

6There are several subgrid model in the literature more efficient that the Smagorinsky one, but it is not the purpose of
this study

7Implicit Large Eddy Simulation
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1.2.2 Reynolds Averaged Navier Stokes (RANS)

In most of engineering applications, averaged quantities (lift, drag, mean pressure repartition...) are
sufficient in order to design a system. The most widely used method consists in using a scale separator
based on average values. The ensemble average is the most general operator. It is based on the hypothesis
of an infinite number of realizations of the same flow:

fo = lim
N→∞

[
1

N

N∑
n=0

f(x, t)

]
(1.20)

Obviously, having an infinite number of realizations of a same flow is impossible in practice. The
arithmetic average is a good estimator of the ensemble average (1.20), if the number of realization is large
enough. In the case of a steady flow, the ergodicity theorem [28] allows to transform the overall average
into a time average:

fT = lim
T→∞

[
1

T

∫ t+T

t

f(x, t)

]
(1.21)

The ergodicity hypothesis is based on the steadiness of the mean aerodynamic field. If a unsteady
mean flow is considered, using a time average instead of a ensemble average is not straightforward. For
example, let us call T2 the period of slow oscillation (mean value f(x, t)) and T1 the period of fluctuations.
The ergodicity hypothesis can be applied if it exists an interval T such as T1 � T � T2. In other
words, characteristic times T1 and T2 have to be separated by several order of magnitude (see figure1.7).
However, in engineering applications, according to Wilcox [29], this hypothesis is almost never verified. For
this reason, unsteady RANS simulations (URANS) have to be used very carefully. The scale separation

(a) Steady Turbulence (b) Unsteady Turbulence

Figure 1.7: Validation domain of ergodicity hypothesis [29].

of equation (1.2) is called the Reynolds decomposition if the scale separation operator is the time average
(1.21). We can point out that the time averaged operator is directly commutative with derivatives. In this
case, we have A = B = 0. In other words the URANS equations are, for the conservation of mass:

∂ρ

∂t
+

∂

∂xj
(ρũi) = 0, (1.22)

and for the conservation of momentum:

∂ρũi
∂t

+
∂

∂xj
(ρũiũj) = − ∂p

∂xi
− ∂

∂xi
τ̃ij +

∂

∂xj
τ̃RANS (1.23)

τ̃ij = µ

(
∂ũi
∂xj

+
∂ũj
∂xi
− 2

3
δij
∂ũk
∂xk

)
(1.24)

τ̃RANS = ρ (ũiuj) . (1.25)
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First, we can remark that the LES (equations (1.16)) and the URANS equations are formally equivalent,
only the nature of scale separator changes. In the RANS formulation, τ̃RANS is called the Reynolds
stress tensor. This tensor represents the interaction between the mean flow and the unresolved turbulent
structures. Here again, a mathematical closure is necessary to complete RANS equations. The most
famous closure is the Boussinesq hypothesis [30]:

(τ̃RANS)ij −
1

3
(τ̃RANS)kkδij = −2µtSij , (1.26)

where Sij is the strain rate tensor and µt is called the turbulent viscosity. This coefficient is expressed as
a function of turbulence scales, for example a characteristic length and velocity: µt = ul. The scales u and
l can be obtain by using transport equations. Finally, we can remark that the Boussinesq closure equation
is similar to the Smagorinsky closure (see equation (1.17)).

1.2.3 Hybrid RANS/LES strategies

The philosophy of RANS/LES is to locally model attached boundary-layer or poorly resolved regions of the
computational domain by using RANS, and switch to LES in order to resolve unsteady phenomena, such
as boundary-layer separations or turbulent shear-layers, if the resolution is fine enough. This approach
is based on the fact that the RANS and LES equations are formally the same, only the scale separator
changes [31].

Limitations of RANS strategies

URANS approaches are limited in term of resolved frequencies and scales. For example, let us consider a
transport equation for an arbitrary quantity Θ:

DΘ

Dt
= PΘ −DΘ

est +DΘ
iff (1.27)

Where D
Dt is the operator for total derivative. PΘ, DΘ

est and DΘ
iff are respectively the production,

dissipation and diffusion term of Θ. In most turbulence models, the production term is written as a
function of the strain rate tensor Sij or as a function of vorticity tensor ωij . Similarly, Sij or ωij are
written as a function of mean velocity gradients. Therefore we can write Sij (or ωij)∼ 1/T , where 1/T is
the characteristic frequency of the mean flow. This means that, the only information that the turbulence
model capture from the external flow is the characteristic frequency of the mean flow. On the other hand,
the diffusion term can be written as follow:

DΘ
iff =

∂

∂y

(
µt
σ

∂Θ

∂y

)
∝ µt

Θ

δ2
(1.28)

where σ is a diffusion coefficient and δ the thickness of mean shear-layer. This means that all of the scales
that are lower than δ are dissipated by the turbulent viscosity µt. In other words, the only frequency which
can be resolved by an URANS strategy is the characteristic frequency of the mean flow and scales of the
order of magnitude of the mean shear-layer. For example, in the case of a turbulent flow past a cylinder,
an URANS turbulence model resolves an unsteady flow composed of vortical structures of a diameter D/2
at the frequency of StrD = 0.2 (StrD is the Strouhal number based on the diameter of the cylinder), which
is the classical von Kármán eddy street frequency.
The second limitation is due to the roughness of the Boussineq closure equation, according to which the
Reynolds stress tensor and the strain rate tensor are linearly related. As a consequence, history effects,
anisotropic and time relaxation of turbulence are not taken into account by this model. A good example
of this is provided by the Tucker-Reynolds experiment (see figure 1.8 (a) and (b)): a constant strain is
applied to a flow and then stops brutally. We see that, when the strain rate is stopped, the turbulent
kinetic energy, represented by the symbols on figure 1.8 (b), decreases slowly, by effect of a kind of inertia,
whereas, the turbulence modeled by the Boussinesq hypothesis vanishes brutally.

To overcome this limitation, one option is to add quadratic terms to the Boussinesq model, or to write
a transport equation for each component of the Reynolds stress tensor as in the so called Reynolds Stress,
or RSM models. Some authors propose to add another transport equation to take into account the history
of turbulence. Olsen et Coackey [32], for example, introduce a transport equation for eddy viscosity in
order to model the non-equilibrium effect on the Reynolds stress tensor.
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(a) Experimental set up (b) Results

Figure 1.8: Tucker-Reynolds experiment [29]

Limits of LES strategies

A well resolved LES means that the dissipation model, the numerical filter, or the explicit filter used only
operates from the Kolmogorov scales of turbulence. Concerning industrial applications, for a well resolved
LES, the grid has to be fine enough to resolve all the turbulence spectrum until the dissipative scales
everywhere in the flow (even in attached boundary-layers). Actually, LES methods can lead to inaccurate
results if the mesh size and/or the scheme accuracy are not good enough to resolve correctly most of
the relevant flow scales. In complex industrial applications, the energy spectrum is often ill defined and
changes from one point to another of the simulation, so that it is difficult to warrant a sufficient resolution
everywhere, unless extremely fine meshes are used.

On the importance of the extra terms

We said previously that in the LES part of the flow, where the grid size and so the filter width varies
very smoothly, and in the RANS part of the flow, we can consider that the extra terms due to the non-
commutativity are equal to zero: A = B = 0. Nevertheless, in the interface between RANS and LES,
where the filter width varies rapidly, this extra terms may not be negligible. Hamba [33] carried out a
study to demonstrate the influence of the extra terms. Precisely, he considered a Germano’s [34] hybrid
RANS/LES filtering strategy through a blending parameter k such as:

f = kf
LES

+ (1− k)f
RANS

. (1.29)

Hamba considers the extra terms appearing in the LES part of the flow and especially in the RANS/LES
interface. It is particularly interesting to study the influence of the extra terms which appear in the resolved
and modeled kinetic energy transport equation (which is derived from the Navier-Stokes equations). The
extra terms in the modeled kinetic energy and resolved kinetic energy transport equation are similar and
opposite. They represent the energy transfer between the modeled and the resolved part of the flow due
to the change of filter width. Thanks to a turbulent channel flow simulation, the author shows that in this
interface between RANS and LES, the rms of the extra terms exhibit non-zero values as large as the rms of
resolved terms. These extra terms are responsible for resolved kinetic energy production in the LES part
of the flow. Figure 1.9 shows the energy budget of the resolved and modeled kinetic energy. We can see
that the diffusion generated by the extra terms in the modeled part of the flow is cannot be neglected and
negative and there is the same diffusion in the resolved part but positive. This study demonstrates that
there is an energy transfer from the modeled kinetic energy toward the resolved one and this transfer is
due to the non-commutativity terms between the filter operation and the spatial derivative. This energetic
balance between the resolved and modeled kinetic energy is necessary to ensure the conservation of energy
through RANS/LES interfaces. Taking into account these extra terms seems to be very important to
ensure energy conservation in regions characterized by a quick variation of filter width. Rocha [35] in his
paper shows also this dependency of the extra terms in a boundary-layer simulation. Moreover, taking
into account these extra terms, reduces the influence of blending function k choice. It is important to
note that both studies are realized on boundary-layer and channel flow. Including the extra terms avoids
log-layer mismatch. Additionally, these studies are realized with zonal Hybrid RANS/LES approach where
the blending function is imposed locally in the grid and where RANS and LES filters are explicitly known.
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Figure 1.9: Kinetic energy budget in the turbulent channel flow .a) Resolved kinetic energy ; b) Modeled
kinetic energy. [33].

Further studies are required to prove that the hybrid terms are also important in more complex flows,
specially when massive flow separation controls the flow dynamics. In practice, for industrial applications
it is difficult to consider these extra terms in the Navier-Stokes equations, especially for global (non-zonal)
Hybrid RANS/LES approaches. In general, the filters are not explicitly known, and the extra terms
cannot be calculated because they depend on the filter width. Another difficulty is that the nature of
Navier-Stokes and transport equations could change with the addition of these terms, which may require
significant modifications of the discretization scheme

Zonal RANS/LES strategies

The idea of the so-called zonal approach requires specifying beforehand regions of the computational domain
where LES and RANS models are applied [10],[36],[37]. Indeed, there is not a better solution than a RANS
solution for an attached boundary-layer with a RANS grid resolution 8. With zonal RANS/LES, there is
no log layer mismatch or grid induced separation as mentioned by Spalart [38]. For these reasons, zonal
approaches seems to be powerful. The problem is that the user has to explicitly define different regions
as RANS or as LES, which is very hard to do for complex geometries considered in an industrial context.
Zonal approaches are very useful for research in fluid dynamics to understand in details complex physical
mechanisms but cannot be easily transferred to industry due to their non-predictive nature. Note that
zonal approach has proved its interest for investigating fine flow features for well-calibrated configurations
(see for example [10, 39]).

Global RANS/LES strategies

Global RANS/LES strategies [38, 40, 41, 42, 43] are the opposite side of zonal strategies. The interface
between RANS and LES parts of the flow is not defined by the user. In theory, the solution self adapts to
the grid and corresponds automatically to the best solution, i.e, a RANS solution for attached boundary-
layer for very low resolved part of the flow and a LES solution in the well resolved part of the flow. The
common pathology for all global RANS/LES models is the well known grey zone (each model has its own).
The grey zone is characterized by the difficulty for a model to switch automatically from RANS to LES
mode or vice versa at the right place in the flow. This may lead to grid-induced separation or log-layer
mismatch (see e.g. [38]). For massively separated flows, which are the object of this study, the most
important issue is to preserve attached RANS boundary-layers. In other words, in an attached boundary-
layers, the kinetic energy have to be 100 % modeled, because a grid suited for RANS is unable to support
an LES resolution.
The other weakness of these strategies concerns a possible delay in the triggering of convective instabilities.

8RANS models are calibrated so as to modeled perfectly attached boundary-layer
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This weakness is principally due to the amount of RANS eddy viscosity coming from upstream attached
boundary-layers. This problem is even greater for space vehicles which measure tens of meters long.
Nevertheless, we will see in section 4 that the thickness of incoming boundary is not the only element
responsible for the delay of convective instabilities. Indeed, the numerical viscosity introduced by the
discretization sensitivity plays also a very important role.
Global methods remain the most suitable ones from an engineering point of view, since they require less
user-defined parameters than zonal approaches. Thus, even if they cannot be finely tuned to the same extent
of the zonal approach for a given configuration, they have better potential for predictive flow simulations.
A variety of automatic hybrid RANS/LES model has been proposed in the literature [38, 40, 41, 42, 43].
In this study, we investigate and assess the hybrid model by Perot & Gadebush [41], the DDES (Delayed
Detached Eddy Simulation)approach of Spalart [38] and the scale adaptive simulation (SAS) of Menter
[42] (see Section 2 page 22 for details).

1.3 Accurate and robust, finite-volume methods for industry

1.3.1 Finite volume method

Finite volume method is the name of a discretization technique by which the integral formulation of the
conservation laws are discretized directly in the physical space. This method’s strength lies in the fact
that it is totally mesh independent, as long as the meshes are made of closed cells. The finite volume
method is naturally conservative. We look for the numerical solutions of the compressible Navier-Stokes
equations in Reynolds-Averaged form or in filtered form, and supplemented by a turbulence or subgrid
model, respectively. Both of them can be formally written as a system of conservation laws of the form:

d

∂t

y

ΩCV

wdΩ = −
{

ACV

FndS +
y

ΩCV

SdΩ (1.30)

where ΩCV is a fixed control volume with boundary ACV , n is the outer-oriented unit normal, w is the
conservative variable vector, F is the flux density and S is the source terms vector. For a single species
flow, these quantities are given by:

w = (ρ, ρu, ρE,Wtm)T (1.31)

F = FE + FD (1.32)

where the inviscid flux FE is given by:

FE = (ρu, ρu⊗ u + pI, ρuH,Ftm)T (1.33)

and the viscous flux FD is

FD = (0, τ + τt, (τ + τt).u− q− qt)
T (1.34)

In equation (3.10), Wtm is the variables comes from the turbulence model in use. For example, for a
k − ε model, Wtm = ρk, ρε. In equation (1.33), Ftm represents the numerical fluxes due to the turbulent
variables. In equations (3.10) and (1.34), ρ is the density, u the velocity vector, p the pressure, E the
specific total energy, H the specific total enthalpy, τ the viscous stress tensor and q the head flux vector.
The preceding flow properties have to be integrated as averaged or filtered quantities, according to the
equation in use (RANS or LES). More generally, w represents the resolved part of the flow, i.e, the average
field or the large scale of the turbulence flow, for RANS ans LES, respectively. In addition, τt is the
Reynolds/subgrid stress tensor, and qt the turbulent heat flux, which models the effect of the non-resolved
part of the flow on the resolved one. In the following, τt is described by using an eddy viscosity model
(Boussinesq), and is supposed to be related to the average/filtered velocity gradient via an eddy viscosity
coefficient νt. A simple turbulent Fourier law introducing a constant turbulent Prandl number is used to
model qt.
The numerical resolution of the equation (3.10) is presented in the section 3.2 page 41. To compute νt,
automatic hybrid RANS/LES models are considered in section 2 page 22.
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1.3.2 Turbulence models and numerical schemes: a strong coupling

There are three kinds of viscosity in a numerical simulation of turbulent flow: the laminar viscosity ν,
the eddy viscosity νt introduced by RANS (Boussinesq hypothesis) or SGS model in use, and numerical
viscosity νn intrinsic to the numerical scheme 9. The main idea of a hybrid turbulence model is to re-
duce the turbulent viscosity νt to locally capture unsteady turbulent structures. In the resolved part of
the turbulent spectrum, the numerical viscosity must be negligible compared to eddy viscosity, otherwise,
turbulent structures will be dissipated by the numerical scheme.
Keeping the formal order and accuracy of numerical schemes is also very important for industry. The ge-
ometries are often complex and Cartesian grids are not possible. The finite volume numerical strategy we
describe in this study (3.2 page 41) is the foundation of the whole method. We perform numerical test, not
only in Cartesian grids, to validate the numerical method: robustness, order and accuracy on general mesh.

1.4 Conclusions

Technically, RANS models can be suitably modified and used to model turbulence at any mesh resolution
(which is the purpose of RANS/LES approaches). The fundamental reason that this is possible is that the
governing equations are formally the same for RANS and LES. The use of hybrid RANS/LES approaches
for our applications needs however to introduce reasonable hypotheses about the the extra terms coming
from the non-commutativity between the spatial derivatives and the LES filter.
A bibliography study concerning highly separated flows justified the use of hybrid RANS/LES approaches
since only the integral quantities about the incoming boundary-layers is important at high Reynolds num-
bers.
Turbulence models and numerical schemes cannot be studied without taking into account their interactions.
The following study addresses this point as a first step we select suitable hybrid RANS/LES strategies,
afterwards, we develop a numerical method, which is consistent with hybrid RANS/LES models.

9Note that the second kind of viscosity is equal to zero for the so called ”implicit”modelling approaches (see e.g Ref[26])
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Chapter 2

Hybrid RANS/LES models and
improvements
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In this section we present three hybrid RANS/LES models in their most promising formulation for
our applications : the Detached Eddy Simulation (DES) of Spalart [8], the Scale Adaptive Simulation
(SAS) of Menter [44] and the Perot & Gadebush [41] model. Each of these models has his own philosophy,
they share several common features. The common points are shown up specially when the models are
compared using the same discretization scheme since, as we will see later, the impact of the numerical
filter introduced by the discretization method may be at least as large as, if not bigger, than the impact
of the turbulence model. In this Section, each validation case is computed using the VC scheme presented
in section 3.3 on page 54. A common weakness of SAS and DDES [45] models is their failure in predicting
the departure of convective instabilities, which is unacceptable for our applications. Kelvin-Helmholtz
convective instabilities play an indispensable role in the spectral content in a separating/reattaching flow.
Deck [10] demonstrates the failure of the DDES in his classical formulation for a free shear layer (figure
2.1 (a)), a backward facing step (figure 2.1 (b)) and a multi-element airfoil (figure 2.1 (c)). Menter in
several ANSYS communications [46] and in [47] illustrates the failure of SAS for backward facing step
flow computations (figure 2.1 (c)) and advocates ”zonal forcing” to triggering convective instabilities. This
pathology cannot be resolved in the same way for all the hybrid RANS/LES models, and it will be discussed
in the following. Zonal strategies proposed by Menter (ZFLES) or Deck (ZDES), where the user has to
locally impose LES or RANS zones in the flow are not readily applicable for our applications that often
involve very complex geometries and where RANS and LES regions cannot be specified by the user. Unlike
zonal strategies, we look for a methodology that remains as predictive as possible and does not require
too much prior knowledge of the flow field. These zonal methods may nevertheless be very useful to study
flows for which it is possible to closely predict the main behaviour beforehand, especially for research aims
and when the geometries are not too complex.
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(a) DDES free shear flow [10]

(b) DDES Backward facing step [10]

(c) DDES Multi elements airfoil [10]

(d) SAS Backward facing step[46]

Figure 2.1: The common pathology of DDES and SAS models in their original formulation
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2.1 Hybrid RANS/LES models

In this section, we present three hybrid RANS/LES turbulence models with improvements and recommen-
dations necessary for accurate simulation of compressible flows around space launchers.

2.1.1 Scale Adaptive Simulation (SAS) strategy

Model formulation

The SAS approach introduced by Menter [44] is originally based on the k− kL model of Rotta [48]. For a
flow dominated by shear strain in y-direction, we can define an integral length scale L such that :

kL =
3

16

∞∫
−∞

Riidry (2.1)

where,
Rij = ui(x)uj(x + ry), (2.2)

where the overline represents a time average (or an ensemble average). Quantities x and x + ry are
the location of two probes, separated in the y direction, by a distance ry. Rotta builds an exact transport
equation for the quantity kL from the Navier-Stokes equation for shear flows:
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where y denotes the coordinate across the shear layer. In the transport equation for kL the most
interesting aspect is the production term, which contain the spatial derivative of the mean velocity at
point x + ry:

3

16

∞∫
−∞

∂u(x + ry)

∂x
R12dry, (2.3)

to model this term, Rotta suggest to use a Taylor expansion:

∂u(x + ry)

∂y
=
∂u(x)

∂y
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∂y2
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At this point, Rotta decides to consider the third derivatives in the equation (2.5) as the leading term,
assuming that the second derivative is equal to zero, based on the observation that, in homogeneous turbu-
lence, the function R12 is symmetric with respect to ry, and builds a two equation model for incompressible
shear flow:

∂k

∂t
+ uj

∂k

∂xj
= Pk − c3/4µ

k3/2

L
+

∂

∂y

(
νt
σk

∂k

∂y

)
(2.6)

∂(kL)

∂t
+ uj

∂(kL)

∂xj
= −u′v′

(
ξ1L

∂u

∂y
+ ξ2L

3 ∂
3u

∂y3

)
− ξ3k3/2 +

∂

∂y

(
µt
σkL

∂(kL)

∂y

)
(2.7)

Pk = −u′iu′j
∂(kL)

∂xj
; νt = c3/4µ

kL√
k

; Pk = u′iv
′
j

∂ui
∂xj

(2.8)

All the constants of the model are listed in tab 2.1:

ξ1 ξ2 ξ3 σk σkL cµ
1.2 (-2.88)-(-3.24) 0.11 - 0.13 1.0 1.0 0.09

Table 2.1: Closure coefficients of the Rotta model

Menter and Egorov [42] give several reasons to explain why the third derivative is not desirable in a
turbulent model. The first reason is that it is not intuitive. There is no physical reason why the third
derivative should have a strong influence on the turbulent length scale. The second reason is that it
produces an incorrect sign in the logarithmic layer. And the last reason is that it is difficult to compute
a consistent third derivative in an industrial CFD code. Menter and Egorov[42] argue that the term in
second derivative, in equation (2.5) should be kept as the leading term. This term is equal to zero only
under homogeneous conditions or in a constant shear environment. Actually, the second derivative is
an inhomogeneity detector: diffusion is a physical mechanism, mathematically represented by a second
derivative, which tends to homogenize a given property, in this case the velocity. If the flow is already
homogeneous, the diffusion mechanism vanishes and the second derivative is equal to zero.
Menter and Egorov built the von Kármán length scale thanks to the leading term in equation (2.5), based
on the second derivative:

LνK = κ

∣∣∣∣ ∂u/∂y∂2u/∂y2

∣∣∣∣ (2.9)

The absolute value is used to ensure the positivity of LνK . The von Kármán length scale is used as a
detector of strain rate variation since the second spatial derivative of the velocity can be seen as the first
spatial derivative of the strain rate. The von Kármán length scale is a flow parameter which detects the
smallest vortical structures which can be resolved in the flow. The model detects the spatial variation of
the local strain rate and decreases the turbulent viscosity to avoid over-damping the turbulent structures.
Menter and Egorov[42] propose a two equation model for the quantity

√
kL, which is directly proportional

to the turbulent viscosity:
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(2.12)

All the constants of the model are given in Tab. 2.2.
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ξ1 ξ2 ξ3 σk σ√kL cµ
0.8 1.47 0.0288 2/3 2/3 0.09

Table 2.2: Closure coefficients of the k −
√
kL model of Menter and Egorov

The von Karman length LνK can be introduced in the second transport equation of other transport-
equation models (k − ε or k − ω for example). For the widely used k − ω SST model, we can write the
transport equation for ω:

∂(ρω)

∂t
+ uj

∂(ρω)

∂xj
=

γ

νt
Pk − βρω2 +QSAS (2.13)
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where,
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(2.15)

The standard k − ω SST turbulence model can be transformed into a SAS model in a straightforward
manner: only by adding the QSAS source term to the transport equation for ω. In practice, for the k − ω
SST, all the required quantities for the model are calculated as follows and the coefficients are listed in
Tab. 2.3.
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µ ω

(2.17)

µt =
ρa1k

max(a1ω, F2Ω)
(2.18)

F1 = tanh(arg4
1) (2.19)
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CDkω = max
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2ρσomega2

1

ω2

∂ω

∂xj

∂ω
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(2.21)

F2 = tanh(arg2
2) (2.22)

arg2 = max

(
2
√
k

β∗ωd
,

500ν

d2ω

)
(2.23)

γ = F1γ1 + (1− F1)γ2 (2.24)

β = F1β1 + (1− F1)β2 (2.25)

ξ2 σΦ C σω1 σω2 β1 β2 a1 γ1 γ2

3.51 2/3 2 0.5 0.856 0.075 0.0828 0.31 5/9 0.44

Table 2.3: Closure coefficients of the SAS model

26



Hybrid RANS/LES models

Model limitations

This formulation has been investigated by Menter and Erogov for self decaying turbulence. They find that
the length scale LνK has to be limited for the smallest scales of turbulence to avoid energy accumulation.
Without introducing a limiter, the eddy viscosity of the SST-SAS can be lower than the lowest viscosity
accepted by the grid. To obtain this lower bound, they find a lower bound for the von Kármán length
(equation (2.26)) which leads to an equilibrium relationship for the turbulent viscosity.

LνK = max

(
LνK , Cs

√
ξ2κ

β/cµ − γ
∆vol

)
, (2.26)

see Tab. 2.3 for β and xi2. The closure coefficient Cs may take different values according to the numerical
scheme in use. In the following, we choose Cs = 0.11 as in [49]. In the lower limit of LνK (LES limit), the
equivalent subgrid viscosity reached by the SAS model is:

µeqt =

(√
1

ξ2κ

(
β

cµ
− γ
)
LνK

)2

Sij , (2.27)

this formulation is clearly similar to the Smagorinsky formulation:

µsgs = ρ(Cs∆vol)
2Sij . (2.28)

So, the lower limit of the SAS model is the Smagorinsky one. The choice of the characteristic length scale
Delta is discussed in the following.
As anticipated at the beginning of this chapter, a pathology often observed with this kind of automatic
HRL model is a delay in the triggering of convective instabilities. To circumvent this problem, Menter
proposed several ways to trigger instabilities by introducing ad hoc local forcing. One such methodology
is the HTG (Harmonic Turbulence Generator) of [47]. In order to keep the predictive capabilities of HRL
strategy, in this work we avoid such ad hoc treatments. Recently, Benyoucef [49] analyzed the behaviour
of the von Karman length scale LνK in a boundary-layer and in a shear layer and proposed a modification
to the SAS model. He points out that Kelvin-Helmholtz instabilities are triggered at the inflexion point
of a velocity profile. At this location, the second derivative of the velocity profile is equal to zero while
the first derivative takes a finite value. As a consequence, LνK tends to infinity. In other terms, the scale
LνK may increase in convective instabilities, which is contrary to what is expected. This may explain the
delay observed for the triggering of convective instabilities. For this reason, Benyoucef [49] introduces a
limiter for LνK to avoid the wrong behavior of LνK in free shear layers while enforcing the RANS mode
in attached boundary-layers:

LνK = min(LνK , F1LνK + (1− F1)αL), (2.29)

where F1 is the same function used in the RANS-SST model. F1 is a shielding function which is equal to
1 in the greatest part of the boundary-layer (y/δ < 0.7) and zero elsewhere. The original role of F1 in the
SST model is to switch from the k− ω near the wall to the k− ε. Using this function for the von Kármán
length scale allows to preserve RANS behaviour of the model within attached boundary-layers. Benyoucef
calibrates α in Equation (2.29) and suggests a value of 2.5 [49]. The limiters applied to the von Kármán
length scale LνK are:

Cs

√
ξ2κ

β/cµ − γ
∆ω 6 LνK 6 F1LνK + (1− F1)αL. (2.30)

The choice of ∆ω instead of ∆vol is discussed in more detail later in this chapter in Section 2.2 on page
33. These are used for all the calculations carried out with the SAS turbulence model in the following.
In order to prove the effectiveness of the limitation of Benyoucef’s limiter, we can take a little ahead on
the validation section 4.2 page 82. Figures 2.2 (a) and (b) show the turbulent viscosity of two SAS cal-
culations, one without the Benyoucef limiter (figure 2.2 (a)) and the second one using the limiter (figure
2.2 (b)). This comparison clearly shows that the limiter (2.29) is essential for the triggering of convective
instabilities: without Benyoucef’s limiter, there is no Kelvin-Helmholtz vortices.
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(a) Axisymmetric backward facing step, SAS calculation without the limitation (2.29) of Benyoucef

(b) Axisymmetric backward facing step, SAS calculation with the limitation (2.29) of Benyoucef

Figure 2.2: Axisymmetric backward facing step, SAS calculations, νt/ν ratio

2.1.2 Detached Eddy Simulation (DES)

Model formulation

The DES approach was initially proposed as a modification to the S-A [50] turbulence model. For our
applications, which are highly compressible, we chose to implement the ”density corrected” version of S-A
model of Catris and Aupoix [51], written as:
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where, | ω | is the magnitude of the vorticity, dw is the distance from the nearest wall, and:

fw = g

(
1 + c6w3

g6 + c6w3

)1/6

, g = r + cw2(r6 + r), r =
νt

Sκ2d2
w

, (2.32)

The model closure coefficients are given in Tab.2.4.

cb1 cb2 σ κ cw1 cw2 cw3

0.1355 0.622 2/3 0.41 cb1/κ
2 + (1 + cb2)/σ 0.3 2

Table 2.4: Closure coefficients of the S-A model

The basic idea of the original DES approach is to modify the destruction term in the transport equation
(2.31) by replacing the distance from the wall by:

d̃ = min(dw, CDES∆)

where ∆ = ∆max = max(∆x,∆y,∆z) is a characteristic mesh size and, CDES = 0.65. With this choice, the

model works as a S-A RANS model when d̃ = dw, and as a S-A subgrid model when ∆ << dw . However,
its behaviour is ambiguous for ∆ ∼ dw. The region of the computational domain where ∆ ∼ dw is called
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the ”grey zone”. The model is expected to work in the RANS mode as long as the maximum grid size is
greater than the wall distance. This is based on the hypothesis that in a RANS grid, the longitudinal or
the spanwise grid size is greater than the wall distance.

Model Stress Depletion and remedy

As discussed in Section 1.1.1 on page 12, spanwise resolution is essential to capture correctly the three-
dimensionalization of the Kelvin-Helmholtz instabilities. This avoids to stop the energy cascade and favors
the three-dimensionalization of vortical structures. For a backward facing step flow, for example, the
spanwise refinement controls the diffusion length d̃ before the separation point. Regarding the figure 2.5,
just before the separation flow, d̃ = CDES∆z because the grid in all directions is much smaller than the
boundary-layer thickness, and the RANS eddy viscosity starts to be affected by the DES limiter but the
grid resolution is not fine enought to support a LES solution. A solution is to generate the grid in such
a way as to switch instantaneously from a RANS to a LES refinement, but this solution is not a good
option for numerical reasons and also for energy conservation, reasons as discussed in Section 1.2.3 on
page 18. This issue is called the Model Stress Depletion by Spalart and can cause wrong boundary-layer
separations since the RANS turbulent viscosity is impacted by DES limiter because of the grid, topology,
leading to so-called ”Grid Induced Separation”. To overcome this difficulty, Spalart at al [45] introduces a
shielding function fd to ”protect” the RANS boundary layer from switching to the LES mode. The modified
modeling strategy is then called in the DDES (Delayed Detached Eddy Simulation). The shielding function
writes:

fd = 1− tanh((8rd)
3), (2.33)

with,

rd =
ν + νt√

∂ui
∂xj

∂ui
∂xj

κ2d2
w

. (2.34)

The quantity fd is equal to 0 in the boundary-layer and 1 elsewhere. Other solutions can be adopted to
protect RANS boundary layers, which will be discussed in the following. We can visualize the fd shielding
function on the boundary-layer profile of figure 2.5.
It is vital that, regardless of the hybrid RANS/LES model in use, attached boundary-layers remains fully
modeled. No resolved kinetic energy has to be allowed in attached boundary layers. For instance, this is
why PANS [52] (Partially Averaged Navier Stokes) in its original version cannot lead to a correct solution:
the modeled to total kinetic energy ratio is imposed by the user at the beginning of the simulation and in
the whole computational domain, including boundary layers, instead of switching to zero near the walls.
Several modifications have been proposed by Girimaji [40] to overcome this problem but we do not retain
this approach for our applications.
Concerning SAS model, shielding function to protect the boundary-layers is already included in underlying
k − ω SST RANS model and it will be illustrated in Section 2.1.1.

Convective instabilities departure: remedy

The DDES approach allows to protect RANS boundary-layers and avoid grid-induced separation, but the
issue concerning the delayed triggering of convective instabilities is not resolved. In order to correct this
flaw while taking into account the typical anisotropy of industrial grids, we introduce a flow dependent
characteristic grid size based on vorticity, ∆ω (see equation (2.45)) originally proposed by Chauvet [53],
and discussed in more detail later in this chapter in Section 2.2 on page 33. Finally, the formulation of
DDES used in this study is similar to the ZDES mode II proposed by Deck [10]:

∆ = (0.5− sign(0.5, fd − fd0))∆max + (0.5 + sign(0.5, fd − fd0))∆ω, (2.35)

the ∆ is an hybrid characteristic length which involves the usual characteristic length ∆max in boundary-
layers and ∆ω elsewhere; moreover, it is flow-dependent since ∆ω depends on the local vorticity (see
equation (2.45)). The limiting value of fd0 is taken equal to 0.8.
To be convinced of the usefulness of using ∆ω instead of ∆max in the DDES formulation, consider figures
2.3 (a) and (b). The figures show the turbulent viscosity for the calculation of the axisymmetric backward
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(a) Axisymmetric backward facing step, DDES calculation with ∆max

(b) Axisymmetric backward facing step, DDES calculation with ∆ω

Figure 2.3: Axisymmetric backward facing step, DDES calculations,νt/ν ratio

facing step that we will study in section 4.2, figure 2.3 (a) was obtained by using the ∆max length scale
everywhere and figure 2.3 (b) by using the ∆ω length scale. We can see that, the DDES in it is original
formulation fails to predict the Kelvin-Helmholtz instability and exhibits a strong delay in their triggering,
whereas the modified DDES does not introduce any delay.

2.1.3 Perot & Gadebush (PG) turbulence model

Model formulation and improvement

Perot and Gadebush [41] start again from the idea that a suitably modified RANS model can be used
to model turbulence at any mesh resolution, because the governing equations are the same for RANS,
URANS, LES and DNS (see Section 1.2 page 14). To sensitize a RANS model to the grid, they introduce
a function based on the local grid size and on the local resolved kinetic energy. This function, which is
independent of the specific form of the model in use, depends only on the amount of kinetic energy that is
locally resolved compared to the local mesh size. This allows to locally adapt the level of subgrid viscosity
to the grid. This approach is very promising: for instance, it allows to get rid of the delay of the triggering
of the Kelvin-Helmholtz instabilities because of the locality of the adaptation function. Given this, Perot
and Gadebusch [41] propose a new HRL model based on a modification to the standard k − ε model. For
this purpose, they introduce an energy transfer parameter α:

α = 1.5

1− C∗
(

k

k + kr

)2
[(

∆xi√
kr

∂
√
kr

∂xi

)2

+ 0.11

]−1
 (2.36)

where kr is the resolved turbulent kinetic energy, k the modeled kinetic energy and C∗ = 0.28. The α
parameter, comprised between -1 and 1, detects well-resolved flow regions and turns the baseline two-
equation model into a subgrid model, while keeping a classical k − ε model in under-resolved regions.
This function is analog to functions used in automatic mesh adaptation. The model is calibrated on
homogeneous turbulence: the length scale predicted by the model should be proportional to the grid size
in the LES mode. Figure 2.4, taken from [41] shows that the modified two- equation k − ε model can be
applied as a turbulence/subgrid model for LES (Lm = k3/2/ε is proportional to the grid size), and recovers
the RANS mode (Lm is independent to the grid size).
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Figure 2.4: Model length scale vs grid size for homogeneous turbulence[41]

For the same physical reason that lead lead us to adopt Chauvet’s length scale ∆ω in DDES (see Section

2.2 on page 33 for a discussion), we reformulate the term ∆xi√
kr

∂
√
kr

∂xi
in order not to take into account the

useless grid direction (∆z at the beginning of the detachment point of figure 2.5 for example):

α = 1.5

1− C∗
(

k

k + kr

)2
(Nω.

∆η√
kr

∂
√
kr

∂η

)2

+ 0.11

−1
 (2.37)

with
∆η√
kr

∂
√
kr

∂η
=

(
∆x√
kr

∂
√
kr

∂x
,

∆y√
kr

∂
√
kr

∂y
,

∆z√
kr

∂
√
kr

∂z

)T
(2.38)

and with

Nω =

 1

1

1

− 1

|| ω ||

ωx
ωy
ωz

 (2.39)

The vector Nω allows to take into account only the characteristic grid sizes which are perpendicular to
the vorticity vector ω. The Expression (2.39) is inspired by the idea of Chauvet [53] and it is particularly
well suited for shear layers. The additional turbulent transport equations introduced by the PG turbulence
model are then:
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Cε1 Cε2 Cµ σk σε
1.44 1.92 0.09 1.0 1.3

Table 2.5: Closure coefficients of the PG model

∂(ρk)

∂t
+
∂(ρujk)

∂xj
= αPk − ρε+

∂

∂xj

[
(µ+

µt
σk

)
∂k

∂xj

]
,

∂(ρε)

∂t
+
∂(ρujε)

∂xj
=
ε

k
(Cε1Pk − Cε2ρε)−

∂

∂xj

[
(µ+

µt
σε

)
∂ε

∂xj

]
,

Pk = ρτij
∂ui
∂xj

.

νt = cµ
k2

ε

(
k

k + kr

)
ρtij = 2µSij

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
− 1

3

∂uk
∂xk

δij ,

where ε is the dissipation rate and ui, (i = 1, 2, 3) the component of u. Note that the preceding
equations correspond to a modification of the high-Reynolds version of the k− ε model [54], since we make
use of wall functions [55] to avoid resolving the viscous sublayer and increase the maximum allowable y+

of the computational grid. However, this is small enough to avoid direct overlapping of the region modeled
through wall functions with LES regions. The closure coefficients for the model are listed in Tab. 2.5. The
resolved kinetic energy kr has to be computed during the calculation. Equation (2.40) shows how kr is
computed in practice:

kr =
1

2
(u2
i − ui

2) where • is the time average operator (2.40)

Statistics used in equation (2.40) are progressively accumulated during the calculation and a sliding aver-
aging procedure is used to remove information from the initial transient phase. For some flows where the
calculation of statistics on the whole simulation time is a nonsense ( helicopter rotor, re-entry capsule...)
phase averages can be used instead. With respect to the baseline k − ε model we notice that:

• the production term in the k equation is premultiplied by the blending parameter α;

• the expression for the eddy viscosity is modified via the modeled kinetic energy ratio. This is equal
to 1 when all the turbulent kinetic energy is modeled (kr = 0) so that the RANS eddy viscosity is
recovered in this limit, and equal to 0 if all of the kinetic energy is resolved (k = 0), allowing the
model to degenerate into DNS in the vanishing mesh size limit.

In addition to the preceding modifications, the energy transfer parameter α can be introduced also in the
momentum equation through the Reynolds-stress tensor, which is modified in the following way:

ρτtij = 2αµtSij −
2

3
τkkδij (2.41)

In regions where α is equal to 1, the model works in RANS mode; in regions where α is positive and
smaller than 1 the model works in LES mode; when α < 0, the contribution to the Reynolds stresses
becomes negative and acts as an anti-diffusion which amplifies existing resolved velocity fluctuations. The
blending parameter α acts through two mechanisms: it pre-multiplies the Reynolds stress tensor, lowering
the modeled Reynolds stresses in well-resolved regions; it pre-multiplies the production term in the turbu-
lent kinetic energy equation, lowering the amount of modeled kinetic energy produced by the model and,
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indirectly, the eddy viscosity. Note that α may become negative in highly resolved regions characterized
by a too large amount of modeled kinetic energy. As a consequence, the diffusive terms in the momentum
equation change their sign. This amplifies flow instabilities by converting turbulent diffusion in antidiffu-
sion, and enables effective model transition from RANS to LES mode by enriching the frequency spectrum.
This differs from the more commonly used approach, which corresponds to an injection of energy via some
random forcing of the resolved flow[47]; rather, it works to enhance the existing instabilities and modes.
Moreover, the energy transfer is local in spectral space. It tends to take energy from the model (which has
most of its energy at scales just below the mesh resolution) and preferentially delivers it to the resolved
flow at almost the same length scale (just above the mesh resolution). Since in the present work we focus
on wall-bounded flows, we modify the PG model by introducing a shielding function that enforces a RANS
mode in attached boundary-layers. Precisely, we use the same shielding function suggested for DDES (see
eqs (2.33,2.34)) to detect attached boundary-layers and to force parameter α toward 1 when the fd function
(2.33) is lower than 0.8.

2.2 Choice of the characteristic length scale

The philosophy of hybrid RANS/LES strategies is to produce the best solution possible for a given mesh
resolution, since it computes as much of the turbulence from first principles as the mesh will allow [41].
Many hybrid RANS/LES models have, in their LES part, a Smagorinsky-like lower limit for the subgrid
viscosity. However, different hybrid RANS/LES models reached this lower limit in different ways: for
example, in the DES [8] approach, Smagorinsky-like subgrid viscosity is directly imposed, whereas in the
SAS approach [42], this is just reach as lower limit for the subgrid viscosity. Let us remind that the
Smagorinsky subgrid viscosity is of the form:

µsgs ∝ S∆2 (2.42)

where ∆ is a characteristic grid size: ∆ = 3
√

∆x∆y∆z. Here, ∆ can be viewed as an isotropic length
scale. In a pure LES, the subgrid viscosity cut the turbulent spectrum just before the Kolmogorov scale.
In this region of turbulent spectrum, the dissipation phenomenon, which is an isotropic mechanism, is
predominant.
In all hybrid RANS/LES models, the RANS model is modified according to the characteristic grid size, so
to become a subgrid scale model and can be seen as a dynamic subgrid model. For DDES for example, it
can be considered as a dynamic one-equation subgrid model in regions working in the LES mode.
In the original DES approach, the expression for ∆ is given by the maximum of the grid lengths in each
direction:

∆max = max(∆x,∆y,∆z) (2.43)

it is based on the hypothesis that in RANS boundary-layers, ∆max is significantly greater than the local
distance to the wall to recover a Spalart-Allmaras a RANS behaviour in boundary-layers. If the grid is
finer in one direction, which is typically the case in a grid suited for a RANS (to model attached boundary
layers), this extra-resolution has no influence on the model using ∆max, it stays in the RANS mode[8].
This is not the case with the length scale ∆iso (equation (2.44)) which is considered by several authors.
This length scale is influenced by the third directions of the grid, it can be more suited than ∆max (because
∆iso ≤ ∆max) in the LES regions, but non physical in RANS regions.

∆iso = 3
√

∆x∆y∆z (2.44)

The most promising length scale (for the LES regions only), in our opinion, is the one proposed by Chauvet
[53]. This is a flow dependent length scale based on the vorticity. The idea is to consider the average cross
section of the cell normal to the vorticity vector. We propose a version of this length scale well-suited for
unstructured solvers:

∆ω =

√√√√√Nf∑
i

| ω.Si |

2 || ω ||
, (2.45)
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Figure 2.5: Characteristic grid size on a backward facing step like flow and shielding function

where ω is the vorticity vector, Si is the oriented surface i of a given cell and Nf the number of faces
which compose a given cell. The Figure 2.5 gives a good idea of the length scale values on the mesh of a
backward facing step. For example, just after the separation point, we have:

ω = (0, 0, wz)
T , (2.46)

and,
Si = (0, 0,∆x∆y)T . (2.47)

We have:

∆ω =

√
1

2
(∆x∆y + ∆x∆y) =

√
∆x∆y. (2.48)

Just after the separation point, the Kelvin-Helmholtz structures are 2D and the spanwise resolution
should have no influence. When the vortices become 3D, the ∆ω scale is no longer ∆x∆y, and turn into
surfaces weighted by the vorticity vector.
The most promising length scales, in our opinion, are the flow dependent ∆ω for LES regions and ∆max

for RANS region. A relevant compromise would be an hybridization between these length scales.

Figure 2.5 allows to have a good idea of the value of ∆max, ∆iso , ∆ω. For example, in the attached
boundary-layer, and at the beginning of the shear layer, ∆ω =

√
∆x∆y, which is very good in the shear

layer because the vortical structures in the beginning are 2D cylinders, but very bad in the attached
boundary-layer because ∆ω << dw . Upstream from the separation point, ∆max = ∆x >> dw, which
is well suited to RANS boundary-layer (d̃ = dw for DDES approach), and next to the separation point

∆max = ∆z << dw (d̃ = CDES∆z for DDES approach) which can induced a wrong modeling of the
boundary-layer.

2.3 Remarks about hybrid RANS/LES models

The philosophy of the three turbulence models we decribed above (SAS, DDES, Perot & Gadebush) differs.
The SAS turbulence model can be seen as an improved URANS model because the LES subgrid viscosity
is not imposed as in DDES. The SAS model, the LES subgrid viscosity is just a lower bound but there is
no evidence that the model will reach it. Concerning the Perot & Gadebush model, the local α function
is supposed to make the k − ε model turn into a subgrid model. Unlike SAS and DDES models which are
widely used in industry and research, Perot & Gadebush model has been calibrated only for an isotropic
decaying turbulence, and there is limited experience concerning this approach. In the Section 4, we assess
and compare these models for some well-documented test cases.
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2.4 On the importance of using consistent approximations of
space derivatives

In the FLUSEPA solver (for more details about the solver, please refer to Section 3.1 on page 37), turbu-
lence transport equations are solved in a coupled way along with the mean-field/filtered field equations.
Thanks to the successive correction algorithm described in Section 3.2.1 page 48, when a third order
discretization is constructed, second-order accurate first derivatives and first order accurate second deriva-
tives on arbitrary grids are also automatically computed. For a second-order reconstruction, rigourously
first-order approximation of the first derivatives of any quantity are also automatically obtained on any
arbitrary grid. An accurate approximation of spatial derivatives on any arbitrary grid is of the utmost
importance for turbulent flow simulations, because all component of turbulence models are based on it. For
example, on a turbomachinery blade, where the grid is highly irregular and where the turbulence model
plays a important role, it could be decisive to have a consistent gradient regardless of the grid. This is
even more true for models which use information about second derivative (the SAS model for example):
a poor approximation of the second derivative can have dramatic consequences on the model , for it is its
key ingredient.

2.5 On the realizability condition

The realizability notion introduced by [56] and [57] is the condition for a physical quantity to be a correlation
of a fluctuating quantity. For example, if a turbulent quantity is a sum of roots, e.g the dissipation rate
ε = 2νs′ijs

′
ij , then this quantity must be positive. The realizability conditions applied to the Reynolds

stress tensor (Rij = u′iu
′
j) are:

∀α Rαα > 0 (2.49)

∀α, β α 6= β R2
αβ 6 RααRββ (2.50)

det[R] > 0. (2.51)

This is a theoretical way to explain the realizability notion. We are entitled to wonder what is the
realizability notion concretely. For this purpose, the study of Sinha et al. [58] is very interesting to illustrate
the notion of realizability and go further to built a realistic model. In this reference, a direct numerical
simulation and linear analysis of a isotropic turbulence interacting with a shock [59] [60] is carried out.
It is know that compression, shock unsteadiness, pressure-velocity correlation, entropy fluctuations in the
upstream flow play an important role in the interaction [59] [60] [61]. Figure 2.6 shows the evolution of
turbulent kinetic energy when isotropic turbulence crosses a shock for a standard turbulence model, a
model satisfying the realizability conditions and a modified turbulence model proposed by Sinha. Across a
shock, there is a turbulence kinetic energy leap followed by a decrease of the latter. Figure 2.6 clearly shows
that RANS turbulence models in their standard formulation fail to predict the behavior of turbulent kinetic
energy. In particular, the amplification of k is too high. We see that the realizability conditions which
help to improve the prediction fail also to predict the turbulence kinetic energy decrease after the shock,
especially when the Mach number is high. Sinha et al. propose an improvement of the k − ε turbulence
model to correctly predict the amplification of k. They modify the k equation to incorporate the shock-
unsteadiness mechanism and model it using linear analysis. The resulting equation yields a significant
improvement over the existing models. The model improvement proposed by Sinha et al., shows a concrete
example of the usefulness of realizability, and it opens the discussion concerning more realistic turbulence
models for such compressible applications. Note that the Spalart-Almarras turbulence model does not
exhibit the same issue as k− ε concerning the jump of eddy viscosity throught a shock (see Paragraph 2.5
on page 35) because the production term in the transport equation is based on the vorticity. Note also
that the production limiter recommended by Menter for the k − ω SST model [62]:

Pk = min(Pk, 20β∗ρωk), (2.52)

is a also a kind of realizability condition.
We can illustrate the realizability problem by a very practical example: in the case of the calculation of the
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(a) Mach 1.29 (b) Mach 2.0 (c) Mach 3.0

Figure 2.6: Evolution of k in the interaction of homogeneous isotropic turbulence with a normal shock at
different Mach number [58]

transonic launcher shrinkage described in section 5.1, figure 5.2, there is a shock boundary-layer interaction
on the fairing due to flow acceleration. If the turbulence model is not realizable, the turbulent viscosity
can be overestimated as we can see on figure 2.6, leading to the wrong boundary-layer thickness after the
shock and at the separation point of the shrinkage. This overestimation of the boundary-layer thickness
could modify the dynamics of the LES part of the simulation in the recirculation bubble.

2.6 Conclusions

In this Chapter we presented three promising turbulence models particularly suitable to trigger convective
Kelvin-Helmholtz instabilities on arbitrary grids thanks to some recent improvements proposed in the
literature. The importance of having (at least) consistent (regardless of the grid) derivatives to calculate the
source terms of turbulence models was reminded. Finally, we illustrate the importance of the realizability
condition for compressible applications.
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Chapter 3

Numerical method and improvements
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3.1 FLUSEPA solver

In this work, the solver in use is FLUSEPA1, the unstructured finite-volume solver developed by Airbus
Defense & Space to calculate compressible, multidimensional, unsteady, viscous and reactive flow with
particles over bodies in relative motion. FLUSEPA was built to address industrial problematics on complex
geometries, and highly compressible flows. The numerical strategy is based on Godunov methods [63],
with orders of accuracy ranging from first order to locally fourth order[64]. The strength of the FLUSEPA
algorithm is to keep the formal order of the scheme regardless of the grid in use. The numerical method
ensuring this result is widely discussed in Section 3.2 on page 3.2. Several physical models are available
: RANS turbulence models, Arrhenius-like models for chemistry, particle transport, multi-species fluids...
In the following, we can show some applications of FLUSEPA. It allows to perform calculations on very
complex geometries like the full scale launch pad to study blast waves (see figure 3.1). The solver can
simulate stage separations of full scale launchers (see figures 3.3 and 3.2). Finally, advanced turbulence
calculations are realized (see figure 3.4) thanks to the CFD strategy presented in this study, which allows
to evaluate the levels and frequencies of pressure fluctuations.
The CHIMERA-like meshing strategy used in the solver FLUSEPA is based on a 3D intersection process
[65] [66],[67],[68]. In the case of a space launcher, for example, the user meshes independently each part of
the launcher, with their own boundary layers, and then, specifies the level of priority between the grids.
In this study, most of grids are generated using this technique: this is the case, e.g., of the square cylinder
3.4.5 page 70, the axi-symmetric backward facing steps 4.2, page 82, and the space launchers 5, page 96.

1http://www.bulletins-electroniques.com/actualites/36354.htm
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FLUSEPA solver

Figure 3.1: Ariane 5 blast wave simulation. Middle plane of the duct colored by schlieren and Q criterion
colored by instantaneous velocity.
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(a) t = t1 (b) t = t2

(c) t = t3 (d) t = t4

Figure 3.2: Stage separation of Ariane 6 space launcher, inter-stage nozzle, colored by pressure.
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Figure 3.3: Ariane 5 stage separation

Figure 3.4: Instantaneous schlieren over a launcher shrinkage
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3.2 Numerical strategy: high-order approximation on general
grids

3.2.1 Numerical method

System (1.30) is approximated by means of a finite volume methodology on unstructured grids. The
computational domain ΩCV is partitioned in N cells ΩJ with boundary AJ , such that:

ΩCV =
N⋃
J=1

ΩJ and AJ =
P⋃

K=1

AJK (3.1)

where index K denotes the Kth neighbour to cell ΩJ denoted ΩK and AJK the interface between two
neighbours:

AJK = ΩJ
⋂

ΩK . (3.2)

In each cell ΩJ , and for any field Ψ, we introduce the space average over one cell ΨJ and the point-wise
value at the cell center xj of ΩJ , denoted Ψj (see figure 3.5). They are defined, respectively:

ΨJ =
1

| ΩJ |

y

ΩJ

Ψ dΩ, andΨj = Ψ(xj), with xj =
1

| ΩJ |

y

ΩJ

x dΩ (3.3)

In the above, | ΩJ |=
t

ΩJ

dΩ denotes the volume of ΩJ . In the present approach, the problem unknowns

are represented by the average volume of the conservative variables over each cell, i.e, the values:

wJ =
1

| ΩJ |

y

ΩJ

wdΩ, (3.4)

Let us introduce M(m)
J , the mth order volume moment of ΩJ , defined as:

M(m)
J =

1

| ΩJ |

y

ΩJ

(x− xj)
⊗mdΩ, (3.5)

where, for any vector v:
v⊗m = v ⊗ v ⊗ ...⊗ v︸ ︷︷ ︸

m times

(3.6)

with ⊗ the dyad product between two vectors. Note that M(0) is equal to the scalar unity and M(1) is a
null vector by definition of the cell center xj .

We also introduce S(m)
AJK

, the mth-order moment of AJK , defined as:

S(m)
AJK

=
x

AJK

(x− xΓ)⊗m · n dS (3.7)

Specifically, S(0)
AJK

is the oriented surface of AJK :

S(0)
AJK

=
x

AJK

n dS (3.8)

With the preceding notations, the system of conservation laws referred to a computational cell writes:

| ΩJ |
dwJ

dt
+

P∑
K=1

x

AJK

F · n dS = 0 (3.9)

where P is the number of faces of cell ΩJ .
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Figure 3.5: 2D sketch of a mesh, cell ΩJ

To complete the discretization, we need to find an approximation for the surface integral in 3.9 (flux
term) as a function of the problem unknowns wJ . For this purpose we use a k − exact reconstruction
technique [69, 70], in conjunction with an efficient successive correction algorithm to achieve orders of
accuracy greater than two.

For each grid cell ΩJ let us consider a neighborhood s(J) made by the union of cell ΩJ and of its first
direct neighbors (see Fig. 3.5), i.e. cells that share at least a face with ΩJ :

Definition 3.2.1 (k-exact function). A function kΨ is said to be k-exact over s(J) if its restriction to
s(J), kΨ|s(J)

is a polynomial of degree k. In other words, it exists a polynomial of degree k, kP such that:

kΨ|s(J)
=k P|s(J)

Now, let us call
Ψ =

{
ΨJ |J ∈ s(J)

}
the collection of the cell-averages of Ψ over the cells of s(J), and denote RΨ

Definition 3.2.2 (k-exact reconstruction). A linear operator RΨ is a k-exact reconstruction of a function
Ψ over a grid neighborhood s(J) if its restriction to s(J) is a polynomial of degree k, i.e.:

(RΨ Ψ)|s(J)
=k P|s(J)

Clearly, whenever Ψ is an m-exact function, Ψ =m Ψ with m ≤ k, than:

(RΨ Ψ)|s(J)
≡m Ψ|s(J)

,

i.e. the reconstruction operator is exact. Otherwise, it represents a k + 1 accurate approximation of Ψ on
s(J), according to a Taylor-series expansion.

Definition 3.2.3 (k-exact differentiation operator). A linear operator D(k)

Ψ
is called a k-exact approximate

differentiation operator over s(J) if, for any m-exact function mΨ, with m ≤ k, then:

(D(k)

Ψ

mΨ)|j = (D(k) mΨ)|j

where D(k)(•)
∣∣
j

represents the kth spatial tensor derivative of Ψ at point xj.
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In other terms, a k-exact differentiation operator provides an exact representation of the kth derivative
of mΨ. For a function Ψ that is not k-exact, it is easily shown through Taylor-series expansions that

D(k)

Ψ
Ψ = D(k)Ψ +O(h), i.e. the operator is at least first-order accurate.

In the following, we present a k-exact reconstruction of the solution within computational cells that
can be used to find high-order approximations of Eq. (3.9). For robustness reasons, the reconstruction is
applied to the primitive variables vector:

q = (u, P, T )T , with q = q(w) (3.10)

Precisely, the primitive and conservative variables are related by:
u = (ρu)/ρ

P = (γ − 1)

(
(ρE)− 1

2

| ρu |2

ρ

)
T =

P

ρR

where the last two equation hold for perfect gas with constant R and constant specific heat ratio γ.
For further convenience, we introduce for each cell J the vector q̃J = q̃(wJ) defined as:

q̃J = (ũJ , P̃J , T̃J)T (3.11)

with: 

ũJ = (ρu)J/ρJ

P̃J = (γ − 1)

(
(ρE)J −

1

2

| (ρu)J |2

ρJ

)
T̃J =

P̃J
RρJ

(3.12)

Note that quantities q̃J are second order accurate approximations of the pointwise values of the primitive
variables at cell center xj . For instance, from the definition of volume average we get:

ũJ =
(ρu)j +O(h2)

ρj +O(h2)
= uj +O(h2) (3.13)

where h is a characteristic mesh size.
For the sake of clarity, in the following we first introduce the 2nd-order reconstruction procedure, then we
generalize it to any order of accuracy by means of a successive correction procedure.

Second order k-exact reconstruction

A 2nd-order approximation of the flux integral in Eq. 3.9 is given by the classical second order formula:

x

AJK

F · n dS = FΓ · S(0)
AJK

+ D(1)F
∣∣∣
Γ
· S(1)

AJK
+ |AJK |O(h2), (3.14)

where FΓ is the physical flux F at a point Γ ∈ AJK , with |AJK = |S(0)
AJK
|. For a flat cell interface, n is

constant and Γ is the center of gravity of face AJK , i.e.:

xΓ =
1

| AJK |

x

AJK

x dS

where S(1)
AJK

= 0 . With this choice, equation (3.15) reduces to:

x

AJK

F · n dS = FΓ · S(0)
AJK

+ |AJK |O(h2) (3.15)
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Numerical strategy: high-order approximation on general grids

For arbitrary skew grids, S(1)
AJK

6= 0 in general. In this case, Γ is chosen in such a way to minimize the first-
order error term in (3.14), see Appendix 8. To build the numerical flux FΓ, a second order approximation
of q at point Γ is first constructed using information from cells at the left and at the right of face AJK
by using a linear reconstruction of the solution over ΩJ and ΩK . Values of q reconstructed from the left
and from the right are referred to as qΓL and qΓR , respectively. An exact Riemann solver is then used to
calculate the numerical flux FΓ.

A linear second-order accurate approximation of q over one cell is obtained by Taylor-expanding q
around the cell center up to first-order terms:

q(x) = qj + D(1)q
∣∣∣
j
· (x− xj) +O(h2) (3.16)

where D(1)q
∣∣
j

is the first order tensor derivative of q at point j, i.e, its gradient, and by replacing the

pointwise values of q and D(1)q
∣∣
j

by, respectively, a second-order and a first order approximation.

A straightforward second-order approximation for qj is given by:

qj = q̃J +O(h2) (3.17)

To approximate D(1)q
∣∣
j
, we use a 1-exact differentiation operator according to Def. 3.2.2. This is

written as a linear combination of cell averages:

(D(1)q)
∣∣∣
j

=
∑

K∈s(J)

WJKqK (3.18)

where WJK = O( 1
h ) is the weight vector associated to the Kth cell of s(J). Note that, if q is a 1-exact

function, then for all ΩJ ∈ ΩCV :
D(1)q = α (3.19)

with α a constant vector, and
D(m)q = 0 ∀m ≥ 2 (3.20)

In this case, by integration of Eq. (3.16):
qK = qk, (3.21)

and
(D(1)q)

∣∣∣
j

= D(1)q
∣∣∣
j

=
∑

K∈s(J)

WJKqk (3.22)

The last term can be expanded in Taylor series around xj , yielding:

(D(1)q)
∣∣∣
j

=
∑

K∈s(J)

WJK

(
qj + D(1)q

∣∣∣
j
· (xk − xj) +O(h2)

)
(3.23)

where second-order terms are null because of the 1-exactness of q. Rearranging terms,

(D(1)q)
∣∣∣
j

= qj
∑

K∈s(J)

WJK +
∑

K∈s(J)

(D(1)(q)
∣∣∣
j
· (xk − xj))WJK (3.24)

By equating Eq. (3.24) to Eq. (3.22) it is deduced that the 1-exactness conditions for the operator D(1)

are: ∑
K∈s(J)

WJK = 0, 0-exactness condition (3.25)

∑
K∈s(J)

(α · (xk − xj))WJK = α, ∀α (3.26)

In practice, the operator D(1) is not applied to qJ but instead to q̃J . Actually, since q̃J = qJ + O(h2),
then:

(D(1)q)
∣∣∣
j

= (D(1)q̃)
∣∣∣
j
) +O(h) (3.27)
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Numerical strategy: high-order approximation on general grids

So, to the first order of accuracy, using q̃ in place of q does not impact on the leading error term, but q̃
is more readily computed from the problem unknowns w by means of Eqs (3.12). In summary, the final
expression for the gradient approximation operator D(1)q

∣∣
j

is:

(D(1)q̃)
∣∣∣
j

=
∑

K∈s(J)

WJK q̃k (3.28)

With qj and D(1)q
∣∣
j
, approximated to the second and first order by means of equations (3.21) and (3.28),

respectively, the left and right values of q at point Γ are computed as:{
qΓL = qj + (D(1)q̃)

∣∣
j
· (xΓ − xj) +O(h2)

qΓR = qk + (D(1)q̃)
∣∣
k
· (xΓ − xk) +O(h2)

where j and k denote the centers of cells J and K, respectively. A Riemann solver is finally used to
calculate the numerical flux FΓ from qΓL and qΓR . Here we describe a MUSCL [63] type reconstruction.
Limiters can be applied to the reconstructed values to avoid the appearance of spurious oscillations close
to flow discontinuities.

Gradient computation on general meshes: method of simple correction

Coefficient WJK are determined by mean of a quasi-Green formulation supplemented by a correction step
to recover consistency on general meshes [71]. The correction step is essential to preserve consistency on
arbitrary unstructured grid. We have seen in the preceding Section that a 1-exact differentiation operator
applied to the primitive variables, D(1)q

∣∣
j

is of the form (3.28). We still have to determine the coefficients

WJK .
There are several approaches for gradient computation on unstructured grids like Green-Gauss or

Weighted-Least-Squares. For instance, these approaches are used in [72, 73, 74]. Using the Gauss-Green
theorem:

y

ΩJ

D(1)q
∣∣∣
j
dΩ =

{

∂ΩJ

q ndS =
P∑

K=1

x

AJK

q n dS, (3.29)

And applying the mean value theorem to the left hand side:

| ΩJ | D(1)q
∣∣∣
j

=
P∑

K=1

x

AJK

q n dS (3.30)

The integrals on the right hand side can be approximated using a one-point-per-face integration scheme:

x

AJK

q n dS ' (βKqK + (1− βK)qJ) ·AJK , (3.31)

where AJK is surface oriented from J to K, and βK is a weight associated to cell K. Coefficients βK are
weights based on the relative distance of cell centers xk to face AJK compared to ||xk − xj ||.
Using (3.31) to compute the gradient from (3.30) corresponds to use equation (3.28) with weight vectors
given by:

WJJ =
1

| ΩJ |
∑

K∈s(J)

(1− βK)AJK WJK =
1

| ΩJ |
βKAJK (3.32)

Formulation 3.31 is not consistent for any general grid: it always satisfies the first one of conditions (the
0-exactness condition) (3.25), but not the second one (the 1-exactness conditon).

Since the approximation operator (3.28) is a linear application, it can be represented by a matrix M1

such that: ∑
K∈s(J)

(α · (xk − xj)).WJK = M1α, ∀α (3.33)
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Numerical strategy: high-order approximation on general grids

For a 1-exact function 1Ψ:
1ΨK − 1ΨJ = D(1)1

Ψ
∣∣∣
j
· (xk − xj), (3.34)

multiplying by βKAJK and summing over K:∑
K∈s(J)

βK(1ΨK − 1ΨJ)AJK =
∑

K∈s(J)

βK D(1)Ψ(1)
∣∣∣
j
· (xk − xj))AJK , (3.35)

Or, by reordering and using the fact that cell faces form a closed surface,∑
K∈s(J)

(
βK1ΨK + (1− βK)1ΨJ

)
AJK =

∑
K∈s(J)

(
βK(1ΨK −Ψ

(1)

J )
)

AJK . (3.36)

Combining equations (3.30), (3.31), (3.33), and (3.36), we get finally:

D(1)1Ψ
∣∣∣
j

= M−1
1

∑
K∈s(J)

(
βK1ΨK + (1− βK)1ΨJ

)
AJK (3.37)

which differs by the standard quasi-Green gradient approximation by the correction matrix M−1
1 . For a

generic function Ψ, the gradient approximation D(1)
1 :

(D(1)
1

1Ψ)
∣∣∣
j

= M−1
1

∑
K∈s(J)

(
βK1ΨK + (1− βK)1ΨJ

)
AJK (3.38)

is by construction 1-exact, according to Definition 3.2.3, and as such it is first-order accurate for any
function Ψ and any general mesh.

The matrix M1 is call hereafter the ”simple correction” matrix, and is given by:

M1 =
P∑

K=1

βK(xk − xj)⊗AIJ (3.39)

Note that for regular Cartesian grid, M1 = I: thus, the role of M1 is to correct the quasi-Green gradient
approximation to enforce first order accuracy on any grid.

Higher order k-exact reconstruction

Higher order approximations of the fluxes and, consequently, higher-order schemes, can be obtained by
using a polynomial reconstruction of higher degree for the primitive variables, along with high-order inte-
gration formulae for the flux terms in (3.9). Unlike previous work [75] that uses costly Gauss quadrature
formulas, here we adopt one-point integration formulae based on high-accurate approximations of the flux
and its derivatives at a point Γ of the cell interface.
In the following, we first introduce the one-point integration formula, then we illustrate the high-order
reconstruction procedure over each cell. Finally, we derive approximations of the flux and its successive
derivatives at point Γ from the surrounding cell center values.

One point integration formula for the fluxes The construction of higher order schemes starts with
the development of a high-accurate approximation formula for the flux term:

x

AJK

F · n dS, (3.40)

to replace equation (3.15) that is only second-order accurate. This is achieved by expanding F in Taylor
series around a suitable integration point Γ of AJK . Plugging this expression into (3.40) gives:

x

AJK

F · n dS =
n−1∑
m=0

1

m!
D(m) F|Γ · S

(m)
AJK

+ |AJK |O(hn) (3.41)
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Numerical strategy: high-order approximation on general grids

where D(l) F|Γ is the lth tensor derivative of F at point Γ, and h a characteristic grid size. We recall that:

D(0)F
∣∣∣
Γ

= F|Γ , D(1)F
∣∣∣
Γ

= grad(F)|Γ and S(0)
AJK

=
x

AJK

n dS (3.42)

Finally, 3.41 writes:

x

AJK

F · n dS = F|Γ · S
(0)
AJK

+
n−1∑
m=1

1

m!
D(m) F|Γ · S

(m)
AJK

+ |AJK |O(hn) (3.43)

Note that, for a flat interface, S(1)
AJK

= 0 and we can rewrite the previous sum:

x

AJK

F · n dS = F|Γ · S
(0)
AJK

+
n−1∑
m=2

1

m!
D(m) F|Γ · S

(m)
AJK

+ |AJK |O(hn) (3.44)

In the following, we assume for simplicity flat cell interfaces. If this hypothesis is not verified, then
point Γ is selected as the point that minimizes the first-order error term (see Appendix 8).

To achieve a nth-order approximation of the surface integral, the flux and its derivatives at point Γ
have to be reconstructed from cell-centered averages with suitable accuracy: precisely, D(m)F

∣∣
Γ

has to
be reconstructed at order n − m. For instance, to achieve 3rd order accuracy (n = 3), F|Γ has to be
reconstructed at order 3, D(1)F

∣∣
Γ

at order 2 and D(2)F
∣∣
Γ

at order 1. For this purpose, we choose to

rewrite the mth derivatives of the flux in terms of the mth derivatives of the primitive variables D(m)q.
In turn, these are evaluated by means of a high-order k-exact reconstruction, along with the successive
correction algorithm of Section 3.2.1. This change of variable involves a negligible additional cost, since
approximations of the derivatives D(m)q are already used in other steps of the method. For stability
reasons, a donor cell technique [76] is used to chose information reconstructed from the left or from the
right side of a given interface according to the local advection direction

High order k-exact reconstruction procedure To calculate approximations of the solution at cell
faces, high-order polynomials are constructed over each cell by using again Taylor-series expansions. These
are obtained by including higher-order terms in Eq. (3.16):

q(x) = qj + D(1)
∣∣∣
j
· (x− xj) +

n−1∑
m=2

D(m)
∣∣∣
j
· (x− xj)

⊗m +O(hn) (3.45)

A nth-order reconstruction of the primitive variables is obtained by truncating (3.45) at order n − 1 and
by approximating qj at order n, D(1)

∣∣
j

at order n− 1 and D(m)
∣∣
j
, m = 2, . . . , n− 1 at order n−m.

First, a high-accurate approximate deconvolution procedure is developed to construct pointwise values
of the variables at cell centers from the problem unknowns. Similarly to the 2nd-order scheme of Section
3.2.1, the polynomial reconstruction is applied to the primitive variables.
By Taylor-series expanding the primitive variables q around the cell center xj , and by averaging over the
cell, one gets:

qj = qJ −
1

|ΩJ |

n−1∑
m=1

1

m!
M(m)

J : D(m)q
∣∣∣
j

+O(hn) (3.46)

where M(m)
J is the mth volume moment of ΩJ , given by Equation (3.5), D(m)q

∣∣
j

is the mth-order tensor

derivative of q at point xj and : denotes the inner product between two mth-order tensors. Note that
the contribution of first order derivatives (i.e. the term m = 1 in the sum) vanishes because first-order
moments with respect to the volume center of ΩJ are identically null.
An approximation of qj at order n > 2 requires to find an (n−m)th-order accurate approximation for the
mth derivative D(m)q

∣∣
j

as well as an nth-order approximation for qJ .

Both qJ and D(m)q
∣∣
j

have to be computed from the problem unknowns wJ , for which purpose we use
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the procedure described in the following.

As a first step, we start writing an approximation for qJ . Note that:

qJ = q̃J +O(h2), (3.47)

where q̃J is directly related to the problem unknowns wJ through equations (3.12). To achieve a higher-
order approximation for qJ , we need to correct the second order error term.
Precisely, we look for a relation of the form:

qJ = q̃J + ∆q +O(hn), (3.48)

The correction term ∆q depends on the specific primitive variable under consideration (u, P or T ). For the
sake of brevity, hereafter we describe just only the general principles of the procedure. First, q̃J = q̃(wJ)
is Taylor-series expanded in order to express average value of conservative variables wJ in term of their
pointwise values wj and their successive derivatives at point xj , D(m)w

∣∣
j
:

q̃J = q̃(wJ) = q̃

(
wj +

1

|ΩJ |

n−1∑
m=2

1

m!
M(m)

J : D(m)w
∣∣∣
j

+O(hn)

)
(3.49)

In its turn, q̃ (3.49) is Taylor-series expanded around wj , and its derivatives are re-written in terms of the
conservatives variables, to get:

q̃J = qj + δq

(
D(2)w

∣∣∣
j
, D(3)w

∣∣∣
j
, ..., D(n−1)w

∣∣∣
j

)
(3.50)

where δq represents again a correction term, which depends on D(m), m = 2, . . . , n − 1, allowing to
evaluate qj from q̃J to an order of accuracy greater than 2.

Substracting equation (3.50) from equation (3.46) and re-arranging terms, one finally obtains:

∆q = qJ − q̃J +O(hn) (3.51)

The important thing to note here is that, unlike equation (3.50), ∆q depends only on derivatives of q at
point xj up to order n− 2, and not n− 1 since the error terms depending on (n− 1)th derivatives cancel
(see Appendix 7.1 for more details). Moreover, getting an nth-order approximation for qJ requires only
an (n−m− 1)th order approximation for D(m)q

∣∣
j
.

The required approximations are constructued by mean of the successive corrections algorithm described
in the following Section.

Method of successive corrections

The higher-order approximation of the derivatives and of qJ required for the k-exact reconstruction and
flux integration are obtained by means of a recursive procedure, based on successive corrections of the
truncation error terms.

At the beginning of the procedure, a first-order approximation of the first derivatives at point xj is

obtained by applying the 1-exact operator D(1)
1 of Section 3.2.1 to q̃, which is a second-order approximation

for q.
The preceding first-order approximation allows to construct a third-orderd approximation for qJ by

using Equations (3.47)-(3.50).
Then, the first-order differentiation operaton can be re-applied to this higher-order approximation of

q. The associated truncation error is of the form:

E(1)
1 = (D(1)

1 q̃)
∣∣∣
J
− D(1)q

∣∣∣
j

= D(2)q
∣∣∣
j
· H1 +O(h2) (3.52)

where H1 is a matrix that depends only on the geometrical properties of the mesh in use, the elements of
which are O(h).

48



Numerical strategy: high-order approximation on general grids

An approximation of the 2nd derivatives at point xj , D(2)
∣∣
j
, is obtained by applying D(1)

1 twice to qJ .

This leads, on general meshes, to an inconsistent operator:(
D(1)

1

(
D(1)

1 q
))∣∣∣

J
= D(2)

∣∣∣
j

+O(1)

Similarly to the procedure used in Section 3.2.1 to construct D(1)
1 , a 1-exact (hence, consistent) approx-

imation for the second derivatives is obtained by setting:(
D(1)

1

(
D(1)

1 q
))∣∣∣

J
= M2

(
D(2)

1 q
)∣∣∣
J

(3.53)

where M2 is a linear application such that:(
D(2)

1 q
)∣∣∣
J

= M−1
2

(
D(1)

1

(
D(1)

1 q
))∣∣∣

J
= D(2)q

∣∣∣
j

+O(h)

Details about the construction of M2 are given in [75].
The first-order approximation of the second-order derivatives can be used to correct the truncation

error of D(1)
1 in Eq. (3.52), leading to a second-order approximation for the first derivatives:(

D(1)
2 q

)∣∣∣
J

= D(1)q
∣∣∣
j

+O(h2) (3.54)

Finally, the 3rd-order approximation of qJ , the second-order approximation of D(1)q
∣∣
j
, and the first-order

approximation of D(2)q
∣∣
j

can be used to build a 3-exact reconstruction formula for q over one cell ΩJ ,

according to Eq. (3.45).
The preceding procedure can be repeated iteratively to further increase the order of accuracy. Precisely:

• The second-order approximation of D(1)
∣∣
j

and the first-order approximation of D(2)
∣∣
j

can be used

to correct the preceding third-order approximation of qJ (Eq. 3.47), thus obtaining a fourth-order
approximation.

• The 2-exact operator for the first derivatives and the 1-exact operator for the second derivatives are
applied to the fourth-order approximation.

• An approximation for the third-order derivatives is obtained by applying D(1)
1 to

(
D(2)

1 q
)∣∣∣
J

.

• The resulting inconsistent third differentiation operator is corrected via a suitable linear application,

M3, leading to a 1-exact operator, denoted D(3)
1

• The first-order approximation of the third derivatives is used to correct the first-order truncation

error term of D(2)
1 , of the form:

E(2)
1 =

(
D(2)

1 q
)∣∣∣
J
− D(2)q

∣∣∣
j

= D(2)q
∣∣∣
j
· H2 +O(h2) (3.55)

where H2 is again a matrix that depends only on the geometrical properties of the mesh in use, the
elements of which are O(h). After correction, a 2-exact, second differentiation operator is obtained,

denoted D(2)
2 .

• Similarly, D(3)
1 and D(2)

2 are used to correct the second-order truncation error term of D(1)
2 , leading

to a 3-exact first differentiation operator, D(1)
3

• The higher-order approximations of qJ and of the derivatives are used finally to build a 4-exact
approximation of q over a cell.

In a more general way, an n-exact approximation of q can be obtained through the following:

Algorithm [Successive correction algorithm]
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Figure 3.6: The three first steps of the successive corrections algorithm.

1. Initialization: compute q̃J = q̃(wJ) from Eq. (3.12)
2. Set qJ ← q̃J
(∗ with an error O(h2) ∗)
3. Set

(
D(1)

1 q
)∣∣∣
J
←
(
D(1)

1 q̃
)∣∣∣
J

(∗ with an error O(h) ∗)
4. for m← 1 to n
5. do Use

(
D(1)
m q

)∣∣∣
J
,
(
D(2)
m−1q

)∣∣∣
J
, . . . ,

(
D(m−1)

1 qJ

)∣∣∣ to compute

6. qJ = q̃J + ∆q +O(hm+2)
7. for k ← 1 to m
8. Set

(
D(k)
m−k+1q

)∣∣∣
J
←
(
D(k)
m−k+1q

)∣∣∣
J

(∗ Differentiate the highest-order estimate available for q ∗)
(∗ using the highest-order available differentiation operators ∗)

9. Compute

10.
(
D(1)

1

(
D(m)

1 q
))∣∣∣

J
= D(m+1)q

∣∣
j

+O(1)

11. Compute

12.
(
D(m+1)

1 q
)∣∣∣
J

= M−1
m+1

(
D(1)

1

(
D(m)

1 q
)]∣∣∣

J
= D(m+1)q

∣∣
j

+O(h) for l← m to 1

13. do Use
(
D(m+1)

1 q
)∣∣∣
J
,
(
D(m)

2 q
)∣∣∣
J
, . . . ,

(
D(l+1)
m−l+1q

)∣∣∣
J

to

14. correct the truncation error of
(
D(l)
m−l+1q

)∣∣∣
J

and

15. obtain
(
D(l)
m−l+2q

)∣∣∣
J

= D(l)q
∣∣
j

+O(hm−l+1)

16. return the m+2 reconstruction of q at a point x, q(x) = qj+
∑n−1
m=1

(
D(m)
n−mq

)∣∣∣
J
·(x− xj)

⊗m

The figure 3.6 gives a illustration of the three first steps of the successive corrections algorithm.
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Note that, from a numerical point of view, the numerical cross derivatives does not respect the Schwarz
theorem, especially on irregular grids. To overcome this issue, we perform a average of numerical cross
derivatives calculated in each direction.

Integration of the numerical flux In Section 3.2.1, we presented a nth-order one-point integration
formula (3.44) for the flux through a cell interface. The formula involves an nth-order approximation of the
flux density at the integration point Γ, F|Γ, as well as n−mth-order approximations of its mth derivatives.

To calculate F|Γ, k-exact reconstruction of the primitive variable vector q over cells at the left and at
the right of the interface are used to approximate q at point Γ to the nth order of accuracy from the left
and from the right, respectively:

qΓL = qj +
n−1∑
m=1

(
D(m)
n−mq

)∣∣∣
J
· (xΓ − xj)

⊗m +O(hn)

qΓR = qk +
n−1∑
m=1

(
D(m)
n−mq

)∣∣∣
K
· (xΓ − xk)⊗m +O(hn)

where the indices j and k denote the centers of cells J and K, respectively; m−nth-accurate differentiation

operators D(m)
n−m are constructed via the successive correction algorithm. Similarly to the second-order

scheme described in 3.2.1, a donor-cell method [76] is used to chose the left or right value. Eventually,
limiters are applied to the reconstructed values.

Once the left and right values are known, an exact Riemann solver is finally used to calculate the
numerical flux FΓ from qΓL and qΓR .

The next step is to reconstruct the corrective terms at the right-hand side of equation (3.44). For this
purpose, we need to reconstruct the successive derivatives of the flux at point Γ, by using information from
the right and from the left of the interface. Precisely, polynomial reconstructions of the lth derivative at
the n − lth-order of accuracy are written by using approximations of the derivatives at the left and right
cell centers, previously computed by using the successive correction algorithm:

(
D(l)
n−lq

)∣∣∣
ΓL

=
(
D(l)
n−lq

)∣∣∣
J

+
n−l−1∑
m=l+1

(
D(m)
n−l−mq

)∣∣∣
J
· (xΓ − xj)

⊗m +O(hn−l)(
D(l)
n−lq

)∣∣∣
ΓR

=
(
D(l)
n−lq

)∣∣∣
K

+
n−l−1∑
m=l+1

(
D(m)
n−l−mq

)∣∣∣
K
· (xΓ − xk)⊗m +O(hn−l)

(3.56)

for any l = 1, . . . , n− 1.

Example: 3-exact reconstruction

In this paragraph, we explicit all the formulas needed to build a 3-exact reconstruction.

1. Formula (3.38) allows to built the operator D(2)
1

∣∣∣
j
. This operator is applied to q̃ values with are

directly related to the problem unknown w;

2. Formulas (7.8), (7.17) and (7.21) available in the appedix 6.2, allows calculate a third order approx-
imation for q;

3. Section 3.2.1 gives the procedure to obtain D(1)
2

∣∣∣
j

and D(2)
1

∣∣∣
j

from the third order q values;

4. Thanks to D(2)
1

∣∣∣
j
, the values qj can be computed from q values thanks to the formula (3.46):

qj = qJ −M
(2)
J : D(2)

1

∣∣∣
j

+O(h3) (3.57)

5. The left and right values of q at point Γ are computed thanks to D(1)
2 and D(2)

1 as: qΓL = qj + D(1)
2 (q)

∣∣∣
j
(xΓ − xj) + D(2)

1 (q)
∣∣∣
j
(xΓ − xj)

⊗2 +O(h3)

qΓR = qk + D(1)
2 (q)

∣∣∣
k
(xΓ − xk) + D(2)

1 (q)
∣∣∣
k
(xΓ − xk)⊗2 +O(h3)
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the left and right values operators D(1)
2

∣∣∣
j

and D(2)
1

∣∣∣
j

at point Γ are computed as:



D(1)
2 (q)

∣∣∣
ΓL

= D(1)
2 (q)

∣∣∣
j

+ D(2)
1 (q)

∣∣∣
j
(xΓ − xj) +O(h2)

D(2)
1 (q)

∣∣∣
ΓL

= D(2)
1 (q)

∣∣∣
j

+O(h)

D(1)
2 (q)

∣∣∣
ΓR

= D(1)
2 (q)

∣∣∣
k

+ D(2)
1 (q)

∣∣∣
k
(xΓ − xk) +O(h2)

D(2)
1 (q)

∣∣∣
ΓR

= D(2)
1 (q)

∣∣∣
k

+O(h)

6. Numerical fluxes can be integrate using the formula (3.44) and the procedure described in 3.2.1. Note

that for flat faces, the first derivatives are not needed since S(1)
AJK

= 0:

x

AJK

F.ndS = F|Γ S
(0)
AJK

+ S(2)
AJK

: D(2) F|Γ +O(h3) (3.58)

Here we described a robust finite volume 3-exact reconstruction on any grid. Note that the scheme
keep its robustness and accuracy on very general grid. This kind of strategy is very well adapted for
industrial application.

3.2.2 Numerical properties

The numerical properties of the preceding family of numerical schemes are investigated for a simple 1D
problem, namely, the linear advection equation:

∂α

∂t
+ aD(1)α = 0 (3.59)

with D(1)α =
∂α

∂x
for a 1D scalar problem, and a ∈ <. Equation 3.59 is discretized on a regular grid with

space step h, so that cell centres are located at abcissas xj = ih and cell faces at xj± 1
2

= (j ± 1
2 )h. By

integration over one cell, (3.59) becomes:

h
∂αJ
∂t

+ a(αj+ 1
2
− αj− 1

2
) = 0 (3.60)

where αJ is the average value of α over the control volume ΩJ = [xj− 1
2
, xj+ 1

2
]:

αJ =
1

h

∫ x
j+ 1

2

x
j− 1

2

αdx

To complete the numerical discretization, an approximation of αj± 1
2

is constructed from cell averages over
the neighbouring cells, by means of the upwind method describel in the preceding Section. For simplicity,
assume a > 0: in this case, αj− 1

2
and αj+ 1

2
are reconstructed at order n by using information from cell

j − 1 and j, respectively. We denote these upwind approximations as αL|
j± 1

2

, so that 3.60 rewrites:

∂αJ
∂t

+
a

h
Lk(α)|J = 0 (3.61)

with Lk(α)|J =
(
αL|

j+ 1
2

− αL|
j− 1

2

)
and k the order of the k-exact reconstruction in use. In the following

analysis, we consider approximations up to the fifth-order of accuracy. For the present 1D linear problem,
the k-exact reconstruction algorithm finally leads to the following approximations of the flux difference,
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for orders ranging from 2 to 5, respectively:

L2(α)|J =
1

4
(αj+1 + 3αj − 5αj−1 + αj−2) (3.62)

L3(α)|J =
1

32
(αj+2 + 7αj+1 + 22αj − 38αj−1 + 9αj−2 − 1αj−3) (3.63)

L4(α)|J =
1

384
(−4αj+3 + 15αj+2 + 96αj+1 + 255αj − 468αj−1 (3.64)

+117αj−2 − 8αj−3 − 3αj−4) (3.65)

L5(α)|J =
1

6144
(−17αj+4 − 47αj+3 + 324αj+2 + 1468αj+1 + 3930αj (3.66)

−7386αj−1 + 1988αj−2 − 196αj−3 − 81αj−4 + 17αj−5) (3.67)

3.2.3 Truncation error analysis

To investigate the numerical properties of the preceding approximation, we rewrite it in terms of cell center
pointwise values αi. For this purpose, cell avergaged values in (3.61) (with Lk given by one of the operators
(3.62)-(3.67)) are replaced by the following development

αj = αJ −
h2

24
D(2)α

∣∣∣
j
− h4

1920
D(4)α

∣∣∣
j

+O(h6), (3.68)

After some algebra, the truncation errors E associated to the upwind k-exact schemes up to the 5th order
of accuracy are written as:

EL2
= −ah

2

24
D(3)α

∣∣∣
i
+
ah3

8
D(4)α

∣∣∣
i
+O(h4) (3.69)

EL3
=
ah3

16
D(4)α

∣∣∣
i
− 199ah4

5760
D(5)α

∣∣∣
i
+O(h5) (3.70)

EL4 = −19ah4

5760
D(5)α

∣∣∣
i
− 3ah5

64
D(6)α

∣∣∣
i
+O(h6) (3.71)

EL5
= −19ah5

768
D(6)α

∣∣∣
i
+

17ah6

1008
D(7)α

∣∣∣
i
+O(h7) (3.72)

Inspection of the truncation errors (3.69) shows that odd-order schemes are dominant dissipative whereas
even order scheme are dominant dispersive. Increasing the spatial order of accuracy from 2 to 3 leads to a

reduction of the dispersive error (from
ah2

24
D(3)

∣∣∣
i

to
199ah4

5760
D(5)

∣∣∣
i
), whereas the dissipation error remains

of the same order, even if the error constant is twice smaller. A similar effect is obtained by increasing
the order of accuracy from four to five, but the improvement in the dissipation error constant is slightly
smaller (reduction by a factor 1.895). On the contrary, going from third to fourth order accuracy improves

essentially the dissipation error (from
ah3

16
D(4)α

∣∣∣
i

to
3ah5

64
D(6)α

∣∣∣
i
), whereas the dispersion error remains

of the same order, although with a ten times smaller error constant.

3.2.4 Spectral properties

Truncation error analysis provides information on the behavior of the numerical schemes in the limit of
vanishing mesh size. For finite grids, however, an analysis of the spectral properties of the spatial operator
is useful to get insight on the numerical representation of a given solution wavelength.

Consider again the linear advection equation (3.59). The Fourier transform of (3.59) writes:

∂̂tα = −iȧξ α̂
∆t

(3.73)

with ξ the reduced wave number and ȧ = ah
∆t the CFL number. The right-hand side of the preceding

equation is the exact transport operator in the spectral space. On the other hand, taking the Fourier
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Order of accuracy 2 3 4 5
Relative operation count 1 3 9 27

Points per wave length for dissipation 18 15 10 9.8
Points per wave length for dispersion 17 14 14 12

Table 3.1: Resolvability of k-exact schemes of different orders

transform of the discretized advection equation rewritten in terms of the pointwise values α gives:

∂̂tα = −ȧL̂ α̂

∆t
(3.74)

where L ∈ C is the Fourier symbol of the spatial discretization.
By analogy with equation ( 3.73), we define a modified wavenumber ξ∗ = −iŜ, so that (3.74) rewrites:

∂̂tα = −iȧξ∗ α̂
∆t

For an infinitely accurate scheme, ξ∗ = ξ (ξ being a pure real number). In practice, ξ∗ 6= ξ because of
approximation errors. Specifically, the imaginary part of ξ∗ is generally different from zero and it introduce
a damping of the solution mode α̂, whereas its real part govern the dispersion errors. To measure how
accurately a numerical scheme represents a given wavenumber, we introduce the normalized dispersion
error:

Pξ =
|Re(ξ∗)− ξ|

π
,

and the dissipation function:
Aξ = 1− exp(Im(ξ∗)).

If ξ∗ = ξ, then Pξ = Aξ = 0. Figure 3.7 shows the dispersion (P) and dissipation (A) errors as functions
of the modified wave number ξ = k∆x for k-exact schemes ranging from order 2 to order 5. All of these
schemes exhibit a significant dissipation error. For a more quantitative analysis, Table 3.2.4 provides
the number of points per wave length necessary to achieve a dissipation error of 10−3, as well as the
computational cost in terms of relative operation count relative to the second order scheme.

The Table 3.2.4 shows that increasing the order of accuracy does not improve the dissipation error
significantly, compared to the additional computational cost. Specifically, reducing the required number
of points per wavelength by a factor of approximately two requires using the 5th-order accurate scheme
instead of the second-order one, but this leads to an increase by factor 27 of the computational cost in
terms of operation count, which is not acceptable. Table 3.2.4 provides also the number of points per wave
length required to achieve a dispersion error of 10−3. Using a third accurate scheme leads to a significant
reduction of the dispersion error and to a moderate reduction of the dissipation error, while the overcost
of a factor 3 compared to the second-order scheme remains acceptable. This is why in the following of this
paper we restrict our attention to schemes with orders of accuracy up to 3. In order to further reduce the
dissipation error, instead of increasing the order of accuracy, we suggest to reduce the dissipative error by
locally recentering the approximations in flow regions dominated by small vortical structures, which are
susceptible to be overdamped. The recentering strategy is discussed the following Section.

3.3 Local Centering of Numerical fluxes in Vortex-Dominated
Regions

An important source of errors in RANS/LES simulations is represented by the numerical dissipation
introduced by the approximation scheme in use for the inviscid fluxes (see e.g. [77, 36, 78]), which has to
be as small as possible in order to preserve vortical structures. In the preceding Section, we introduced
several upwind k-exact schemes. It was shown that the 3rd-order scheme, which represents a reasonable
tradoff between accuracy and computational cost, requires about 18 points per wavelength to achieve
a sufficiently small damping error. This leads to unacceptably dense computational grids for practical
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(a) Dissipation (A) and dispersion (P) errors on the upwind schemes.

(b) Close up of the preceding figures.

Figure 3.7: Dissipation (A) and dispersion (P) errors on the upwind schemes.
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applications. To reduce the numerical dissipation introduced by the upwind scheme in vortex-dominated
regions, we adopt a local centering strategy, described hereafter. We aim at building a hybrid scheme,
centered in vortical regions and upwind elsewhere. The resulting hybrid scheme is referred-to hereafter
as VC-scheme, standing for vortex-centered scheme. Similar approaches were developed in [77], where a
hybrid scheme is constructed by blending of a fourth-order centered scheme in LES regions and and of a
third-order or fifth-order upwind scheme in RANS regions, and [36], where a local upwind correction is
added to a purely centred, nominally second-order scheme wherever spurious grid-to-grid oscillations, or
”wiggles”, are detected by means of a suitable sensor. Differently from Refs [77, 36], the present strategy
automatically leads to a stable discretization, without need for empirical blending functions or oscillation
sensors.

We start with rewriting the upwind spatial operator L in Eq. (3.61) as the sum of a purely centered
operator LC , and a numerical dissipation term LD:

L = LC + LD (3.75)

where:

LC =
1

2
(LR + LL) ,

with LL and LR the upwind and the downwind operators, respectively, and

LD = −1

2
sgn(a) (LR − LL) .

Introducing a blending function ψ ∈ [0, 1] that multiplies the dissipation term, gives the following
hybrid scheme:

LV C = LC + ψLD (3.76)

where the suffix V C stands for ”vortex centered” or, equivalently:

LV C =
1− sgn(a)ψ

2
LR +

1 + sgn(a)ψ

2
LL, with ψ ∈ [0, 1] (3.77)

Clearly, for ψ = 0 the preceding scheme is fully centered and for ψ = 1 the upwind scheme is recovered.
For advection-diffusion problems of the form:

∂α

∂t
+ a

∂α

∂x
= (ν + νt)

∂2α

∂x2
, (3.78)

it is well-known that a purely centered second-order accurate approximation of the convective terms leads
to stable solutions under the standard stability conditions:

Reg ≤ 2; CFL ≤ 1

where Reg =
|a|h
ν + νt

is called the grid Reynolds number, based on the characteristic cell size h, and the sum

of the molecular ν and eddy viscosity νt, and CFL is the well-known Courant-Friedrichs-Lewy number. A
similar analysis can be applied, e.g., to a hybrid scheme of the form (3.76) with LC the purely centered
second-order operator:

LC = a
αj+1 − αj−1

2h

and LD the numerical dissipation of the first-order upwind scheme:

LD = −|a|
2h

(αj+1 − 2αj + αj−1)

With this choice, Eq. (3.76) reduces to the second-order centered scheme when ψ = 0 and to the first-order
upwind scheme for ψ = 1. Using a forward Euler scheme for the time discretization, the corresponding
difference equation writes:

αn+1
j − αnj

∆t
+ a

(
αnj+1 − αnj−1

2h

)
− ψ |a|

2h

(
αnj+1 − 2αnj + αnj−1

)
= (ν + νt)

αnj+1 − 2αnj + αnj−1

h2
(3.79)
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or also:
αn+1
j = Aαnj+1 +Bαnj + Cαnj−1 (3.80)

where:

A = −|a|(1− ψ)∆t

2h
+

(ν + νt)∆t

h2
(3.81)

B = 1− |a|ψ∆t

h
− 2(ν + νt)∆t

h2
(3.82)

C =
|a|(1 + ψ)∆t

2h
+

(ν + νt)∆t

h2
(3.83)

According to Godunov’s theorem, the preceding difference equation preserves monotonicity, and so does
not generate spurious oscillations, if and only if all of the coefficients are positive.

Clearly, from the third one of Eqs (3.81) it appears that C ≥ 0 for any positive h, ∆t and ψ.

The condition A ≥ 0 is satisfied if:

ψ ≥ 1− 2
(ν + νt)

|a|h
= 1− 2

Reg
. (3.84)

which leads to:

ψ ≥ max

(
0, 1− 2

Reg

)
, since ψ ∈ [0, 1] (3.85)

For ψ = 0, the preceding expression reduces to the standard constraint on the grid Reynolds number for
the purely centered scheme, whereas for a purely upwind scheme, ψ = 1 and the condition is satisfied for
any Reg.

Finally, B ≥ if:

∆t 6

(
ψ

∆τ1

+
1

∆τ2

)−1

(3.86)

with ∆τ1 = h/ | a | and ∆τ2 = h2/2(ν + νt) are respectively the inviscid and viscous characteristic times.

When ψ ≥ max
(

0, 1− 2
Reg

)
(when the scheme is re-centered) we get:

∆t 6 min(∆τ1 ,∆τ2), since ψ ∈ [0; 1] (3.87)

if ψ = 1 (when the scheme is fully upwind) we have:

∆t 6

(
1

∆τ1

+
1

∆τ2

)−1

6 min(∆τ1 ,∆τ2) (3.88)

The equation (3.88) demonstrates that the re-centering strategy allows the CFL stability condition to be
less restrictive.
In the following, we focus on the hybrid scheme obtained by applying the centering procedure to the
3rd-order k-exact upwind scheme. Such a scheme is somewhere in between the baseline scheme and a
4th-order, zero-dissipative scheme. Its truncation error is given by:

E3
LCFV

= ψ
h3

16

∂4α

∂x4

∣∣∣∣
i

− 199h4

5760

∂5α

∂x5

∣∣∣∣
i

+O(h4)

This is similar to Eq. (3.70) with the dissipative error term multiplied by ψ. When ψ = 0 the dissipation
term vanishes and the leading error term is 4th-order and purely dispersive.

The recentering procedure improves resolvability with respect to the baseline scheme: table 3.2 gives
the number of points per wavelength required by the hybrid scheme to achieve a dissipation error lower
than 10−3 as a function of the blending function. The number of required points per wavelenght decreases
when ψ is reduced from 1 to 0, the damping error being strictly zero when ψ = 0. For instance, the 80
% recentered scheme requires a similar number of points per wavelength as the 4th-order scheme. When

57



Local Centering of Numerical fluxes in Vortex-Dominated Regions

Reg ∞ 10 5 3.33 2.5 2.12 2.04 ≤ 2
ψ 1 0.8 0.6 0.4 0.2 0.06 0.02 0

% recentering 0 20 40 60 80 94 98 100
Points per wavelength 15 14.1 12.3 11.7 10.4 8.8 6.73 no damping

Table 3.2: Number of points per wavelengths as a function of the recentering function.

Figure 3.8: Dissipation error of the hybrid scheme for different choices of ψ

ψ = 0, the scheme is zero-dissipative and the necessary energy drain is ensured by only laminar and eddy
viscosities. On the other hand, the introduction of the recentering function has an almost negligible impact
on the computational cost of the simulation.

To investigate the stability of the k-exact hybrid scheme for advection-diffusion problems of the form
(3.78), we further assume that viscous terms are approximated by a standard second-order scheme. For all
of the computations presented in the following, time integration is performed via the second-order accurate
Heun scheme, which writes for the present linear model problem:

αn+1 = αn
(

1 + C∆t+
∆t2

2
C2α

)
,

The stability region of the Heun scheme is given by the set of complex numbers Ĉ∆t such that:∣∣∣∣∣1 + Ĉ∆t+
(Ĉ∆t)2

2

∣∣∣∣∣ ≤ 1

where Ĉ represents the Fourier symbol of the spatial discretization. The boundary of this region is repre-
sented by the red curve in figure 3.9. For the hybrid spatial discretization scheme under investigation, the
Fourier symbol Ĉ depends on the reduced wave number under consideration and on ψ, the CFL number
and Reg. The fully discrete scheme is stable when the locus of Ĉ as a function of the reduced wave number
must lie within the stabiility region of the time discretization scheme. Figure 3.9 shows the locus of the
spatial approximation for different choices of ψ and two different choices of the grid Reynolds number,
namely, Reg = 2, which corresponds to the upper acceptable value for the purely centred second order
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(a) Stable

(b) Instable

Figure 3.9: Stability of the third order recentered numerical scheme coupled with a second order Heun
temporal scheme

scheme, and Reg = 5. The CFL number is taken equal to 1. For lower values of CFL, the locus of the
spatial operator is smaller and the resulting fully discreti scheme is certainly stable. When the scheme
is fully upwind, i.e. for ψ = 1 (0% recentering) the scheme is stable for any Reg. When the scheme is
100% centered (ψ = 0), then the spatial locus is tangent to the boundary of the stability domain when
Reg = 2, which corresponds to the limit value according to Eq. (3.84), and partly outside of it for Reg > 2.
Also note that it is possible to obtain a stable scheme for Reg > 2 by using just a partial recentering.
For instance, for Reg = 5, stability is achieved if the scheme is recentered by about 40% or less, i.e. for
ψ ' 0.6, which is in agreement with the simple relation (3.84).

In practice, ψ is not constant throughout the computational domain, but is allowed to vary between
0 and 1 according to the local flow features: in regions dominated by fine vortical structures ψ has to be
as close to zero as possible, whereas in regions charaterized by strong compressibility effects, like shock
waves, ψ must tend to 1 to ensure robustness. In this work, the blending function is related to the vortex
sensor introduced by Ducros et al. [79], defined as:

Φ =
(div(u))2

(div(u))2+ | rot(u) |2
, (3.89)

This sensor tends to 0 in nearly incompressible and/or highly rotational regions, whereas it tends to 1 in
highly compressible and/or irrotational regions. Moreover, according to the preceding stability analysis,
in regions where ψ = 0, 100% centering is allowed only if Reg ≤ 2, otherwise the local recentering rate has
to satisfy the constraint (3.84). This is achieved by defining the local blending function as follows:

ψ = max

(
Φ, 1− 2

Reg

)
(3.90)

59



Numerical results

With the preceding formulation, only partial recentering is allowed in vortex-dominated regions with
insufficient grid resolution, which ensures the minimal amount of numerical dissipation to damp grid-to-
grid oscillations.

The following equation gives the expression of the grid Reynolds number computed in practice for in a
general mesh:

Reg =
2Ω ‖ u ‖2∑

i

| ui.nSi |(ν + νt)
, (3.91)

where Ω is the volume of a given cell, Si is the surfaces that compose the volume Ω, n is the outer-oriented
unit normal and ui is the velocity vector extrapolated to the faces i.
Note that, in the latest version of the VC scheme, the grid Reynolds number is no longer defined globally
in cells (3.91) but for each faces of a given cell. In other words, in a given cell, all faces can be recentred
differently, depending on the physics. For example, in the beginning of a shear-layer, when the Kelvin-
Helmholtz instabilities are essentially 2D, the scheme is fully recentred in the spanwise and the transversal
directions because the velocities in these directions are very small. The scheme can be totally recentred in
the longitudinal direction, according to the grid Reynolds number.

3.4 Numerical results

In this Section, the second and 3rd-order k-exact upwind schemes and the hybrid VC scheme are first
applied to some well documented test cases. The objective is twofold: i) to demonstrate the capability
of k-exact schemes to ensure high-order accuracy on general grids; ii) to prove the effectiveness of the
VC strategy to preserve vortical structures while preventing spurious oscillations. Then, the proposed VC
3-exact scheme is applied to the hybrid RANS/LES simulation of a transonic flow over a square cylinder.

3.4.1 Preliminary validations: Ringleb flow

To verify the accuracy of the preceding numerical schemes, we consider an inviscid transonic test case, the
so-called Ringleb flow[80], for which an exact solution for the steady aerodynamic field is available. Details
about this configuration can be found in [80]. The analytic solution is defined implicitly along streamlines,
and leads to the inversion of a system. For details, please refer to the appendix 10 page IX. The analytical
solution is integrated over each cell by means of 6th-order Gauss quadrature formulae, to obtain initial
values for the cell-averaged conservative variables. These are given as an input to the finite-volume solver.
Using a 6th-order quadrature formula avoids polluting the initial solution with integration errors that
would be comparable to the order of accucy of the scheme in use. The exact solution is also used to enforce
the boundary conditions. Initially, calculations are run using the second and third-order accurate upwind
schemes on a set of smooth computational grids composed by 192, 768, 3072,12288 and 49152 quadrangular
cells, respectively. Afterwards, the capability of the scheme to preserve accuracy on highly deformed grids
is demonstrated by using a set of grids obtained by randomly shaking the nodes of the preceding ones.
Computations are carried out using a CFL of 0.9 and are stopped when the non-dimensional residual reach
10−7.
For each grid, the L2 norm of the error with respect to the exact solution for the cell-averaged primitive
variables resulting from the k-exact reconstruction is plotted versus a typical mesh size h = 1/

√
DOF , with

DOF the number of degrees of freedom, here equal to the number of cells. The results are represented in
Figure 3.11 for the pressure. Similar results are obtained for the other primitive variables. The computed
convergence orders are in fair agreement with the nominal ones, both for the second-order and the third-
order upwind scheme. Using highly irregular, shaken grids does not affect the convergence orders.

3.4.2 Vortex advection

In the following we consider the advection of a Lamb vortex [81] by an inviscid uniform flow with Mach
number equal to

√
2. In a cylindrical reference frame attached to the vortex center, the azimuthal velocity,
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(a) Mach repartition (b) Cartesian grid (c) Shaken grid

Figure 3.10: Exact solution, Mach number contours. View of a smooth and a shaken grid of 828 cells

Figure 3.11: Ringleb flow. Grid convergence of the pressure field. h = 1/
√
nDOFs, where nDOFs is the

number of degrees of freedom.
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temperature and pressure field are prescribed through the following relations:

Vθ(r) =
Γ

2Πr

[
1− exp

(
η2
)]

(3.92)

T (r) =
Γ

Πa2
0

[
− exp

(
η2
)]

(3.93)

P (r) =
Γ2

8Π2a2
0

[
1

η

(
1− exp

(
η2
))2

+ g(η) + g(2η)

]
(3.94)

where η = r/a0, g(η) = 2
∫∞
η

exp(−ξ)dξ. The solution is computed on a set of 7 square grids with a
number of equally spaced quadrangular cells ranging from 40000 to 640000. A very small time step is
used in order to rule out numerical errors related to the time integration method. Periodic boundary
conditions are imposed at grid borders. The vortex is advected along the mesh diagonal over a length of
three diagonals. To demonstrate the ability of the present method to preserve high accuracy on any grid,
simulations are also run on a set of irregular quadrangular grids, obtained by randomly shaking the nodes
of the preceding Cartesian grids. Figure 3.16 shows a close-up of a Cartesian and a shaken grid. Similarly
to the preceding test case, we investigate the grid convergence of the numerical solution and, specifically, of
the conservative variables. Figure 3.12 shows the L2 norm of the error with respect to the exact solution for
the pressure field, versus the characteristic mesh size h. Similar results are obtained for the other variables.
The computed convergence orders obtained for the 2nd-order and the 3rd-order k-exact schemes are in fair
agreement with the nominal ones, both on Cartesian and shaken grids. This is not achieved when using,
for instance, a standard upwind finite volume scheme using a 1D 3rd-order reconstruction of the variables
along mesh lines, without corrections for mesh deformations. For this scheme, the convergence order is
equal to 1 on the highly deformed shaken grids.

For a more detailed analysis of the k-exact approach, the convergence order of the 1st and 2nd deriva-
tives of the computed field is also investigated. For this purpose, different numerical approximations of
the derivatives are compared to the analytical derivatives available for the exact solution.

Figure 3.13 shows the convergence of the L2 error of the pressure gradient versus the mesh size for a
standard approximation based on the standard Gauss-Green relation (3.30), (3.31) –used in most finite
volume solvers–, for the consistent 1-exact first differentiation operator (3.38), obtained by correcting
(3.30),(3.31) by the linear operator M1, and for the 2-exact first differentiation operator resulting from the
successive correction procedure of Section 3.2.1. The 1-exact and 2-exact operators provide, respectively,
a 1st-order and a 2nd-order approximation of the gradient on any grid, whereas the Gauss-Green operator
becomes inconsistent on irregular grids. In particular, the introduction of the correction operator M1 is
what makes the difference between the 1-exact and the standard operator. This correction is then an
essential ingredient to ensure a consistent approximation for the gradients, independently of the grid in
use. Similar results are obtained for the gradients of other variables, like the velocities or the temperature.

Similarly, figure 3.14 shows the convergence of the L2 error for second derivatives of the pressure field.
In this case, a baseline appproximation obtained by applying twice the 1-exact first differentiation operator
is compared to a 1-exact 2nd-differentiation operator obtained by correcting the preceding one by means
of the linear application M2, see Eq. 3.53. Only the 1-exact operator ensures 1st-order convergence of the
second-derivatives on any grid, whereas the straightforward procedure leads to an inconsistent solution.

Finally, it is interesting to quantify the influence of the ∆q correction on the grid convergence of the
method. On shaken grid, we clearly show on figure 3.15 that the third order is not recovered without ∆q
correction. Actually, we see that the numerical scheme losses its order when the mesh is refined. With ∆q,
the scheme keeps its order without condition.

Note that flow solvers often require approximations of the first and second derivatives, for instance to
compute source terms in transport-equation turbulence models. Using standard Gauss-Green approxima-
tions of the gradients is inconsistent, namely, on highly deformed grids often used to simulate industrial
configurations, leading to significant numerical errors.

3.4.3 Viscous advection and shock-vortex interaction

In addition to k-exact reconstructions, another important ingredient of the present numerical stratrategy is
the vortex-centering procedure illustrated in Section 3.3. This problem, initially proposed by Shu1997[82] is
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Figure 3.12: Vortex advection. Grid convergence of the L2 norm of the error for the pressure field.
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Figure 3.13: Grid convergence of the pressure gradient.
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Figure 3.14: Vortex advection.Grid convergence of the second spatial derivatives.
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Figure 3.15: Vortex advection.Influence of the ∆q correction, h = 1/
√
nDOFs, where nDOFs is the

number of degrees of freedom.
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(a) Cartesian grid (b) Shaked grid

Figure 3.16: Zoom on meshes

usually computed under an inviscid flow hypothesis. Here, we consider a viscous flow in order to investigate
the effect of the VC procedure. To validate the VC procedure illustrated in Section 3.3, we consider just
only the the vortex advection but we include viscous effects, so that it makes sense to define a grid reynolds
number. The vortex is initially located at point X = Y = 0 in the computational domain, and it is advected
by an uniform flow with Mach number equal to 0.3. Simulations are carried out on three grids of increasing
density, composed by 35x250, 50x375 and 120 x 860 cells, respectively. Time integration is stopped after
an elasped time corresponding to 50 core length. The time step in use corresponds to a CFL of about
0.95. A reference’ solution is obtained by running the code on a very fine mesh (100 points by vortex).
Numerical results displayed in Figure 3.17 are in agreement with the truncation error study (equation
3.72): the 2nd-order k-exact scheme is mainly dispersive and it introduces a phase lead of the numerical
solution with respect to the physical one, in addition to significant numerical dissipation. The third-order
scheme is less dispersive (its dispersion error is fourth-order and is based on fifth derivatives), and predicts
a final vortex location that is close to the exact one. Nevertheless it is still too much dissipative. The local
centering procedure has no impact on dispersion errors, but it reduces numerical dissipation significantly,
both for the second-order and the third-order scheme.

In the following, only the third order upwind and the third order VC scheme are retained for further
investigation.

Then, the fully upwind and the vortex-centered 3-exact schemes are applied to the computation of the
vortex interaction with a steady shock with an upsteam Mach number 1.1. The computational domain is
the same we used in the previous test cast, we just add a steady shock in the middle of the computational
domain. Computations are carried out on a grid composed by 50 × 375 quadrangular cells, such that
the vortex core is discretized by 10 points. Figure 3.18 presents the vorticity contours and the pressure
isolines computed by using the fully upwind 3-exact scheme and the VC scheme, at the middle of the
computational domain, when the vortex crosses the shock. Both schemes capture the shock in a sharp
and non-oscillatory way. The weak unsteady shocks generated by the interactions are also reasonably well
captured by both schemes. The VC scheme better preserves vorticity than the upwind scheme, leading to
a stronger interaction. This is better seen on Figure 3.19, which shows the vorticity distribution along the
line y = 0 for the two schemes under investigation. The numerical solutions are compared to a reference
generated by using a grid 10 times finer in both directions. Finally, Figure 3.20 shows the contours of the
Ducros criterion. It can be seen that both vertical and shock regions are identified clearly, so that the
scheme remains upwind across shoks and in irrotational regions and is centered elsewhere.
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Figure 3.17: Distribution of the Q-criterion across the vortex for fully upwind and vortex-centered schemes

(a) (b) (c)

(e) (f) (g)

Figure 3.18: Vorticity contours and pressure isolines at times t = 0.048 (top), t + 0.053 (middle), and
t = 0.06 (bottom=. Left column: fully upwind 3rd order scheme; right column: VC scheme.
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(a) t=0.048 (b) t=0.053 (c) t=0.060

Figure 3.19: Vorticity distribution along the centerline y = 0.

(a) (b) (c)

Figure 3.20: Contours of the Ducros sensor across the shock in the 50× 375 grid
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3.4.4 Viscous Taylor-Green vortex

The viscous Taylor-Green Vortex (TGV) is an unsteady viscous flow problem dominated by energy transfer
from large to small flow scales. This problem has been proven to be an excellent testing bench to study
the resolvability properties of high-order schemes in view of subsequent application to fine-scale turbulence
simulations [83, 84, 85, 78].
A three-dimensional vortex is set as an initial condition for 3D-computation. Because of vortex-stretching
and vortex tilting mechanisms, the vortex breaks up, giving origin to smaller and smaller structures. At
finite Reynolds number, the kinetic energy is transfered from larger to smaller scales and dissipated by the
smallest one; the test case gives thereby a simple model of the energy cascade. The Taylor-Green vortex
is an example of nonlinear fluid flow with kinetic energy transfer from large to small scales and is a good
milestone to assess the applicability of numerical schemes to Large Eddy Simulation (LES).

Computations are run in a period cubic domain corresponding to (0, 2π)3. The Reynolds number is
set to 1600 and the average initial Mach number is taken small enough to reproduce an incompressible
flow behavior. We run computations using the 3-exact upwind and the VC scheme using grids of different
resolutions and precisely: 1283, 1923, 2563, 3303 cells, and compare the results to a DNS obtained on a 5123

with a pseudo-spectral, provided as a reference for the First International Workshop on High-Order CFD
Methods held at the 50th AIAA Aerospace Meeting (https://www.grc.nasa.gov/hiocfd/ )

Precisely, we consider the time evolution of the kinetic energy dissipation rate, i.e. the time derivative
of the kinetic energy integrated over the computational domain, and of the global enstrophy, i.e. the
integral of the local enstrophy per unit volume over the computational domain. The required derivatives
and integrals are calculated by using approximation formulae of higher order than the numerical schemes
under investigation, to avoid polluting the numerical solutions with post-processing errors (see appendix
11 page XI for more details about post-processing errors)

Figure 3.21 shows the effect of mesh resolution on the grid convergence of the time evolution of the
enstrophy. The solution converges progressively toward the reference DNS both for the upwind and the VC
scheme, even if the grid resolution used in the present study in still too coarse for DNS. The VC scheme
preserves small structures created after the initial vortex-stretching phase better than the fully upwind
scheme, leading to a higher enstrophy peak. Precisely, the solution of the VC scheme on the 2563 grid is
almost superposed to the solution of the upwind scheme on a 3203 grid, which implies a gain of more than a
factor of 2 in terms of computational cost (the time step allowed on the coarse grid being 1.25 times greater
than the one used on the finer one. The total enstrophy is an integral quantity, which provides information
about the overall behavior of the numerical solution. For a more detailed investigation of the local behavior,
a spectral analysis is carried out to check if the energy cascade is correctly reproduced. Figure 3.22 shows
the energy spectra at non-dimensional times t = 6,9 and 12 for both numerical schemes under investigation,
using several grids. These were computed by taking the discrete spatial Fourier transform of the whole
computational domain at a given time. First of all, we remark that the vortex centered scheme remains
stable and correctly dissipates the small structures (i.e, high wave numbers): precisely, the the energy
cascade does not overshoot the -5 slope in the high wave number range. Moreover for all of the spectra
in figure 3.22 thel -5/3 slope is recovered in the inertial range. Figure 3.22 (c) corresponds to a time after
the enstrophy peak. At this time, a -5 slope is found in the dissipative range of the energy spectrum,
especially when using the VC scheme on the 3203 grid. This -5 slope is observed by Lance and Bataille in
the dissipation range for turbulent single phase flow [86]. This observation is consistent with the philosophy
of vortex-centering scheme. At t = 12s, the energy cascade create has created energy in the whole range of
wave numbers: reducing or suppressing the numerical dissipation allows to reproduce the physical energy
depletion in the dissipation range since only the molecular dissipation plays a role in this range.

3.4.5 Transonic square cylinder

As a final application, we consider the transonic turbulent flow around a square cylinder at a Mach number
of 0.9 and a Reynolds number of 4× 105 based on the cylinder side and free-stream conditions. The flow
conditions are set as to mimic the experiment by Nakagawa [87]. The problem is quite challenging for
numerical solvers, due to the presence of boundary layers, vortex shedding into the wake, interactions
between Kelvin-helmohltz instabilities in the shear layers and the von Karman vortex street, and shock
waves. Turbulence effects are taken into account by using the Perot & Gadebusch [41] hybrid RANS/LES
model, which is based on the a k − ε realizable two equation closure model. The simulations are carried
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Figure 3.21: Time evolution of the total enstrophy

out on a computational grid containing approximately 2 millions hexahedrical cells with a y+ of about 10
on the upper and lower surfaces of the cylinder. Figure 3.23 shows the overlapped grids used to discretize
the computational domain . Standard wall functions are used to model the flow behavior in the viscous
sublayer. The RANS/LES simulation is initialized by using a preliminary RANS k − ε simulation. The
aim of this test case is testing the robustness of the flux-centering procedure and the effectiveness of the
proposed vortex sensor.

Figure 3.24 provides snapshots of two iso-surfaces of the Q-criterion colored by the kinetic energy, along
with isolines of the Mach number on the midspan plane. Strong lambda-like shock waves, approximately
normal to the wake, are formed at dowstream end of the vortex formation region. The wake is characterized
by a von Karman street composed by vortices coming from the shear layers on both lower and upper surfaces
of the square cylinder. In Figure 3.24 (b), the iso-surface is chosen in order to highlight structures coming
from the shear layer that merge into the far wave.

Figure 3.25 shows the iso-surface Φ = 1 of Ducros sensor, which governs the blending function ψ. The
vortical wake is completely included in this envelop, i.e. turbulent structures are captured with a minimal
amount of numerical dissipation. The Ducros sensor locates vortices correctly in the wake of the cylinder
and allows to recenter the numerical scheme.

For a more quantitative validation of the proposed strategy, we investigate the dominating frequencies
of the flow using sensors located at positions (4, 0, 0) and (10, 6.5, 0) where the components refert to the
streamwise, transverse and spanwise coordinate, respectively, the origin is located at the middle of the
backward face of the cylinder and the distances are referred to the side of the square (see also figure 3.24
(b)). The selected positions correspond to a point along the axis in the near wake of the cylinder and to
a point close to the upper shock. The veloxity spectra, shown in figure 3.24, exhibit peaks at Strouhal
numbers of about 0.12 for the first sensor and to about 0.13 for the second one. This indicates a strong
coupling of the shock and with the von Karman street, which is in a good agreement with the study of
Nakagawa [87]. The spectrum captured by sensor 1 displays also a secondary peak for a Strouhal number
of about 1. This could be due to the vorteces coming from the shear layers of the square cylinder even if
the grid used for this case is not fine enough to resolve correctly the Kelvin-helmoholz instabilities in the
shear layer observed for example in the experimental study of Williamson[88].
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(a) t=6s

(b) t=9s (c) t=12s

Figure 3.22: Energy spectra for the TGV problem at different non-dimentional times.

Figure 3.23: Overlapped grid for the square cylinder test case.
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(a) Q=106

(b) Q=108

Figure 3.24: Q iso-surface colored by vorticity and iso-Mach lines.
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Figure 3.25: Inside the orange envelope, the Ducros sensor is equal to zero and the VC function ψ allows
to reduce the numerical dissipation.

Figure 3.26: Power Spectral Density of longitudinal velocity fluctuations.
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3.5 Conclusions

In this Chapter, we presented and validated a robust and accurate finite volume numerical scheme which
keeps its formal accuracy regardless of the grid in use. In order to decrease significantly numerical dissi-
pation in vortex dominated regions without increasing the complexity and the computational cost of the
discretization significantly, a numerical treatment called VC (Vortex Centering) was introduced. When
applied to a third-order upwind scheme, the VC correction leads to a fourth-order accurate, non dissipative
scheme in vortex-dominated regions, while keeping a 3rd-order upwind scheme in shock-dominated regions.
In this manner, only the eddy viscosity introduced by the turbulence model acts in vortical regions.
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Chapter 4

Validation of the strategy
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Simulations in this chapter are carried out using the k-exact VC scheme presented in Section 3.3 page
54. This scheme introduces a minimum of numerical viscosity in the vortex dominated regions of the flow.
We use the Perot & Gadebusch model presented in Section 2.1.3 page 30, with its improvement concerning
the calculation of α parameter, the SAS model with the Benyoucef correction and the ∆ω length scale
presented in section 2.1.1 page 24 and the DDES model presented in section 2.1.2 page 28, with the ∆ω

length scale. We use also wall laws for attached boundary-layers modeled with the RANS approach. This
allow to use large values of y+ ( 10 < y+ < 50 in the following applications). According to Goncalves and
Houdeville [89], the use of a wall laws does not change the behavior of the turbulence models and does not
deteriorate them. On the contrary, it allows us to correct some of their weaknesses coming from the wall
damping functions. Using large values of y+ save considerably the computation cost with an explicit time
discretization.

4.1 2D Backward facing step with PG, SAS and DDES

The first test case is a geometrically 2D backward facing step with an upper wall. This case was ex-
perimentally studied by Moreau et al. [7]. The geometrical features and measures of the computational
domain used in this study are given in figure 4.1. The length before the step is chosen so as to obtain a
boundary-layer thickness of 0.37h just before the separation point. The Reynolds number based on inlet
conditions and step height is equal to 40000. Hereafter, we show results obtained with the PG, SAS and
DDES models. Numerical simulations using ZDES 1 modeling on a fine mesh of 3.9 million points provided
by Deck [10] are taken as a reference for assessing the present results. For all the calculations, the useful
unsteady calculation is performed over a total duration of T ∗ U∞/h = 300. Details of the numerical
parameters used in the present and reference simulations are presented in Tab. 4.1. Grids 1, 2 and 3 differ
only by refinement in the spanwise direction, where the number of grid point is doubled. The y+ and
x+(at the beginning of the step) for grids 1, 2 and 3 is equal to 15.

1Zonal Detached Eddy Simulation [10]
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2D Backward facing step with PG, SAS and DDES

Figure 4.1: Sketch of the computational domain.

Present calculations ZDES ONERA,[10],
Number of cells grid 1 : 7× 105, z+ = 300, x+ = y+ = 15

and grid 2 : 1.4× 106, z+ = 150, x+ = y+ = 15 4.106, y+ = 1
near-wall resolution grid 3 : 2.8× 106, z+ = 75, x+ = y+ = 15

Model PG, SAS, DDES ZDES

Table 4.1: Numerical parameters used in the present and reference calculations.

4.1.1 Effect of grid refinement

First of all, we investigate the effect of grid resolution for a given HRL model. Precisely, we carry out
simulations with the PG model on the three grids of Tab.4.1. Figure 4.2 (a,b,c) shows snapshots of
isosurfaces of the λ2 criterion colored by mean velocity on the three grids. Refinement in the spanwise
direction leads to the appearence of finer and finer structures, indicating some form of grid convergence of
the model as precedingly observed by Perot and Gadebusch for isotropic decaying turbulence [41]. We can
also observe the formation of hairpin vortices in the recirculation bubble after a vortex pairing mechanism
and longitudinal vortices are generated downstream of the reattachment point.

4.1.2 Unsteady properties

RMS of longitudinal velocity fluctuations are shown in figure 4.5 (b). They are in good agreement with the
reference ZDES calculation and reasonably close to the experiments, even on the coarser grid. Thanks to
the non-dissipative numerical scheme, there is no delay in the appearance of Kelvin Helmholtz instabilities
in the shear-layer: physical perturbations are not damped, and backscatter of energy is fostered. Since
grid 2 provides satisfactory results when using the PG model, in the following, we carry out computations

(a) PG-VC grid 1 (b) PG-VC grid 2 (c) PG-VC grid 3

(d) SAS-VC grid 2 (e) DDES-VC grid 2

Figure 4.2: Iso surface of λ2 = −7000 colored by mean velocity.
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PG-VC SAS-VC DDES-VC Driver et al [12] Le et al [91] Hall et al [3]
grids 1,2,3 grid 2 grid 2 (experiment) (DNS) (experiment)

Xr/h 6.2 6.0 6.1 6.1 6.28 6.8

Table 4.2: Reattachment point

with the SAS and DDES models using this grid only.
Calculations with the SAS-SST turbulence model are performed using the grid 2 described in Tab. 4.1

and the VC numerical scheme. Figure 4.2 (d) shows the isosurfaces of the λ2 criterion colored by mean
velocity. Thanks to the limiter applied to the von Karman length scale (see Equation 2.29) and to the use
of a low-dissipative numerical scheme there is no delay in the appearance of Kelvin Helmholtz instabilities
in the shear-layer. A qualitative comparison between figure 4.2 (b) and 4.2 (d) shows that, on the same
grid, the PG model allows to capture finer turbulent structures. The reason for this is that the level of eddy
viscosity with the SAS turbulence model is greater than the one with PG model. Despite the differences
observed between SAS and PG model on the vortical structures, figure 4.6 (a) shows that SAS model
gives a good prediction of the mean flow. The reattachment point, located at Xr/H = 6.0, is reasonably
close to the preceding PG results and to the experiments (see tab 4.2). The shorter reattachment length
predicted by SAS is due to the larger amount of eddy viscosity introduced by this model compared to
PG. Figure 4.6 (b) shows that the RMS of longitudinal velocity fluctuations are also in good accordance
with the experiments and to results of the PG model on grid 2. Present results show that, thanks to
the use of a numerical scheme well suited for HRL computations, using artificial forcing like ZFLES2[47]
is not necessary. Finally, calculations with the DDES turbulence model are also performed using grid 2
described of Tab. 4.1 and the VC numerical scheme. Figure 4.2(e) shows the isosurfaces of the λ2 criterion
colored by mean velocity. Thanks to the new length scale proposed by Chauvet [53] and to the use of a
low-dissipative numerical scheme there is no delay in the appearance of Kelvin Helmholtz instabilities in
the shear-layer. Despite the differences observed between DDES and PG model on the vortical structures
(which are slightly finer for the latter model), figure 4.6 (a) shows that DDES model gives also a good
prediction of the mean velocity profiles. The reattachment point, located at Xr/H = 6.1, is slightly
shifted upstream but it remains close to preceding results and experiments (see tab 4.2). Figure 4.6 (b)
shows that the RMS of longitudinal velocity fluctuations are also in reasonably good agreement with the
experiments and with the results of the PG model on grid 2. The preceding results show that the choice
of the specific HRL model has a limited impact on the accuracy of the simulations. In [90] it is shown
that, on the contrary, using a low dissipative numerical scheme is of the utmost importance for achieving
the correct behavior. Nevertheless, in present calculations we find that the PG model, thanks to its local
backscattering mechanism, is slightly more accurate that SAS and DDES on a given grid. This is why we
conserve this model for the following analyses.

4.1.3 Mean flow analysis

Figure 4.5 (a) shows the average streamwise velocity field and streamlines on grid 2, as well as the stream-
wise locations used to extract statistics of the velocity field. The shape of the secondary recirculation
bubble in the corner is in good agreement with the PIV streamlines of the experiment of Hall et al. [3].
Mean profiles of the longitudinal velocity taken at different streamwise locations in the recirculation bub-
ble are shown in Fig. 4.5 (a). Present results are in good agreement with the experiments and with the
reference ZDES solution by Deck [10], obtained on a grid of 4.106 cells, despite the use of substantially
coarser grids. Of course, simulation result for grid 3 better predict the mean flow in the recirculation
bubble, especially for the first three profiles of figure 4.5. The location of the reattachment point for grids
1, 2 and 3 is listed in tab 4.2. They are close to the experimental values of Hall et al. [3], of Driver et al.
[12], and to the direct simulation of Le et al. [91] .

2Zonal Forced LES
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(a) PG-VC

(b) SAS-VC

(c) DDES-VC

Figure 4.3: Contour of mean longitudinal velocity

Figure 4.4: PIV of Hall[3]
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(a) Mean longitudinal velocity

(b) Rms longitudinal velocity

Figure 4.5: Mean and rms longitudinal velocity at different locations in the recirculation bubble. PG-VC
strategy, different grid resolutions.
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(a) Mean longitudinal velocity

(b) Rms longitudinal velocity

Figure 4.6: Mean and rms longitudinal velocity at different locations in the recirculation bubble for PG-VC,
DDES-VC and SAS-VC strategies on grid 2.
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Figure 4.7: Schematic of the axisymmetric backward facing step.

ZDES [10] Present calculations Experiments
Re 1.2× 106 1.2× 106 1.2× 106

Number grid 1 : 5× 106, Nz = 97, [22] 5.7× 106 Deprés et al. [15]
of grid 2 : 8× 106, Nz = 147, [22] Nz = 120 Meliga et al. [16]

cells grid 3 : 12× 106, Nz = 240, [20], [17] x+ = y+ = 50

Table 4.3: Detail on calculations and experiments. Nz is the azimuthal resolution.

4.2 Axisymetric backward facing step with PG, SAS and DDES

The second test case is an axisymmetric backward facing step experimentally studied by Deprés et al.
[15] and Meliga et al. [16]. The geometrical features and measures are provided on figure 4.7. The
upstream length before the step is chosen so as to obtain a boundary-layer thickness of 0.2D just before
the separation point. Present calculations was carried out by using the PG, DDES and SAS-SST turbulence
models coupled with the VC scheme on a grid of 5.7 × 106 cells with average y+ of the first cell close to
the wall of about 50. The x+ at the beginning of the step is equal to 50. This is rather coarse, but
allows keeping computational costs to within an industrially acceptable level. Results are compared to the
available experimental data and to ZDES calculations [22] [20] with differents grids listed in Tab. 4.3. For
all of the calculations presented in this section, the step time is 10−7s and the useful unsteady calculation
is performed over a total duration of T ∗ U∞/H = 300.

4.2.1 Unsteady properties

Figures 4.8 (a), (b), (c) represent a snapshot of the instantaneous flow field, showing the coherent structures
in the recirculation area downstream of the backward facing step. We can see a three-dimensionalization
process very similar so that of the 2D backward facing step flow. Hairpin vortices appear after the
separation point and longitudinal vortices are generated downstream of the reattachment point. Figures
4.8 (c) show a delay on the triggering of convective instabilities for SAS-SST model. Figure 4.9 (a), (b),
(c) shows respectively a snapshot of eddy viscosity for PG, DDES and SAS models. On these figures,
we can see the large amount of RANS eddy viscosity coming from the upstream boundary-layer and the
grid sensitization of the models into the recirculation area. In this case, the DDES model provides the
lowest turbulent viscosity of all the models. This is there more turbulent structures can be observed on
figure 4.8 (b) than on figures 4.8 (a) and (c). This can be seen also from figure 4.10 (a), (b), (c) which
represents the resolved kinetic energy. DDES modeling provides more resolved kinetic energy than other
models, especially in the recirculation area. Delay on convective instabilities triggering is bring out by
the lack of resolved kinetic energy at the detachment point on figure 4.10 (c). Figures 4.11 (a) and (b)
show the time-averaged distribution of modelled to total kinetic energy ratio. This figures show that the
PG model resolves kinetic energy essentially in the shear layer and models the rest, whereas the SAS-SST
models the shear layers and resolves the recirculation area.. Due to the nature of DDES, which is based
on S-A turbulence model, it is not possible to display such a quantity since there is only one transport
equation for νt. The figure shows that in the attached boundary-layers, the turbulent kinetic energy is
fully modeled, i.e. they are treated in a RANS mode. We can see the effect of the delay on convective
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Axisymetric backward facing step with PG, SAS and DDES

(a) Perot & Gadebush

(b) DDES

(c) SAS-SST

Figure 4.8: Coherent structures = isosurface of λ2D/u∞=10 colored by instantaneous longitudinal velocity.

instabilities on the two first rms profiles of figure 4.14 (b): the peak of velocity fluctuations is much less
pronounced for the SAS model. Finally, numerical schlieren calculated in the recirculation area figure 4.12
allows to bring out both delay in the appearance on convective instabilities and for SAS model (figure 4.12
(c)) and the richness of the DDES in terms of vortical structures. Figure 4.14 (b) shows that longitudinal
velocity fluctuations level and shape is very similar to the 2D case showed of Figure 4.6 (b). It is interesting
to notice that it is only the turbulent viscosity that plays a role in the dissipation of turbulent structures
because we use the VC scheme in vortical dominated regions of the flow, the numerical dissipation is very
low.

Figure 4.13 shows the RMS of pressure fluctuations. The maximum of pressure fluctuation is located
at the reattachment point. We see thanks to the figure 4.13 the delay of the Perot & Gadebush turbulence
model to reattach (see tab 4.4). The DDES calculation is very close to the ZDES calculation on grid 2
and very close to the SAS calculation regarding the figure 4.13. The shape of the Cprms evolution is closer
to the reference values with the DDES and SAS model than with the PG turbulence model. We can see
that, PG turbulence model provides a Cprms closer to the experiment but with a maximum location too
much downstream compared to the experiments and reference. The fact that the PG level of Cprms is
lower than the other model is because there is a lake of energy in the high frequencies because of the too
high turbulent viscosity. This is better shown by the spectral analysis in Section 4.2.3.
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(a) Perot & Gadebush

(b) DDES

(c) SAS

Figure 4.9: Snapshot of the eddy viscosity ratio νt/ν (exponential range)
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Axisymetric backward facing step with PG, SAS and DDES

(a) Perot & Gadebush

(b) DDES

(c) SAS

Figure 4.10: Snapshot of the resolved kinetic energy

(a) Perot & Gadebush

(b) SAS

Figure 4.11: Mean modeled to total kinetic energy ratio

85



Axisymetric backward facing step with PG, SAS and DDES

(a) Perot & Gadebush

(b) DDES

(c) SAS-SST

Figure 4.12: Numerical schlieren in the mixing layer.
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Axisymetric backward facing step with PG, SAS and DDES

(a) Cprms

Figure 4.13: Pressure fluctuation coefficient on the wall in the recirculation area.

PG-VC SAS-VC DDES-VC ZDES Lê [92] Deprés et al
(experiment) (experiment)

Xr/D 1.16 1.12 1.1 1.1 1.11 1.3

Table 4.4: Reattachment point

4.2.2 Mean flow analysis

Figure 4.14 (a) shows mean velocity profiles taken at the same location of the 2D case (x/H=0.57, 1.1, 2.3,
4.3). The shape of the velocity profiles is very similar to the profiles showed at figure 4.6 (a) for the 2D
case. The computed mean flow is characterized by a main recirculation bubble with a secondary corner
vortex and with solid reattachment point as it can be seen in figure 4.15 (a), (b), (c) . The reattachment
point of the present calculations, reference calculation and experiment are presented on tab 4.4. These
values are close to the reattachment point predicted by the ZDES calculation and by the measurements of
Lê [92] and Deprés et al. The model closer than the experiment reattachment point is the DDES.

Figure 4.17 shows that the present calculation provides an accurate prediction of pressure coefficient
level but the point of minimum Cp is located downstream with respect to the ZDES calculations. Figure
4.16 (a), (b), (c) show the contour of Cp values. These pictures show up the downstream shift of the
reattachment point and of the minimum of pressure coefficient with the PG model.

4.2.3 Spectral properties

To go further in the comparative study of the turbulence models, it is interesting to look at the wall
pressure spectrum. This study is analog to the spectrum analysis done in section 3.4.4 page 70 except
here, we look for the model behavior and not the numerical scheme behavior because we know that there
is a very low numerical dissipation in the recirculation area (negligible with respect to the turbulent
viscosity). Figure 5.4 (a) shows the spectrum of wall pressure fluctuations at x/D = 0.7 for PG-VC, SAS-
VC and DDES-VC strategies. We see that all turbulence models recovers the dominating frequencies of
the physical phenomena described by Weiss [17] (see figure 1.4) and by the study of Deck and Torigny[22]:
StrD = 0.2, due to the buffeting phenomena, and at several frequencies corresponding to 0.3 < StrD < 1 ,
corresponding to the shear-layer reattachment to the wall (the flapping motion). Concerning the frequency
StrD = 0.08, we can wonder why this frequency is so energetic. First, we can remark that if we calculate
the Strouhal number using the diameter of the wind tunnel, we find that the frequency of StrD = 0.08
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(a) Mean longitudinal velocity

(b) Rms longitudinal velocity

Figure 4.14: Mean and rms longitudinal velocity at different locations in the recirculation bubble for
PG-VC, DDES-VC and SAS-VC strategies.
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Axisymetric backward facing step with PG, SAS and DDES

(a) Perot & Gadebush

(b) DDES

(c) SAS

Figure 4.15: Mean flow u/U∞
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Axisymetric backward facing step with PG, SAS and DDES

(a) Perot & Gadebush

(b) DDES

(c) SAS

Figure 4.16: Mean pressure coefficient (P − Pref )/Pdyn
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Influence of the numerical strategy

(a) Cp

Figure 4.17: Pressure coefficient on the wall in the recirculation area.

Figure 4.18: Spatial organization of dominating frequencies on antisymmetric backward facing step [20]

becomes StrLwindtunnel = 0.96(see figure 4.20). This is a good clue that allows us to say that this low
frequency is maybe driven by the confinement Lwindtunnel. We perform a calculation with PG-VC strategy
in a numerical wind tunnel without confinement (where the symmetry boundaries are located very far from
the body), figure 4.21 shows that the confinement amplifies the low frequency but don’t make it disappear.
We can conclude that the confinement and the very low frequency phenomena in the recirculation area
may be coupled. In the previous section, we find that the level of Cprms with the PG-VC strategy is lower
than with the other models. It can be explained by the figure 5.4 (b) which shows the energy decay of
turbulence at x/D = 0.7 on the wall. We can see clearly the effect of the too high dissipation of the PG
model: the energy is dissipated by the turbulent viscosity very early compared to DDES and SAS. We
can see also that the energy with the DDES is slightly higher than with SAS. These results confirm the
qualitative analysis of the previous paragraph, i.e. the fact that PG introduces more turbulent viscosity
and thus captures less vortical structures and less energy.

4.3 Influence of the numerical strategy

In this section we further investigate the influence of the numerical scheme. First, the figure 4.22 shows
the location of the activation of the vortex centering function ψ (see equation (3.90) page 59). We see
that the numerical scheme is fully recentered in most part of the recirculation area and especially at the
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Influence of the numerical strategy

(a) semi-log

(b) log-log

Figure 4.19: PSD of pressure on three sensors along the emergency, X/D = 0.7.
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Influence of the numerical strategy

Figure 4.20: PSD of pressure on three sensors along the emergency, X/D = 0.7, normalization with the
diameter of numerical wind tunnel

Figure 4.21: Effect of wind tunnel confinement, X/D = 1.0
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Figure 4.22: Vortex centering function ψ

beginning of the shear-layer, which helps the triggering of Kelvin-Helmholtz instabilities. In the rest of the
shear-layer, the numerical scheme is partially re-centered, about 60%, which leads to a strong reduction of
the dissipation (see Tab. 3.2 on 58 and Figure3.8 on page 58). Note that, the scheme is fully recentred in
the azimuthal direction thanks to the recentering-by-faces technique. To be convinced by the influence of
the numerical scheme, we perform a DDES calculation without the VC strategy. Figures (a,b) and (c,d)
shows pressure lines and contours in the shear-layer of the axisymmetric backward facing step with and
without the VC scheme respectively. We clearly see that VC scheme decreases the numerical dissipation
in the recirculation area, and to allows triggering Kelvin-Helmholtz instabilities. The VC scheme allows to
resolve shear-layers with a very low grid resolution. In figure 4.23, we see that the VC scheme needs less
than 6 points per vortex to resolve the shear-layer. The third oder scheme without the VC improvement
needs about 15 points by wavelenght to resolve vortices (see Tab. 4.1 on page 77).

4.4 Conclusions

In this Chapter, we assessed the SAS, PG and DDES approaches carrying out numerical simulations of 2D
and axisymmetric backward facing steps with the VC scheme. Specifically, axisymmetric case allowed to
discriminate between the models. We saw that the level of turbulent viscosity is not the same for all the
models in the LES region of the flow. The DDES provided the smallest level of turbulent viscosity, which
allowed to resolve smaller turbulent structures. However, the DDES does not return to the RANS mode,
far from the wall, when the grid becomes very coarse after the step emergency. SAS and PG approaches,
although less efficient in the LES region, seems to recover a RANS mode when a coarse grid is encountered
(see 4.9 (a), (b), (c)). Finally, the VC scheme was found to be an essential ingredient not to dissipate
turbulent structures generated by convective instabilities (see Figure 4.22 on page 94).
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(a) 3-exact, VC (b) 3-exact, VC

(c) 3-exact (d) 3-exact

Figure 4.23: Visualization of the scheme resolvability in the shear-layers of axisymmetric backward facing
step. Pressure lines and contours. The upwind 3-exact scheme needs more point to resolve vortices than
the 3-exact VC scheme.
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Industrial applications
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In this Section, we investigate the feasibility of the proposed HRL approach for complex industrial
configurations by applying the PG model, along with the high-order vortex-centered scheme, to simulate
the flow around a realistic geometry. The calculations are carried out with the PG-VC strategy.

5.1 Launcher shrinkage

The following application is 1/60 scale model of a real space launcher skrinkage. Figure 5.1 shows the
overlapped grids used to discretize the computational domain. The grid is composed of several intersected
grids. The resulting overall hybrid grid is composed by Cartesian patches and irregular regions composed
by tetrahedral and hexahedral cells. An effort was made to generate a grid as regular as possible in the
wake region. Tab. 5.2 gives some details about the calculation, especially the grid resolution next to the
boundary layer separation (x+ and y+) and the azimutal resolution ∆φ. In the following, D and d are
respectively the large and the small diameters of the launcher. The unsteady calculation is carried out over
a total duration of T ∗ U∞/(D − d) = 200 after the numerical transient. Numerical results are compared
with an experiments, conducted on a very similar configuration, called ”exp. K” [93].The objective is to
investigate the feasibility of the PG-VC approach for an industrial configuration.
The mean flow, is presented in figure 5.2 (c). The flow separates at the shirinkage, than reattaches
downstream. The reattachment point is in good agreement with the experiments (see Tab. 5.1). Figure
5.2 (a) shows the instantaneous Q criterion around the shrinkage of the launcher colored by Mach number.
This figure demonstrates the interest of the strategy. The numerical scheme has to be robust and accurate at
the same time. In the recirculation area for example, the heads of Kelvin-Helmholtz vortices are supersonic
and can generate local compressibility effects as it can be seen on the Figure 5.2 (b), which provides a
numerical Schlieren of the flow.. There is also an interaction between the shock and the boundary layer
on the fairing of the launcher. For a quantitative assessment of the results, figures 5.3 (a) and (b) show
respectively the evolution of mean pressure and fluctuating pressure coefficients along the shrinkage of
the launcher as a function of the longitudinal axis normalized with respect to the recirculation length.
We can see that both Cp and Cprms are very close to the experiment. Figure 5.4 shows the comparison
between experimental data and numerical results of the pre-multiplied by the frequency pressure spectral
density of pressure on the wall next to the reattachment point in the recirculation area. The simulation
allows to resolve flapping and buffeting phenomena, in other words, the vortical structures responsible for
aerodynamic loads. Finally, figure 5.2 (d) shows that the kinetic energy in attached boundary-layers is
fully modeled while shear-layers and recirculation area are partially resolved. In these regions, the modeled
kinetic energy is replaced by the resolved one.
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Launcher shrinkage

Figure 5.1: Overlapped grid on the shrinkage
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Launcher shrinkage

(a) Iso Q criterion colored by Mach number

(b) Instantaneous shlieren

(c) Mean longitudinal velocity

(d) Mean modeled to total kinetic energy ratio

Figure 5.2: Instantaneous and mean flow over the shrinkage.
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Launcher shrinkage

Present calculation Exp. K
xr/h 6.1 5.8

Table 5.1: reattachment length (xr) to shrinkage (h = (D − d)/2) high ratio

ReD Cells y+ x+ ∆φ
9.105 15M 30 50 2 deg

Table 5.2: Calculation settings

Figure 5.3: Longitudinal distribution of the average and fluctuating pressure coefficient.

Figure 5.4: Power spectral density of a wall-pressure-sensor in the recirculation bubble as a function of
Strouhal number based on recirculation length
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Ariane 5 launcher

AoA ∆t Re M∞ P0

0 0.1µs 2.106 0.8 66500

Table 5.3: Calculation settings

5.2 Ariane 5 launcher

The following application is 1/60 scale model of the Ariane 5 launcher. The computational mesh is
presented in figure 5.5. The total number of grid elements is equal to 20 millions and the y+ at the beginning
of the separated region is 20. The azimuthal resolution equal to 2 deg.. The numerical parameters used
for the calculation are given in the Tab. 5.3. The useful unsteady calculation is performed over a total
duration of T ∗ U∞/H = 40 after the numerical transient. Since this is not long enough to converge
properly the statistics, so that heareafter we provide a preliminary analysis but the calculation is still
running. Figure 5.7 shows that the Kelvin-Helmholtz instabilities are clearly installed and are triggered
without delay. Figure 5.6 gives an overview of the instantaneous field at the base of the launcher. Figure
5.8 shows the comparison between the experiment and the calculation for pressure and fluctuating pressure
coefficients in the recirculation area of the launcher. We see that there is a good agreement between the
calculation and the experiment for both Cp and Cprms. Note that these results have to be considered with
some caution because the calculation needs to be more statistically converged.

5.3 Conclusions

In this Chapter we demonstrated the feasibility of the PG model with the VC scheme for realistic launcher
configurations. The calculations provided accurate results compare to the experiments (namely for Cp,
Cprms and dominating frequencies) although the calculation on Ariane 5 launcher needs to be continued
to converge the statistics properly. The same calculation with the DDES approach will be carried out in
the near future, to compare the approaches.
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Figure 5.5: Overlapped grid on the Ariane 5 spatial launcher
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Figure 5.6: Instantaneous flow around Ariane 5 launcher. Q criterion colored by instantaneous velocity.

Figure 5.7: Instantaneous Schlieren around Ariane 5 launcher in the plane without boosters.
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Figure 5.8: Cp and Cprms in the recirculation area.
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Chapter 6

Conclusions and perspectives
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6.1 Conclusions

6.1.1 Accurate low-dissipative numerical scheme

In Section 3.2 on page 41 we presented and validated a robust and accurate numerical scheme well suited
for highly compressible flows allowing to resolve turbulent structures with a moderate number of grid
points per wavelength. The numerical scheme keeps its formal order of accuracy regardless of the grid
thanks to a k-exact reconstruction of the solution and its derivatives in each computational cell. A vortex
centering strategy is used to locally reduce numerical dissipation in vortical flow regions while conserving
an upwind discretization scheme in highly compressible regions.

Resolvability of the spatial discretization

A spectral analysis of the upwind k-exact schemes written for a 1D advection problem, was carried out
to identify the numerical filter (dissipation and phase error) introduced by the spatial discretization as a
function of the nominal order of the schemes (see 3.2.2 on page 52). The numerical results were illustrated
with several numerical tests (see 3.4 on page 60) but also for more complex configurations, such as the
axisymetric backward facing step. For the last applications, results of the numerical study about the scheme
resolvability were recovered in terms of number of grid points required to discretize vortices generated by
Kelvin-Helmholtz instabilities (see Figures 4.22 (c) and (d) in Section 4.23 on page 95).

The VC (Vortex Centered) scheme

The previous resolvability analysis drove us to conclude that, with grid resolutions typically used in in-
dustrial applications, the numerical dissipation introduced by the spatial schemes is not compatible with
hybrid RANS/LES simulations.
In an attempt to reach the best possible compromise between resolvability and computational cost, we
restricted our attention to the 3-exact scheme, which provides sufficiently low dispersion errors with a
moderate increase in computational complexity with respect to the baseline second-order scheme, and re-
duced numerical dissipation in vortex-dominated regions by local re-centering of the method: the Vortex
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Centered scheme. Re-centering of the numerical fluxes leads to a fourth-order accurate, non dissipative
scheme in vortex-dominated regions, while keeping a 3rd-order upwind scheme in shock-dominated regions
(see Section 3.3 on page 54).
The stability criterion of the VC scheme was found performing an analytical analysis on classical upwind
and centered second order schemes which allowed to define a suitable recentering function (see Eq. (3.90)).
The behaviour of this function has been studied in the Fourier space for the 3-exact VC scheme applied
to a 1D advection-diffusion equation. This function is based on the grid Reynolds number, calculated
taking into account both laminar and turbulent viscosities, which allows to realize the coupling between
the numerical scheme and the turbulence model. In other words, the numerical scheme is stabilized thanks
to the subgrid viscosity provided by the turbulence model in use. The number of points per wavelength
prediced by the spectral analysis for a 1D advection-diffusion equation was found to be equal to the number
of points necessary to discretize vortices generated in a shear layer (see Figures 4.23 (a) and (b) on page
95).
In summary, the proposed strategy represents a good compromise between accuracy and computational
cost which allows to perform unsteady compressible turbulence numerical simulations.

6.1.2 Turbulence modeling

In this research, we assessed three hybrid RANS/LES models with different theorical ground the same
grids and the VC scheme. We chose to carry out calculations using improved version of these models to
be suitable for the departure of Kelvin-Helmholtz instabilities and boundary-layer protection. With the
first test case (i.e the 2D backward facing step on Section4.1 on page 76), we cannot conclude about which
model is better. The second test case, (i.e the axisymmetric backward facing step on Section4.2 on page
82), clearly discriminate the models. We list hereafter the strength and the weakness of each model.

PG model

The strength of the PG model is that it uses a local function to adapt the resolution of the model. We
saw that the PG model in its original version has no difficulty in triggering Kelvin-Helmholtz instabilities
in shear layers. However, there are several weakness concerning this approach due to the fact that it
has been calibrated only for an isotropic decaying turbulence, and there is limited experience concerning
this approach. Firstly, the calculation of the resolved kinetic energy depends on statistics, which have
a little physical meaning for some flows (helicopter rotor, re-entry capsule...). Secondly, the attached
boundary layer can be not easy to protect, even with the blending function fd (see Eq. (2.33) for more
details). Indeed, the recirculation bubbles can be confused with boundary-layers by the function fd. If a
computational domain is initialized with a RANS solution, the α parameter of the PG model misses a part
of the recirculation bubble which remains in RANS mode.

SAS strategy

The SAS is a model that can be easily implemented in existing solvers, by adding the source therm QSAS
to the transport equation of ω in the classical k − ω SST RANS model (see Eq. 2.14). However, to
calculate the source term QSAS , we need the second derivative of the velocity. On arbitrary meshes, the
second derivative has to be at least first order accurate (consistency condition). Thanks to the successive
corrections algorithm we presented in Section 3.2.1 on page 48, the consistency of the second derivative is
ensured regardless of the grid. Another remark is that the SAS strategy is fully automatic and ensures a
good protection of the attached boundary-layers, however, without the Benyoucef correction, the model is
unable to trigger Kelvin-Helmholtz instabilities. Even with this correction, we saw a delay in the triggering
of such convective instabilities for the axisymmetric backward facing step (see Section 4.2 on page 82).
Concerning the philosophy of the model itself, the subgrid viscosity is not imposed as a LES one, it is just
a lower bound for the LνK length scale. The model can be seen as a improved URANS model instead of
a hybrid RANS/LES model because we found that, in the LES part of the flow, the lower bound for the
subgrid viscosity is not reached (see Figure 4.9 (c)). The lower bound that we consider for νt is reached
by the DDES approach (see Figure 4.9 (d)).

105



Perspectives

DDES approach

Similarly to the SAS strategy, the DDES is quite simple to implement in a solver. The user has to replace
the d̃ in the transport equation of the Spalart-Almaras model, with a new length scale, for instance the
one defined in eq. (2.35). The model is fully automatic and allows to preserve the RANS mode in at-
tached boundary-layers. We do not observe trigger delay for the Kelvin-Helmholtz instabilities using the
DDES approach improved by the hybrid length scale ∆ω (see Eq. 2.35). However, we can underline that,
the DDES approach does not recover a RANS mode far from the wall, even if the grid resolution cannot
support a LES solution. For example, regarding the eddy viscosity contours on Figure 4.9, we see that
downstream the axisymmetric step, SAS and PG approach recover a RANS mode and the eddy viscosity
increases where the grid is not fine enough to support an LES solution. The eddy viscosity provided by
DDES remains in the LES mode, the turbulence is quickly diffused by the lack of grid point. Note that
this issue has no influence in the applications we have done in this research.

This approach, coupled with the VC scheme seems to be the winning couple for our industrial ap-
plications since this strategy is accurate and needs no user intervention. We retain for the time being
this solution, nevertheless, future research will concern the interaction between supersonic jet and turbu-
lence with re-burning phenomena, where several length scales of several chemical spaces coexist. For an
aerothermals applications, a one equation subgrid model might not be accurate enough. This is why we
plan to assess a future version of DDES based on the RANS k −

√
kL model (remember that

√
kL ∝ νt)

which allows to add a transport equation for the modeled kinetic energy.

6.1.3 Industrial applications

We performed two calculations on real space launcher geometries (wind tunnel models) using the PG model
and the VC scheme. The launcher shrinkage numerical simulation provided a good prediction of mean and
fluctuating pressure coefficient compared to the experiments. The buffeting frequency is also properly
recovered and in good agreement with the experiment. Concerning the Ariane 5 simulation, preliminary
results showed a good agreement with experiment regarding mean and fluctuating pressure coefficient but
the calculation needs to be continued in order to properly converge the statistics.
The same calculations using the DDES are running in order to compare the two approaches.

6.2 Perspectives

The present research allows us to perform unsteady turbulence calculations on wind tunnel models. Re-
member that the FLUSEPA solver is able to perform full scale URANS simulations (see Section 3.1 on
page 37). The next step is logically to perform hybrid RANS/LES on full scale geometries of launchers.
The major issue is that, to get the same level of turbulence as we resolve on wind tunnel model, the
number of grid cells needed beyond current computering capabilities since the increasing of the Reynolds
number, even with the multi-overlapping method we use. We have to find a solution to overcome this issue.

The first solution is to use automatic mesh adaptation (a PhD is currently is underway). This strategy
allows to have good grid resolution only in regions dominated by vortical structures and to have the best
grid as possible on the shock waves. Unsteady mesh adaptation is consistent with hybrid RANS/LES
simulations, especially when the both techniques use the same kind of sensors to increase their resolution.
The sensors in RANS/LES and mesh adaptation are often very close, for example, the error estimator α
of the Perot & Gadebush turbulence model is originally an error estimator for mesh adaptation[41]. It
belongs to the family of sensors based on the comparison between resolved and modeled kinetic energy,
(i.e the work of Probst and Reuss [94]).
Other mesh adaptation techniques are based on the numerical error estimation. For instance, Mesri et
al. propose a grid adaptation based on the calculation the Hessian and the gradient of the pressure to
estimate the numerical errors concerning a finite element solver. This philosophy is very close to the SAS
model of Menter, where the adaptation (on the model point of view) sensor is based on the Hessian and
the gradient of velocity.
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Finally, we remember that the VC scheme is stabilized thanks to the grid Reynolds number (see Eq. 3.90),
which allows to realize the coupling between the numerics and the models. Indeed, this strategy provides
the link between numerics, models and unsteady meshes, automatically. However, automatic mesh adap-
tation may move away the hypothesis we have done concerning the extra terms ( A = B = 0, see Section
1.2 on page 14 for more details).

The second solution is to increase the performances and the scalability of FLUSEPA, another PhD
is underway concerning the HPC issues. Performance analysis were carried out in order to highlight the
bottlenecks of the algorithms, notably on an Ariane 5 lift-off and on Ariane 5 EAP separation simulations.
Expressing more precisely the parallelism by a fine grain task graph approach and exploiting it by a run-
time system is currently under evaluation.
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Chapter 7

Relation between q and q̃

In this appendix we derive expressions relating average values of the primitive variables over one cell, qJ ,
to the average of conservative variables, via vector q̃J , i.e equation (3.48). These expressions have to be
derived independently for each component of qJ .

A Relation for the average velocity uJ

For the velocity, equation (3.46) writes :

uJ = uj +
n−1∑
m=2

1

m!
M(m)

J : D(m)u
∣∣∣
j

+O(hn) (7.1)

On the other hand, average values of the conservative variables can be combined to compute :

ũJ =
ρuJ
ρJ

(7.2)

Average values of ρ and ρu can also be expanded by using a relation similar to (3.46). Pluggin into (7.2)
leads to :

ũJ = uj −
uj
ρJ

n−1∑
m=2

1

m!
M(m)

J : D(m)ρ
∣∣∣
j

+
1

ρJ

n−1∑
m=2

1

m!
M(m)

J : D(m)ρu
∣∣∣
j

+O(hn) (7.3)

Subtracting (7.3) from (7.1) and after some algebra, we get :

uJ − ũJ = ∆um−2 − 1

ρJ
M(m−1)

J :

(
n−2∑
l=1

(
n− 1

l

)
D(m−1−l)ρ

∣∣∣
j
⊗ D(l)u

∣∣∣
j

)
+O(hn) (7.4)

with :

∆um−2 = − 1

ρJ

{
n−2∑
m=2

1

m!
M(m)

J :

(
m∑
l=0

(
m

l

)
D(m−l)ρ

∣∣∣
j
⊗ D(l)u

∣∣∣
j
− uj D(m)ρ

∣∣∣
j
− ρJ D(m)u

∣∣∣
j

)}
(7.5)

Note that density gradients D(m)ρ
∣∣
j

do not need to be reconstructed, since they can be recast in terms

of pressure and temperature by using the equation of state :

ρ =
P

RT

and

I



Relation for the average pressure P J

D(m)ρ
∣∣∣
j

=
1

R

m∑
l=0

(
m

l

)
D(m−l)P

∣∣∣
j
⊗ D(m)T−1

∣∣∣
j

(7.6)

=
1

R

m∑
l=0

(
m

l

)
D(m−l)P

∣∣∣
j
⊗
[
(−1)ll!T

−(l+1)
j D(m)T

∣∣∣
j

]
(7.7)

For a 3-exact reconstruction, ∆um−2 = 0 and (7.4) becomes :

uJ − ũJ = − 1

ρJ
M(2)

J :

(
D(1)ρ

∣∣∣
j
⊗ D(1)u

∣∣∣
j

)
+O(h3) (7.8)

wich requires a 1st-order approximation of the gradients in xjto achieve third oder of accuracy.

B Relation for the average pressure P J

We use again a relation of the form of (3.46) to develop P J .
Moreover :

P̃J = (γ − 1)

(
(ρE)J −

1

2

| (ρu)J |2

ρJ

)
(7.9)

Once again, the average conservative variables in equation (7.9) are expanded by means of (3.46),
leading to :

P̃J = Pj−(γ−1)
ρj
ρJ

| uj |2

2

n−1∑
m=2

1

m!
M(m)

J : D(m)ρ
∣∣∣
j
+(γ−1)

[
n−1∑
m=2

1

m!
M(m)

J :

(
D(m)ρE

∣∣∣
j
− 1

2ρJ
D(m) | ρuj |2

∣∣∣
j

)]
+O(hn)

(7.10)
With a similar procedure, to that used for u, we finally get :

PJ − P̃J = ∆Pn−2 − (γ − 1)

ρJ

M(m−1)
J

(n− 1)!
:

[
n−2∑
l=1

(
n− 1

l

)
D(m−1−l)ρ

∣∣∣
j
⊗ D(m) | ρuj |2

∣∣∣
j

]
+O(hn) (7.11)

with :

∆Pn−2 = −
n−2∑
m=2

1

m!
M(m)

J :

{
(γ − 1)

ρJ

[
ρJ D(m)(ρE)

∣∣∣
j

+ ρj
| uj |2

2
D(m)ρ

∣∣∣
j
− 1

2
D(m) | ρuj |2

∣∣∣
j

]
− D(m)P

∣∣∣
j

}
(7.12)

Product derivatives like D(m)(ρE) or D(m) | ρuj |2 can be developed in terms of primitive :

D(m) | ρuj |2
∣∣∣
j

=

m∑
l=0

(
m

l

)
D(l)ρ

∣∣∣
j
⊗ D(l) | uj |2

∣∣∣
j

(7.13)

D(m)(ρE)
∣∣∣
j

=
m∑
l=0

(
m

l

)
D(m−l)ρ

∣∣∣
j
⊗ D(l)E

∣∣∣
j

(7.14)

=
m∑
l=0

(
m

l

)
D(m−l)ρ

∣∣∣
j
⊗
[
Cv D(l)T

∣∣∣
j

+
1

2
D(m) | uj |2

∣∣∣
j

]
(7.15)

and,

D(m) | uj |2
∣∣∣
j

m∑
l=0

(
m

l

)
D(m−l)uj

∣∣∣
j
⊗ D(l)uj

∣∣∣
j

(7.16)
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Relation for the average pressure T J

For a 3−exact reconstruction :

PJ − P̃J = − (γ − 1)

ρJ
M(2)

J :

{
D(1)ρ

∣∣∣
j
⊗
[

D(1)ρ
∣∣∣
j
⊗ | uj |2 +2ρj D(1) | uj |

∣∣∣
j

]}
+O(h3) (7.17)

C Relation for the average pressure T J

We proceed again as in the two preceding cases. This time, we develop the average conservative variables
in :

T̃ =
P̃

Rρ
(7.18)

After some developments, is it possible to prove that :

TJ − T̃J = ∆Tn−2 − 1

ρJ

1

(n− 1)!
M(n−1)

J :

{
n−2∑
l=1

(
n− 1

l

)
D(m−1−l)T

∣∣∣
j
⊗
[

D(l)ρ
∣∣∣
j
− 1

2cV ρJ
D(l)ρ | u |2

∣∣∣
j

]}
+O(hn)

(7.19)

∆Tn−2 = −
n−2∑
m=2

1

m!
M(m)

J :

{
−Tj
ρJ

D(m)ρ)
∣∣∣
j

+ (γ − 1)
ρj
ρJ

| u |2j
ρJ

D(m)ρ
∣∣∣
j

+
(γ − 1)

ρJR
D(m)P

∣∣∣
j
− D(m)T

∣∣∣
j

}
(7.20)

Again, ∆Tn−2 is null for n = 3.

For the 3rd-order reconstruction :

TJ − T̃J = − 1

ρJ
M(2)

J :

{
D(1)ρ

∣∣∣
j
⊗
[

D(1)T
∣∣∣
j
− 1

2cV ρJ
D(1)ρ | u |2

∣∣∣
j

]}
+O(hn) (7.21)

D Numerical approximation of qJ − q̃J

After development of all product derivatives, expressions in equation (7.4), (7.11) and (7.19), only on the
volume moments of order n− 1 and derivatives of the primitive variables of order n− 2. Thus, nth-order
accuracy is achieved by replacing exact derivatives of order m ≤ n− 2 with a numerical approximation of
order n−m− 1.
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Chapter 8

Choice of the integration point Γ

If the face are not flat, the integration point is chosen in order to minimize the first order truncation error
for the numerical integration. We can explicit the formula (3.44) at the second order of accuracy at the
point Γ :

x

AJK

F.ndS = F|Γ .S
(0)
AJK

+ D(1)F
∣∣∣
Γ

: S(1)
AJK︸ ︷︷ ︸

EΓ

+ | S(0)
AJK

| O(h2), (8.1)

the same integration can be done on another point b knowing :

F|Γ = F|b + (xΓ − xb). D(1)(F)
∣∣∣
b
, (8.2)

We can replace F|Γ in equation (8.1) :

x

AJK

F.ndS = F|b .S
(0)
AJK

+ D(1)F
∣∣∣
Γ

: S(1)
AJK

+
(

(xΓ − xb). D(1)(F)
∣∣∣
b

)
.S(0)

AJK︸ ︷︷ ︸
Eb

+ | S(0)
AJK

| O(h2) (8.3)

The integration error Eb can be expressed as a function of the integration error Eb :

| Eb |2=| EΓ |2 +
(

(xΓ − xb). D(1)(F)
∣∣∣
b

)2

(S(0)
AJK

)2 + 2 D(1)F
∣∣∣
Γ

: S(1)
AJK

.
(

(xΓ − xb). D(1)(F)
∣∣∣
b

)
.S(0)
AJK

(8.4)

If we chose Γ so as to have S(1)
AJK

⊥ S(0)
AJK

we have :

| Eb |2=| EΓ |2 +
(

(xΓ − xb). D(1)(F)
∣∣∣
b

)2

(S(0)
AJK

)2 (8.5)

and more simply,
Eb ≥ EΓ ∀ b and D(1)(F) (8.6)

Lets define the point Γ :

S(1)
AJK

.S(0)
AJK

= 0 (8.7)

⇒

x

AJK

(x− xΓ)⊗ ndS

 .S(0)
AJK

= 0 (8.8)

⇒OΓ(S(0)
AJK

)2 =
x

AJK

OM.(ndS.S(0)
AJK

) (8.9)

To conclude, the point Γ is chosen in order to verify : OΓ(S(0)
AJK

)2 =
s

AJK

OM.(ndS.S(0)
AJK

) and this choice

minimize the integration error of convective fluxes.
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Chapter 9

Error estimation of the third order
numerical scheme

Lets introduce the third order spatial operator:

HIII =
−αi+3 + 3αi+2 + 24αi+1 + 66αi − 117αi−1 + 27αi−2 − 2αi−3

96
(9.1)

The truncation error is calculating at the point i, link the average values to the point i is needed to
estimate the truncation analysis of the scheme :

αi+3 = αi + 3h
∂α

∂x

∣∣∣∣
i

+
9h2

2

∂2α

∂x2

∣∣∣∣
i

+
9h3

2

∂3α

∂x3

∣∣∣∣
i

+
27h4

8

∂4α

∂x4

∣∣∣∣
i

+O(h5) (9.2)

αi+2 = αi + 2h
∂α

∂x

∣∣∣∣
i

+ 2h2 ∂
2α

∂x2

∣∣∣∣
i

+
4h3

3

∂3α

∂x3

∣∣∣∣
i

+
2h4

3

∂4α

∂x4

∣∣∣∣
i

+O(h5) (9.3)

αi+1 = αi + h
∂α

∂x

∣∣∣∣
i

+
h2

2

∂2α

∂x2

∣∣∣∣
i

+
h3

6

∂3α

∂x3

∣∣∣∣
i

+
h4

24

∂4α

∂x4

∣∣∣∣
i

+O(h5) (9.4)

αi−1 = αi − h
∂α

∂x

∣∣∣∣
i

+
h2

2

∂2α

∂x2

∣∣∣∣
i

− h3

6

∂3α

∂x3

∣∣∣∣
i

+
h4

24

∂4α

∂x4

∣∣∣∣
i

+O(h5) (9.5)

αi−2 = αi − 2h
∂α

∂x

∣∣∣∣
i

+ 2h2 ∂
2α

∂x2

∣∣∣∣
i

− 4h3

3

∂3α

∂x3

∣∣∣∣
i

+
2h4

3

∂4α

∂x4

∣∣∣∣
i

+O(h5) (9.6)

αi−3 = αi − 3h
∂α

∂x

∣∣∣∣
i

+
9h2

2

∂2α

∂x2

∣∣∣∣
i

− 9h3

2

∂3α

∂x3

∣∣∣∣
i

+
27h4

8

∂4α

∂x4

∣∣∣∣
i

+O(h5) (9.7)
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We know how to link the average values to the values at the center of gravity of a given cell:

αi = αi +
h2

24

∂2α

∂x2

∣∣∣∣
i

+
h4

1920

∂4α

∂x2

∣∣∣∣
i

+O(h6)

αi+3 = αi−3 +
h2

24

∂2α

∂x2

∣∣∣∣
i+3

+
h4

1920

∂4α

∂x4

∣∣∣∣
i+3

+O(h6)

αi+2 = αi+2 +
h2

24

∂2α

∂x2

∣∣∣∣
i+2

+
h4

1920

∂4α

∂x4

∣∣∣∣
i+2

+O(h6)

αi+1 = αi+1 +
h2

24

∂2α

∂x2

∣∣∣∣
i+1

+
h4

1920

∂4α

∂x4

∣∣∣∣
i+1

+O(h6)

αi−1 = αi−1 +
h2

24

∂2α

∂x2

∣∣∣∣
i−1

+
h4

1920

∂4α

∂x4

∣∣∣∣
i−1

+O(h6)

αi−2 = αi−2 +
h2

24

∂2α

∂x2

∣∣∣∣
i−2

+
h4

1920

∂4α

∂x4

∣∣∣∣
i−2

+O(h6)

αi−3 = αi−3 +
h2

24

∂2α

∂x2

∣∣∣∣
i−3

+
h4

1920

∂4α

∂x4

∣∣∣∣
i−3

+O(h6)

Lets express the second derivatives at the point i:

∂2α

∂x2

∣∣∣∣
i+3

=
∂2α

∂x2

∣∣∣∣
i

+ 3h
∂3α

∂x3

∣∣∣∣
i

+
9h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

∂2α

∂x2

∣∣∣∣
i+2

=
∂2α

∂x2

∣∣∣∣
i

+ 2h
∂3α

∂x3

∣∣∣∣
i

+ 2h2 ∂
4α

∂x4

∣∣∣∣
i

+O(h3)

∂2α

∂x2

∣∣∣∣
i+1

=
∂2α

∂x2

∣∣∣∣
i

+ h
∂3α

∂x3

∣∣∣∣
i

+
h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

∂2α

∂x2

∣∣∣∣
i−1

=
∂2α

∂x2

∣∣∣∣
i

− h ∂3α

∂x3

∣∣∣∣
i

+
h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

∂2α

∂x2

∣∣∣∣
i−2

=
∂2α

∂x2

∣∣∣∣
i

− 2h
∂3α

∂x3

∣∣∣∣
i

+ 2h2 ∂
4α

∂x4

∣∣∣∣
i

+O(h3)

∂2α

∂x2

∣∣∣∣
i−3

=
∂2α

∂x2

∣∣∣∣
i

− 3h
∂3α

∂x3

∣∣∣∣
i

+
9h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

And for the fourth derivatives:

∂4α

∂x4

∣∣∣∣
i+3

=
∂4α

∂x4

∣∣∣∣
i

+O(h)

∂4α

∂x4

∣∣∣∣
i+2

=
∂4α

∂x4

∣∣∣∣
i

+O(h)

∂4α

∂x4

∣∣∣∣
i+1

=
∂4α

∂x4

∣∣∣∣
i

+O(h)

∂4α

∂x4

∣∣∣∣
i−1

=
∂4α

∂x4

∣∣∣∣
i

+O(h)

∂4α

∂x4

∣∣∣∣
i−2

=
∂4α

∂x4

∣∣∣∣
i

+O(h)

∂4α

∂x4

∣∣∣∣
i−3

=
∂4α

∂x4

∣∣∣∣
i

+O(h)
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so :

αi+3 = αi+3 +
h2

24

[
∂2α

∂x2

∣∣∣∣
i

+ 3h
∂3α

∂x3

∣∣∣∣
i

+
9h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

]
+

h4

1920

[
∂4α

∂x4

∣∣∣∣
i

+O(h)

]
αi+2 = αi+2 +

h2

24

[
∂2α

∂x2

∣∣∣∣
i

+ 2h
∂3α

∂x3

∣∣∣∣
i

+ 2h2 ∂
4α

∂x4

∣∣∣∣
i

+O(h3)

]
+

h4

1920

[
∂4α

∂x4

∣∣∣∣
i

+O(h)

]
αi+1 = αi+1 +

h2

24

[
∂2α

∂x2

∣∣∣∣
i

+ h
∂3α

∂x3

∣∣∣∣
i

+
h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

]
+

h4

1920

[
∂4α

∂x4

∣∣∣∣
i

+O(h)

]
αi−1 = αi−1 +

h2

24

[
∂2α

∂x2

∣∣∣∣
i

− h ∂3α

∂x3

∣∣∣∣
i

+
h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

]
+

h4

1920

[
∂4α

∂x4

∣∣∣∣
i

+O(h)

]
αi−2 = αi−2 +

h2

24

[
∂2α

∂x2

∣∣∣∣
i

− 2h
∂3α

∂x3

∣∣∣∣
i

+ 2h2 ∂
4α

∂x4

∣∣∣∣
i

+O(h3)

]
+

h4

1920

[
∂4α

∂x4

∣∣∣∣
i

+O(h)

]
αi−3 = αi−3 +

h2

24

[
∂2α

∂x2

∣∣∣∣
i

− 3h
∂3α

∂x3

∣∣∣∣
i

+
9h2

2

∂4α

∂x4

∣∣∣∣
i

+O(h3)

]
+

h4

1920

[
∂4α

∂x4

∣∣∣∣
i

+O(h)

]
Simplifying the equation below we get :

αi+3 = αi−3 +
h2

24

∂2α

∂x2

∣∣∣∣
i

+
h3

8

∂3α

∂x3

∣∣∣∣
i

+
361h4

1920

∂4α

∂x4

∣∣∣∣
i

+O(h5)

αi+2 = αi+2 +
h2

24

∂2α

∂x2

∣∣∣∣
i

+
h3

12

∂3α

∂x3

∣∣∣∣
i

+
161h4

1920

∂4α

∂x4

∣∣∣∣
i

+O(h5)

αi+1 = αi+1 +
h2

24

∂2α

∂x2

∣∣∣∣
i

+
h3

24

∂3α

∂x3

∣∣∣∣
i

+
41h4

1920

∂4α

∂x4

∣∣∣∣
i

+O(h5)

αi−1 = αi−1 +
h2

24

∂2α

∂x2

∣∣∣∣
i

− h3

24

∂3α

∂x3

∣∣∣∣
i

+
41h4

1920

∂4α

∂x4

∣∣∣∣
i

+O(h5)

αi−2 = αi−2 +
h2

24

∂2α

∂x2

∣∣∣∣
i

− h3

12

∂3α

∂x3

∣∣∣∣
i

+
161h4

1920
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We linked the average values to the values at the point i using the derivative at the point i. We can
use these results in the first Taylor expansion :
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Finally, we get :
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If we replace the quantities calculated below in the spatial operato(9.1), we have :
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We demonstrate the accuracy of the third oder spatial operator through a truncation error analysis.
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Chapter 10

Initialization of the Ringleb flow
problem

The equation of the Ringleb problem are :

a =

√(
1− γ − 1

2
q2

)
; ρ = a

2γ
γ−1 ; p =

1

ρ
a

2γ
γ−1 ; J =

1

a
+

1

3a3
+

1

5a5
− 1

2
ln

(
1− a
1 + a

)
(10.1)

x(q, k) =
1

2ρ

(
2

k2
− 1

q2

)
− J

2
and y(q, k) = ± 1

kρq

√
1−

( q
k

)2

, (10.2)

where a is the speed of sound, q is the velocity magnitude, k is a streamline parameter, p is the pressure,
x and y are the coordinates of the streamlines and γ is the heat capacity ration (equal to 1.4 for the air).
To initialize the calculation, we need to inverse the system (10.2) but it won’t be used on this form. We
can remark that the system (10.2) represent a circle of center

(
−J2 , 0

)
. We can start from the equation

(10.2) to isolate the q variable :(
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J

2

)2
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=⇒q =

[
4ρ2

((
x+

J

2
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)]−1/4

, (10.5)

(10.6)

Now, we can find the relationship for the k variable :

(
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J

2

)
2ρ =

2
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((
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2
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)]1/2
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+ ρ
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J

2
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]1/2
−1/2

(10.7)
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It is simpler to inverse the system (10.6) than the system (10.2) because we resolve variables one by one.
In practice, we use a Newton algorithm to calculate the variable q, and then we calculate the variable k
with the formula 10.7. We know the exact solution of the Ringleb flow on each grid point, but it is not
sufficient. It is very important to be aware that the study concern a finite volume solver (FLUSEPA). In
a finite volume solver, the unknowns are the averaged conservative variables, that why, the Ringleb flow
problem inputs have to be the averaged conservative variables. We can only calculate an approximation
of the conservative inputs knowing the exact point values, its not a problem, the only thing we have to be
careful is to calculate an higher order approximation than the numerical scheme itself. To do so, we use
a six order Gauss integration to calculate conservative variables from the point values. In 2D, the quads
are split into two triangles and Gauss integration is performed on each triangle, in 3D, tetrahedrons are
split into 8 tetrahedrons, and Gauss integration is performed on each tetrahedron. This lead to know a
six order accurate initial solution for the conservative variables which represent the inputs of the Ringleb
flow for a finite volume solver which allows checking the numerical orders of convergence provided by the
numerical schemes under investigation.
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Chapter 11

Post-treatments for the Taylor-Green
vortex problem

Lets define the so called ”enstrophy” quantity :

ω = w′iw
′
i (11.1)

where wi is the fluctuating vorticity. The dissipation rate of the turbulent kinetic energy reads :

ε = −dk
dt

(11.2)

Quantities Ω and ε are linked [24] :
ε ' νw′iw′i (11.3)

Note that the equality is exact for homogeneous and isotropic turbulence. So we have :

− dk

dt
= νw′iw

′
i (11.4)

To compare the calculations with DNS, it is usual to calculate the following quantities which are the
time derivative of the total kinetic energy :

K =
1

(2π)3

y

[0;2π]3

1

2
ρ || u ||2 dxdydz (11.5)

and the total enstrophy :

Ω =
1

(2π)3

y

[0;2π]3

1

2
ρ || ω ||2 dxdydz. (11.6)

As we demonstrate below, −dKdt = νΩ, and it implies that physically, it is strictly equivalent to compare

the results with Ω or with −dKdt . For example, in the reference DNS [95], is the enstrophy curve is multiplied
by the reference viscosity (ν = 0.00125), it becomes exactly superimposed on the curve which illustrate
the quantity −dKdt . There is no physical reason to have different numerical results concerning Ω and dK

dt .

We can conclude that calculating Ω or dK
dt from the numerical simulation is post-processing dependent.

For example, lets try to quantify the numerical error done when calculating Ω. Numerically, the enstrophy
calculated at the center of gravity i of each cells I is summed over the whole computational domain :

(2π)3Ω =
∑

[0;2π]3

 y

[0;2π]3

(
Ωi +O(h2)

)
dV

 (11.7)

= (2π)3
∑

[0;2π]3

Ωi + (2π)3O(h2) (11.8)
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here, we remark that the numerical integration is polluted by an order 2 error. Actually, this is not
the most important error, lets calculate the enstrophy in the cell I using a nth order space differentiation
operator to calculate gradients :

D(1)
N (u) ' D(1)u+

hn

C
D(n)u (11.9)

If we use the previous operator to calculate the enstrophy, we get :

Ωi ∼
(
D(1)(u)

)2

+ 2D(1)(u)
hn

C
D(n)u+

(
hn

C
D(n)u

)2

(11.10)

And finally, the equation (11.8) becomes :
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D(1)(u)
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i
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︸ ︷︷ ︸
Total enstrophy

+
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2 D(1)(u)
∣∣∣
i
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C
D(n)u+

∑
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(
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C
D(n)u

∣∣∣
i

)2

︸ ︷︷ ︸
Error term due to space derivative approximation

+ O(h2)︸ ︷︷ ︸
Integration error

(11.11)

We demonstrate that the calculation of enstrophy is polluted by two kind of errors, an error due to
the gradient operator and an error due to the numerical integration. Practically, we remark that the most
important error is due to the choice of differentiation operator. To calculate the enstrophy, we choose an
seven order accurate gradient operator since it is the minimum order not to be polluted by the truncation
error.
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Modèles de turbulence auto-adaptatifs pour la simulation des écoulements 
compressibles instationnaires 

RESUME : Cette thèse est principalement dédiée à la simulation des écoulements massivement décollés 
dans le domaine spatial. Nous avons restreint notre étude aux écoulements d’arrière-corps, pour lesquels 
ces décollements sont imposés par des changements brutaux de la géométrie. Dans le domaine spatial, le 
caractère fortement compressible des écoulements rencontrés impose l’utilisation de schémas 
numériques robustes. D’un autre coté, la simulation fine de la turbulence impose des schémas d’ordre 
élevé et peu dissipatifs. Ces deux spécifications, apparemment contradictoires, doivent pourtant coexister 
au sein d’une même simulation. Les modèles de turbulence ainsi que les schémas de discrétisation sont 
indissociables et leur couplage doit impérativement être considéré. Les schémas numériques doivent 
garder leur précision formelle sur des géométries complexes et des maillages très irréguliers imposés par 
le contexte industriel. Cette étude  analyse le schéma de discrétisation utilisé dans le code de calcul 
FLUSEPA développé par Airbus Defence & Space. Ce schéma est robuste et précis pour des 
écoulements avec chocs et il présente une faible sensibilité au maillage (l’ordre 3 étant conservé même 
sur des maillages fortement perturbés). Malheureusement, le schéma possède une trop faible résolvabilité 
liée à un niveau de dissipation trop élevé pour envisager des simulations hybrides RANS/LES. Pour pallier 
cet inconvénient, nous nous sommes penchés vers une solution basée sur un recentrage conditionnel et 
local : dans les zones dominées par des structures tourbillonnaires, une fonction analytique assure un 
recentrage local lorsque la stabilité numérique le permet. Cette condition de stabilité assure le couplage 
entre le schéma et le modèle. De cette manière, les viscosités laminaire et tourbillonnaire sont les seules à 
jouer un rôle dans les régions dominées par la vorticité et servent aussi à stabiliser le schéma numérique. 
Cette étude présente de plus une comparaison qualitative et quantitative de plusieurs modèles hybrides 
RANS/LES, à iso maillage et schéma numérique. Pour cela, un certain nombre d'améliorations 
(notamment de leur capacité à résoudre les instabilités de Kelvin-Helmohlotz sans retard), proposées 
dans la littérature ou bien introduites dans cette thèse, sont prises en compte. Les applications 
numériques étudiées concernent des géométries allant de la marche descendante au lanceur spatial 
complet à échelle réduite. 

Mots clés : Volumes finis d’ordre élevé, VC scheme, maillages non-structurés et irréguliers, FLUSEPA, 
modèles hybride RANS/LES, turbulence, multi-chevauchement de maillages par intersection 
conservatives, lanceurs spatiaux, applications industrielles. 

Self adaptive turbulence models for unsteady compressible flows 

ABSTRACT: This thesis is mainly dedicated to the simulation of massively separated flows in the 
aerospace domain.	
  We restricted our study to afterbody flows, where the separation is imposed by abrupt 
geometry changes. In the aerospace domain, highly compressible flows require the use of robust 
numerical schemes. On the other hand, the simulation of turbulence imposes high-order low dissipative 
numerical schemes. These two specifications, apparently contradictory, must coexist within the same 
simulation. The coupling between turbulence models and discretization schemes is of the utmost 
importance and must be considered. Numerical schemes should keep their formal accuracy on complex 
geometries and on very irregular meshes imposed by the industrial context. In this research, we analyze 
the discretization scheme implemented in the FLUSEPA solver, developed by Airbus Defence & Space. 
Such a scheme is robust and accurate for flows with shocks and exhibits a low sensitivity to the grid (the 
third order of accuracy being ensured, even on highly irregular grids). Unfortunately, the scheme 
possesses a too low resolvability related to a too high numerical dissipation for RANS/LES simulations. To 
circumvent this problem, we considered a conditional and local re-centering strategy: in regions dominated 
by vortical structures, an analytic function provides local re-centering when a numerical stability condition 
is satisfied. This stability condition ensures the coupling between the numerical scheme and the model. In 
this way, only the turbulent and the laminar viscosities play a role in regions dominated by vorticity, and 
also allow to stabilize the numerical scheme. This study provides also a qualitative and quantitative 
assessment of several hybrid RANS/LES models, using the same grids and discretization scheme. For 
this purpose some recent improvements (improving their ability to trigger the Kelvin-Helmohlotz instabilities 
without delay), proposed in the litterature or suggested in this work, are taken into account. Numerical 
applications include geometrical configurations ranging from a backward facing step to realistic launcher 
configurations. 

Keywords : High order finite volumes, VC scheme, irregular grids, unstructured grids, FLUSEPA, hybrid 
RANS/LES models, turbulence, conservative grid intersections, space launchers, industrial applications.	
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