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Resumé

Cette thèse se compose de trois parties. La première partie est consacrée aux partitions planes cylindriques, la deuxième aux lambda-déterminants et enfin la troisième aux commutateurs dans les systèmes semi-circulaires.

La classe des partitions planes cylindriques est une généralisation naturelle de celle des partitions planes inverses. Borodin a donné récemment une série génératrice pour les partitions planes cylindriques. Notre premier résultat est une preuve bijective de cette identité utilisant les diagrammes de croissance de Fomin pour la correspondance RSK généralisée. Le deuxième résultat est un $(q,t)$-analogue de la formule de Borodin, qui généralise un résultat d’Okada. Enfin le troisième résultat de la première partie est une description combinatoire explicite du poids de Macdonald intervenant dans cette formule, qui utilise un modèle de chemins non-intersectant pour les partitions planes cylindriques.

Les matrices à signes alternants ont été découvertes par Robbins et Rumsey alors qu’ils étudiaient les λ-déterminants. Dans la deuxième partie de cette thèse nous démontrons une généralisation à plusieurs paramètres de ce λ-déterminant, généralisant un résultat récent de di Francesco. Comme le λ-déterminant, notre formule est un exemple du phénomène de Laurent.
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Abstract

This thesis is divided into three parts. The first part deals with cylindric plane partitions. The second with lambda-determinants and the third with commutators in semicircular systems.

Cylindric plane partitions may be thought of as a natural generalization of reverse plane partitions. A generating series for the enumeration of cylindric plane partitions was recently given by Borodin. The first result of section one is a new bijective proof of Borodin’s identity which makes use of Fomin’s growth diagram framework for generalized RSK correspondences. The second result is a $(q, t)$-analog of Borodin’s identity which extends previous work by Okada in the reverse plane partition case. The third result is an explicit combinatorial interpretation of the Macdonald weight occurring in the $(q, t)$-analog using the non-intersecting lattice path model for cylindric plane partitions.

Alternating sign matrices were discovered by Robbins and Rumsey whilst studying $\lambda$-determinants. In the second part of this thesis we prove a multi-parameter generalization of the $\lambda$-determinant, generalizing a recent result by di Francesco. Like the original $\lambda$-determinant, our formula exhibits the Laurent phenomenon.

Semicircular systems were first introduced by Voiculescu as a part of his study of von Neumann algebras. In the third part of this thesis we study certain commutator subalgebras of the semicircular system. We find a projection matrix with an interesting self-similar structure. Making use of our projection formula we given an alternative, elementary proof that the semicircular system is a factor.
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Introduction

This thesis is divided into three parts. The three parts are entirely independent and may be read in any order. The first part is significantly longer than the other two.

Part I deals with cylindric plane partitions. The main tools used are the theory of symmetric functions and Macdonald polynomials [Mac95] and Fomin’s theory of growth diagrams [Fom88, Fom95]. The results of this section are entirely my own. They were presented as a poster at FPSAC 2012 and will appear in the Electronic Journal of Combinatorics.

Part II deals with a multi-parameter generalization of the \(\lambda\)-determinant of Robbins and Rumsey [RR86] which was originally conjectured by Alain Lascoux. Our formula exhibits the Laurent phenomenon [FZ02]. It also generalizes a recent result by di Francesco [DiF12]. Our approach is completely different from that of di Francesco. We follow the original proof of Robbins and Rumsey closely, analyzing carefully the Bruhat order structure on pairs of interlacing alternating sign matrices (or equivalently, domino tilings of the Aztec Diamond [EKLP92]). The idea for the proof was suggested by my advisor, Philippe Biane. This work is not yet published.

Part III is a study of commutators in semicircular systems [Voi90]. This section is somewhat of a work in progress. Although we have some preliminary results, we have not yet had the chance to apply them seriously. This is joint work with Philippe Biane.

Cylindric Plane Partitions

Summary of results

There are three main results in this section. The first is a bijective proof of Borodin’s identity. The second is a Macdonald polynomial analog. The third is a combinatorial interpretation of the weight function which appears in the Macdonald polynomial analog of Borodin’s identity.

Our bijection actually proves a refined version of Borodin’s identity. The refined version of the reverse plane partition case is due to Gasner [GE81]. A bijective proof using Fomin’s growth diagram framework was previously given in the reverse plane partition case by Krattenthaler [Kra06]. I was inspired to attempt the cylindric case after reading a well-written paper by Adachi [Ada08].

The Macdonald polynomial analog is also proved in the full generality of the refined case. The Macdonald analog of the reverse plane partition case is due to Okada [Oka10].
The Hall–Littlewood case of cylindric identity is due to Corteel and Savelief, Cyrille and Vuletić [CSV11]. The commutation relations which are key to the whole approach are due to Haiman, Garcia and Tesler [GHT99]. When \( q = 0 \) our combinatorial formula for the weight function reduces to the Hall–Littlewood version given in [CSV11].

**Bijective proof of Borodin’s identity**

Cylindric plane partitions were first introduced by Gessel and Krattenthaler [GK97]. For any binary string \( \pi \) of length \( T \), a *cylindric plane partition* with profile \( \pi \) may be defined as a sequence of integer partitions:

\[
(\mu^0, \mu^1, \ldots, \mu^T) \quad \mu^0 = \mu^T
\]
such that if \( \pi_k = 1 \) then \( \mu^k/\mu^{k-1} \) is a *horizontal strip*. Otherwise if \( \pi_k = 0 \) then \( \mu^{k-1}/\mu^k \) is a horizontal strip (see Section 8.1.4).

The *weight* of a cylindric partition is given by \( |\mathcal{C}| = |\mu_1| + |\mu_2| + \cdots + |\mu_T| \). In the special case where \( \mu_0 = \mu_T = \emptyset \) we recover the usual definition of a *reverse plane partition*. If, in addition to this there are no inversions in the profile, we have a *regular plane partition* (see Section 8.2).

For those readers who are more familiar with the definition of a plane partition as an array of integers which is weakly decreasing along both rows and columns, the bijection with the “interlacing sequence” model is obtained by reading from right to left along the \( NW \to SE \) diagonals. For example, the plane partition:

\[
\begin{array}{cccccc}
4 & 3 & 2 & 2 & 0 \\
3 & 2 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}
\]

corresponds to the following sequence of partitions:

\[\mathcal{C} = (\emptyset, (2), (2, 1), (3, 1), (4, 2, 1), (3, 1), (1), (1), \emptyset)\]

A regular plane partition may also be thought of as a pair of *semi-standard Young tableaux* of the same shape. In the case of our example, the two tableaux are:

\[
\begin{array}{c}
4 \\
4 \\
4
\end{array}
\quad
\begin{array}{c}
4 \\
4 \\
4
\end{array}
\]

\[
\begin{array}{cccc}
4 & 2 \\
4 & 3 \\
4 & 3 & 1 & 1 \\
4 & 3 & 3 & 1
\end{array}
\]

We are using neither the French nor the English notation for Young diagrams. The first tableau in the pair corresponds to the first half of the sequence read off the \( NW \to SE \) diagonals, from right to left:

\[\emptyset \rightarrow (2) \rightarrow (2, 1) \rightarrow (3, 1) \rightarrow (4, 2, 1)\]

while the second tableau in the pair corresponds to the second half of the sequence read off the \( NW \to SE \) diagonals, from right to left:

\[\emptyset \rightarrow (1) \rightarrow (3, 1) \rightarrow (4, 2, 1)\]
The RSK correspondence gives a bijection between pairs of standard Young tableau of the same shape, and integer matrices with non-negative integers. This is essentially the Cauchy identity for symmetric functions:

\[
\prod_{i,j \geq 1} \frac{1}{1 - x_i, y_j} = \sum_{\lambda} S_{\lambda}(X)S_{\lambda}(Y)
\]

In 2007 Borodin [Bor07] gave a symmetric function theoretic proof of the following hook-product formula for the enumeration of cylindric plane partitions of given profile \( \pi \) of length \( T \). In 2008, a very different proof involving the representation theory of \( \hat{sl}(n) \) was given by Tingley [Tin08]:

\[
\sum_{c \in CPP(\pi)} z^{|c|} = \prod_{n \geq 0} \left( \frac{1}{1 - z^{(n+1)nT}} \prod_{i \neq j} \frac{1}{1 - z^{j-i+nT}} \prod_{i \neq j} \frac{1}{1 - z^{j-i+(n+1)T}} \right)
\]

This identity generalizes, not only MacMahon’s identity for regular plane partitions:

\[
\sum_{c \in PP} z^{|c|} = \left( \frac{1}{1 - z^n} \right)^n
\]

but also Stanley’s identity for reverse plane partitions:

\[
\sum_{c \in RPP(\pi)} z^{|c|} = \prod_{i \neq j} \frac{1}{1 - z^{j-i}}
\]

The Robinson correspondence [Rob38] gives a bijection between permutations and pairs of standard tableaux of the same shape. Fomin’s growth diagram framework [Fom88] gives a particularly elegant way of understanding this bijection. Fomin’s growth diagram framework is strictly equivalent to Viennot’s geometric construction [Vie77] (see Section 9.1).

Underlying Fomin’s approach is an action of the Weyl algebra on integer partitions (see Section 10.5.4). The creation operator \( c \) adds a box to a partition in every way possible. The annihilation operator \( c^* \) removes a box from a partition in every way possible. The canonical commutation relations:

\[
[c^*, c] = 1
\]

can be understood as saying that each integer partition always has one more outside corner than inside corner.

Fomin also showed [Fom95] that his abstract framework can be applied in the context of a wide class of commutation relations, including those commutation relations between vertex operators used to study plane partitions by Okounkov Reshetikhin [OR03]. The specific local rules which are needed in this case were described explicitly by vanLeeuwen [vL05]. Interestingly, the local rules which are needed for the full RSK correspondence can be derived directly from those which apply in the special case of the Robinson correspondence (see Section 9.2).
The commutation relations which we are interested in are those between the Pieri operator $\Omega[Xz]$ and the dual Pieri operator $\Omega^*[Xz]$. These operators act on Schur functions as follows:

$$\Omega[Xz]S_\mu[X] = \sum_r S_u[X]h_r[X]z^r = \sum_{\lambda \in U_r(\mu)} S_\lambda[X]z^r$$

$$\Omega^*[Xz]S_\lambda = S_\lambda[X + z] = \sum_{\mu \in D_r(\lambda)} S_\mu[X]z^r$$

Here $U_r(\mu)$ denotes the set of all partitions which can be obtained from $\mu$ by adding a horizontal $r$-strip and $D_r(\lambda)$ denotes the set of all partitions which can be obtained from $\lambda$ by removing a horizontal $r$-strip.

The Pieri operators satisfy the following commutation relations (see Section 10.4.2):

$$\Omega^*[Xu]\Omega[Xv] = \frac{1}{1-wv}\Omega[Xv]\Omega^*[Xu]$$

In section 11.1 we give a slightly simplified algebraic proof of Borodin’s identity using only the above commutation relation and a certain “traciality property”. The definitions in Section 8.3 are necessary to understand the framework of the bijective proof which is contained in Section 11.2. The bijection itself is described in Section 11.3. The proof that the bijection is weight preserving is given in Section 11.4.

**Macdonald Polynomial analog**

Macdonald polynomials $\{P_\lambda(X)\}$ [Mac95] are a family of symmetric polynomials over the ring $\mathbb{Q}(q,t)$ of rational functions in $q$ and $t$. The Macdonald polynomials bear a number of remarkable similarities with the Schur functions. In particular the Macdonald polynomials satisfy the following $(q,t)$-analog of the Cauchy identity (see Section 10.6.3):

$$\prod_{i,j \geq 1} \left( \frac{(tx_i y_j; q)_\infty}{(x_i y_j; q)_\infty} \right) = \sum_{\lambda \in \lambda} \prod_{s \in \lambda} \left( \frac{1 - q^{a_{\lambda}(s)+1}}{1 - q^{a_{\lambda}(s)+1 + t^{\lambda}(s)}} \right) P_\lambda(X; q, t)P_\lambda(Y; q, t)$$

The Macdonald polynomials also satisfy a $(q,t)$-analog of the Pieri rules:

$$\Omega[Xz]_{q,t} P_\mu(X; q, t) = \sum_{\lambda \in U(\mu)} \psi_{\lambda/\mu}(q, t) P_\lambda(X; q, t)z^{\lambda\varepsilon - |\mu|}$$

$$\Omega^*[Xz]_{q,t} P_\lambda(X; q, t) = \sum_{\mu \in D(\lambda)} \varphi_{\lambda/\mu}(q, t) P_\mu(X; q, t)z^{\lambda\varepsilon - |\mu|}$$

The Pieri coefficients ([Mac95] page 341) are given by:

$$\varphi_{\lambda/\mu}(q, t) = \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_{\lambda}(s)+1 + t^{\lambda}(s)}}{1 - q^{a_{\lambda}(s)+1 + t^{\lambda}(s)}} \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_{\mu}(s)+1 + t^{\mu}(s)}}{1 - q^{a_{\mu}(s)+1 + t^{\mu}(s)}}$$

$$\psi_{\lambda/\mu}(q, t) = \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_{\lambda}(s)+1 + t^{\lambda}(s)}}{1 - q^{a_{\lambda}(s)+1 + t^{\lambda}(s)}} \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_{\mu}(s)+1 + t^{\mu}(s)}}{1 - q^{a_{\mu}(s)+1 + t^{\mu}(s)}}$$

Here $C_{\lambda/\mu}$ denotes the set of columns of $\lambda$ which are longer than the corresponding columns of $\mu$. In Section 12.1 we prove the following $(q,t)$-analog of Borodin’s identity:
Theorem 0.0.1.

\[
\sum_{c \in C P P(n)} W_c(q,t) z^{|c|} = \prod_{n \geq 0} \left( \frac{1}{1 - z^{(n+1)T}} \prod_{i < j, \pi_i > \pi_j} (t z^{j-i+nT}; q)_\infty \prod_{i > j, \pi_i > \pi_j} (z^{j-i+(n+1)T}; q)_\infty \right)
\]

where the weight function is given by:

\[
W_c(q,t) = \prod_{k=0}^{T} \varphi_{\mu_k/\mu_{k-1}}(q,t) \prod_{k=0}^{T} \psi_{\mu_{k-1}/\mu_{k}}(q,t)
\]

Our proof relies on the following \((q,t)\)-analog of the commutation relation which is due to Haiman, Garcia and Tesler [GHT99]:

\[
\Omega^*_{q,t}[X_u] \Omega_{q,t}[X_v] = \frac{(tuv; q)_\infty}{(uv; q)_\infty} \Omega_{q,t}[X_v] \Omega^*_{q,t}[X_u]
\]

Simplification of weight function

Although we have defined cylindric plane partitions as certain sequences of integer partitions which differ by a horizontal strip, it is also possible to define them families of non-intersecting lattice paths on a cylinder (see Section 12.2.1). Using this latter definition, the weight function \(W_c(q,t)\) may be greatly simplified.

Recall that in the plethystic notation [GHT99] if:

\[
a(q,t) = \sum_{n,m} a_{n,m} q^n t^m
\]

with \(a_{n,m} \in \mathbb{Z}\) and \(a_{0,0} = 0\), then we have:

\[
\Omega[a(q,t)] = \prod_{n,m} \frac{1}{(1 - q^n t^m)^{a_{n,m}}}
\]

In section 12.3 we make use of the plethystic notation to give the cylindric weight function the following explicit combinatorial description:

Theorem 0.0.2.

\[
W_c(q,t) = \Omega [(q-t)D_c(q,t)]
\]

where the alphabet \(D_c(q,t)\) is given by:

\[
D_c(q,t) = \sum_{s \in \text{peak}(c)} q^{a_s(t)} \ell_{s}(c) - \sum_{s \in \text{valley}(c)} q^{a_s(t)} \ell_{s}(c)
\]

The precise definition of “valley” and “peak” cubes depend on the lattice path picture. They are defined in section 12.2.2.
Introduction

For the impatient reader, here is a quick road map. Page links to important definitions can be found in the index.

The most important part of Chapter 1 is the section pertaining to cylindric diagrams, cylindric inversion co-ordinates and cylindric hook lengths, as well as the rotation operator. The purpose of section 8.2 is to act as a motivator for the definition or arbitrary cylindric diagrams in section 8.3.5. The definition of arms and legs in 8.1.2 will be needed for the definition of the Macdonald polynomial weight defined in section 10.6.3.

Chapter 2 does not contain original work, and with the exception of Section 9.2.10 is not strictly speaking needed in order to construct the cylindric bijection. It does nevertheless provide motivation and intuition for understanding Section 11.2.

The introduction to the theory of symmetric functions in chapter 3 is very brief. The key point is the Pieri formula and the commutation relations in both the Schur and Macdonald cases. Sections 10.4 and 10.5 attempt to clarify the relation between the algebra and the combinatorics.

Section 11.1 contains all the algebra that is needed to understand section 12.1. It is not strictly needed to understand the bijection, since the bijection can be formulated in a purely combinatorial manner. Section 11.2 sets up notation required for working with local rules and encoding the recursive structure of the bijection. Section 11.3 defines cylindric growth diagrams and verifies that they act as an “interpolation” object between the two sides of the identity to be proved. Finally in section 11.4 we verify that the bijection which has been constructed in the previous two sections is weight preserving.

In section 12.1 we prove Theorem 7.5.1. In Section 12.2.1 we describe how cylindric plane partitions may be interpreted as non-intersecting lattice paths on a cylinder. It is here that we define peak and valley cubes, amongst other things. The diagonal reading of a family of non-intersecting lattice paths together with Proposition 12.2.1 is crucial for understanding the combinatorial reformulation of the weight function. The rest can be safely ignored.

In section 12.3 we prove Theorem 7.5.2. The key point to understand is that in the “interlacing sequence” model the cubes are grouped according to which partition in the sequence they belong to. In the lattice path model, cubes from the same column number but different partitions are grouped together. To get from one definition of the weight function to the other, we simply switch between these two models.

Lambda determinants

Main result

An alternating sign matrix is a square matrix of 0’s 1’s and −1’s such that the sum of each row and column is 1 and the non-zero entries in each row and column alternate in sign. For example:

\[
A = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & -1 & 1 \\
1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\]
A permutation matrix is a special case of an alternating sign matrix with no \((-1)^\text{'}s.\) The total number of alternating sign matrices of size \(n\) is given by:

\[
A_n = \prod_{k=0}^{n-1} \frac{(3k+1)!}{(n+k)!} \quad 1, 1, 2, 7, 42, 429, 7436, \ldots
\]

The first proof of this result was given by Zeilberger [Zei96]. A much simplified proof was given by Kuperberg [Kup96]. Kuperberg’s proof made use of ideas from the theory of integrable systems, the Yang-Baxter equation and the six vertex model with domain wall boundary conditions. It also made use of a recurrence relation due to Izergin and Korepin [KB93].

The theory of alternating sign matrices is currently an active area of research. One long standing open problem is to find an explicit bijection between the set of alternating sign matrices and totally symmetric self-complementary plane partitions [MRR86]. Alternating sign matrices also played a key role in the recently proven Razumov-Stroganoff conjecture [CS11].

The first time which alternating sign matrices appeared in the literature was in the famous paper by Robbins and Rumsey [RR86] on the lambda-determinant. The lambda determinant may be defined as follows:

For each \(k = 0, \ldots, n\) let us denote by \(x_n[k]\) the doubly indexed collection of variables \(x_n[k]_{i,j}\) with indices running from \(i,j = 1..(n-k+1)\). One should think of the variables as forming a square pyramid with base \(n + 1\) by \(n + 1\). The index \(k\) determines the “height” of the variable in the pyramid.

The variables are initialized as follows:

\[
x_n[0]_{i,j} = 1 \text{ for all } i,j = 1..(n+1) \quad x_n[1]_{i,j} = M_{i,j} \text{ for all } i,j = 1..n
\]

The value of the remaining variables is calculated via the following recurrence:

\[
x_n[k+1]_{i,j} = \frac{x_n[k]_{i,j}x_n[k]_{i+1,j+1} + \lambda x_n[k]_{i,j+1}x_n[k]_{i+1,j}}{x_n[k-1]_{i+1,j+1}} \quad (6)
\]

The end result [RR86] is that:

\[
x_n[n]_{1,1} = \sum_{B \in \mathfrak{A}_n} \lambda^{\text{inv}(B)}(1+\lambda)^{N(B)} \prod_{i,j=1}^{n} M_{i,j}^B
\]

Here \(\mathfrak{A}_n\) denotes the set of all alternating sign matrices of size \(n\), \(\text{inv}(B)\) denotes the inversion number of \(B\) and \(N(B)\) denotes the number of negative ones in \(B\).

Note that the \(\lambda\)-determinant exhibits the Laurent phenomenon [FZ02]. From the recursive definition we expect the value of \(x_n[n]_{1,1}\) to be a rational function. The fact that it is a Laurent polynomial is very surprising.

When \(\lambda = -1\) the \(\lambda\)-determinant reduces to the regular determinant, and the recursive method for calculating the determinant above reduces to the algorithm known as Dodgson condensation [Bre99].
Our main result is to replace the recurrence given in equation 7.51 by the following recurrence:

\[
x_n[k+1]_{i,j} = \frac{\mu_{i,n-k+1-j}x_n[k]_{i,j} x_n[k]_{i+1,j+1} + \lambda_{i,j} x_n[k]_{i,j+1} x_n[k]_{i+1,j}}{x_n[k-1]_{i+1,j+1}}
\]  

(7)

This is a more general case of the recurrence considered by di Francesco [DiF12]. The closed form expression which we fine for \(x_n[n,1]\) is the following:

\[
x_n[n,1] = \sum_{|B|=n} M^B \left( \prod_{(i,j)\in\text{inv}(B)} \lambda_{i,j} \prod_{(i,j)\in\text{dinv}(B)} \mu_{i,n+1-j} \prod_{B_{i,j}=-1} (\mu_{i,n+1-j} + \lambda_{i,j}) \right)
\]

where inv\((B)\) denotes the set of inversions of \(B\) and dinv\((B)\) denotes the set of dual inversions of \(B\). Note that our formula also exhibits the Laurent phenomenon.

It is also possible to consider more general initial conditions:

\[
x_n[0]_{i,j} = N_{i,j} \text{ for all } i,j = 1..(n+1)
\]

\[
x_n[1]_{i,j} = M_{i,j} \text{ for all } i,j = 1..n
\]

and give a closed form expression for \(x_n[k+1]_{1,1}\). In order to do this we must first introduce the idea of interlacing matrices, which are closely related to domino tilings of the Aztec diamond [EKLP92]. We may state the formula here, however the reader will have to wait until sections 13.3.1 and 13.4.1 for the definitions of \(F_\lambda(B)\) and \(G^\mu_n(B)\).

\[
x_n[k+1]_{1,1} = \sum_{(A,B),|B|=k,|A|=k-1} \frac{F_\lambda(B)}{s(F_\lambda(A))} \frac{G^\mu_n(B)}{t(G^\mu_n(A))} M^B s(N)^{-A}
\]

(8)

The sum is over all pairs of interlacing matrices.

Outline

In Section 13.1 we define the Bruhat order. We show how a permutation can be represented by a monotone triangle, and look at the inversions and dual inversion of a permutation.

In Section 13.2 we define alternating sign matrices, and show that they complete the Bruhat order as a lattice. We extend the definition of monotone triangle to alternating sign matrices, as well as the definition of inversion and dual inversion.

In Section 13.3 we define left corner sum matrices and left interlacing matrices. We show that pairs of left interlacing matrices are in bijection with domino tilings of the Aztec diamond. It is here that we define the notation for \(F_\lambda(B)\).

In Section 13.4 we define right corner sum matrices and right interlacing matrices. We study the duality between left and right interlacing matrices. It is here that we define the notation for \(G^\mu_n(B)\).

In Section 13.5 we prove our main theorem. The proof is by recurrence and makes use of results established in Section 13.4.
Semicircular systems

For any Hilbert space $H$ we may define its Fock space $\mathcal{F}$ to be the metric closure of the tensor algebra of $H$. That is:

$$\mathcal{F} = T(H)$$

where:

$$T(H) = \bigoplus_{n\geq 0} H^\otimes n$$

Let us fix $\Omega$ to be some element of $H^\otimes 0$ of norm 1. For any $v \in H$ one can construct the creation operator:

$$c_v[x] = v \otimes x$$

as well as the annihilation operator

$$\begin{align*}
c_v^*[\Omega] &= 0 \\
c_v^*[x \otimes y] &= (v|x)y
\end{align*}$$

An operator of the form $A_v = c_v + c_v^*$ may be thought of as a *semi-circular random variable* [Voi90]. Let $\mathfrak{A}$ denote the von Neumann algebra generated by the semi-circular random variables of the form $A_v$. The map:

$$A \mapsto A[\Omega]$$

gives an embedding of $\mathfrak{A}$ into $\mathfrak{F}$ (as a vector space). We are interested in subspaces of $\mathfrak{F}$ of the form:

$$V_A = \{ [A, y], y \in \mathfrak{A} \}$$

where $A$ is some fixed element of $\mathfrak{A}$.

In Section 14.4.5 we study the Gramm-matrix of a natural, non-orthogonal basis of $V_A$. We find that this matrix has a curious self-similar structure. In Section 14.4.1 we find an explicit projection formula for the projection of any $B$ which is not in the subalgebra of $\mathfrak{A}$ generated by $A$ onto the subspace $V_A$. This allows us to prove, in particular, that the center of $\mathfrak{A}$ is trivial. Although this is already well known [Voi90], our proof is particularly simple and elementary.
Part I

Cylindric Plane Partitions
1. Partitions

1.1 Integer Partitions

An integer partition is simply a weakly decreasing list of non-negative integers. It is often convenient to represent an integer partition visually as a Young diagram, which is a collection of “boxes” in the Cartesian plane which are “stacked up” in the bottom right hand corner.

\[ \lambda = (5, 3, 3, 2) \]

Note that our convention differs from both the standard french and English conventions. If the sum of the parts of \( \lambda \) is equal to \( n \), then we say that \( \lambda \) is a partition of \( n \) and write \( |\lambda| = n \). If \( \lambda \) has exactly \( k \) distinct non-zero parts, then we say that \( \lambda \) has length \( k \) and write \( \ell(\lambda) = k \). The generating series for integer partitions is given by:

\[
\sum_{\lambda} z^{|\lambda|} t^{\ell(\lambda)} = \prod_{n \geq 1} \frac{1}{1 - tz^n}
\tag{1.1}
\]

The conjugate of the integer partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_k) \) is defined to be \( \lambda' = (\lambda'_1, \lambda'_2, \ldots, \lambda'_r) \) where \( \lambda'_j = \# \{ i \mid \lambda_i \geq j \} \). For example the conjugate of the partition \( \lambda = (5, 3, 3, 2) \) is \( \lambda' = (4, 4, 3, 1, 1) \). In terms of Young diagrams, conjugating a partition is equivalent to reflecting about the main diagonal.

\[ \lambda' = (4, 4, 3, 1, 1) \]

1.1.1 Inversions

The minimum profile of an integer partition is the binary string which traces out the “jagged boundary” of the associated Young diagram. Reading from the top right hand
corner to the bottom left hand corner, a zero is recorded for every vertical step and a one for every horizontal step. For example the minimum profile of our example partition \( \lambda = (5, 3, 3, 2) \) is 110100110:

The minimum profile of an integer partition necessarily starts with a one and ends with a zero. An integer partition is uniquely determined by its minimum profile.

An inversion in a binary string \( \pi \) is a pair of indices \((i, j)\) such that \( i < j \) and \( \pi_i > \pi_j \). There is a natural bijection between the “boxes” of an integer partition \( \lambda \) and the inversions in the minimum profile \( \pi \) of the partition \( \lambda \). The box marked with a star below has inversion co-ordinates \((2, 6)\) because the one lying above it is position 2 in the profile, while the zero lying to the left of it is position 6 in the profile.

1.1.2 Arms, legs and hooks

Let \( s \) be a box of the partition \( \lambda \) with profile \( \pi \). Suppose that \( s \) has “inversion coordinates” \((i, j)\). The arm length of \( s \) is given by:

\[
a_\lambda(s) = \# \{i < k < j \mid \pi_k = 1\}
\]

(1.2)

The leg length of \( s \) is given by:

\[
\ell_\lambda(s) = \# \{i < k < j \mid \pi_k = 0\}
\]

(1.3)

The hook length of \( s \) is given by:

\[
h_\lambda(s) = a_\lambda(s) + b_\lambda(s) + 1 = j - i
\]

(1.4)

The arm length of the box \( s \) counts the number of boxes in the same row as \( s \) lying to the left, while the leg length of \( s \) counts the number of boxes in the same column as \( s \) but above. The arm length of our example box, marked with a star in the diagram above, is equal to 1 while the leg length is equal to 2.

A box with arm length zero and leg length zero is said to be an outside corner. Equivalently an outside corner corresponds to a subword of the profile of the form 10. An inside corner is defined to be a subword of the profile of the form 01. The outside corners of our example profile are the following:
§ 1.1 — Integer Partitions

The inside corners of our example profile are the following:

\[
\begin{array}{ccc}
1 & 1 & 10100110 \\
110100110 & 110100110
\end{array}
\]

The number of outside corners is always equal to one more than the number of inside corners. An integer partition always has exactly one more outside corner than inside corner.

### 1.1.3 Partial orders

#### Generalized profiles

A *generalized profile* is an arbitrary string of zeros and ones. A generalized profile may be thought of as an integer partition pre-conceived as sitting inside some larger rectangle. For example the generalized profile of our example partition \( \lambda = (5, 3, 3, 2) \) thought of as sitting inside an 8 by 8 box is 0000110100110111:

```
  0 0 0 1 1 0
  1 0
  0
  1 1 0
  1 1 1 0
```

Let Bin\((n, m)\) denote the set of all binary strings with \( n \) zeros and \( m \) ones. This set is in bijection with the set of all integer partitions whose Young diagrams fit inside an \( n \) by \( m \) box. For any pair of integer partitions \( \mu \) and \( \lambda \) we may find some \((n, m)\) such that both \( \mu \) and \( \lambda \) admit generalized profiles lying in Bin\((n, m)\).

#### Young lattice

It is possible to define a *partial order* on the set of all integer partitions. For any two partitions \( \mu \) and \( \lambda \) we say that \( \mu \subseteq \lambda \) if the Young diagram of \( \mu \) fits inside the Young diagram of \( \lambda \). For any pair of partitions \( \alpha \) and \( \beta \) there is a unique smallest partition containing both \( \alpha \) and \( \beta \) which we denote by \( \alpha \cup \beta \). Similarly there is a unique largest partition contained in both \( \alpha \) and \( \beta \) which we denote by \( \alpha \cap \beta \). In other words, our partial order forms a *lattice* which is known as the *Young lattice*.

\( (3, 3, 1) \subset (5, 3, 3, 2) \)
Partial order on binary strings

It is also possible to define a partial order on $\text{Bin}(n, m)$ whose covering relations are given by $\pi \prec \pi'$ if and only if there is some $i$ such that $\pi_i = 0 = \pi'_{i+1}$ and $\pi_{i+1} = 1 = \pi'_{i}$ and for all other $k$ we have $\pi'_k = \pi_k$. In other words $\pi'$ is obtained from $\pi$ by adding an inversion.

If $\lambda$ is the partition with generalized profile $\pi$ and $\lambda'$ is the partition with generalized profile $\pi'$ with $\pi, \pi' \in \text{Bin}(n, m)$ then $\pi \prec \pi'$ if and only if $\lambda'$ can be obtained from $\lambda$ by adding a single box.

We shall denote by $\pi_{\min}$ the binary string with $n$ zeros follows by $m$ ones and $\pi_{\max}$ the binary string with $m$ ones follows by $n$ zeros. Note that $\pi_{\min}$ corresponds to the empty partition, while $\pi_{\max} = (m, m, \ldots, m)$.

Dominance and lexicographic order

Finally, the dominance order on integer partitions is defined by $\mu \trianglelefteq \lambda$ if and only if:

$$
\begin{align*}
\lambda_1 & \geq \mu_1 \\
\lambda_1 + \lambda_2 & \geq \mu_1 + \mu_2 \\
\vdots \\
\lambda_1 + \lambda_2 + \cdots + \lambda_k & \geq \mu_1 + \mu_2 + \cdots + \mu_k
\end{align*}
$$

The lexicographical order is a total order defined on integer partitions by $\lambda \geq \mu$ if and only if there exists some $m$ such that $\lambda_m > \mu_m$ and $\lambda_i = \mu_i$ for all $i \leq m$. Note that $\mu \trianglelefteq \lambda$ implies $\mu \leq \lambda$ but the converse is false.

1.1.4 Horizontal and vertical strips

For any pair of partitions $\lambda$ and $\mu$ satisfying $\mu \subseteq \lambda$ we say that $\lambda/\mu$ is a horizontal strip and write $\mu \rightarrow \lambda$ if and only if

$$
\begin{align*}
\lambda_1 & \geq \mu_1 \\
\lambda_1 + \lambda_2 & \geq \mu_1 + \mu_2 \\
\vdots \\
\lambda_1 + \lambda_2 + \cdots + \lambda_k & \geq \mu_1 + \mu_2 + \cdots + \mu_k
\end{align*}
$$

Equivalently, $\mu \rightarrow \lambda$ if and only if each column of $\lambda$ contains at most one more box than the corresponding column of $\mu$.

In terms of profiles, $\lambda/\mu$ is a horizontal strip if and only if the generalized profile of $\lambda$ can be obtained from the generalized profile of $\mu$ by “hopping” some of the ones, which may be thought of as “particles”, a single step to the left.
Similarly, for any pair of partitions \( \lambda \) and \( \mu \) satisfying \( \mu \subseteq \lambda \) we say that \( \lambda/\mu \) is a vertical strip and write \( \mu \rightarrow \lambda \) if and only if

\[
\lambda'_1 \geq \mu'_1 \geq \lambda'_2 \geq \mu'_2 \geq \ldots
\]

Equivalently, \( \mu \rightarrow \lambda \) if and only if each column of \( \lambda \) contains at most one more box than the corresponding row of \( \mu \).

In terms of profiles, \( \lambda/\mu \) is a vertical strip if and only if the generalized profile of \( \lambda \) can be obtained from the generalized profile of \( \mu \) by “hopping” some of the zeros, which may be thought of as “holes”, a single step to the right.

If \( \lambda/\mu \) is a horizontal strip, then the conjugate \( \lambda'/\mu' \) is a vertical strip. The profile of \( \lambda' \) is obtained from the profile of \( \lambda \) by reversing the string and interchanging the role of zeros and ones.

### 1.2 Plane partitions

Throughout this section, all labels are assumed to be non-negative integers.

#### 1.2.1 Regular plane partitions

A regular plane partition is a labelled rectangle whose labels are weakly decreasing from north to south, and from east to west. The weight of a regular partition is the sum of the labels. For example, the following regular plane partition has weight 22:

\[
\begin{array}{ccccccccc}
4 & 3 & 2 & 2 & 0 \\
3 & 2 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{array}
\]
In general we may think of the rectangle as extending infinitely in both the eastern and southern directions. We require that only a finite number of labels are non-zero.

Reading from right to left along the \( NW \rightarrow SE \) diagonals we obtain a sequence of integer partitions which differ each by a horizontal strip. The sequence increases first, and then decreases:

\[
\mathcal{c} = (\emptyset, (2), (2,1), (3,1), (4,2,1), (3,1), (1),(1),\emptyset)
\]

The generating series for regular plane partitions is given by MacMahon’s famous formula:

\[
\sum_{c \in \text{PP}} z^{\mid c \mid} = \prod_{n \geq 1} \left( \frac{1}{1 - z^n} \right)^n
\]

(1.5)

The right hand side of MacMahon’s identity can be expressed in terms of hook lengths as follows:

\[
\prod_{n \geq 1} \left( \frac{1}{1 - z^n} \right)^n = \prod_{i,j \geq 1} \frac{1}{1 - z^{i+j-1}} = \prod_{s \in \Box} \frac{1}{1 - z^{h(s)}}
\]

The third product is over all boxes of the infinite rectangle which we denote by the symbol \( \Box \).

Let us define an arbitrarily labelled rectangle to be a labelled rectangle with no conditions whatsoever on the labels. For example:

\[
\begin{array}{ccc}
0 & 1 & 0 \\
0 & 2 & 2 \\
3 & 0 & 0 \\
0 & 0 & 1
\end{array}
\]

The weight of an arbitrarily labelled rectangle is given by a sum over the boxes of the diagram of [the label of the box] times [the hook length of the box]. In our example above the weight is given by:

\[1 \times 2 + 2 \times 3 + 2 \times 4 + 3 \times 3 + 1 \times 7 = 32\]

The right hand side of MacMahon’s identity may be interpreted as a weighted sum over all arbitrarily labelled rectangles.

### 1.2.2 Reverse plane partitions

A reverse plane partition is a labelled Young diagram with the property that the labels are weakly decreasing in both the eastern and southern directions. For example:

\[
\begin{array}{ccc}
3 & 3 \\
4 & 3 & 3 \\
4 & 2 & 1 \\
4 & 4 & 3 & 1 & 1
\end{array}
\]

Reading from right to left along the \( NW \rightarrow SE \) diagonals we have the following sequence of integer partitions:

\[
\emptyset \rightarrow (3) \rightarrow (3,3) \leftarrow (3,1) \rightarrow (4,2,1) \leftarrow (4,1) \rightarrow (3) \rightarrow (4) \rightarrow (4) \leftarrow \emptyset
\]
Let $\lambda$ be the shape of the Young diagram, and let $\pi$ be its profile. An equivalent definition for a reverse plane partition of shape $\lambda$ is the following:

**Definition 1.2.1.** For any binary string $\pi$ of length $T$, a reverse plane partition with profile $\pi$ is a sequence of integer partitions:

$$(\emptyset, \mu^1, \mu^2, \ldots, \mu^T, \emptyset)$$

such that if $\pi_k = 1$ then $\mu^k / \mu^{k-1}$ is a horizontal strip, otherwise if $\pi_k = 0$ then $\mu^{k-1} / \mu^k$ is a horizontal strip.

The following formula for the enumeration of reverse plane partitions with arbitrary profile $\pi$ is due to Stanley [Sta72]:

$$\sum_{c \in \mathrm{RPP}(\pi)} z^{|c|} = \prod_{i<j} \frac{1}{1-z^{j-i}}$$  \hspace{1cm} (1.6)

Note that the right hand side could have been written in the form:

$$\prod_{i<j} \frac{1}{1-z^{j-i}} = \prod_{s \in \lambda} \frac{1}{1-z^{h_{\lambda}(s)}}$$

Let us define an arbitrarily labelled diagrams of shape $\lambda$ to be a labelled Young diagram of shape $\lambda$ with no conditions whatsoever on the labels. For example:

$$\begin{array}{c|c|c|c|c|c}
\hline
& 0 & 3 \\
0 & 1 & 0 \\
2 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
\hline
\end{array}$$

The weight of an arbitrarily labelled diagram of shape $\lambda$ is given by a sum over the boxes of the diagram of [the label of the box] times [the hook length of the box]. In our example above the weight is given by:

$$3 \times 2 + 1 \times 3 + 2 \times 2 + 1 \times 5 + 1 \times 7 = 25$$

The right hand side of Stanley’s identity may be interpreted as a weighted sum over all arbitrarily labelled diagrams of shape $\lambda$.

### 1.3 Cylindric Plane Partitions

#### 1.3.1 Definition

Cylindric plane partitions were first introduced by Gessel and Krattenthaler [GK97]. We shall work with a modified, though equivalent, definition.
Definition 1.3.1. For any binary string \( \pi \) of length \( T \), a cylindric plane partition with profile \( \pi \) may be defined as a sequence of integer partitions:

\[
(\mu^0, \mu^1, \ldots, \mu^T) \quad \mu^0 = \mu^T
\]

such that if \( \pi_k = 1 \) then \( \mu^k/\mu^{k-1} \) is a horizontal strip, otherwise if \( \pi_k = 0 \) then \( \mu^{k-1}/\mu^k \) is a horizontal strip.

In the special case where \( \mu^0 = \mu^T = \emptyset \) we recover the usual definition of a reverse plane partition.

Definition 1.3.2. A cube of a cylindric plane partition is defined to be a box of one of the underlying integer partitions.

Definition 1.3.3. The weight of the cylindric partition \( c = (\mu^0, \mu^1, \ldots, \mu^T) \) is given by

\[
|c| = |\mu^1| + |\mu^2| + \cdots + |\mu^T|.
\]

In other words, the weight of a cylindric plane partition is the number of cubes. Note that to avoid double counting, we do not include the boxes of the partition \( \mu^0 \) in the definition of the weight of \( c \).

1.3.2 Cylindric diagrams

A cylindric diagram may be thought of as an infinite partition with periodic profile, which has been wrapped around a cylinder. Here is an example of a cylindric diagram with profile \( \pi = 10100 \) and period \( T = 5 \). The “fundamental domain” is coloured in yellow.

![Cylindric Diagram](image)

Note that the profile is read from top to bottom, right to left. The 1’s represent horizontal steps while the 0’s represent vertical steps. Although we have not drawn all of it, the diagram above is to be understood to extend infinitely in the Eastern and Southern directions.

Cylindric plane partitions are often represented as labelled cylindric diagrams. For example, the cylindric plane partition

\[
c = ((3,2,2), (4,3,2,1), (4,3,2), (6,4,3,2), (5,3,2), (3,2,2))
\]
with profile 10100 may be represented as:

\[
\begin{array}{cccc}
4 & 3 & & \\
6 & 4 & 3 & 2 \\
5 & 4 & 3 & 2 & 2 \\
3 & 3 & 3 & 2 & 1 \\
2 & 2 & 2 & 0 & \\
2 & 0 & 0 & & \\
\end{array}
\]

The individual partitions in the interlacing sequence picture are read off the NW $\rightarrow$ SE diagonals in order from right to left.

**Lemma 1.3.1.** The labels of the cylindric diagram associated to a cylindric plane partition are weakly decreasing along both “cylindric rows” and “cylindric columns”.

**Proof.** This is an immediate consequence of the horizontal strip condition on diagonals.

The following hook-product formula for the enumeration of cylindric plane partitions of given profile was first given by Borodin [Bor07]. A very different proof involving the representation theory of $\hat{sl}(n)$ was later given by Tingley [Tin08]:

\[
\sum_{c \in \text{CPP}(\pi)} z^{|c|} = \prod_{n \geq 0} \left( \prod_{i < j} \frac{1}{1 - z^{(n+1)T}} \prod_{\pi_i > \pi_j} \frac{1}{1 - z^{j-i+nT}} \prod_{i > j} \frac{1}{1 - z^{j-i+(n+1)T}} \right)
\] (1.8)

Here $T$ denotes the length of the profile $\pi$.

1.3.3 Cylindric inversion coordinates

It is natural to index the boxes of the cylindric diagram via “cylindric inversion coordinates” $(i, j, k)$ where $\pi_i = 1$, $\pi_j = 0$ and if $j < i$ then $k \geq 1$ otherwise $k \geq 0$. Consider the box labelled $*$ below:

\[
\begin{array}{ccc}
1 & 0 & * \\
1 & 0 & \\
1 & 0 & \\
0 & & \\
0 & & \\
0 & & \\
\end{array}
\]

It corresponds to the following inversion in the infinite profile:

\[
\cdots |10100|10100|10100|10100| \cdots
\]
The inversion coordinates of the box marked $\ast$ are $(1, 2, 2)$. The 1 of the inversion occurs in position 1 of the profile. The 0 of the inversion occurs in position 2 of the profiles. There are two “bars” $|$ between the 1 and the 0, hence the $k$ coordinate is 2.

Here are the cylindric inversion coordinates of each box of our example cylindric diagram:

\[
\begin{array}{ccc}
   & j \text{ coordinate} & k \text{ coordinate} \\
i \text{ coordinate} & 1 & 3 & 0 \\
   & 0 & 1 & 0 \\
   & 0 & 0 & 0 \\
   & 0 & 0 & 2 \\
   & 1 & 2 & 2 \\
   & 1 & 2 & 2 \\
   & 1 & 2 & 2 \\
   & 1 & 2 & 2 \\
\end{array}
\]

Two boxes lie in the same “cylindric row” if they have the same $i$-coordinate, and in the same “cylindric column” if they have the same $j$-coordinate.

The $k$-coordinate may be thought of as a sort of “depth” or “winding number”.

\[
\begin{array}{c}
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
\end{array}
\]

\[
\begin{array}{c}
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
   1 \\
\end{array}
\]
1.3.4 Cylindric hook length

The cylindric hook length of a box is the hook length of the box relative to the larger partition.

We shall use the notation $h_{\lambda(\pi)}(b)$ to denote the cylindric hook length of the box $b$ relative to the cylindric diagram $\lambda(\pi)$.

**Lemma 1.3.2.** The cylindric hook length of a box with cylindric inversion coordinates $(i, j, k)$ is given by $j - i + kT$.

Here are the hook lengths of the boxes in our example partition:

As a consequence of Lemma 1.3.2 Borodin’s identity (equation 8.8) may be rewritten in the form:

$$
\sum_{c \in \text{CPP}(\pi)} z^{|c|} = \left( \sum_{\gamma} z^{T(\gamma)} \right) \left( \sum_{s \in \lambda(\pi)} \frac{1}{1 - z^{h_{\lambda(\pi)}(s)}} \right) 
$$

1.3.5 Arbitrarily labelled cylindric diagrams

An arbitrarily labelled cylindric diagram $\mathcal{D}$ with profile $\pi$ is simply an assignment of non-negative integers to the boxes of the associated cylindrical diagram in such a way that only finitely many of the labels are non-zero. We shall use the notation $\text{ALCD}(\pi)$ to denote the set of all arbitrarily labelled cylindric diagrams with profile $\pi$.

**Definition 1.3.4.** The depth of an arbitrarily labelled cylindric diagram $\mathcal{D}$ is the smallest $k$ such that all boxes with cylindric inversion coordinates $(i, j, k')$ with $k' \geq k$ have label zero.
The weight of an arbitrarily labelled cylindric diagram is given by the sum over boxes in the cylindric diagram of the label of the box times the hook length of the box:

\[
|\mathcal{D}| = \sum_{b \in \lambda(\pi)} \text{label}(b) \cdot |\text{hook}(b)|
\]  

(1.10)

For example, the following arbitrarily labelled cylindric diagram has depth 2 and weight 26.

\[
\begin{array}{cccccccc}
1 & 0 & & & & & \\
5 & 0 & 0 & & & & \\
0 & 1 & 1 & 1 & 0 & & \\
0 & 0 & 0 & 0 & 0 & & \\
0 & 0 & 0 & 0 & & & \\
0 & 0 & 0 & & & & \\
\end{array}
\]

The right hand side of Borodin’s identity may be interpreted combinatorially as a weighted sum over pairs \((\gamma, \mathcal{D})\) where \(\gamma\) is an integer partition and \(\mathcal{D}\) is an arbitrarily labelled cylindric diagram with profile \(\pi\). The weight of the pair \((\gamma, \mathcal{D})\) is given by \(T|\gamma| + |\mathcal{D}|\). where \(\gamma\) is an integer partition and \(\mathcal{D}\) is an arbitrarily labelled cylindric diagrams

1.3.6 Rotation operator

**Definition 1.3.5.** The rotation operator on binary strings is defined by:

\[
\sigma(\pi)_i = \pi_{(i+1)} \mod T
\]

(1.11)

where \(T\) is the length of \(\pi\).

There is a natural bijection between the cylindric diagram with profile \(\pi\) and the cylindric diagram with profile \(\sigma(\pi)\). Nevertheless since the same box will have different cylindric inversion coordinates, depending on the choice of rotation of the profile, we prefer to consider two cylindric diagrams which differ by a rotation to be two distinct objects. Likewise for arbitrarily labelled cylindric diagrams.

**Lemma 1.3.3.** The rotation operator \(\sigma\) naturally induces well-defined weight preserving maps:

\[
\sigma : \text{ALCD}(\pi) \to \text{ALCD}(\sigma(\pi))
\]

\[
\sigma : \text{CPP}(\pi) \to \text{CPP}(\sigma(\pi))
\]
2. Correspondences

Throughout this section, all labels are assumed to be non-negative integers.

2.1 Robinson correspondence

2.1.1 Standard Young Tableau

A standard tableau is a labelled Young diagram with $n$ boxes for which the labels are strictly decreasing along both columns and rows, and for which each number from 1 to $n$ occurs exactly once. For example:

$$
\begin{array}{cccc}
13 & 10 \\
11 & 9 & 7 \\
8 & 6 & 3 \\
12 & 5 & 4 & 2 & 1
\end{array}
$$

A Yamanouchi word is a word with the property that for any initial subword, and for any $k$, the number of times that $k$ appears in that initial subword is greater than or equal to the number of times that $k + 1$ appears in that subword.

Standard tableau are naturally in bijection with Yamanouchi words. For example, the tableau above corresponds to the word:

$$1121123234314$$

The $k$-th number in the Yamanouchi word tells you on which row you will find the label $k$. Note that we are counting the rows from bottom to top.

2.1.2 Viennot’s shadow method

A permutation is a $\{0, 1\}$ matrix with exactly one 1 in each row and each column. A partial permutation is a $\{0, 1\}$ matrix with at most one 1 in each row and each column. Note that a partial permutation matrix need not be square. The Robinson correspondence [Rob38] gives a bijection between permutations and pairs of standard Young tableau of the same shape.

Instead of defining the algorithm rigorously, we shall just give an example using Viennot’s shadow technique [Vie77]. We begin with the matrix of our permutation, but transformed into the grid. In our case, we have chosen:

$$\sigma = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
5 & 3 & 6 & 1 & 4 & 7 & 2
\end{bmatrix}$$
Here is the grid. The large black dots correspond to ones in the permutation matrix, while the small black dots correspond to zeros.

```
. . . . . . . .
. . . . . . . .
. . . . . . . .
. . . . . . . .
. . . . . . . .
. . . . . . . .
```

Next imagine that the sun is shining down from the top left hand corner, and that it casts a shadow:

```
. . . . . . . .
. . . . . . . .
. . . . . . . .
. . . . . . . .
. . . . . . . .
```

We have essentially regrouped the permutation by decreasing sequences:

\[
\begin{bmatrix}
1 & 2 & 4 \\
5 & 3 & 1
\end{bmatrix}
\rightarrow
\begin{bmatrix}
3 & 5 & 7 \\
6 & 4 & 2
\end{bmatrix}
\rightarrow
\begin{bmatrix}
6
\end{bmatrix}
\]

Remove the first number from the top row and the last letter from the bottom row of each block then shift everything across to obtain a partial permutation:

```
. . 2 4
. . 5 7
\rightarrow
2 4 5
5 3 6
\rightarrow
1 2 3 4 5 6 7
```

Now we repeat the process, beginning by drawing the partial permutation onto the grid:
Regrouping the partial permutation into decreasing sequences:

\[
\begin{bmatrix}
2 & 4 \\
5 & 3
\end{bmatrix}
\begin{bmatrix}
5 & 7 \\
6 & 4
\end{bmatrix}
\]

Extracting the partial permutation:

\[
\begin{bmatrix}
. & 4 \\
5 & .
\end{bmatrix}
\begin{bmatrix}
. & 7 \\
6 & .
\end{bmatrix}
\rightarrow
\begin{bmatrix}
4 & 7 \\
5 & 6
\end{bmatrix}
\rightarrow
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
* & * & 5 & * & * & 6
\end{bmatrix}
\]

And once more we draw the partial permutation:
The sun shines down from the top left hand corner, casting shadows:

\[
\begin{array}{cccccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \cdot & \\
\cdot & \cdot & \cdot & \\
\cdot & \cdot & \\
\cdot & \\
\cdot & \\
\cdot & \\
\end{array}
\]

Here is where the algorithm terminates, since the next partial permutation in the sequence is empty:

\[
\begin{bmatrix}
4 & 7 \\
5 & 6
\end{bmatrix} \rightarrow 
\begin{bmatrix}
\cdot & \cdot \\
\cdot & \cdot
\end{bmatrix} \rightarrow 
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7
\end{bmatrix}
\]

Putting all this information together, we obtain the following Viennot shadow diagram:

The pair of standard tableau which we are searching for can now be read, as Yamanouchi words from the right most column and the bottom most row. The black path is labelled 1, the blue path is labelled 2 and the red path is labelled 3. Reading down the final column we have:

1123331

while reading along the bottom row we have:

1213213
Thus, under the Robinson correspondence, we have:

\[
\begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
5 & 3 & 6 & 1 & 4 & 7 & 2
\end{bmatrix} \mapsto \begin{bmatrix}
6 & 5 & \phantom{.} & \phantom{.} & \phantom{.} & \phantom{.} & 7 \\
4 & 3 & \phantom{.} & \phantom{.} & \phantom{.} & \phantom{.} & 5 \\
7 & 2 & 1 & \phantom{.} & \phantom{.} & \phantom{.} & 6 \\
\end{bmatrix}
\]

### 2.1.3 Reverse Viennet shadow method

To reverse the algorithm, we begin with the two Yamanouchi words, and the empty permutation:

\[((1,1,2,2,3,3,1), (1,2,1,3,2,1,3))\]

The largest number, the threes, occur in positions 5 and 6 on the left, and positions 4 and 7 on the right. This gives us:

\[((1,1,2,2,..,1), (1,2,1,..,1,..)) \quad \begin{bmatrix}
4 & 7 \\
5 & 6
\end{bmatrix}\]

Next we note that the twos occur at positions 3 and 4 on the left, and positions 2 and 5 on the right:

\[
\begin{bmatrix}
4 & 7 \\
5 & 6
\end{bmatrix} \mapsto \begin{bmatrix}
. & 4 \\
5 & .
\end{bmatrix} \mapsto \begin{bmatrix}
2 & 4 \\
5 & 3
\end{bmatrix} \begin{bmatrix}
5 & 7 \\
6 & 4
\end{bmatrix}
\]

We are left with:

\[((1,1,..,..,1), (1,1,..,1,..))\]

The ones on the left occur at position 1,2 and 7 while the ones on the right occur at positions 1, 3 and 6. This gives us:

\[
\begin{bmatrix}
2 & 4 \\
5 & 3
\end{bmatrix} \begin{bmatrix}
5 & 7 \\
6 & 4
\end{bmatrix} \mapsto \begin{bmatrix}
. & 2 & 4 \\
5 & 3 & .
\end{bmatrix} \mapsto \begin{bmatrix}
1 & 2 & 4 \\
5 & 3 & 1
\end{bmatrix} \begin{bmatrix}
3 & 5 & 7 \\
6 & 4 & 2
\end{bmatrix} \begin{bmatrix}
6 \\
7
\end{bmatrix}
\]

The final result is the permutation:

\[
\sigma = \begin{bmatrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 \\
5 & 3 & 6 & 1 & 4 & 7 & 2
\end{bmatrix}
\]

### 2.1.4 Fomin growth diagrams

Viennot’s shadow method is strictly equivalent to *Fomin growth diagram* technique [Fom88].

We begin by labelling the faces of the first and last rows of our shadow diagram with the empty partition:
Next we continue filling in the faces of the diagram in such a way that a new box is added to the first row every time that one crosses one of the black shadows:

Keep “growing” the diagram in such a way that every time you cross a blue line, you add a box to the second row:
When you cross a red line, you add a box to the third row:

The pair of standard partitions may be read of the bottom row and the final column.
as a sequence of integer partitions, each of which may be obtained from the previous by adding a single box.

2.1.5 Skew standard tableau

A standard skew tableau may be defined as a sequence of partitions:

\[ S = (\lambda_1, \lambda_2, \ldots, \lambda_n) \]

such that if \( i > j \) then \( \lambda_j \subseteq \lambda_i \) and such that each partition in the sequence differs by at most one box. We say that \( S \) is of shape \( \lambda_n/\lambda_1 \).

It is often convenient to represent a skew standard tableau as a labelled skew diagram. For example, the skew standard tableau:

\[ S = ((2, 1), (2, 2), (2, 2), (2, 2, 1), (2, 2, 2), (3, 2, 2)) \]

may be represented by the diagram:

```
+---+---+---+
| 4 | 2 |   |
+---+---+---+
| 1 |   |   |
+---+---+---+
| 5 |   |   |
```

The box \( s \) is labelled \( k \) if it first appears in the \( k \)-th partition of \( S \).

A regular standard Young tableau is a special case of a skew standard tableau in which \( \lambda_1 = () \) and for which each partition in the sequence differs by exactly one box.

2.1.6 Fomin’s local rules

Fomin’s local rules [Fom88] tell us how to find the partition \( \lambda \) given the partitions \( \rho, \mu \) and \( \nu \) and a value of \( x \) which may be either 0 or 1, corresponding to a small dot and a large dot respectively.

\[
\begin{array}{c}
\rho \\
x \\
\mu \\
\end{array}
\begin{array}{c}
\nu \\
\lambda \\
\end{array}
\]

The blue data is input, and the red data is output. The rules are as follows:

1. If \( x = 1 \) and \( \mu = \nu = \rho \) then \( \lambda \) is the partition obtained from \( \rho \) by adding a box to the first row.

2. If \( x = 0 \) and \( \mu = \nu = \rho \) then \( \lambda = \rho \).

3. If \( x = 0 \) and \( \mu = \rho \neq \nu \) then \( \lambda = \nu \) (this corresponds to the case of a shadow passing through the face vertically).

4. If \( x = 0 \) and \( \nu = \rho \neq \mu \) then \( \lambda = \mu \) (this corresponds to the case of a shadow passing through the face horizontally).
5. If \( x = 0 \) and \( \mu, \nu \) and \( \rho \) are pairwise distinct then \( \lambda = \mu \cup \nu \) (this corresponds to the case of two shadows passing through each other).

6. If \( x = 0 \) and \( \mu = \nu \neq \rho \) and \( \mu \) differs from \( \rho \) on the \( k \)-th row, then \( \lambda \) is the partition which is obtained from \( \mu \) by adding a box to row \( k+1 \) (this corresponds to the case of two shadows “bouncing off” each other).

In the diagram below we have highlighted an example of rule 1 in yellow, rule 2 in blue, rule 3 in red, rule 4 in pink, rule 5 in orange and rule 6 in purple.

Although it is not immediately obvious that Fomin’s local rules are exhaustive as given, one can prove by recurrence that they cover every possible case which can arise, given suitable initial conditions.

### 2.1.7 Skew Robinson correspondence

It is now possible to forget about Viennot’s shadows, and perform the Robinson correspondence using only Fomin’s local rules. In fact, we shall do something slightly more general.

The input to algorithm is a pair \((A, B)\) of skew standard tableau of shape \(\alpha/\mu\) and \(\beta/\mu\) respectively, together with a partial permutation \(\sigma\). The partial permutation must be compatible with the pair \((A, B)\) in the sense that if there is a 1 in column \(k\) then \(A_k = A_{k+1}\), similarly, if there is a 1 in row \(k\) then \(B_k = B_{k+1}\). For example:
Another way of expressing the compatibility condition between \((A, B)\) and \(\sigma\) is that if the partial permutation matrix \(\sigma\) is \(n\) by \(m\) then each of the labels from 1 to \(m\) must occur at most once once either in the labelled diagram for \(A\) or in the top row of the two line notation for \(\sigma\). Similarly each of the labels from 1 to \(n\) must occur at most once either in the labelled diagram for \(B\) or in the bottom row of the two line notation for \(\sigma\).

\[
A = \begin{array}{ccc}
2 & & \\
5 & & \\
\end{array} \quad B = \begin{array}{ccc}
2 & & \\
4 & & \\
\end{array} \quad \sigma = \begin{array}{ccc}
\ldots & 3 & 4 \\
\ldots & 1 & 5 \\
\end{array}
\]

Starting from these initial conditions, we may make use of Fomin’s local rules to fill out the rest of the data in the diagram:

\[
\begin{array}{ccccccc}
(1) & (1) & (1,1) & (1,1) & (1,1) & (2,1) & \\
& & & & \cdot & & \\
(1) & & & & \cdot & & \\
(1,1) & & & & \cdot & & \\
(1,1) & & & & \cdot & & \\
(2,1) & & & & \cdot & & \\
(2,1) & & & & \cdot & & \\
\end{array}
\]

The output of the algorithm, may be read off the right-most column and the bottom-most row:
2.1 — Robinson correspondence

The output is a pair of standard skew tableaux \((A', B')\) of shape \(\lambda/\alpha\) and \(\lambda/\beta\) respectively.

\[
A' = \begin{array}{c}
5 & 2 \\
3 & 4 \\
\end{array} \\
B' = \begin{array}{c}
4 & 2 \\
1 & 5 \\
\end{array}
\]

Note that the label \(k\) is missing from \(A'\) if and only if it is missing from both \(A\) and the top row of \(\sigma\). Similarly the label \(k\) is missing from \(B'\) if and only if it is missing from both \(B\) and the bottom row of \(\sigma\).

We shall say that a growth diagram is standard if it has no repeated rows or columns. The output pair \((A', B')\) of a growth diagram will have the property that each and every label occurs exactly once if and only if the corresponding growth diagram is standard. The standardization of a growth diagram is the diagram obtained from the original by removing any repeated rows or columns.

2.1.8 Fomin’s reverse local rules

Fomin’s reverse local rules tell us how to find the pair \((\rho, x)\) given the partitions \(\lambda, \mu\) and \(\nu\).

\[
\begin{array}{c}
\rho \\
\nu \\
\end{array} \\
\begin{array}{c}
x \\
\mu \\
\lambda \\
\end{array}
\]

The value of \(x\) may be either 0 or 1, corresponding to a small dot and a large dot respectively. The blue data is input, and the red data is output. Fomin’s reverse local rule may be described as follows:

1. If \(\mu = \nu \neq \lambda\) and if \(\lambda\) differs from \(\mu\) on the first row then \(\rho = \mu\) and \(x = 1\).
2. If $\mu = \lambda = \nu$ then $\rho = \lambda$ and $x = 0$.

3. If $\mu = \lambda \neq \nu$ then $\rho = \nu$ and $x = 0$.

4. If $\nu = \lambda \neq \mu$ then $\rho = \mu$ and $x = 0$.

5. If $\lambda$, $\mu$ and $\nu$ are pairwise distinct, then $\rho = \mu \cap \nu$ and $x = 0$.

6. If $\mu = \nu \neq \lambda$ and if $\lambda$ differs from $\mu$ on the $k$-th row for $k > 1$ then $\rho$ is the partition obtained from $\mu$ by removing a box on the $(k-1)$-th row and $x = 0$.

Staring with the output configuration from the previous section, one may use Fomin’s reverse local rules to “grow” the diagram backwards and recover the initial conditions.

This algorithm is slightly more general than we need. It corresponds, in fact, to the skew Robinson correspondence [Sea90]. We recover the special case of the Robinson correspondence when $(A', B')$ are regular standard Young tableau.

### 2.2 RSK and Burge correspondences

The RSK correspondence and the Burge correspondence both give a bijection between non-negative integer matrices and pairs of semi-standard Young tableaux of the same shape.

#### 2.2.1 Semi-standard tableau

A semi-standard Young tableau is a labelled Young diagram which is weakly decreasing along rows and strictly decreasing along columns. For example:

```
  5 4
  4 4 3
  3 2 2
 2 2 1 1 1
```

A semistandard Young tableau may also be represented by a sequence of integer partitions which differ successively by a horizontal strip. The $k$-th integer partition in this sequence is given by the subtableau covered by the first $k$ labels:

$$\emptyset \rightarrow (3) \rightarrow (5, 2) \rightarrow (5, 3, 1) \rightarrow (5, 3, 3, 1) \rightarrow (5, 3, 3, 2)$$

The content $c(T)$ of a semi-standard Young tableau is the vector:

$$(c_1(T), c_2(T), c_3(T), \ldots)$$

where $c_k(T)$ denotes the number of times the label $k$ occurs in the tableau $T$. The content of our example tableau is $(3, 4, 2, 3, 1)$.

We remark that a regular plane partition may be thought of as a pair of semi-standard tableau of the same shape. For example, the regular plane partition from
section 8.2:

\[
\begin{array}{cccccc}
4 & 3 & 2 & 2 & 0 \\
3 & 2 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

is in bijection with the following two tableaux:

\[
\begin{array}{cccc}
4 & 4 & 3 & 2 \\
4 & 3 & 1 & 1 \\
\end{array}
\quad
\begin{array}{cccc}
4 & 3 & 3 & 1 \\
\end{array}
\]

The first tableau in the pair corresponds to the first half of the sequence read on the NW \(\rightarrow\) SE diagonals, from right to left:

\[
\emptyset \rightarrow (2) \rightarrow (2,1) \rightarrow (3,1) \rightarrow (4,2,1)
\]

while the second tableau in the pair corresponds to the second half of the sequence read off the NW \(\rightarrow\) SE diagonals, from right to left:

\[
\emptyset \rightarrow (1) \rightarrow (1) \rightarrow (3,1) \rightarrow (4,2,1)
\]

The standardization of a semi-standard Young tableau is the unique standard Young tableau with the following properties:

1. The labels 1, 2, \ldots c_1(T) lie on the first row (read from the bottom).
2. The set of labels \(i\) satisfying: \(c_k(T) < i \leq c_{k+1}(T)\) forms a horizontal strip.
3. If \(c_k(T) < i,j \leq c_{k+1}(T)\) and \(i < j\) then \(i\) lies to the right of \(j\).
4. when you replace the first \(c_1(T)\) labels with 1, the next \(c_2(T)\) labels with 2, the next \(c_3(T)\) labels with 3 and so on, you recover the original semi-standard Young tableau.

The standardization of our example semi-standard Young tableau is the following:

\[
\begin{array}{cccc}
13 & 10 \\
12 & 11 & 8 \\
9 & 5 & 4 \\
7 & 6 & 3 & 2 & 1 \\
\end{array}
\]

### 2.2.2 Horizontal and vertical strips

A partial permutation matrix \(\sigma\) is said to form an increasing chain if there exists \(k, \ell \geq 0\) such that after removing the first \(k\) rows and the first \(\ell\) columns, the remaining matrix is that of the identity permutation. Similarly, a partial permutation matrix \(\sigma\) is said to form a decreasing chain if there exists \(k, \ell \geq 0\) such that after removing the final \(k\) rows and the final \(\ell\) columns, the remaining permutation is that of the maximal permutation.

Let us define a properly labelled horizontal strip to be a standard skew tableau with the property that if \(i > j\) then the label \(i\) always occurs to the left of label \(j\). The following important lemma is due to vanLeeuwen [vL05].
Lemma 2.2.1. Suppose that the skew Robinson correspondence sends \((A, B, \sigma)\) to \((A', B')\). The pair of skew standard tableau \(A'\) and \(B'\) are properly labelled horizontal strips if and only if the pair of skew tableau \(A\) and \(B\) are also properly labelled horizontal strips and if after the growth diagram has been standardized the partial permutation \(\sigma\) form a decreasing chain.

An example:

\[
\begin{align*}
\sigma &= \begin{bmatrix} 1 & 2 & 3 & 4 \\ \ast & \ast & 3 & 4 \end{bmatrix} & A = B &= \begin{bmatrix} 2 & 1 \\ 4 & 3 \end{bmatrix} & A' = B' &= \begin{bmatrix} 2 & 1 \\ 4 & 3 \end{bmatrix}
\end{align*}
\]

We shall say that a growth diagram is of horizontal type if the output tableaux \((A', B')\) are both properly labelled horizontal strips.

Similarly, let us define a properly labelled vertical strip to be a skew standard tableau with the property that if \(i > j\) then the label \(i\) always occurs to the right of label \(j\). The following lemma is also due to vanLeeuwen \([vL05]\):

Lemma 2.2.2. Suppose that the skew Robinson correspondence sends \((A, B, \sigma)\) to \((A', B')\). The pair of skew standard tableau \(A'\) and \(B'\) are properly labelled vertical strips if and only if the pair of skew tableau \(A\) and \(B\) are also properly labelled vertical strips and, after the growth diagram has been standardized, the partial permutation \(\sigma\) form an increasing chain.

For example:
2.2 — RSK and Burge correspondences

We shall say that a growth diagram is of vertical type if the output tableau \((A', B')\) are both properly labelled vertical strips.

In both the horizontal strip and the vertical strip case the following weight condition is satisfied. Suppose that \(A'\) is of shape \(\lambda/\alpha\) and \(B'\) is of shape \(\lambda/\beta\) while \(A\) is of shape \(\alpha/\mu\) and \(B\) is of shape \(\beta/\mu\). If the partial permutation \(\sigma\) contains exactly \(m\) ones then:

\[
|\lambda| + |\mu| = |\alpha| + |\beta| + m
\]

(2.1)

2.2.3 Block permutation matrices

Suppose that \(M\) is a non-negative integer matrix. Let \(c_k\) denote the sum of the entries on the \(k\)-th row of \(M\) and let \(c'_k\) denote the sum of the entries in the \(k\)-th column of \(M\). If the total sum of all the entries of \(M\) is equal to \(n\), then there are two canonical ways in which we may associate an \(n\) by \(n\) permutation matrix \(P\) to the matrix \(M\).

In both cases we begin by dividing up our matrix \(P\) into “block rows” and “block columns”. The \(k\)-th “block row” of \(P\) contains \(c_k\) normal rows of \(P\), while the \(k\)-th “block column” of \(P\) contains \(c'_k\) columns of \(P\). A “block” of \(P\) is an intersection of a “block row” and a “block column”.

The first way of associating a permutation matrix \(P\) to a non-negative integer matrix \(M\) is to place ones into the block matrix \(P\) in such a way that:

- The number of ones in the block \((i, j)\) of \(P\) is equal to \(M_{i,j}\).
- The ones are strictly decreasing from left to right as you move along any block row.
• The ones are strictly decreasing from top to bottom as you move along any block column.

For example:

\[
\begin{bmatrix}
1 & 3 \\
2 & 1
\end{bmatrix} \mapsto \begin{bmatrix}
1 & 0 & 0, & 0 & 0 & 0 \\
0 & 0 & 0, & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

In this case we shall refer to \( P \) as the \textit{RSK permutation associated to} \( M \). If the row sums and column sums are known, then this operation is invertible.

The second way of associating a permutation matrix \( P \) to a non-negative integer matrix \( M \) is to place ones into the block matrix \( P \) in such a way that:

• The number of ones in the block \((i,j)\) of \( P \) is equal to \( M_{i,j} \).

• The ones are strictly \textit{increasing} from left to right as you move along any block row.

• The ones are strictly \textit{increasing} from bottom to top as you move along any block column.

For example:

\[
\begin{bmatrix}
1 & 3 \\
2 & 1
\end{bmatrix} \mapsto \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0
\end{bmatrix}
\]

In this case we shall refer to \( P \) as the \textit{Burge permutation associated to} \( M \). Again, if the row sums and column sums are known, then this operation is invertible.

\subsection{2.2.4 Growth diagram patches}

It's not hard to see that any subdiagram of a growth diagram is again a growth diagram. In particular, given a block permutation matrix \( P \) we may apply the Robinson correspondence, and then consider each of the blocks as separate, individual growth diagrams.

\textbf{Lemma 2.2.3} (vanLeeuwen). \textit{If \( P \) is an RSK permutation, then each block of \( P \) is of horizontal type. Similarly, if \( P \) is a Burge permutation, then each block of \( P \) is of vertical type.}
2.2.5 Reverse algorithm (RSK)

The RSK correspondence may be realized with the aid of the Robinson correspondence. The reverse algorithm is as follows:

Suppose that your two semi-standard Young tableau are \((T, T')\) with content vectors \(c = (c_1, \ldots, c_r)\) and \(c' = (c'_1, \ldots, c'_s)\) respectively. For example:

\[
T = \begin{array}{ccc}
3 & 3 \\
2 & 2 \\
1 & 1 \\
\end{array}
\quad T' = \begin{array}{ccc}
4 & 3 \\
3 & 2 \\
2 & 1 \\
\end{array}
\]

We have \(c = (2, 2, 3)\) and \(c' = (1, 2, 3, 1)\).

The first step is to standardize both \(T\) and \(T'\) to obtain a pair of standard tableau \((S, S')\). In our case we have:

\[
\begin{pmatrix}
6 & 5 \\
4 & 3 \\
7 & 2 & 1 \\
\end{pmatrix}, \quad \begin{pmatrix}
7 & 4 \\
5 & 2 \\
6 & 3 & 1 \\
\end{pmatrix}
\]

Note that this is the same pair of tableau which appeared in our example in section 9.1.2

The next step is to apply the reverse Robinson correspondence to get some permutation matrix. In our case we have:

\[
P = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

Finally we use the content vectors of \(T\) and \(T'\) to find the matrix \(M\) for which \(P\) is the associated RSK permutation:

\[
\begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
\end{bmatrix} \rightarrow \begin{bmatrix}
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 \\
\end{bmatrix}
\]

Although in our example the resulting matrix only contains zeros and ones, in general the entries of \(M\) may be any non-negative integer.
2.2.6 Forward algorithm (RSK)
Given a non-negative integer matrix \( M \), begin by recording the row and column sums of \( M \) into the vectors \( c \) and \( c' \). Next, let \( P \) be the RSK permutation associated to \( M \), and apply the Robinson correspondence to \( P \). Suppose that \((S, S')\) is the resulting pair of standard tableau. The content vectors \((c, c')\) may now be used to de-standardize \( S \) and \( S' \) into a pair of semi-standard Young tableau \((T, T')\).

2.2.7 Forward algorithm (Burge)
Given a non-negative integer matrix \( M \), the forward algorithm is as follows:

1. Record the content vectors \( c \) and \( c' \) by reading of the row sums and column sums of \( M \) respectively.
2. Find the Burge permutation \( P \) associated to \( M \).
3. Apply the Robinson correspondence to the permutation matrix \( P \) to obtain a pair of standard Young tableau \((S, S')\).
4. Conjugate the pair of standard Young tableau \((S, S')\) to obtain a new pair of standard Young tableau \((R, R')\).
5. De-standardize the tableau \((R, R')\) using the content vectors \((c, c')\) to obtain the final pair of standard Young tableau \((T, T')\).

2.2.8 Reverse algorithm (Burge)
Given a pair \((T, T')\) of semi-standard Young tableau of the same shape, the reverse algorithm is as follows:

1. Record the content vectors \((c, c')\) of \((T, T')\).
2. Standardize the semi-standard Young tableaux \((T, T')\) to obtain a pair of standard Young tableau \((R, R')\).
3. Conjugate the pair of standard Young tableau \((R, R')\) to obtain a new pair of standard Young tableau \((S, S')\).
4. Apply the reverse Robinson correspondence to \((S, S')\) to obtain the permutation \( P \).
5. Use the content vectors \((c, c')\) to find the matrix \( M \) for which \( P \) is the associated Burge permutation.

2.2.9 Local rules
As a consequence of lemma 9.2.3, both the RSK and the Burge correspondence can be performed directly, without passing through the standardization and de-standardization procedure.

The growth diagram for the RSK correspondence looks very similar to that for the Robinson correspondence, the main difference being that neighboring partitions differ
by a horizontal strip, rather than a single box. In the case of the Burge correspondence, neighboring partitions differ by a vertical strip - but the final result is conjugated.

For any partition \( \lambda \) let \( U(\lambda) \) denote the set of integer partitions which can be obtained from \( \lambda \) by adding a horizontal strip, and let \( D(\lambda) \) denote the set of integer partitions which can be obtained from \( \lambda \) by removing a horizontal strip. A forward local rule is a map with type signature:

\[
U_{\alpha,\beta} : (\mathbb{Z}_{\geq 0}, D(\alpha) \cap D(\beta)) \rightarrow U(\alpha) \cap U(\beta)
\]  

(2.2)

such that if \( \lambda = U_{\alpha,\beta}(m, \mu) \) then the following weight conditions are satisfied:

\[
|\lambda| + |\mu| = |\alpha| + |\beta| + m
\]

(2.3)

A reverse local rules is a map with type signature:

\[
D_{\alpha,\beta} : U(\alpha) \cap U(\beta) \rightarrow (\mathbb{Z}_{\geq 0}, D(\alpha) \cap D(\beta))
\]  

(2.4)

As a consequence of lemma 9.2.1 and 9.2.2, the local rules for both the RSK correspondence and the Burge correspondence may be derived directly from Fomin’s local rules.

We shall describe here only the local rule associated to the Burge correspondence. The reader is referred to [vL05] for the RSK version of the local rule.

### 2.2.10 Burge local rule

In the case of the Burge correspondence, the operator \( D_{\alpha,\beta} \) is defined as follows. Suppose that \((m, \mu) = D_{\alpha,\beta}(\lambda)\). Let \( \overline{A} \) denote the set of columns of \( \lambda \) which are longer than the corresponding columns of \( \alpha \) and let \( \overline{B} \) denote the set of columns of \( \lambda \) which are longer than the corresponding columns of \( \beta \).

Next, for each \( i \in \overline{A} \cap \overline{B} \) let \( \delta(i) \notin \overline{A} \cup \overline{B} \) denote the largest integer such that \( \delta(i) < i \) and \( \delta(i) \neq \delta(j) \) for any \( j \in \overline{A} \cap \overline{B} \) such that \( j > i \). Let:

\[
\overline{C} = \{ \delta(i) > 0 \mid i \in \overline{A} \cap \overline{B} \}
\]

Finally let \( \mu \) be the partition obtained from \( \lambda \) by removing a box from the end of each of the columns indexed by \( \overline{A} \cup \overline{B} \cup \overline{C} \) and let

\[
m = \#\{ \delta(i) \leq 0 \mid i \in \overline{A} \cap \overline{B} \}
\]

Here is an example:

\[D_{(6,5,5,3),(6,6,5,2)}(7,6,5,3,1) = (1,(6,5,4,2))\]

The calculation proceeds as follows:

\[
\lambda' = (5,4,4,3,3,2,1)
\]

\[
\overline{A} = \text{columns}(\lambda/\alpha) = \{1,6,7\}
\]

\[
\overline{B} = \text{columns}(\lambda/\beta) = \{1,3,7\}
\]
The inverse operator $\Upsilon_{\alpha, \beta}$ is defined similarly. Suppose that $\lambda = \Upsilon_{\alpha, \beta}(m, \mu)$. Let $A$ denote the set of columns of $\alpha$ which are longer than the corresponding columns of $\mu$ and let $B$ denote the set of columns of $\beta$ which are longer than the corresponding columns of $\mu$.

Next, for each $i \in A \cap B$ let $\epsilon(i) \notin A \cup B$ be the smallest integer such that $\epsilon(i) > i$ and $\epsilon(i) \neq \epsilon(j)$ for any $j \in A \cap B$ with $j < i$. Let

$$C = \{ \epsilon(i) | i \in A \cap B \}$$

Finally let $D$ denote the first $m$ elements of the complement of the set $A \cup B \cup C$ and let $\lambda$ be the partition obtained from $\mu$ by adding a box to the end of each of the columns in $A \cup B \cup C \cup D$.

Here is the inverse of our example:

$$\Upsilon_{(6,5,5,3),(6,6,5,2)}(1, (6, 5, 4, 2)) = (7, 6, 5, 3, 1)$$

The calculation is straightforward:

$$\mu' = (4, 4, 3, 3, 2, 1)$$

$$A = \text{columns}(\alpha/\mu) = \{3, 5\}$$

$$B = \text{columns}(\beta/\mu) = \{5, 6\}$$

$$m = 1$$

$$C = \{7\}$$

$$\lambda' = (5, 4, 4, 3, 3, 2, 1)$$
3. Symmetric functions and Macdonald polynomials

In this chapter we recall some of the theory of symmetric functions.

3.1 Symmetric functions

3.1.1 Compositions

A composition is simply a list of non-negative integers. For example:

\[ c = (2, 0, 1, 2) \]

The symmetric group \( S_m \) acts naturally on the set of compositions with \( m \) parts. Each orbit of \( S_m \) contains a unique partition. For example, the partition corresponding to our example composition above is:

\[ \lambda = (2, 2, 1, 0) \]

Note that we allow for the possibility of trailing zeros. For any composition \( \lambda \) let \( r(\lambda, i) \) denote the number of parts of \( \lambda \) equal to \( i \). and let:

\[ r_\lambda = \prod_{i \geq 0} r(\lambda, i)! \]

Then \( r_\lambda \) is the order of the subgroup of \( S_m \) that stabilizes the composition \( \lambda \). The number of distinct elements in the order of \( \lambda \) is equal to \( m!/r_\lambda \). In our example \( r_\lambda = 2 \) and the number of distinct compositions is equal to 12.

3.1.2 Multivariable polynomials

Consider the multivariate polynomial ring \( \mathbb{Q}[x_1, \ldots, x_m] \). Each monomial in \( \mathbb{Q}[x_1, \ldots, x_m] \) corresponds to a composition. For example, the monomial \( x_1^2x_3x_4^2 \) in \( \mathbb{Q}[x_1, x_2, x_3, x_4] \) corresponds to our example composition \( (2, 0, 1, 2) \).

For notational convenience, if \( \eta = (\eta_1, \eta_2, \ldots, \eta_m) \) is a composition, then by \( X^\eta \) we mean the monomial \( x_1^{\eta_1}x_2^{\eta_2}\ldots x_m^{\eta_m} \). There is a natural addition on the space of compositions which corresponds to multiplication in the polynomial ring, if \( \eta = (\eta_1, \ldots, \eta_m) \) and \( \gamma = (\gamma_1, \ldots, \gamma_m) \) then \( \eta + \gamma = (\eta_1 + \gamma_1, \ldots, \eta_m + \gamma_m) \), and \( X^{(\eta+\gamma)} = X^\eta X^\gamma \).
3.1.3 Monomial symmetric functions

For each partition $\lambda$ we define the monomial symmetric function to be:

$$m_\lambda(X) = \frac{1}{r_\lambda} \sum_{\sigma \in S_n} X^{\sigma(\lambda)}$$

In other words the monomial symmetric function $m_\lambda(X)$ is the sum of all distinct permutations of the monomial $X^{\lambda}$. An example:

$$m_{(2,2,1,0)}(X) = x_1^2 x_2 x_3 + x_1^2 x_2 x_3 + x_1 x_2^2 x_3 + x_1 x_2 x_3^2 + x_1 x_2 x_3^2 + x_1 x_2 x_3^2$$

The monomial symmetric functions have the property that they are invariant under the action of the symmetric group on the set of variables. Furthermore, any function which is symmetric under the action of the symmetric group on the variables may be expressed as a linear combination of monomial symmetric functions.

3.1.4 Infinitely many variables

If there are $m$ variables, then we only need to consider integer partitions with at most $m$ parts. Sometimes it will be necessary to work with an infinite number of variables $\{x_1, x_2, x_3, \ldots\}$. In this case we take any partition which is padded at the end with an infinite number of zeros.

3.2 Plethystic notation

3.2.1 Alphabets

We shall use the notation $\Lambda$ to denote the ring of symmetric functions, in infinitely many variables, over the field of rational numbers [Mac95]. In what follows we shall make extensive use of the plethystic notation [GHT99, Las03].

In the plethystic notation addition corresponds to the union of two sets and multiplication corresponds to the Cartesian product. For example, we write:

$$X = x_1 + x_2 + \cdots$$

(3.1)

to denote the set of variables $\{x_1, x_2, \ldots\}$. We also write:

$$XY = (x_1 + x_2 + \cdots) (y_1 + y_2 + \ldots)$$

(3.2)

to denote the set of variables $\{x_1 y_1, x_1 y_2, \ldots, x_2 y_1, \ldots x_2 y_2 \ldots\}$.

3.2.2 Complete and elementary symmetric functions

The complete symmetric functions may be defined by their generating series:

$$\Omega[X z] = \prod_{i \geq 1} \frac{1}{1 - x_i z} = \sum_{n \geq 0} h_n(X) z^n$$

(3.3)
The generating series for the elementary symmetric functions may be expressed using the plethystic negation of an alphabet \([Las03, GHT99]\):

\[
\Omega[-Xz] = \prod_{i \geq 1} (1 - x_i z) = \sum_{n \geq 0} (-1)^n e_n(X) z^n
\] (3.4)

It helps to think of the generating function for the complete symmetric functions as a sort of exponential function:

\[
\Omega[X + Y] = \Omega[X] \Omega[Y]
\] (3.5)

\[
\Omega[-X] = \Omega^{-1}[X]
\] (3.6)

For any integer partition \(\lambda\) we define:

\[
h_\lambda(X) = h_{\lambda_1}(X) h_{\lambda_2}(X) h_{\lambda_3}(X) \cdots
\] (3.7)

\[
e_\lambda(X) = e_{\lambda_1}(X) e_{\lambda_2}(X) e_{\lambda_3}(X) \cdots
\] (3.8)

One can show that, just like the monomial symmetric functions \(\{m_\lambda(X)\}\) both \(\{h_\lambda(X)\}\) and \(\{e_\lambda(X)\}\) are bases for the ring of symmetric functions.

### 3.2.3 Hall inner production

It is a straightforward exercise to verify that:

\[
\Omega[XY] = \prod_{i,j \geq 1} \frac{1}{1 - x_i y_j} = \sum_{\lambda} h_\lambda(X) m_\lambda(Y)
\] (3.9)

The Hall inner product \(\langle - | - \rangle\) may be characterized by the property that:

\[
\langle m_\lambda(X), h_\mu(X) \rangle = \delta_{\lambda,\mu}
\] (3.10)

Equivalently, the Hall inner product is characterized by the fact that for any pair of bases \(\{f_\lambda(X)\}\) and \(\{g_\lambda(X)\}\) such that:

\[
\langle f_\lambda(X), g_\mu(X) \rangle = \delta_{\lambda,\mu}
\]

we have:

\[
\Omega[XY] = \prod_{i,j \geq 1} \frac{1}{1 - x_i y_j} = \sum_{\lambda} f_\lambda(X) g_\lambda(Y)
\] (3.11)

### 3.3 Schur functions

#### 3.3.1 Definition in terms of semistandard Young tableau

The most important basis for the ring of symmetric functions is the Schur basis. There are many different ways in which the Schur functions may be defined. Each has its advantages and its disadvantages. For now we shall make use of the following definition.

For any integer partition \(\lambda\), the Schur function is given by:

\[
S_\lambda(X) = \sum_{T \in \text{sh}(\lambda)} x_1^{c_1(T)} x_2^{c_2(T)} x_3^{c_3(T)} \cdots
\] (3.12)
where the sum is over all semistandard Young tableau of shape \( \lambda \) and:
\[
(c_1(T), c_2(T), \ldots)
\]
denotes the content vector of \( T \). Note that it is not immediately clear that the Schur function as defined above is symmetric, See [KB95] for a proof.

### 3.3.2 Cauchy identity and RSK

The **Cauchy identity** is an immediate consequence of the definition of Schur functions in terms of semi-standard Young tableau:

\[
\Omega[XY] = \prod_{i,j \geq 1} \frac{1}{1 - x_i y_j} = \sum_{\lambda} S_{\lambda}(X)S_{\lambda}(Y) \tag{3.13}
\]

The left hand side may be interpreted as a weighted sum over non-negative integer matrices. The refined weight of a matrix \( M \) is given by:
\[
(x^{d_1} y^{d_2}) \cdots (y^{d_{k}} x^{d_{k}}) \cdots
\]
where \( d_k \) is the sum of all the entries in the \( k \)-th row of \( M \) and \( d'_k \) is the sum of all the entries in the \( k \)-th column of \( M \).

The right hand side may be interpreted as a weighted sum over pairs of semi-standard Young tableau of the same shape. The refined weight of a pair of semi-standard Young tableau \((T,T')\) is given by:
\[
(x^{c_1} x^{c_2}) \cdots (y^{c'_1} y^{c'_2}) \cdots
\]
where \((c_1, c_2, \ldots)\) is the content vector of \( T \) while \((c'_1, c'_2, \ldots)\) is the content vector of \( T' \). This is none other than the RSK correspondence (see Section 9.2.5). We remark that MacMahon’s identity may be obtained from Cauchy’s identity by specializing the variables to:
\[
x_k = y_k = z^{k-\frac{1}{2}}
\]

### 3.3.3 Pieri rules

The following recurrence is an immediate consequence of the definition of the Schur function given in equation 10.12:
\[
S_{\lambda}[X + z] = \sum_{\mu \in D(\lambda)} S_{\mu}[X] z^{\lambda - \mu} \tag{3.14}
\]

Here \( D(\lambda) \) denotes the set of partitions which can be obtained from \( \lambda \) by removing a horizontal strip. This is known as the dual Pieri rule.

Assuming that we have proved the symmetry of the Schur function, we may write:
\[
S_{\lambda}(X) = \sum_{\mu} K_{\lambda, \mu} m_{\mu}(X) \tag{3.15}
\]

where \( K_{\lambda, \mu} \) is the **Kostka number** which counts the number of semi-standard Young tableau of shape \( \lambda \) and content \( \mu \) (see Section 9.2.1). Note that \( K_{\lambda, \mu} = 0 \) unless \( \lambda \) is greater than \( \mu \) in the dominance order (see Section 8.1.3).
Since Cauchy’s identity tells us that the Schur-functions form an orthonormal basis with respect to the Hall inner product, we have by duality that:

\[ S_\mu(X) = \sum_\lambda K_{\lambda,\mu} h_\lambda(X) \]  

(3.16)

The following recurrence is an immediate consequence of equation 10.16:

\[ \Omega[Xz]S_\mu[X] = \sum_{\lambda \in U(\mu)} S_\lambda[X]z^{\lambda |-\mu|} \]  

(3.17)

where \( U(\mu) \) denotes the set of partitions which can be obtained from \( \mu \) by adding a horizontal strip. This is known as the Pieri rule. Combining equation 10.17 and equation 10.15 and using another duality argument, we discover that:

\[ \Omega^*[Xz]S_\lambda[X] = S_\lambda[X + z] \]  

(3.18)

where \( \Omega^*[Xz] \) is defined to be adjoint to the operator \( \Omega[Xz] \) with respect to the Hall inner product:

\[ \langle f(X) | \Omega^*[Xz]g(X) \rangle = \langle \Omega[Xz]f(X) | g(X) \rangle \]  

(3.19)

### 3.4 Local rules

To show how these ideas are connected, let us assume that the Pieri rule and the dual Pieri rule are true and attempt to deduce Cauchy’s identity as a consequence. We will then prove an important commutation relation between the Pieri operator and the dual Pieri operator.

#### 3.4.1 Alternative proof of Cauchy identity

**Proposition 3.4.1.** If \( X_n \) is the alphabet \( X_n = x_1 + x_2 + \cdots + x_n \) and \( Y_n \) is the alphabet \( Y_n = y_1 + y_2 + \cdots + y_n \) then:

\[ \sum_\lambda S_\lambda[X_n]S_\lambda[Y_n] = \prod_{i,j=1}^n \frac{1}{1-x_iy_j} \]

**Proof.** The case \( n = 1 \) is trivial. We assume that the result is true for all \( k < n \). By the Pieri formula (equation 10.17), and the induction assumption, we have on the right hand side:

\[ RHS(n) = \left( \sum_r h_r[X_{n-1}]x_n^r \right) \left( \sum_s h_s[Y_{n-1}]y_n^s \right) \left( \sum_\mu S_\mu[X_{n-1}]S_\mu[Y_{n-1}] \right) \frac{1}{1-x_ny_n} \]

\[ = \sum_{\alpha, \beta} S_\alpha[X_{n-1}]S_\beta[Y_{n-1}] \left( \frac{1}{1-x_ny_n} \sum_{\mu \in D(\alpha) \cap D(\beta)} x_n^{\alpha/\mu} y_n^{\beta/\mu} \right) \]

while by the dual Pieri formula (equation 10.18), we have on the left hand side:
\[ \text{LHS}(n) = \sum_{\lambda} S_{\lambda}[X_{n-1} + x_n] S_{\lambda}[X_{n-1} + y_n] \]

\[ = \sum_{\alpha,\beta} S_{\alpha}[X_{n-1}] S_{\beta}[Y_{n-1}] \left( \sum_{\lambda \in U(\alpha) \cap U(\beta)} x_{\lambda/\alpha}^{\lambda/\alpha} y_{\lambda/\beta}^{\lambda/\beta} \right) \]

In order to complete this proof, we need, for any given \( \alpha \) and \( \beta \) a bijection between the set of pairs \((m, \mu)\) with \( \mu \in D(\alpha) \cup D(\beta) \) and \( m \) a non-negative integer and the set of partitions \( \lambda \in U(\alpha) \cup U(\beta) \) in such a way that:

\[ |\lambda| = |\alpha| + |\beta| - |\mu| + m \]

A local rule is just such a bijection (see section 9.2.9).

A local rule may be thought of as a bijective proof of proposition 10.4.2, which may be expressed in the form:

\[ \langle S_{\alpha} | \Omega^* [X u] \Omega [X v] S_{\beta} \rangle = \frac{1}{1 - uv} \langle S_{\alpha} | \Omega [X v] \Omega^* [X u] S_{\beta} \rangle \]  

(3.22)

for all integer partitions \( \alpha \) and \( \beta \). In other words, a local rule is a map with type signature:

\[ \mathcal{D}_{\alpha,\beta} : U(\alpha) \cap U(\beta) \to (\mathbb{Z}_{\geq 0}, D(\alpha) \cap D(\beta)) \]  

(3.23)

Such that if \((m, \mu) = \mathcal{D}_{\alpha,\beta}(\lambda)\) then the following weight conditions are satisfied:
\[ \frac{\lambda}{\alpha} = \frac{\beta}{\mu} + m \]  
\[ \frac{\lambda}{\beta} = \frac{\alpha}{\mu} + m \]  

By adding these two weight conditions together and dividing by 2 we obtain:

\[ |\lambda| = |\alpha| + |\beta| - |\mu| + m \]  

This is precisely the inverse of the local rule described at the end of proposition 10.4.1. Again see section 9.2.9.

3.5 Robinson correspondence revisited

3.5.1 Representation Theory

Permutations

Any permutation may be expressed as the product of disjoint cycles. For example, the permutation:

\[ \sigma = \begin{bmatrix} 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\ 4 & 8 & 3 & 6 & 5 & 7 & 9 & 2 & 1 \end{bmatrix} \]

may be expressed in disjoint cycle notation as \( \sigma = (1, 4, 6, 7, 9)(2, 8)(3) \). Since disjoint cycles commute with one another, they can always be ordered from longest to shortest. The cycle type of a permutation is the integer partition which determines the length of the cycles. The cycle type of our example partition is \((5, 2, 1, 1)\).

A pair of permutations \( \sigma_1 \) and \( \sigma_2 \) are said to be conjugate if there exists some third permutation \( \tau \) such that \( \sigma_1 = \tau \sigma_2 \tau^{-1} \). Two permutations are conjugate if and only if they have the same cycle type.

Characters

A representation of the symmetric group \( \mathfrak{S}_n \) is a homomorphism from the \( \mathfrak{S}_n \) to \( \text{GL}(V) \) for some complex vector space \( V \). A representation is said to be irreducible if there is no non-trivial subspace \( U \subseteq V \) with the property that \( \sigma.u \in U \) for all \( u \in U \) and for all \( \sigma \in \mathfrak{S}_n \).

One can show that the irreducible representations of the symmetric group are naturally indexed by integer partitions [Sag01]. Furthermore the dimension of the irreducible representation indexed by \( \lambda \), which we denote by \( f^\lambda \), is given by the number of standard tableau of shape \( \lambda \) [Sag01].

Suppose that \( \rho : \mathfrak{S}_n \rightarrow \text{GL}(V) \) is a representation of the symmetric group. The character associated to \( \rho \) is the map \( \chi : \mathfrak{S}_n \rightarrow \mathbb{C} \) given by \( \chi(\sigma) = \text{tr}(\sigma) \). Since the trace is invariant on conjugacy classes, it makes sense to write \( \chi(\mu) \) where \( \mu \) is a partition of \( n \).

Note that for the identity permutation we have:

\[ \chi^\lambda(1^n) = f^\lambda \]  

(3.27)
3.5.2 Newton power sums

Definition

The Newton power sums are defined by:

\[ p_n(X) = x_1^n + x_2^n + \cdots \] (3.28)

As in the case of the complete symmetric functions and the elementary symmetric functions, if we define:

\[ p_\lambda(X) = p_{\lambda_1}(X)p_{\lambda_2}(X)\cdots \] (3.29)

then \( \{p_\lambda(X)\} \) is a basis for the ring of symmetric functions.

Relation to complete symmetric functions

For any integer partition \( \lambda \) let us define:

\[ z_\lambda = \prod_i m_i(\lambda)!^{m_i(\lambda)} \] (3.30)

where \( m_i(\lambda) \) denotes the number of parts of \( \lambda \) of length \( i \). As a consequence of the fact that:

\[ \log \left( \frac{1}{1-x} \right) = \sum_n \frac{x^n}{n} \] (3.31)

we have that:

\[ \Omega(Xz) = \exp \left( \sum_{n \geq 1} \frac{p_n(X)}{n} z^n \right) \] (3.32)

In particular:

\[ h_n(X) = \sum_{\lambda \vdash n} \frac{p_\lambda(X)}{z_\lambda} \] (3.33)

Dual basis

Using the notation from Section 10.2 we have:

\[ p_n(X)p_n(Y) = p_n(XY) \] (3.34)

Now:

\[ \Omega(XY) = \exp \left( \sum_{n \geq 1} \frac{p_n(XY)}{n} z^n \right) \] (3.35)

\[ = \exp \left( \sum_{n \geq 1} \frac{p_n(X)p_n(Y)}{n} z^n \right) \] (3.36)

\[ = \sum_{\lambda} \frac{p_\lambda(X)}{z_\lambda} P_\lambda(Y) \] (3.37)
It follows that the dual basis to the \( \{ P_\lambda(X) \} \) is given by:

\[
\begin{aligned}
\{ p_\lambda(X) \\ z_\lambda \}
\end{aligned}
\]

### 3.5.3 Algebraic proof of Robinson correspondence

An alternative definition for the Schur functions is the following:

\[
S_\lambda(X) = \sum_\mu \frac{\chi^\lambda(\mu)}{z_\lambda} p_\mu(X)
\]  

(3.38)

where \( \chi^\lambda(\mu) \) denotes the character of the representation of \( \mathfrak{S}_n \) indexed by \( \lambda \) evaluated on the conjugacy class of type \( \mu \).

The Robinson correspondence (section 9.1) tells us that:

\[
n! = \sum_\lambda (f_\lambda)^2
\]

(3.39)

This identity may be derived from Cauchy’s formula (equation 10.13) as follows. On the left hand side we have:

\[
\Omega(XY) = \sum_n h_n(XY) = \sum_\lambda \frac{p_\lambda(XY)}{z_\lambda}
\]

(3.40)

and so:

\[
\langle \Omega(XY) | p_{(1^n)}(XY) \rangle_{XY} = \frac{1}{z_{(1)^n}} = \frac{1}{n!} \]

(3.41)

While on the right hand side we have:

\[
\sum_\lambda \langle S_\lambda(X)S_\lambda(Y) | p_{(1^n)}(X)p_{(1^n)}(Y) \rangle_{XY}
\]

(3.42)

\[
= \sum_\lambda \langle S_\lambda(X) | p_{(1^n)}(X) \rangle_X \langle S_\lambda(Y) | p_{(1^n)}(Y) \rangle_Y
\]

(3.43)

\[
= \sum_\lambda \left( \frac{\chi^\lambda((1^n))}{n!} \right)^2
\]

(3.44)

\[
= \sum_\lambda \left( \frac{f_\lambda}{n!} \right)^2
\]

(3.45)

Putting the two sides together we recover equation 10.39.
3.5.4 Canonical commutation relations

Let $p_1^*$ denote the adjoint of the operator “multiplication by $p_1$” with respect to the Hall inner product. The pair $(p_1, p_1^*)$ satisfy the canonical commutation relations:

$$[p_1^*, p_1] = 1$$  \hspace{1cm} (3.46)

Noting that $p_1(X) = h_1(X)$ this can be understood by the fact that an integer partition always has one more outside corner box than inside corner box. Fomin’s original local rule can be understood as a bijective proof of the identity:

$$\langle S_\alpha | p_1^* p_1 S_\beta \rangle = 1 + \langle S_\alpha | p_1 p_1^* S_\beta \rangle$$  \hspace{1cm} (3.47)

Equation 10.39 can be proved algebraically by remarking that:

$$\sum_{\lambda} f_{\lambda} f_{\lambda} = \sum_{\lambda} \langle 1 p_1^n | S_\lambda \rangle \langle S_\lambda | p_1^n 1 \rangle$$  \hspace{1cm} (3.48)

$$= \langle 1 p_1^n | p_1^n 1 \rangle$$  \hspace{1cm} (3.49)

$$= (1)(p_1^n)^n(p_1)^n 1$$  \hspace{1cm} (3.50)

$$= n!$$  \hspace{1cm} (3.51)

The last step makes use of the commutation relations in equation 10.47 together with the fact that $p_1^* 1 = 0$. Each term of the form $p_1^*$ must “annihilate” with some term of the form $p_1$. There are exactly $n!$ ways in which this can happen.

3.6 Macdonald Polynomials

3.6.1 Plethystic notation

In this section we recall some of the theory of Macdonald polynomials. Let $\Lambda_{q,t}$ denote the ring of symmetric functions over the field $\mathbb{Q}(q,t)$ of rational functions in the indeterminants $q$ and $t$. Making use of the plethystic notation, the expression:

$$\frac{1 - t}{1 - q}$$

may be interpreted as the alphabet:

$$\{1, q, q^2, q^3, \cdots, -t, -tq, -tq^2, -tq^3, \cdots \}$$

So that, for example:

$$\Omega \left[ \frac{1 - t}{1 - q} z \right] = \frac{(tz; q)_\infty}{(z; q)_\infty}$$  \hspace{1cm} (3.52)

where the Pochhammer symbol is defined by:

$$(a; q)_\infty = \prod_{n \geq 0} (1 - aq^n)$$  \hspace{1cm} (3.53)
3.6.2  \((q, t)\)-Pieri operators

We shall define:

\[
\Omega_{q,t}[Xz] = \Omega_{q,t}\left[\frac{1 - t}{1 - q} Xz\right] = \prod_{i \geq 1} \frac{(tx_i^z; q)_{\infty}}{(x_i^z; q)_{\infty}}
\]

(3.54)

Note that when \(q = t\) this reduces to the generating series for complete symmetric function (see equation 10.3). Let \(\langle - | - \rangle_{q,t}\) denote the Macdonald inner product associated to the \((q,t)\)-deformed Cauchy Kernel:

\[
\Omega_{q,t}[XY] = \Omega_{q,t}\left[XY\frac{1 - t}{1 - q}\right] = \prod_{i,j \geq 1} \frac{(tx_i y_j; q)_{\infty}}{(x_i y_j; q)_{\infty}}
\]

(3.55)

When \(q = t\) this reduces to the usual Cauchy kernel (see equation 10.13). The operator \(\Omega_{q,t}^*[Xz]\) is defined to be adjoint to the operator \(\Omega_{q,t}[Xz]\) with respect to the Macdonald inner product.

\[
\langle f(X) | \Omega_{q,t}^*[Xz]g(X) \rangle_{q,t} = \langle \Omega_{q,t}[Xz]f(X) | g(X) \rangle_{q,t}
\]

When \(q = t\) the Macdonald inner product reduces to the Hall inner product (see equation 10.10).

3.6.3  Definition

The Macdonald polynomials \(\{P_\lambda(X; q, t)\}\) may be defined as the unique basis for \(\Lambda_{q,t}\) which is both orthogonal with respect to the Macdonald inner product:

\[
\langle P_\lambda(X; q, t), P_\mu(X; q, t) \rangle_{q,t} = 0 \text{ if } \lambda \neq \mu
\]

(3.56)

and which admits a triangular change of basis with respect to the monomial symmetric functions:

\[
P_\lambda(X) = m_\lambda(X) + \sum_{\mu < \lambda} \square_{\lambda \mu} m_\mu(X)
\]

(3.57)

Here we are using the lexicographical order on integer partitions. The dual basis is denoted by \(\{Q_\lambda(X; q, t)\}\). When \(q = t\) the Macdonald polynomials reduce to the Schur functions.

Curious properties

It is a surprising fact [Mac95] (page 338 – 340) that, just like the Schur functions, the Macdonald polynomials admit an expansion in terms of the monomial symmetric functions of the form:

\[
P_\lambda(X) = m_\lambda(X) + \sum_{\mu \triangleright \lambda} \square_{\lambda \mu} m_\mu(X)
\]

(3.58)

Here we are using the dominance order on integer partition.

Another surprising fact about the Macdonald polynomials is that, when expanded in terms of the Schur functions, the coefficients \(K_{\lambda, \mu}(q, t)\) are polynomials in \(q\) and \(t\) with non-negative integer co-efficients.

\[
P_\lambda(X) = \sum_{\mu} K_{\lambda, \mu}(q, t) S_\mu(X)
\]

(3.59)
This was known as Macdonald’s positivity conjecture until it was eventually proved by Haiman using difficult ideas from algebraic geometry [Hai01]. It remains an open problem to find a combinatorial proof.

There is a simple closed form expression for the inner product of a Macdonald polynomial with itself:

$$\langle P_\lambda(X; q, t), P_\lambda(X; q, t) \rangle_{q,t} = \prod_{s \in \lambda} \frac{(1 - q^{a_\lambda(s)+1} t^{e_\lambda(s)})}{(1 - q^{a_\lambda(s)} t^{e_\lambda(s)+1})}$$

(3.60)

see Section 8.1.2 for the definition of arms and legs. This is not at all obvious from the definition which we have given. To prove it requires an alternative definition of the Macdonald polynomials as eigenvectors of a certain family of commuting operators [Mac95].

### Pieri formulae

Like the Schur functions, there is a Macdonald Pieri formula, and a Macdonald dual Pieri formula:

$$\Omega[Xz]_{q,t} P_\mu(X; q, t) = \sum_{\lambda \in U(\mu)} \psi_{\lambda/\mu}(q, t) P_\lambda(X; q, t) z^{\vert \lambda \vert - \vert \mu \vert}$$

(3.61)

$$\Omega^*[Xz]_{q,t} P_\lambda(X; q, t) = \sum_{\mu \in D(\lambda)} \varphi_{\lambda/\mu}(q, t) P_\mu(X; q, t) z^{\vert \lambda \vert - \vert \mu \vert}$$

(3.62)

The Macdonald Pieri coefficients are given ([Mac95] page 341) by:

$$\varphi_{\lambda/\mu}(q, t) = \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_\lambda(s)+1} t^{e_\lambda(s)}}{1 - q^{a_\lambda(s)} t^{e_\lambda(s)+1}} \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_\mu(s)+1} t^{e_\mu(s)}}{1 - q^{a_\mu(s)} t^{e_\mu(s)+1}}$$

(3.63)

$$\psi_{\lambda/\mu}(q, t) = \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_\lambda(s)+1} t^{e_\lambda(s)}}{1 - q^{a_\lambda(s)} t^{e_\lambda(s)+1}} \prod_{s \in C_{\lambda/\mu}} \frac{1 - q^{a_\mu(s)+1} t^{e_\mu(s)}}{1 - q^{a_\mu(s)} t^{e_\mu(s)+1}}$$

(3.64)

Here $C_{\lambda/\mu}$ denotes the set of columns of $\lambda$ which are longer than the corresponding columns of $\mu$. When $q = t$ the Pieri coefficients are equal to 1.

### Key lemmas

The following two lemmas are essentially due to Garcia, Haiman and Tesler [GHT99]. They constitute a $(q, t)$-analog of the commutation relations for “vertex operators” to be found in Jimbo and Miwa [JM83]

**Lemma 3.6.1.**

$$\Omega^*[Xz]_{q,t} P_\lambda(X; q, t) = P_\lambda(X + z; q, t)$$

(3.65)
Proof. Let \( \{ Q_\lambda(X; q, t) \} \) denote the dual basis to the \( \{ P_\lambda(X; q, t) \} \) with respect to the Macdonald inner product. We have:

\[
\Omega^*_{q,t}[Xz] P_\lambda(X; q, t) = \langle \Omega^*_{q,t}[Yz] Q_\lambda(Y; q, t) \mid \Omega_{q,t}[XY] \rangle_{q,t}
\]

\[
= \langle Q_\lambda(Y; q, t) \mid \Omega_{q,t}[Yz] \Omega_{q,t}[XY] \rangle_{q,t}
\]

\[
= \langle Q_\lambda(Y; q, t) \mid \Omega_{q,t}[(X + z)Y] \rangle_{q,t}
\]

\[
= P_\lambda(X + z; q, t)
\]

Lemma 3.6.2.

\[
\Omega^*_{q,t}[Xu] \Omega_{q,t}[Xv] = \frac{(tu; q)_{\infty}}{(uv; q)_{\infty}} \Omega_{q,t}[Xv] \Omega^*_{q,t}[Xu]
\] (3.66)

Proof.

\[
\Omega^*_{q,t}[Xu] \Omega_{q,t}[Xv] P_\lambda(X; q, t) = \Omega_{q,t}[(X + u)z] P_\lambda(X + u; q, t)
\]

\[
= \Omega_{q,t}[uz] \Omega_{q,t}[Xz] \Omega^*_{q,t}[Xz] P_\lambda(X; q, t)
\]

\[
= \prod_{n \geq 0} \frac{(tu; q)_{\infty}}{(uv; q)_{\infty}} \Omega_{q,t}[Xz] \Omega^*_{q,t}[Xz] P_\lambda(X; q, t)
\]

3.6.4 Hall–Littlewood polynomials

As a final remark, when \( q = 0 \) the Macdonald polynomials reduce to the Hall–Littlewood polynomials.
4. Bijective proof of Borodin’s identity

4.1 Symmetric function proof of Borodin’s identity

We shall begin by sketching an algebraic proof of Borodin’s identity.

\[
\sum_{c \in \text{CPP}(\pi)} z^{\vert c \vert} = \prod_{n \geq 0} \left( \frac{1}{1 - z(n+1)^T} \prod_{i < j, \pi_i > \pi_j} \frac{1}{1 - z^{j-i+nT}} \prod_{i > j, \pi_i > \pi_j} \frac{1}{1 - z^{j-i+(n+1)T}} \right)
\]  

(4.1)

We shall actually be proving a refined version of equation 11.1 in which on the left hand side we replace:

\[
z^{\vert c \vert} \mapsto z^{\vert \mu_0 \vert} z^{\vert \mu_1 \vert} \cdots z^{\vert \mu_{T-1} \vert}
\]

(4.2)

while on the right hand side we replace:

\[
z^{nT} \mapsto z_0^n z_1^n \cdots z_{T-1}^n
\]

(4.3)

\[
z^{j-i+nT} \mapsto z_0^n z_1^n \cdots z_{i+1}^{n+1} \cdots z_j^n \cdots z_{T-1}^n \quad \text{when } i < j
\]

(4.4)

\[
z^{j-i+(n+1)T} \mapsto z_0^n z_1^n \cdots z_{i}^{n+1} \cdots z_{j}^n \cdots z_{i+1}^{n+1} \cdots z_{T-1}^n \quad \text{when } i > j
\]

(4.5)

The refined version of the reverse plane partition case is due to Gasner [GE81]. We would like to emphasize the fact that the structure of the bijective proof follows very closely the structure of the algebraic proof.

4.1.1 Notation

Let \( D_z \) denote the “degree” operator:

\[
D_z S_\lambda[X] = z^{\vert \lambda \vert} S_\lambda[X]
\]

(4.6)

The degree operator satisfies the following commutation relations:

**Lemma 4.1.1.**

\[
D_z \Omega[Xu] = \Omega[Xuz] D_z
\]

(4.7)

\[
D_z \Omega^*[Xu] = \Omega^*[Xuz^{-1}] D_z
\]

(4.8)

**Proof.** This fact follows immediately from equations 10.17 and 10.18. \( \square \)
For notational convenience we shall define:

\[ G^0(z) = \Omega[Xz] \quad (4.9) \]
\[ G^1(z) = \Omega^*[Xz] \quad (4.10) \]

### 4.1.2 Algebraic interpretation of cylindric plane partition

**Lemma 4.1.2.** The left hand side of the refined version of equation 11.1 may be expressed in the form:

\[
\text{lhs}(\pi) = \sum_{\mu} \langle S_{\mu} | G^{\pi_0}(u_0)G^{\pi_1}(u_1) \cdots G^{\pi_T}(u_T)D_w S_{\mu} \rangle \quad (4.11)
\]

where:

\[
w = z_0z_1 \cdots z_{T-1} \quad (4.12)
\]
\[
u_k = \begin{cases} 
  z_0z_1 \cdots z_{k-1} & \text{if } \pi_k = 1 \\
  z^{-1}_0z^{-1}_1 \cdots z^{-1}_{k-1} & \text{if } \pi_k = 0 
\end{cases} \quad (4.13)
\]

**Proof.** From the “interlacing sequence” definition of a cylindric plane partition 8.3.1 it is clear that a cylindric plane partition is constructed by successively adding and removing horizontal strips. The degree operator \( D_z \) is used to keep track of the number of cubes in the resulting cylindric plane partition.

Using the fact that the Schur functions are orthonormal with respect to the hall inner product we may write:

\[
\text{lhs}(\pi) = \sum_{\mu} \langle S_{\mu} | D_{z_0} G^{\pi_0}(1) D_{z_1} G^{\pi_1}(1) \cdots D_{z_{T-1}} G^{\pi_T}(1) S_{\mu} \rangle \quad (4.14)
\]

It remains to commute all the shift operators to the right hand side using Lemma 11.1.1.

Note that the above expression for \( \text{lhs}(\pi) \) can also be thought of as the trace of the operator:

\[ G^{\pi_0}(u_0)G^{\pi_1}(u_1) \cdots G^{\pi_T}(u_T)D_w \]

acting on symmetric functions.

### 4.1.3 Some lemmas

Let us define:

**Definition 4.1.1.**

\[
M_\pi(m) = \sum_{\mu} \langle S_{\mu} | \prod_{k=1}^{T} \Omega[Xu_k w^m] \prod_{k=1}^{T} \Omega^*[Xu_k] D_w S_{\mu} \rangle \quad (4.15)
\]

We have:
Lemma 4.1.3.

\[ M_\pi(m) = \prod_{(i,j) \atop \pi_i \neq \pi_j} \frac{1}{1 - u_i u_j w^{m+1}} M_\pi(m + 1) \]  

(4.16)

Proof. This is a straightforward calculation. Using the fact that the Schur functions are orthogonal with respect to the Hall inner product, as well as the fact that:

\[ \text{tr}(AB) = \text{tr}(BA) \]

We may write:

\[ M_\pi(m) = \sum_{\mu, \lambda} \langle S_\lambda | \prod_{k=0}^{T} \Omega[X u_k w^m] S_\lambda \rangle \sum_{\mu, \lambda} \langle S_\mu | \prod_{k=1}^{T} \Omega^*[X u_k] D_w S_\mu \rangle \]  

(4.17)

\[ = \sum_{\lambda} \langle S_\lambda | \prod_{k=1}^{T} \Omega^*[X u_k] D_w \prod_{k=1}^{T} \Omega[X u_k w^m] S_\lambda \rangle \]  

(4.18)

\[ = \sum_{\lambda} \langle S_\lambda | \prod_{k=1}^{T} \Omega^*[X u_k] D_w \prod_{k=0}^{T} \Omega[X u_k w^m] S_\lambda \rangle \]  

(4.19)

Next applying the commutation relations of Lemma 11.1.1 and Proposition 10.4.2 we have:

\[ M_\pi(m) = \sum_{\lambda} \langle S_\lambda | \prod_{k=1}^{T} \Omega^*[X u_k] D_w \prod_{k=0}^{T} \Omega[X u_k w^m] S_\lambda \rangle \]  

(4.20)

\[ = \sum_{\lambda} \langle S_\lambda | \prod_{k=1}^{T} \Omega^*[X u_k] \prod_{k=0}^{T} \Omega[X u_k w^{m+1}] D_w S_\lambda \rangle \]  

(4.21)

\[ = \prod_{(i,j) \atop \pi_i \neq \pi_j} \frac{1}{1 - u_i u_j w^{m+1}} \]  

(4.22)

\[ = \prod_{(i,j) \atop \pi_i \neq \pi_j} \frac{1}{1 - u_i u_j w^{m+1}} M_\pi(m + 1) \]  

(4.23)

\[ \square \]

In the limit we have:

Lemma 4.1.4.

\[ M_\pi(\infty) = \prod_{n \geq 1} \frac{1}{1 - w^n} \]  

(4.24)
Proof. In order for this limit to even make sense, we must have \(|z_i| < 1\) for all \(i\), in which case:

\[
\lim_{m \to \infty} \Omega[Xu_k \omega^m] = 1 \quad (4.25)
\]

Since \(\Omega^*[Xu_k]\) is a degree lowering operator, it follows that:

\[
\lim_{m \to \infty} M_\pi(m) = \sum_\mu \langle S_\mu | \prod_{k=1}^T \Omega^*[Xu_k] \ D_w \ S_\mu \rangle \quad (4.26)
\]

\[
= \sum_\mu \langle S_\mu | D_w \ S_\mu \rangle \quad (4.27)
\]

\[
= \sum_\mu u^{|\mu|} \quad (4.28)
\]

\[
= \prod_{n \geq 1} \frac{1}{1 - u^n} \quad (4.29)
\]

\[
\square
\]

4.1.4 The proof

The proof of the refined version of Theorem 11.1 now proceeds as follows. We begin by applying Lemma 13.36.

\[
\sum_{c \in \text{CPP}(\pi)} z^{[c]} = \sum_\mu \langle S_\mu | G^0(u_0)G^1(u_1) \cdots G^T(u_T) D_w \ S_\mu \rangle \quad (4.30)
\]

Next we repeatedly applies the commutation relations of Lemma 11.6, followed by definition 11.1.1.

\[
= \prod_{i<j} \frac{1}{1 - u_i u_j} \sum_\mu \langle S_\mu | \prod_{k=1}^T \Omega[Xu_k] \ | \prod_{k=1}^T \Omega^*[Xu_k] \ D_w \ S_\mu \rangle \quad (4.31)
\]

\[
= \prod_{i<j} \frac{1}{1 - u_i u_j} M_\pi(0)
\]

We then repeatedly apply Lemma 11.1.3.

\[
= \prod_{i<j} \frac{1}{1 - u_i u_j} \prod_{m \geq 0} \left( \prod_{i,j \neq j} \frac{1}{1 - u_i u_j u_{m+1}} \right) M_\pi(\infty)
\]

Splitting the second product into two, and combining it with the first we have:
\begin{equation}
\prod_{m \geq 1} \left( \prod_{\pi_i > \pi_j} \frac{1}{1 - u_i u_j w^{m-1}} \right) \left( \prod_{\pi_i > \pi_j} \frac{1}{1 - u_i u_j w^m} \right) \right) \pi(\infty)
\end{equation}

Finally, applying Lemma 11.1.4 we have:

\begin{equation}
\prod_{m \geq 1} \frac{1}{1 - w^m} \left( \prod_{\pi_i > \pi_j} \frac{1}{1 - u_i u_j w^{m-1}} \right) \left( \prod_{\pi_i > \pi_j} \frac{1}{1 - u_i u_j w^m} \right)
\end{equation}

To obtain the non-refined version of the Theorem, it suffices to take the following specialization of variables on both sides:

\begin{equation}
w = z^{|T|} \tag{4.32}
\end{equation}

\begin{equation}
u_k = \begin{cases} 
    z^k & \text{if } \pi_k = 1 \\
    z^{-k} & \text{if } \pi_k = 0 \end{cases} \tag{4.33}
\end{equation}

### 4.2 Local rule as higher order function

#### 4.2.1 Combinatorial formulation

We saw in section 8.3.5 that Borodin’s identity (equation 11.1) may be expressed in the form:

\begin{equation}
\sum_{c \in \text{CPP}(\pi)} z^{|\gamma|} = \left( \sum_{\gamma} z^{T|\gamma|} \right) \left( \sum_{s \in \hat{\lambda}(\pi)} \frac{1}{1 - z^{h_{\hat{\lambda}(\pi)}(s)}} \right) \tag{4.34}
\end{equation}

where \( \hat{\lambda}(\pi) \) denotes the cylindric diagram with profile \( \pi \) and \( h_{\hat{\lambda}(\pi)}(s) \) denotes the cylindric hook length of the box \( s \).

The right hand side may be interpreted combinatorially as a weighted sum over pairs \( (\gamma, \delta) \) where \( \gamma \) is an integer partition and \( \delta \) is an arbitrarily labelled cylindric diagram. In other words, we may write Borodin’s identity as:

\begin{equation}
\sum_{c \in \text{CPP}(\pi)} z^{|\gamma|} = \sum_{(\gamma, \delta) \in \text{P} \times \text{ALCD}(\pi)} z^{|\delta| + T|\gamma|} \tag{4.35}
\end{equation}

Here \( \text{P} \) denotes the set of all integer partitions and \( \text{ALCD}(\pi) \) denotes the set of all arbitrarily labelled cylindric diagrams with profile \( \pi \).

Our goal is thus to find, for each possible profile \( \pi \), a weight-preserving bijection between the sets \( \text{CPP}(\pi) \) and the tuple \( (\text{P}, \text{ALCD}(\pi)) \).

\begin{equation}
\psi_\pi : (\text{P}, \text{ALCD}(\pi)) \to \text{CPP}(\pi) \tag{4.36}
\end{equation}

Our bijection will be such that it actually proves the following refined identity:
4.2.2 Definition of local rule

In section 9.2.9 we defined the local rule to be a map with type signature:

\[ \mathfrak{U}_{\alpha,\beta} : U(\alpha) \cap U(\beta) \to (\mathbb{Z}_{\geq 0}, D(\alpha) \cap D(\beta)) \] (4.38)

which satisfies the following weight condition. If \( \lambda = \mathfrak{D}_{\alpha,\beta}(m, \mu) \) then

\[ |\lambda| = |\alpha| + |\beta| - |\mu| + m \] (4.39)

The inverse local rule has type signature:

\[ \mathfrak{D}_{\alpha,\beta} : (\mathbb{Z}_{\geq 0}, D(\alpha) \cap D(\beta)) \to U(\alpha) \cap U(\beta) \] (4.40)

An explicit map satisfying the conditions of the local rule was given in section 9.2.10. Sometimes the local rule is represented graphically as follows:

\[ \begin{array}{c}
\alpha \\
\downarrow^m \\
\lambda \\
\downarrow^\nu \\
\beta
\end{array} \]

See for example, the diagram in section 11.3.3.

Local rule as higher order function

At slight risk of confusion, we shall also use the term “local rule” to refer to a certain higher order function, in the sense of functional programming [Tho99]. In functional programming, a higher order function is a function which takes as input a function, and returns as output a different function.

Referring back to section 8.1.3, for any \( \pi \prec \pi' \) such that \( \pi' \) is obtained from \( \pi \) by adding an inversion at position \( i \), the input function for our local rule \( \mathfrak{L}_i \) will be a weight-preserving bijection of the form:

\[ \psi_\pi : (P, \text{ALCD}(\pi)) \to \text{CPP}(\pi) \] (4.41)

while the output function is a weight preserving bijection of the form:

\[ \psi_{\pi'} : (P, \text{ALCD}(\pi')) \to \text{CPP}(\pi') \] (4.42)
That is to say, the local rule $\mathcal{L}_i$ will have type signature:

$$\mathcal{L}_i : ((P, \text{ALCD}(\pi)) \rightarrow \text{CPP}(\pi)) \rightarrow ((P, \text{ALCD}(\pi')) \rightarrow \text{CPP}(\pi'))$$ (4.43)

In other words:

$$\mathcal{L}_i[\psi_\pi] = \psi_{\pi'}$$ (4.44)

Let $\varphi_\pi$ and $\varphi_{\pi'}$ denote the inverse of $\psi_\pi$ and $\psi_{\pi'}$ respectively. The “inverse local rule” $\mathcal{M}_i$ is the higher order function with type signature:

$$\mathcal{M}_i : (\text{CPP}(\pi) \rightarrow (P, \text{ALCD}(\pi))) \rightarrow (\text{CPP}(\pi') \rightarrow (P, \text{ALCD}(\pi')))$$ (4.45)

That is:

$$\mathcal{M}_i[\varphi_\pi] = \varphi_{\pi'}$$ (4.46)

Note that $\mathcal{M}_i$ is only “inverse” to $\mathcal{L}_i$ in the sense that:

$$\mathcal{L}_i[\psi_\pi] \circ \mathcal{M}_i[\varphi_\pi] = 1_{\text{CPP}(\pi')}$$

$$\mathcal{M}_i[\varphi_\pi] \circ \mathcal{L}_i[\psi_\pi] = 1_{(P, \text{ALCD}(\pi'))}$$

It is not possible to compose $\mathcal{L}_i$ and $\mathcal{M}_i$ directly due to incompatible type signatures.

### Adding and removing boxes

An inside corner of an arbitrarily labelled cylindric diagram is an inversion in the profile of the form $(i, i + 1)$ or $(T, 1)$. An outside corner of an arbitrarily labelled cylindric diagram is a co-inversion in the profile of the form $(i, i + 1)$ or $(T, 1)$. A cylindric diagram always has the same number of inside corners as outside corners.

An inside corner at position $i$ of an arbitrarily labelled cylindric diagram $d'$ with profile $\pi'$ can always be removed to obtain an arbitrarily labelled cylindric diagram with profile $\pi$ where $\pi < \pi'$ (see Section 8.1.3).

Keeping track of the label of the box which we have removed, we shall denote this operator by:

$$l_i : \text{ALCD}(\pi') \rightarrow (Z \geq 0, \text{ALCD}(\pi))$$ (4.47)

Conversely, if $d$ is an arbitrarily labelled cylindric diagram with profile $\pi$, then given an integer $m$ we may create a new arbitrarily labelled cylindric diagram $d'$ with profile $\pi' > \pi$ by adding an outside corner at position $i$ and giving it the label $m$.

We shall denote this operator by:

$$r_i : (Z \geq 0, \text{ALCD}(\pi)) \rightarrow \text{ALCD}(\pi')$$ (4.48)

### Definition of Local Rule

Choose any $(\gamma, d') \in (P, \text{ALCD}(\pi'))$ and let

$$(m, d) = l_i[d']$$ (4.49)

Suppose that:

$$\psi_\pi(\gamma, d) = c = (\mu_0^0, \mu_1^1, \ldots, \mu_T^T)$$ (4.50)
Let:
\[
\begin{align*}
\alpha & = \mu^{i-1} \\
\gamma & = \mu^i \\
\beta & = \mu^{i+1}
\end{align*}
\]
and let
\[
\lambda = \Upsilon_{\alpha,\beta}(\gamma, m)
\]
We define:
\[
\mathcal{L}_i[\psi_{\pi}](\gamma, \emptyset) = \epsilon' = (\mu^0, \ldots, \mu^{i-1}, \lambda, \mu^{i+1}, \ldots \mu^T)
\]
Note that the horizontal strip condition in the definition of \(\Upsilon_{\alpha,\beta}\) ensures that this definition is well-defined.

**Definition of inverse Local Rule**

The inverse local rule is defined similarly. Choose any cylindrical plane partition \(\epsilon' = (\mu^0, \mu^1, \ldots, \mu^T)\) with profile \(\pi'\). Let us define:
\[
\begin{align*}
\alpha & = \mu^{i-1} \\
\lambda & = \mu^i \\
\beta & = \mu^{i+1}
\end{align*}
\]
Next let
\[
(m, \nu) = \mathcal{D}_{\alpha,\beta}(\lambda)
\]
and let \(\epsilon\) be the cylindrical plane partition with profile \(\pi\) given by \(\epsilon = (\mu^0, \ldots, \mu^{i-1}, \nu, \mu^{i+1}, \ldots \mu^T)\).

If \(\varphi_\pi(\epsilon) = (\gamma, \emptyset)\) then we define
\[
\mathcal{M}_i[\varphi_{\pi}](\epsilon') = (\gamma, \emptyset')
\]
where \(\emptyset' = \tau_i[(m, \emptyset)]\)

### 4.3 The bijection

#### 4.3.1 Idea of bijection

In the special case when the arbitrarily labelled cylindric diagram \(\emptyset\) has depth zero (see definition 8.3.4), the strongly weight-preserving bijection is particularly simple:
\[
\psi_\pi(\gamma, \emptyset) = (\gamma, \gamma, \ldots \gamma)
\]

The idea is to recursively construct bijections, starting from this base case, by repeated application of the local rule (section 11.2.2) and the rotation operator (definition 8.3.5).
Each application of the local rule corresponds to an application of the commutation relation (equation 10.4.2) in the algebraic proof of Borodin’s identity while each application of the rotation operator corresponds to an application of the cylindric invariance of the trace.

The recursion is not only over the number of inversions in the profile, but also over the depth of the arbitrarily labelled cylindric diagram upon which the bijection is acting.

Although the precise structure of the recursion is a little complicated to describe in words, it may be neatly encoded in a geometric object called a cylindric growth diagram.

### 4.3.2 Cylindric growth diagrams

#### Cylindric diagram

The idea of a growth diagram was first introduced by Fomin [Fom95, Fom88]. Krattenthaler [Kra06] made use of this framework to give a new bijective proof of Stanley’s identity (equation 8.6). In the cylindric case we change the underlying poset, but the essential idea remains the same.

**Definition 4.3.1.** For any \( n, m \geq 1 \), the cylindric poset \( \mathcal{G}(n, m) \) is the quotient of \( \mathbb{Z}^2 \) via the equivalence relation:

\[
(x, y) \equiv (x + n, y - m)
\]

We shall write \( v \triangleleft w \) to indicate that the vertex \( w \) covers the vertex \( v \) in the cylindric poset.

One need to check that this definition is well-defined. The equivalence classes are given by:

\[
[(x, y)] = \{(x + kn, x - km), k \in \mathbb{Z}\}
\]

Reflexivity and transitivity are obvious, we shall just prove antisymmetry. Suppose that \( [(x, y)] \leq [(x', y')] \). This implies that there exists a \( k' \in \mathbb{Z} \) such that:

\[
\begin{align*}
x &\leq x' + k' n \\
y &\leq y' - k' m
\end{align*}
\]

If we have also that \( [(x', y')] \leq [(x, y)] \) then there exists \( k \in \mathbb{Z} \) such that:

\[
\begin{align*}
x' &\leq x + kn \\
y' &\leq y - km
\end{align*}
\]

Putting these together we have \( x \leq x + (k + k')n \) which implies \( (k + k') \geq 0 \). Similarly we have \( y \leq y - (k + k')m \) which implies that \( (k + k') \leq 0 \). The only way that this is possible is if \( k + k' = 0 \), or \( k = -k' \).

Now:

\[
x + kn \leq x' + k'n + kn = x'
\]

which implies that \( x \leq x' + k'n \). But:

\[
x' + k'n \leq x + kn + k'n = x
\]

So \( x = x' + k'n \). Similarly \( y = y + km \). It follows that \( [(x, y)] = [(x', y')] \).
Bijection with cylindric diagrams

**Definition 4.3.2.** A face in the cylindric poset is a set of four vertices \((u; v_1, v_2; w)\) satisfying \(u \lessdot v_1 \lessdot w\) and \(u \lessdot v_2 \lessdot w\).

We say that the face \((u; v_1, v_2; w)\) lies above the vertex \(u\) and below the vertex \(w\).

**Definition 4.3.3.** For any binary string \(\pi\) containing \(n\) zeros and \(m\) ones, a path in a cylindric growth diagram \(G(\pi)\) is a sequence of vertices:

\[
p = (v_0, v_1, \ldots, v_{n+m-1}, v_{n+m}) \quad \text{with} \quad v_0 = v_{n+m}
\]

satisfying \(v_{k-1} \lessdot v_k\) if \(\pi_k = 0\), otherwise \(v_{k-1} \gtrdot v_k\).

**Lemma 4.3.1.** There is a natural bijection between the cylindric diagram with profile \(\pi \in \text{Bin}(n, m)\), and the subposet of the cylindric poset \(G(\pi)\) which lies below any given path with profile \(\pi\).

This bijection maps the boxes of the cylindric diagram (section 8.3.2) to the faces of the cylindric poset.

Cylindric growth diagram

**Definition 4.3.4.** A cylindric growth diagram with profile \(\pi \in \text{Bin}(n, m)\) is the subset of the cylindric diagram \(G(\pi)\) which lies below a path with profile \(\pi\) (referred to as the upper boundary), whose vertices are labelled by integer partitions, and whose faces are labelled by non-negative integers, in such a way that the following three conditions are satisfied:

1. If \(v \lessdot w\), and if \(\lambda\) is the integer partition labelling the vertex \(v\) and \(\mu\) is the integer partition labelling the vertex \(w\), then \(\lambda/\mu\) is a horizontal strip.
2. All but finitely many of the vertices are labelled with the same integer partition \(\gamma\).
3. If \((u; v_1, v_2; w)\) is a face with label \(m\), and if the labels of \(u\), \(v_1\), \(v_2\) and \(w\) are \(\mu\), \(\alpha\), \(\beta\) and \(\lambda\) respectively then:

\[
U_{\alpha, \beta}(m, \mu) = \lambda
\]

The invertibility of the local rule implies that condition (3) could be equivalently formulated as follows:

**Lemma 4.3.2.** If \((u; v_1, v_2; w)\) is a face of a cylindric diagram \(G(\pi)\) with label \(m\), and if the labels of \(u\), \(v_1\), \(v_2\) and \(w\) are \(\mu\), \(\alpha\), \(\beta\) and \(\lambda\) respectively then:

\[
D_{\alpha, \beta}(\lambda) = (m, \mu)
\]

Observe that the weight condition of the local rule 11.2.2 we have:

**Lemma 4.3.3.** \(D_{\gamma, \gamma}(\gamma) = (0, \gamma)\)

It follows that below a certain point in a cylindric growth diagram, all the vertices will have the same label, and all the faces will be labelled by zero.
4.3.3 The bijection

Here is an example of a growth diagram with $\pi = 00101$. Note that the profile is read from right to left. Zero corresponds to a $SW$ step and one corresponds to a $NW$ step:

$$
(6, 4, 3, 2) \quad (4, 3, 2, 1) \quad (5, 3, 2) \quad 5

5 \quad (4, 3, 2) \quad 1 \quad (3, 2, 2) \quad 0 \quad (4, 3, 2)

(4, 3, 2) \quad 0 \quad (3, 2, 2) \quad 0 \quad (3, 2, 1) \quad 1

1 \quad (3, 2, 2) \quad 0 \quad (3, 2, 1) \quad 0 \quad (3, 2)

(3, 2) \quad 1 \quad (3, 2, 1) \quad 0 \quad (3, 2)

(3, 2) \quad 1 \quad (3, 2)

(3, 2)

Note that we have truncated the diagram below the lower boundary, where all vertices have the same label.

**Lemma 4.3.4.** For any path $p$ in a cylindric growth diagram $\mathcal{G}(\pi)$ with profile $\pi$, the sequence of profiles associated to the vertices of the path form a cylindric plane partition.

In particular, the sequence of partitions labelling the vertices along the upper boundary form an element of $\text{CPP}(\pi)$.

$$
(6, 4, 3, 2) \quad (4, 3, 2, 1) \quad (5, 3, 2)

(4, 3, 2) \quad (3, 2, 2)

(3, 2) \quad 1 \quad (3, 2)

(3, 2) \quad 1 \quad (3, 2)
Note that this is just a rotation of the example cylindric plane partition given in section 8.3.2.

**Lemma 4.3.5.** If the labels of the vertices of a cylindric growth diagram $\mathcal{G}(\pi)$ with profile $\pi$ are forgotten, then we obtain an arbitrarily labelled cylindric diagram.

![Cylindric Growth Diagram](image)

Note that the arbitrarily labelled cylindric diagram is a rotation of the example given in section 8.3.5.

A growth diagram should be thought of as an object which interpolates between the LHS and the RHS of the bijection which we wish to establish.

**Proposition 4.3.1.** To every cylindric plane partition, there is a uniquely associated cylindric growth diagram.

*Proof.* Once the labels on the upper boundary have been specified, property (3) of definition 11.3.4 ensures that there is a unique way in which to label the remaining faces and vertices.

**Proposition 4.3.2.** To every pair $(\gamma, \mathfrak{d})$ where $\gamma$ is an integer partition and $\mathfrak{d}$ is an arbitrarily labelled cylindric diagram, there exists a uniquely defined cylindric growth diagram.

*Proof.* Let $d$ denote the depth of $\mathfrak{d}$. To every face with depth greater than $d$ assign the label 0. To every vertex lying below a face with depth greater than $d$, assign the label $\gamma$. Property (3) of definition 11.3.4 ensures that there is a unique way to label the remaining faces and vertices. Lemma 11.3.3 ensures that the resulting growth diagram is well-defined.

**4.3.4 Remarks**

The following lemma guarantees that, when there are multiple inversions in the profile string, the order in which the local rules are applied is of no importance.

**Lemma 4.3.6.** If $\pi$ has inversions at both positions $i$ and $j$ then:

$$\mathcal{L}_i \circ \mathcal{L}_j[\psi_\pi] = \mathcal{L}_j \circ \mathcal{L}_i[\psi_\pi]$$

(4.56)
Proof. Without loss of generality we may assume that \( j > i \). If \( \pi \) has inversions at both positions \( i \) and \( j \) then \( \pi_i = 0 = \pi_j \) and \( \pi_{i+1} = 1 = \pi_{j+1} \) thus \( j - i \geq 2 \). Application of the local rule \( L_i \) does not effect the \((j - 1)\)th diagonal. Similarly, application of the local rule \( L_j \) does not effect the \((i+1)\)th diagonal, thus the two operators commute.

Given a path \( p \) with profile \( \pi_{\text{max}} \) it is not possible to apply the local rule \( M_i \) for any \( i \). It is however possible to rotate the cylinder, and thus obtain a new path \( \sigma(p) \) with profile \( \pi_{\text{min}} \) (see Section 8.3.5).

If \( d \) is an arbitrarily labelled cylindric diagram with profile \( \pi \) and depth \( d > 0 \) then in order to construct the bijection \( \psi_\pi(\gamma, d) \) the cylindric shift operator will have to be applied \( d - 1 \) times.

It remains to prove that our bijection is weight preserving.

4.4 The weight

4.4.1 Alternative definition of weight

Let us define the cohook of a box \( b \) in an arbitrarily labelled cylindric diagram \( d \) to be:

\[
\text{cohook}(b) = \{ b' | b \in \text{hook}(b') \} \tag{4.57}
\]

Although the number of boxes in the cohook of a given box is always infinite, since only a finite number of the labels are zero it still makes sense to define the weight of a cohook:

\[
|\text{cohook}(b)|_\delta = \sum_{b' \in \text{cohook}(b)} \text{label}(b') \tag{4.58}
\]

Let \( \text{diag}(k) \) denote the set of all boxes on the \( k \)-th diagonal. Furthermore let us define the weight of the diagonal of an arbitrarily labelled cylindric diagram \( d \) to be:

\[
|\text{diag}(k)|_\delta = \sum_{b \in \text{diag}(k)} |\text{cohook}(b)|_\delta \tag{4.59}
\]
Note that if \( b \) is taken to be the box of \( \text{diag}(k) \) lying furthest to the “north-west” then \( |\text{diag}(k)|_b \) is none other than the sum of all the labels of boxes lying “south-east” of \( b \).

With these definitions we may give an alternative definition of the weight of \( d \):

\[
|d| = \sum_{b' \in \lambda} \text{label}(b') \text{hook}(b) = \sum_{b' \in \lambda} \sum_{b \in \text{hook}(b')} 1 \tag{4.60}
\]

\[
= \sum_{b \in \lambda} \sum_{b' \in \text{cohook}(b)} \text{label}(b') \tag{4.61}
\]

\[
= \sum_{b \in \lambda} |\text{cohook}(b)|_d \tag{4.62}
\]

\[
= \sum_{k=1}^{T} |\text{diag}(k)|_d \tag{4.63}
\]

The refined weight of a cylindric plane partition is given by:

\[
z_1^{|\text{diag}(1)|_d} z_2^{|\text{diag}(2)|_d} \cdots z_T^{|\text{diag}(T)|_d} \tag{4.64}
\]

**Definition 4.4.1.** We shall say that a bijection:

\[ \psi_{\pi} : (P, \text{ALCD}(\pi)) \rightarrow \text{CPP}(\pi) \]

is strongly weight preserving if whenever:

\[ \psi_{\pi}(\nu, d) = c = (\mu^0, \mu^1, \ldots, \mu^T) \]

we have for all \( 1 \leq k \leq T \) that:

\[ |\mu^k| = |\gamma| + |\text{diag}(k)|_d \tag{4.65} \]

**Lemma 4.4.1.** Strongly weight preserving implies weight preserving.

### 4.4.2 Proof that the bijection is strongly weight preserving

In this section we prove that our bijection is strongly weight preserving.

**Proposition 4.4.1.** If \((m, d) = l.[d']\) then:

\[ |\text{diag}(i)|_{d'} = m + |\text{diag}(i - 1)|_d + |\text{diag}(i + 1)|_d - |\text{diag}(i)|_d \tag{4.66} \]

**Proof.** Let \( b \) denote the box of \( d' \) with cylindric inversion coordinates \((i, i + 1, 0)\). The sum of all the labels in boxes in the same cylindric column as \( b \) is given by:

\[ |\text{diag}(i + 1)|_d - |\text{diag}(i)|_d \tag{4.67} \]
while the sum of all the labels in boxes lying in the same cylindric row as \( b \) is given by:

\[ |\text{diag}(i - 1)|_b - |\text{diag}(i)|_b \]  \hspace{1cm} (4.70)

In other words:

\[ \text{cohook}(i, i + 1, 0)_{b'} = m + |\text{diag}(i - 1)|_b + |\text{diag}(i + 1)|_b - 2|\text{diag}(i)|_b \]  \hspace{1cm} (4.71)

Now:

\[ |\text{diag}(i)|_{b'} = |\text{diag}(i)|_b + \text{cohook}(i, i + 1, 0)_{b'} \]  \hspace{1cm} (4.72)

\[ = m + |\text{diag}(i - 1)|_b + |\text{diag}(i + 1)|_b - |\text{diag}(i)|_b \]  \hspace{1cm} (4.73)

**Proposition 4.4.2.** If \( \psi_\pi \) is strongly weight preserving, then so is \( \mathfrak{L}_i(\psi_\pi) \).

**Proof.** Let:

\( (m, d) = I_i[d'] \)  \hspace{1cm} (4.74)

and let:

\( \psi_\pi(\gamma, d) = c = (\mu^0, \ldots, \alpha, \nu, \beta, \ldots \mu^T) \)  \hspace{1cm} (4.75)

Then:

\( \mathfrak{L}_i[\psi_\pi](\gamma, d') = c' = (\mu^0, \ldots, \alpha, \lambda, \beta, \ldots \mu^T) \)  \hspace{1cm} (4.76)

where:

\( \lambda = \Pi_{\alpha, \beta}(m, \nu) \)  \hspace{1cm} (4.77)

The weight condition for the local rule assures us that:

\[ |\lambda| = m + |\alpha| + |\beta| - |\nu| \]  \hspace{1cm} (4.78)

For all \( j \neq i \) we have

\[ |\text{diag}(j)|_b = |\text{diag}(j)|_{b'} = |\mu^j| - |\gamma| \]  \hspace{1cm} (4.79)

We must show that:

\[ |\text{diag}(i)|_{b'} = |\lambda| - |\gamma| \]  \hspace{1cm} (4.80)

Now, by proposition 11.4.1 and the assumption that \( \psi_\pi \) is strongly weight-preserving, we have:

\[ |\text{diag}(i)|_{b'} = m + |\text{diag}(i - 1)|_b + |\text{diag}(i + 1)|_b - |\text{diag}(i)|_b \]  \hspace{1cm} (4.81)

\[ = m + (|\alpha| - |\gamma|) + (|\beta| - |\gamma|) - (|\nu| - |\gamma|) \]  \hspace{1cm} (4.82)

\[ = |\lambda| - |\gamma| \]  \hspace{1cm} (4.83)

The result follows.  \( \square \)
4.5 Conclusion

We have made use of Fomin’s growth diagram framework [Fom95, Fom88] to give a bijective proof of a refined version of Borodin’s identity (equation 8.8). Our proof generalizes known proofs for Stanley’s identity (equation 8.6) and MacMahon’s identity (equation 8.5).

Due to the fact that there are two equally natural extensions of Fomin’s local rule to the horizontal strip case (see section 9.2.9) we have actually given two distinct bijective proofs of Borodin’s identity, one corresponding to the RSK correspondence, and the other corresponding to the Burge correspondence:

\[ \psi_R, \psi_B : (P, \text{ALCD}(\pi)) \rightarrow \text{CPP}(\pi) \] (4.84)

These two maps are closely related by the Schützenberger involution [vL05]. Observe that we have:

\[ \psi_R \circ \psi_B^{-1} : \text{CPP}(\pi) \rightarrow \text{CPP}(\pi) \] (4.85)

What can we say about this map?

Tingley [Tin08] showed that cylindric plane partitions can be understood as crystal bases for \( \hat{sl}_n \). Does the map in equation 11.85 have any interpretation at the level of representation theory?

It is known [JM83] that the tensor product of the highest weight representation of \( \hat{sl}_n \) associated to the profile \( \pi \) by the evaluation representation of \( sl_n \) associated to the natural representation of \( sl_n \) decomposes as a direct sum of highest weight representations, where those highest weight representations occurring in the sum are precisely those associated to the profile \( \pi' \) where \( \pi \prec \pi' \) in the partial order described in section 8.1.3. Is it possible to make use of the local rule formalism to better understand this decomposition on the crystal basis level?
5. Macdonald polynomial analog

5.1 \((q, t)\)-Borodin identity

5.1.1 Statement

Theorem 5.1.1. For any binary string \(\pi\) we have:

\[
\sum_{c \in CPP(\pi)} W_c(q, t) z^{|c|} = \prod_{n \geq 0} \left( \frac{1}{1 - z^{(n+1)T}} \prod_{i \prec j, \pi_i > \pi_j} (t z^{j-i+nT}; q) \prod_{i \succ j, \pi_i > \pi_j} (t z^{j-i+(n+1)T}; q) \right)
\]

(5.1)

where if \(c = (\mu_0, \mu_1, \ldots, \mu_T)\) then the weight function is given by:

\[
W_c(q, t) = \prod_{k=1}^T \varphi_{\mu_k/\mu_{k-1}}(q, t) \prod_{k=1}^T \psi_{\mu_k/\mu_{k-1}}(q, t)
\]

(5.2)

See equations 10.63 and 10.64 for the definition of the Macdonald Pieri coefficients.

Note that when \(q = t\) the weight function reduces to one, and equation 11.1.1 reduces to equation 11.1. The proof of the Hall–Littlewood case of this identity is due to Corteel and Savelief, Cyrille and Vuletić [CSV11] while the proof of the Macdonald version of the reverse plane partition case is due to Okada [Oka10].

As in the Schur case, the nature of the proof is such that the identity remains true if on the left hand side we replace:

\[
z^{|c|} \mapsto z_0^{\mu_0} z_1^{\mu_1} \cdots z_{T-1}^{\mu_{T-1}}
\]

while on the right hand side we replace:

\[
z^{nT} \mapsto z_0^n z_1^n \cdots z_{T-1}^n
\]

\[
z^{j-i+nT} \mapsto z_0^n z_1^n \cdots z_{j-1}^n z_{j+1}^n \cdots z_{T-1}^n \quad \text{when } i < j
\]

\[
z^{j-i+(n+1)T} \mapsto z_0^{n+1} z_1^1 \cdots z_j^n z_{j+1}^n \cdots z_{T-1}^{n+1} \quad \text{when } i > j
\]

5.1.2 Proof

Our proof is almost identical to that given in section 11.1. The only difference is that instead of using the Hall inner product \(\langle -,- \rangle\) and the operators \(\Omega[Xu]\) and \(\Omega^*[Xv]\) from section 10.3, we use the Macdonald inner product \(\langle -,- \rangle_{q,t}\) and the operators \(\Omega_{q,t}[Xu]\) and \(\Omega^*_{q,t}[Xv]\) from section 10.6.3.
Notation

Using the same “degree” operator as in section 11.1.1:

\[ D_z P_\lambda[X] = z^{|\lambda|} P_\lambda[X] \]  

(5.3)

We have:

Lemma 5.1.1.

\[ D_z \Omega_{q,t}[Xu] = \Omega_{q,t}[Xuz] D_z \]  

(5.4)

\[ D_z \Omega^*_{q,t}[Xu] = \Omega^*_{q,t}[Xuz^{-1}] D_z \]  

(5.5)

Proof. This fact follows immediately from the action of \( \Omega_{q,t}[Xu] \) and \( \Omega_{q,t}[Xv] \) on Macdonald polynomials (equations 10.61 and 10.62).

For notational convenience we shall define:

\[ H^0(z) = \Omega_{q,t}[Xz] \]  

(5.6)

\[ H^1(z) = \Omega^*_{q,t}[Xz] \]  

(5.7)

These shall play an analogous role to the operators \( G^0(z) \) and \( G^1(z) \) defined in section 11.1.1.

Algebraic interpretation of left hand side

Lemma 5.1.2. The left hand side of the refined version of equation 12.1 may be expressed in the form:

\[ \text{lhs}(\pi) = \sum_{\mu} \langle Q_\mu \mid H^{\pi_0}(u_0) H^{\pi_1}(u_1) \cdots H^{\pi_T}(u_T) D_w P_\mu \rangle_{q,t} \]  

(5.8)

where:

\[ w = z_0 z_1 \cdots z_{T-1} \]  

(5.9)

\[ u_k = \begin{cases} z_0 z_1 \cdots z_{k-1} & \text{if } \pi_k = 1 \\ z_0^{-1} z_1^{-1} \cdots z_{k-1}^{-1} & \text{if } \pi_k = 0 \end{cases} \]  

(5.10)

Proof. From the “interlacing sequence” definition of a cylindric plane partitions 8.3.1 it is clear that a cylindric plane partition is constructed by successively adding and removing horizontal strips. As in the Schur case, the degree operator \( D_z \) is used to keep track of the number of cubes in the resulting cylindric plane partition.

The new feature in the Macdonald case is presence of the \((q,t)\)-Pieri coefficients in the definition of the weight function (equation 12.2). This comes directly from the action of the operators \( \Omega_{q,t}(Xu) \) and \( \Omega^*_{q,t}(Xu) \) on Macdonald polynomials given in equations 10.61 and 10.62.

Using the fact that the Macdonald \( P \)-functions are orthogonal to the Macdonald \( Q \)-functions with respect to the Macdonald inner product we may write:

\[ \text{lhs}(\pi) = \sum_{\mu} \langle Q_\mu \mid D_{z_0} H^{\pi_0}(1) D_{z_1} H^{\pi_1}(1) \cdots D_{z_{T-1}} H^{\pi_T}(1) P_\mu \rangle_{q,t} \]  

(5.11)

It remains to commute all the shift operators to the right hand side using Lemma 12.1.1.\qed
Note that the above expression can also be understood as the trace of the operator:

$$H^{\pi_0}(u_0)H^{\pi_1}(u_1)\cdots H^{\pi_T}(u_T)D_w$$

acting on symmetric functions over $\mathbb{Q}(q,t)$.

Some lemmas

Let us define:

**Definition 5.1.1.**

$$N_\pi(m) = \sum_\mu \langle Q_\mu \mid \prod_{k=1}^T \Omega_{q,t}[X u_k w^m] \prod_{k=1}^T \Omega^*_{q,t}[X u_k] D_w P_\mu \rangle_{q,t}$$

(5.12)

**Lemma 5.1.3.**

$$N_\pi(m) = \prod_{(i,j)} \frac{(u_i u_j w^{m+1}; q)_\infty}{(u_i u_j w^m; q)_\infty} N_\pi(m + 1)$$

Proof. This is the same calculation as in Lemma 11.1.3, only using the Macdonald commutation relation (lemma 10.6.2) rather than the Schur commutation relation (proposition 10.4.2).

Since the $\{P_\lambda\}$ are orthogonal to the $\{Q_\lambda\}$ with respect to the Macdonald inner product, and since:

$$\text{tr}(AB) = \text{tr}(BA)$$

We may write:

$$N_\pi(m) = \sum_{\mu, \lambda} \langle Q_\mu \mid \prod_{k=1}^T \Omega_{q,t}[X u_k w^m] P_\lambda \rangle_{q,t} \langle Q_\lambda \mid \prod_{k=1}^T \Omega^*_{q,t}[X u_k] D_w P_\mu \rangle_{q,t}$$

(5.13)

$$= \sum_{\mu, \lambda} \langle Q_\mu \mid \prod_{k=1}^T \Omega^*_{q,t}[X u_k] D_w P_\mu \rangle_{q,t} \langle Q_\lambda \mid \prod_{k=1}^T \Omega_{q,t}[X u_k w^m] P_\lambda \rangle_{q,t}$$

(5.14)

$$= \sum_{\lambda} \langle Q_\lambda \mid \prod_{k=1}^T \Omega^*_{q,t}[X u_k] D_w \prod_{k=1}^T \Omega_{q,t}[X u_k w^m] P_\lambda \rangle_{q,t}$$

(5.15)
Next applying the commutation relations of Lemma 12.1.1 and Lemma 10.6.2 we have:

\[
N_\pi(m) = \sum_\lambda \langle Q_\lambda | \prod_{k=1}^T \Omega_{q,t}^*[Xu_k] D_w \prod_{k=1}^T \Omega_{q,t}[Xu_k w^m] P_\lambda \rangle_{q,t} \\
= \sum_\lambda \langle Q_\lambda | \prod_{k=1}^T \Omega_{q,t}^*[Xu_k] \prod_{k=1}^T \Omega_{q,t}[Xu_k w^{m+1}] D_w P_\lambda \rangle_{q,t} \\
= \prod_{(i,j) \atop \pi_i \neq \pi_j} \frac{(tu_i u_j w^{m+1}; q)_\infty}{(u_i u_j w^m; q)_\infty} \sum_\lambda \langle Q_\lambda | \prod_{k=1}^T \Omega_{q,t}[Xu_k w^{m+1}] \prod_{k=1}^T \Omega_{q,t}[Xu_k] D_w P_\lambda \rangle_{q,t} \\
= \prod_{(i,j) \atop \pi_i \neq \pi_j} \frac{(tu_i u_j w^{m+1}; q)_\infty}{(u_i u_j w^m; q)_\infty} N_\pi(m+1) \\
\]

(5.16) (5.17) (5.18) (5.19)

As in the Schur case, we have in the limit:

**Lemma 5.1.4.**

\[
N_\pi(\infty) = \prod_{n \geq 1} \frac{1}{1 - w^n} 
\]

(5.20)

**Proof.** In order for this limit to even make sense, we must have \(|z_i| < 1\) for all \(i\), in which case:

\[
\lim_{m \to \infty} \Omega_{q,t}[Xu_k w^m] = 1
\]

Since \(\Omega_{q,t}[Xu_k]\) is a degree lowering operator, it follows that:

\[
\lim_{m \to \infty} N_\pi(m) = \sum_\mu \langle Q_\mu | \prod_{k=1}^T \Omega_{q,t}^*[Xu_k] D_w P_\mu \rangle_{q,t} \\
= \sum_\mu \langle Q_\mu | D_w P_\mu \rangle_{q,t} \\
= \sum_\mu w^{|\mu|} \\
= \prod_{n \geq 1} \frac{1}{1 - w^n}
\]

(5.20)

**The proof**

The proof of the refined version of Theorem 12.1.1 now proceeds in the same manner as in section 11.1.4. We begin by applying Lemma 12.1.2
\[ \sum_{c \in \text{CPP}(\pi)} W_c(q,t) z^{\lvert c \rvert} = \sum_{\mu} (Q_{\mu} | H^{\tau_0}(u_0) H^{\tau_1}(u_1) \cdots H^{\tau_T}(u_T) D_w P_{\mu})_{q,t} \]

Next we repeatedly apply the commutation relations of Lemma 10.6.2, followed by definition 12.1.1.

\[ = \prod_{i < j} \left( \frac{tu_i u_j}{u_i u_j} \right)_{\pi_i > \pi_j} \sum_{\mu} (Q_{\mu} | \prod_{k=1}^{T} \Omega_{q,t}[X u_k] \prod_{k=1}^{T} \Omega_{q,t}^{*}[X u_k] D_w P_{\mu})_{q,t} \]

\[ = \prod_{i < j} \left( \frac{tu_i u_j}{u_i u_j} \right)_{\pi_i > \pi_j} \sum_{\mu} (Q_{\mu} | \prod_{i,j} \left( \frac{tu_i u_j w^{m+1}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} N_{\pi}(0) \]

We then repeatedly apply Lemma 11.1.3.

\[ = \prod_{i < j} \left( \frac{tu_i u_j}{u_i u_j} \right)_{\pi_i > \pi_j} \prod_{m \geq 0} \left( \frac{tu_i u_j w^{m+1}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} \prod_{i,j} \left( \frac{tu_i u_j w^{m+1}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} N_{\pi}(\infty) \]

Splitting the second product into two, and combining it with the first we have:

\[ = \prod_{m \geq 1} \left( \frac{tu_i u_j w^{m-1}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} \prod_{i,j} \left( \frac{tu_i u_j w^{m}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} N_{\pi}(\infty) \]

Finally, applying Lemma 12.1.4 we have:

\[ = \prod_{m \geq 1} \frac{1}{1 - w^m} \left( \frac{tu_i u_j w^{m-1}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} \prod_{i,j} \left( \frac{tu_i u_j w^{m}}{(u_i u_j w^m)} \right)_{\pi_i > \pi_j} \]

As in the Schur case, to obtain the non-refined version of the Theorem, it suffices to take the following specialization of variables on both sides:

\[ w = z^{\lvert T \rvert} \] (5.21)

\[ u_k = \begin{cases} z^k & \text{if } \pi_k = 1 \\ z^{-k} & \text{if } \pi_k = 0 \end{cases} \] (5.22)

### 5.2 The Macdonald weight

Recall that in the plethystic notation [GHT99, Las03], if

\[ a(q,t) = \sum_{n,m} a_{n,m} q^n t^m \]
with \( a_{n,m} \in \mathbb{Z} \) and \( a_{0,0} = 0 \), then we have:

\[
\Omega[a(q,t)] = \prod_{n,m} \frac{1}{(1 - q^n t^m)^a_{n,m}}
\]

Making use of this notation, the cylindric weight function (equation 12.2) may be given an explicit combinatorial description:

**Theorem 5.2.1.**

\[
W_c(q,t) = \Omega[(q - t)D_c(q,t)]
\]  

(5.23)

where the alphabet \( D_c(q,t) \) is given by:

\[
D_c(q,t) = \sum_{s \in \text{peak}(c)} q^{n(s)} t^{\ell(s)} - \sum_{s \in \text{valley}(c)} q^{n(s)} t^{\ell(s)}
\]  

(5.24)

The arm length of a cube in a cylindric plane partition is equal to the arm length of the corresponding box with respect to the partition in which it lies. Likewise, the leg length of a cube in a cylindric plane partition is equal to the leg length of the corresponding box with respect to the partition in which it lies (see Section 8.1.2).

The precise definition of “valley” and “peak” cubes will be given in subsection 12.2.2. A proof of theorem 12.2.1 will be given in subsection 12.3. In section 12.2.3 we remark that Theorem 12.2.1 reduces to the combinatorial formula for the Hall–Littlewood weight function given in [Vul09] and [CSV11].

### 5.2.1 Lattice paths on the cylinder

The goal of this section is to give a bijection between cylindric plane partitions, defined as periodic interlacing sequences, and certain families of non-intersecting lattice paths on the cylinder - or equivalently rhombus tilings on the cylinder. In particular we need to understand what the meaning of a cube is in the non-intersecting lattice path picture (see Definition 8.3.2)

Our construction is “dual” to the construction given in Krattenthaler’s original paper [GK97]. Before proceeding any further, here is an example:
5.2 — The Macdonald weight

\[ c = ((3, 2, 2), (4, 3, 2, 1), (4, 3, 2), (6, 4, 3, 2), (5, 3, 2), (3, 2, 2)) \]

The bijection between the path model and the tiling model is clear. The white vertices correspond to the yellow tiles. Each upstep of a path corresponds to a red tile. Each downstep of a path corresponds to a blue tile. Note that, due to cylindricity, the first column corresponds to the last column, only shifted one step.

5.2.2 Cubes in lattice path picture

Definition 5.2.1. We say that a vertex of the lattice is occupied or black if there is a path passing through that vertex, otherwise we say that the vertex is unoccupied or white.

Definition 5.2.2. A “cube” in the non-intersecting lattice path model corresponds to a pair of vertices \( u = (x, y_1) \) and \( v = (x, y_2) \) with \( u \) coloured black, \( v \) coloured white and \( y_1 < y_2 \).

Definition 5.2.3. The path associated to the cube \((u, v)\) is the path which passes through the black vertex \( v \).

Definition 5.2.4. A valley cube is a cube \((u, v)\) for which the associated path takes a down step just before passing through \( v \), followed immediately by an upstep.

Definition 5.2.5. A peak cube is a cube \((u, v)\) for which the associated path takes an up step just before passing through \( v \), followed immediately by a downstep.
Chapitre 5 — Macdonald polynomial analog

We have marked one peak cube and one valley cube on the diagram, together with their contribution to the alphabet $D_c(q,t)$ in equation 12.2.1. Since we are working on a cylinder, the first vertical is identified with the last vertical in such a way that each path forms a closed loop.

5.2.3 Hall–Littlewood case

Definition 5.2.6. A surface cube is a cube $(u,v)$ such that if $u = (x,y_1)$ and $v = (x,y_2)$ then for all $w = (x,y')$ with $y_1 < y' < y_2$ the vertex $w$ is coloured white.

Definition 5.2.7. The level of a surface cube $(u,v)$ is $y_2 - y_1$ where $u = (x,y_1)$ and $v = (x,y_2)$.

Surface cubes are naturally in bijection with the yellow tiles in the rhombus tiling model. In the Hall–Littlewood case we have $q = 0$, thus the only boxes which contribute to the alphabet $D_c(q,t)$ are those with arm-length zero. Since there is a bijection between such cubes and the “yellow” tiles of the rhombus tiling model, and since the leg length of the cube is precisely the level, as defined in [Vul09] and [CSV11], it follows that Theorem 12.2.1 reduces the combinatorial formula for the Hall–Littlewood weight case in [Vul09] and [CSV11].

5.2.4 Bijection

We shall now describe explicitly the bijection between cylindric plane partitions and families of non-intersecting lattice paths on the cylinder. The impatient reader may wish to skip the technical details in the section, and simply remark that the parts of the individual partitions in the interlacing sequence model may be read, from right to left, from the “heights” of the corresponding surface cubes in the rhombus tiling model.

Equivalently, interpreting the black vertices as ones and the white vertices as zeros, the binary strings obtained from reading upwards along a given vertical gives the profile of the corresponding partition in the “interlacing sequence model”.

Definition 5.2.8. The cylinder of period $T$ is the triangular lattice with vertices $(x,y)$ where either both $x$ and $y$ are even or both $x$ and $y$ are odd, and for which $0 \leq x \leq T$.

In our example we have $T = 5$. We have drawn a segment of the cylinder corresponding to $0 \leq y \leq 22$.

Encoding of paths

Definition 5.2.9. A path on the cylinder of period $T$ is a sequence of integers $(y_0,y_1,\ldots,y_T)$ with $y_0$ even such that for each $k$ we have either $y_{k+1} = y_k + 1$ or $y_{k+1} = y_k - 1$.

Lemma 5.2.1. Each path on the cylinder of period $T$ may be uniquely encoded by its starting position $y_0$ and the binary string $p$ given by $p^k = 1$ if $y_{k+1} = y_k + 1$ and $p^k = 0$ otherwise.
Definition 5.2.10. A family of non-intersecting lattice paths on the cylinder of period $T$ is a collection of paths:

\[
p^1 = (y_0^1, y_1^1, \ldots, y_T^1) \\
p^2 = (y_0^2, y_1^2, \ldots, y_T^2) \\
\vdots \\
p^m = (y_0^m, y_1^m, \ldots, y_T^m)
\]

satisfying $y_{i+1}^k > y_i^k$ for all $k$ and $i$ as well as $y_{0}^i - y_{0}^{i+1} = y_{T}^{i+1} - y_{T}^{i}$ for all $i$.

Note that the second condition is necessary in order to ensure that it is possible to take the cylindric quotient identifying the vertices $(0, y)$ with the vertices $(T, y + d)$ for $d = m - n$ where $m$ is the number of ones in the profile, and $n$ is the number of zeros.

The paths in our example may be encoded using Lemma 12.2.1 as follows:

\[
p^1 = (1, 0, 1, 0, 1), \quad y_0^1 = 2 \\
p^2 = (1, 0, 1, 1, 0), \quad y_0^2 = 4 \\
p^3 = (0, 0, 1, 1, 1), \quad y_0^3 = 10 \\
p^4 = (0, 0, 1, 1, 1), \quad y_0^4 = 14 \\
p^5 = (0, 1, 1, 1, 0), \quad y_0^5 = 16 \\
p^6 = (1, 0, 1, 1, 0), \quad y_0^6 = 18 \\
p^7 = (1, 1, 0, 1, 0), \quad y_0^7 = 20
\]

Extra conditions at boundary

Definition 5.2.11. A family of non-intersecting lattice paths on the cylinder of period $T$ is said to be minimal with $m$ paths if there is some $i$ such that $y_{m}^i - y_{m-1}^i > 2$.

Definition 5.2.12. The profile of a minimal family of $m$ non-intersecting lattice paths is the binary string associated to the $m$th path.

Our example family of non-intersecting lattice paths is minimal with 7 paths. Its profile is $\pi = 11010$.

Vertical reading of lattice paths

The reader is referred back to section 8.1.1 for the bijection between integer partitions and the binary string encoding their profiles.

Definition 5.2.13. The vertical reading of a minimal family of $m$ non-intersecting lattice paths is the sequence of binary strings $\rho^0, \rho^1, \ldots, \rho^T$ obtained by reading, for each $k$, vertically upwards from the vertex $(k, y_k^1)$ to the vertex $(k, y_k^m)$, and recording a 0 each time the vertex is occupied and a 1 each time the vertex is unoccupied.
The vertical reading of our example family of non-intersecting lattice paths is the following:

\[ \rho^0 = 110010111 \quad \rho^3 = 110101011 \]
\[ \rho^1 = 110101101 \quad \rho^4 = 1010101011 \]
\[ \rho^2 = 110101011 \quad \rho^5 = 110010111 \]

Observe that \( \rho_0 = \rho_T \).

**Horizontal strips**

**Proposition 5.2.1.** Let \((\rho^0, \rho^1, \ldots, \rho^T)\) be a sequence of binary strings arising from the vertical reading of a minimal family of non-intersecting lattice paths on a cylinder of period \(T\) and profile \(\pi\). For each \(k \in \{1, 2, \ldots, T\}\) let \(\mu^k\) denote the partition whose profile is given by \(\rho^k\). If \(\pi_k = 1\) then \(\mu^k/\mu^{k-1}\) is a horizontal strip, otherwise if \(\pi_k = 0\) then \((\mu^k-1)/\mu^k\) is a horizontal strip.

**Proof.** Follows immediately from the characterization of horizontal strips in terms of profiles in section 8.1.4.

**Length of \(i\)-th column**

Let \(c = (\mu^0, \mu^1, \ldots, \mu^T)\) be an arbitrary cylindric plane partition with profile \(\pi\). For each \(i\) let us define:

\[ p_i(c) = ((\mu^0)_i - (\mu^1)_i + \pi_0, \ldots, (\mu^T)_i - (\mu^{T-1})_i + \pi_T) \] \hspace{1cm} (5.25)

Note that \(p_i(c)\) encodes information about the length of the \(i\)-th column of the successive partitions in the interlacing sequence of \(c\). This fact will be very important in section 12.3.4.

**Proposition 5.2.2.** For each \(i\) we have that \(p_i(c)\) as defined in Equation (12.25) is a binary string.

**Proof.** If \(\pi_k = 1\) then from definition 8.3.1 it follows that \(\mu^k/\mu^{k-1}\) is a horizontal strip and thus we have that \((\mu^{k-1})' - (\mu^k)' \in \{-1, 0\}\). Similarly, if \(\pi_k = 0\) then \((\mu^{k-1})'/\mu^k\) is a horizontal strip and \((\mu^{k-1})' - (\mu^k)' \in \{1, 0\}\).

**Bijection**

**Theorem 5.2.2.** For any binary string \(\pi\) of length \(T\) there is a bijection between minimal families of non-intersecting lattice paths on the cylinder of period \(T\) with profile \(\pi\), and cylindric plane partitions of profile \(\pi\).

**Proof.** The map from families of non-intersecting lattice paths on the cylinder to interlacing sequences is given by taking vertical readings, and then translating from profiles to partitions. Conversely, the family of non-intersecting lattice paths associated to a given interlacing sequence \(c\) is given by

\[ \{(p_1(c, \tau_1), (p_2(c, \tau_2), \ldots, (p_m(c, \tau_m)) \} \]
§ 5.3 — Proof of Theorem 12.2.1

where \( \tau_i \) is the position of \( i \)-th one in the profile of \( \mu^0 \) and \( p_i(\cdot) \) is defined in Equation 12.25.

### 5.3 Proof of Theorem 12.2.1

Making use of the plethystic notation is just like taking the logarithm in order to turn multiplication and addition and division into subtraction. The terms which arise in the alphabet of the weight function must be regrouped appropriately before cancellations can take place between contributions of the same cube to two different Pieri co-efficients.

After the cancellation, a second regrouping of terms takes place. This regrouping involves putting together contributions of boxes which come from the same column number, but a different partition in the “interlacing sequence” model.

Equivalently, we put together cubes which lie on the same vertical of the interlacing sequence model. Proposition 12.2.1 is used extensively in this step.

#### 5.3.1 Plethystic notation

We begin by making use of the plethystic notation [GHT99, Las03] to rewrite the \((q, t)\)-Pieri coefficients (equations 10.63 and 10.64) in the following form:

\[
\varphi_{\lambda/\mu}(q, t) = \Omega \left[ (q - t)(A_{\lambda/\mu}(q, t) - B_{\lambda/\mu}(q, t)) \right] \tag{5.26}
\]

\[
\psi_{\lambda/\mu}(q, t) = \Omega \left[ (q - t)(B'_{\lambda/\mu}(q, t) - A'_{\lambda/\mu}(q, t)) \right] \tag{5.27}
\]

where:

\[
A_{\lambda/\mu}(q, t) = \sum_{s \in C_{\lambda/\mu}} q^{a_{\lambda}(s)} t^{\ell_{\lambda}(s)} \tag{5.28}
\]

\[
B_{\lambda/\mu}(q, t) = \sum_{s \in C_{\lambda/\mu}} q^{a_{\mu}(s)} t^{\ell_{\mu}(s)} \tag{5.29}
\]

\[
A'_{\lambda/\mu}(q, t) = \sum_{s \in \overline{C}_{\lambda/\mu}} q^{a_{\lambda}(s)} t^{\ell_{\lambda}(s)} \tag{5.30}
\]

\[
B'_{\lambda/\mu}(q, t) = \sum_{s \in \overline{C}_{\lambda/\mu}} q^{a_{\mu}(s)} t^{\ell_{\mu}(s)} \tag{5.31}
\]

Here we have changed our notation slightly from that used in Macdonald [Mac95], so that now \( C_{\lambda/\mu} \) denotes the set of boxes \( s = (i, j) \in \lambda \) such that \( \lambda'_j > \mu'_j \) while \( \overline{C}_{\lambda/\mu} \) denotes the set of boxes \( s = (i, j) \in \mu \) such that \( \lambda'_j > \mu'_j \).

Making use of this notation we may rewrite equation 12.2 as:

\[
W_{\epsilon}(q, t) = \Omega \left[ (q - t)D_{\epsilon}(q, t) \right] \tag{5.32}
\]

where:

\[
D_{\epsilon}(q, t) = \sum_{k=1}^{T} (A_{k/k-1} - B_{k/k-1}) + \sum_{k=1}^{T} (B'_{k-1/k} - A'_{k-1/k}) \tag{5.33}
\]
To avoid unnecessary indices, we use the convention that:

\[ X_{k/k-1} = X_{\mu^k/\mu^{k-1}}(q, t) \] (5.34)

Our goal is to find a simplified expression for \( D_c(q, t) \).

5.3.2 Regrouping terms

Recall from section 4.3.1 that in the “interlacing sequence” model, a cube of the cylindrical plane partition \( \mathcal{c} \) corresponds to a box of one of the underlying partitions \( \mu^k \).

Observe now that each box \( s \in \mu^k \) contributes to at most two terms in equation 12.33, one involving the pair of partitions \( \mu^k \) and \( \mu^{k-1} \), the other involving the pair of partitions \( \mu^k \) and \( \mu^{k+1} \).

Regrouping terms, and setting \( \pi_{T+1} = \pi_1 \) as well as \( \mu_{T+1} = \mu_1 \) we may write:

\[ D_c(q, t) = \sum_{k=1}^{T} \sum_{\pi_k = 1}^{\mu^k} \sum_{\pi_{k+1} = 1}^{\mu^{k+1}} \epsilon_{11}^k(\mathcal{c}) + \sum_{k=1}^{T} \sum_{\pi_k = 0}^{\mu^k} \sum_{\pi_{k+1} = 0}^{\mu^{k+1}} \epsilon_{00}^k(\mathcal{c}) + \sum_{k=1}^{T} \sum_{\pi_k = 0}^{\mu^k} \sum_{\pi_{k+1} = 1}^{\mu^{k+1}} \epsilon_{01}^k(\mathcal{c}) + \sum_{k=1}^{T} \sum_{\pi_k = 1}^{\mu^k} \sum_{\pi_{k+1} = 0}^{\mu^{k+1}} \epsilon_{10}^k(\mathcal{c}) \] (5.35)

where:

\[ \epsilon_{11}^k(\mathcal{c}) = A_{k/k-1} - B_{k+1/k} \] (5.36)
\[ \epsilon_{00}^k(\mathcal{c}) = B'_{k-1/k} - A'_{k+1/k} \] (5.37)
\[ \epsilon_{01}^k(\mathcal{c}) = B'_{k-1/k} - B_{k+1/k} \] (5.38)
\[ \epsilon_{10}^k(\mathcal{c}) = A_{k/k-1} - A'_{k+1/k} \] (5.39)

For each \( k \), there is only one term of the form \( \epsilon_{rs}^k(\mathcal{c}) \) appearing in the expression for \( D_c(q, t) \), and this term groups together all contributions from the boxes \( s \in \mu^k \).

5.3.3 Cancellations

The next step is to observe that we have a large number of cancellations. For example:

\[ \epsilon_{11}^k(\mathcal{c}) = (A_{k/k-1} - B_{k+1/k}) \]
\[ = \sum_{s \in C_{k/k-1}} q^{\alpha(s)} t^{\ell(s)} - \sum_{s \in \overline{C}_{k+1/k}} q^{\alpha(s)} t^{\ell(s)} \]
\[ = \sum_{s \in \mu^k} \text{sign}_{11}(s) q^{\alpha(s)} t^{\ell(s)} \]

where:

\[ \text{sign}_{11}(s) = \begin{cases} 
1 & \text{if } s \in C_{k/k-1} \text{ and } s \notin \overline{C}_{k+1/k} \\
0 & \text{if } s \in C_{k/k-1} \text{ and } s \in \overline{C}_{k+1/k} \\
0 & \text{if } s \notin C_{k/k-1} \text{ and } s \notin \overline{C}_{k+1/k} \\
-1 & \text{if } s \notin C_{k/k-1} \text{ and } s \in \overline{C}_{k+1/k} 
\end{cases} \] (5.40)
Again we are using a simplified notation:

\[ a_k(s) = a_{\mu^k}(s) \]
\[ \ell_k(s) = \ell_{\mu^k}(s) \]

Similarly:

\[
E_{00}^k = (B_{k-1/k}' - A'_{k/k+1}) - \left( \sum_{s \in C_{k-1/k}} q^{a_k(s)} \ell_k(s) - \sum_{s \not\in C_{k/k+1}} q^{a_k(s)} \ell_k(s) \right) = \sum_{s \in \mu^k} \text{sign}_{00}(s) q^{a_k(s)} \ell_k(s)
\]

where:

\[
\text{sign}_{00}(s) = \begin{cases} 
-1 & \text{if } s \in \overline{C}_{k-1/k} \text{ and } s \not\in C_{k/k+1} \\
0 & \text{if } s \in \overline{C}_{k-1/k} \text{ and } s \in C_{k/k+1} \\
0 & \text{if } s \not\in \overline{C}_{k-1/k} \text{ and } s \not\in C_{k/k+1} \\
1 & \text{if } s \not\in \overline{C}_{k-1/k} \text{ and } s \in C_{k/k+1} 
\end{cases}
\]

(5.41)

Next:

\[
E_{01}^k = (B_{k-1/k}' - B_{k+1/k})
\]

\[
= \sum_{s \in \overline{C}_{k-1/k}} q^{a_k(s)} \ell_k(s) - \sum_{s \in \overline{C}_{k/k+1}} q^{a_k(s)} \ell_k(s) = \sum_{s \in \mu^k} \text{sign}_{01}(s) q^{a_k(s)} \ell_k(s)
\]

where:

\[
\text{sign}_{01}(s) = \begin{cases} 
0 & \text{if } s \in \overline{C}_{k-1/k} \text{ and } s \not\in \overline{C}_{k/k+1} \\
-1 & \text{if } s \in \overline{C}_{k-1/k} \text{ and } s \in \overline{C}_{k/k+1} \\
1 & \text{if } s \not\in \overline{C}_{k-1/k} \text{ and } s \not\in \overline{C}_{k/k+1} \\
0 & \text{if } s \not\in \overline{C}_{k-1/k} \text{ and } s \in \overline{C}_{k/k+1} 
\end{cases}
\]

(5.42)

And:

\[
E_{10}^k(s) = (A_{k/k-1} - A'_{k/k+1}) - \left( \sum_{s \in \overline{C}_{k/k-1}} q^{a_k(s)} \ell_k(s) - \sum_{s \not\in \overline{C}_{k/k+1}} q^{a_k(s)} \ell_k(s) \right) = \sum_{s \in \mu^k} \text{sign}_{10}(s) q^{a_k(s)} \ell_k(s)
\]

where:

\[
\text{sign}_{10}(s) = \begin{cases} 
0 & \text{if } s \in C_{k/k-1} \text{ and } s \not\in \overline{C}_{k/k+1} \\
1 & \text{if } s \in C_{k/k-1} \text{ and } s \in \overline{C}_{k/k+1} \\
1 & \text{if } s \not\in C_{k/k-1} \text{ and } s \not\in \overline{C}_{k/k+1} \\
0 & \text{if } s \not\in C_{k/k-1} \text{ and } s \in \overline{C}_{k/k+1} 
\end{cases}
\]

(5.43)
5.3.4 Switching models

The final step in the proof is to switch from the “interlacing sequence” model of cylindric plane partitions (section 8.3.1) to the “non-intersecting lattice path model” (section 12.2.1). This entails a grouping together of all the cubes of the cylindric plane partition which belong to the same column of possibly different partitions in the sequence.

Recall that a cube in the non-intersecting path model corresponds to a pair of vertices \( v_1 = (x, y_1) \) and \( v_2 = (x, y_2) \) with \( y_1 < y_2 \) where \( v_1 \) is coloured black and \( v_2 \) is coloured white.

Recall also that the \( i \)-th path in the non-intersecting path model encodes the length of the \( i \)-th column in each succeeding partition of the interlacing sequence (see equation (12.25) in section 12.2.1).

We shall say that the cube \( c = (v_1, v_2) \) is of type \( i \) if the black vertex \( y_1 \) lies on the \( i \)-th path. This is equivalent to saying that the cube \( c \) lies in the \( i \)-th column of \( \mu_k \) for some \( k \).

Four cases to check

If \( \pi_k = 0 \) and \( \mu^k = \mu^{k-1} \) then at the \( k \)-th step, all the paths move downwards. More generally if \( \pi_k = 0 \) then \( \mu^k \preceq \mu^{k-1} \) and the \( i \)-th path moves upwards if and only if the \( i \)-th column of \( \mu^k \) is shorter than the corresponding column of \( \mu^{k-1} \).

That is to say, at the \( k \)-th step, the \( i \)-th path moves upwards if and only if \( c \in \mathcal{C}_{k-1/k} \) for all \( c \in \mu^k \) of type \( i \).

If \( \pi_k = 1 \) and \( \mu^k = \mu^{k-1} \) then at the \( k \)-th step, all the paths move upwards. More generally if \( \pi_k = 1 \) then \( \mu^{k-1} \preceq \mu^k \) and the \( i \)-th path moves downwards if and only if the \( i \)-th column of \( \mu^k \) is longer than the corresponding column of \( \mu^{k-1} \).

That is to say, at the \( k \)-th step, the \( i \)-th path moves downwards if and only if \( c \in \mathcal{C}_{k/k-1} \) for all \( c \in \mu^k \) of type \( i \).

In a similar spirit, \( \pi_{k+1} = 0 \) and \( \mu^{k+1} = \mu^k \) then at the \((k+1)\)-th step, all the paths move downwards. More generally if \( \pi_{k+1} = 0 \) then \( \mu^{k+1} \preceq \mu^k \) and the \( i \)-th path moves up if and only if the \( i \)-th column of \( \mu^{k+1} \) is shorter than the corresponding column of \( \mu^k \).

That is to say, at the \((k+1)\)-th step, the \( i \)-th path moves upwards if and only if \( c \in \mathcal{C}_{k/k+1} \) for all \( c \in \mu^k \) of type \( i \).

Finally, if \( \pi_{k+1} = 0 \) and \( \mu^{k+1} = \mu^k \) then at the \((k+1)\)-th step, all the paths move upwards. More generally if \( \pi_k = 1 \) then \( \mu^k \preceq \mu^{k+1} \) and the \( i \)-th path moves downwards if and only if the \( i \)-th column of \( \mu^{k+1} \) is longer than the corresponding column of \( \mu^k \).

That is to say, at the \((k+1)\)-th step, the \( i \)-th path moves downwards if and only if \( c \in \mathcal{C}_{k+1/k} \) for all \( c \in \mu^k \) of type \( i \).

Last but not least, one may check that the signs agree in all 16 possible cases.

5.4 Conclusion

We have proved a Macdonald polynomial analog of Borodin’s identity. This simultaneously generalizes results of Okada [Oka10] and Corteel and Savelief, Cyrille and Vuletić [CSV11]. We have also given a combinatorial interpretation of the weight function which
is new even in the reverse plane partition case. Our proof relies heavily on the $(q, t)$-analog of the classical commutation relations originally given by Haiman, Garcia and Tesler [GHT99].

Is it possible to give a bijective proof of these commutation relations, and thus recover a bijective proof of the Macdonald polynomial analog of Borodin’s identity? Is it possible to find a Macdonald polynomial analog of equation 10.39?

\[ n! = \sum_{\lambda} f^{2}_{\lambda} \]
Part II

Lambda determinants
6. Lambda determinants

Introduction

For those readers in a hurry, the most important definitions are 13.3.1 and 13.4.1. The key lemmas are proposition 13.3.1 and proposition 13.4.4. The later relies on proposition 13.4.1. Remark 13.2.1 and Lemma 13.4.1 are trivial but important.

The main theorem is stated in section 13.5. The proof is by recurrence. The key step depends on a certain duality between left interlacing matrices (section 13.3.2) and right interlacing matrices (section 13.4.2) which allows us to factorize a certain sum. This duality is stated in propositions 13.4.2 and 13.4.3.

6.1 Permutations

A permutation of \( n \) is simply a bijection from the set \( \{1, 2, \ldots, n\} \) to itself. The number of permutations of \( n \) is equal to \( n! \). It is often convenient to represent a permutation as matrix. We put a 1 in position \((i, j)\) if \( \sigma(j) = i \). In all other positions we place a 0. For example, the permutation: \( \sigma = 24153 \) is represented by the matrix:

\[
\sigma = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

We shall denote by \( I \) the identity permutation which maps \( i \) to \( i \) for all \( i \), and we shall denote by \( J \) the maximum permutation which maps \( i \) to \( n - i \) for all \( i \):

\[
J = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

Observe that the inversions of \( \sigma \) correspond to the dual inversions of \( J \circ \sigma \).

6.1.1 Inversions and dual inversions

An inversion in a permutation \( \sigma \) is a pair \((i, j)\) with \( i < j \) and \( \sigma(i) > \sigma(j) \).
The inversions of permutation correspond to the zeros of the matrix which lie in the same row but to the left of a 1 and the same column but above a 1.

\[
\begin{bmatrix}
  \ast & \ast & 1 & 0 & 0 \\
  1 & 0 & 0 & 0 & 0 \\
  0 & \ast & 0 & \ast & 1 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

A dual inversion in a permutation \( \sigma \) is a pair \((i, j)\) with \( i > j \) and \( \sigma(i) > \sigma(j) \). The dual inversions of permutation correspond to the zeros of the matrix which lie in the same row but to the **right** of a 1 and the same column but above a 1.

\[
\begin{bmatrix}
  0 & 0 & 1 & \ast & \ast \\
  1 & \ast & 0 & \ast & \ast \\
  0 & 0 & 0 & 0 & 1 \\
  0 & 1 & 0 & \ast & 0 \\
  0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
\]

### 6.1.2 Determinants

Our interest in permutations comes from the well-known formula for the determinant of a matrix:

\[
\det A = \sum_{\sigma} (-1)^{\text{inv}(\sigma)} A^{\sigma} \tag{6.1}
\]

where the sum is over all permutations of \( n \) and we are using the notation:

\[
A^{\sigma} = \prod_{i,j} a_{i,j}^{\sigma_{i,j}} \tag{6.2}
\]

There is a curious method for calculating determinants, known as **Dodgson condensation**, which is originally due to Charles Dodgson (aka Lewis Carroll) \[Bre99\]. One proceeds as follows:

For each \( k = 0 \ldots n \) let us denote by \( x_n[k] \) the doubly indexed collection of variables \( x_n[k]_{i,j} \) with indices running from \( i, j = 1 \ldots (n-k+1) \). One should think of the variables as forming a square pyramid with base \( n+1 \) by \( n+1 \). The index \( k \) determines the “height” of the variable in the pyramid.

The variables are initialized as follows:

\[
x_n[0]_{i,j} = 1 \text{ for all } i, j = 1 \ldots (n+1) \\
x_n[1]_{i,j} = M_{i,j} \text{ for all } i, j = 1 \ldots n
\]

The value of the remaining variables is calculated via the following recurrence:

\[
x_n[k+1]_{i,j} = \frac{x_n[k]_{i,j} x_n[k]_{i+1,j+1} - x_n[k]_{i,j+1} x_n[k]_{i+1,j}}{x_n[k-1]_{i+1,j+1}} \tag{6.3}
\]

The end result is that:

\[
x_n[n]_{1,1} = \sum_{\sigma} (-1)^{\text{inv}(\sigma)} x[1]^{\sigma} = \det(M) \tag{6.4}
\]
6.1.3 Posets and lattices

A *partial order* is a set $P$ equipped with a binary relation $\leq$ satisfying:

- $a \leq a$ for all $a \in P$ (reflexivity)
- $a \leq b$ and $b \leq c$ implies $a \leq c$ (transitivity)
- $a \leq b$ and $b \leq a$ implies $a = b$ (antisymmetry)

We say that the element $b$ *covers* the element $a \neq b$ if $a \leq b$ and if there is no $a \neq c \neq b$ such that $a \leq c \leq b$.

A poset is said to be *graded* if there exists some function:

$$w : P \rightarrow \mathbb{Z}_{\geq 0}$$

with the property that $w(b) = w(a) + 1$ whenever $a$ covers $b$.

A *lattice* is a partial order $P$ with the property that for every every $a, b \in P$ there exists unique element $a \wedge b$ (meet) and $a \vee b$ (join) with the property that $a \wedge b \leq a, b \leq a \vee b$ and for all $c$ such that $a, b \leq c$ we have $a \vee b \leq c$ and for all $d$ such that $d \leq a, b$ we have $d \leq a \wedge b$.

Not every poset is a lattice, but very poset can be completed in a unique way to form a lattice.

6.1.4 Bruhat order

A *transposition* is a permutation $\sigma$ with the property that there exists some $i, j$ such that $\sigma(i) = j$ and $\sigma(j) = i$ while for all other $k$ one has $\sigma(k) = k$.

The *Bruhat order* may be defined as follows. The permutation $a$ covers $b$ if and only if there exists some transposition $\tau$ such that $b = \tau \circ a$ with $\text{inv}(b) = \text{inv}(a) + 1$.

The strong Bruhat order is graded by the involution number. The largest element in the Bruhat order is the maximum permutation $J$. One can show that for any permutations $\sigma$ and $\mu$ we have $\mu \leq \sigma$ if and only if $J \circ \sigma \leq J \circ \mu$.

The Bruhat order does not form a lattice, since the permutations 132 and 213 have no join, while 312 and 231 have no meet.

6.1.5 Monotone triangles

A monotone triangle is a triangle of integers:

$$
\begin{array}{ccccccc}
  & a_{1,1} & & a_{1,2} & & a_{1,3} & & a_{1,4} & & a_{1,5} \\
  a_{2,1} & & a_{2,2} & & a_{2,3} & & a_{2,4} & \\
  & a_{3,1} & & a_{3,2} & & a_{3,3} & \\
  a_{4,1} & & a_{4,2} & \\
  & a_{5,1} & \\
\end{array}
$$

with the following properties:

- $a_{i,k} = k$ for all $k$.
- $a_{i,j+1} > a_{i,j}$ for all $i, j$. 
• \( a_{i,j} \leq a_{i+1,j} \leq a_{i+1,j+1} \).

A monotone triangle is a special case of a Gelfand-Tsetlin triangle [KB95]. It is sometimes also referred to as a Gog triangle [Zei96].

There is a way to associate a unique monotone triangle to every permutation. The rule is as follows. The \( k \)th row from the bottom of the monotone triangle associated to \( \sigma \) contains a list, in increasing order, of those columns of the matrix of \( \sigma \) which contain a 1 in the final \( k \) rows of the matrix.

Here is the monotone triangle for our example permutation at the beginning of section 13.1:

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 & 5 \\
1 & 2 & 4 & 5 \\
2 & 4 & 5 \\
2 & 4 \\
4 \\
\end{array}
\]

The inversions in the monotone triangle picture corresponds to pairs of equal numbers, one immediately above and to the left of the other. Here are the four inversions of our example:

\[
\begin{array}{cccc}
1 & 2 & . & . & . \\
1 & 2 & . & . \\
2 & 4 & . \\
2 & 4 \\
. \\
\end{array}
\]

The dual inversions in the monotone triangle picture correspond to pairs of equal numbers, one immediately above and to the right of the other. Here are the six dual inversions of our example:

\[
\begin{array}{cccc}
. & . & 4 & 5 \\
. & 2 & 4 & 5 \\
2 & 4 & 5 \\
2 & . & 4 \\
. & 4 \\
4 \\
\end{array}
\]

The effect on the monotone triangle of a permutation \( \sigma \) of multiplying the left by the maximum permutation \( J \) is to send each \( i \) to \( n + 1 - i \), and then reflect around the main horizontal.

Not every monotone triangle is associated to a permutation. For example:

\[
\begin{array}{cccc}
1 & 2 & 3 \\
1 & 3 \\
2 \\
\end{array}
\]

We shall see in section 13.2 that the above monotone triangle corresponds to the following alternating sign matrix:

\[
\begin{bmatrix}
0 & 1 & 0 \\
1 & -1 & 1 \\
0 & 1 & 0 \\
\end{bmatrix}
\]
6.2 Alternating Sign matrices

An alternating sign matrix is a square matrix of 0’s 1’s and −1’s such that the sum of each row and column is 1 and the non-zero entries in each row and column alternate in sign. For example:

\[
A = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & -1 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\]

A permutation matrix is an alternating sign matrix with no (−1)’s.

The total number of alternating sign matrices of size \(n\) is given by:

\[
A_n = \prod_{k=0}^{n-1} \frac{(3k + 1)!}{(n+k)!}
\]

This result was a conjecture for a long time. The first proof was given by Zeilberger [Zei96]. Zeilberger’s proof was long and complicated and eventually a simplified proof given by Kuperberg [Kup96]. Kuperberg’s proof made use of ideas from the theory of integrable systems, the Yang-Baxter equation and the six vertex model with domain wall boundary conditions. It also made use of a recurrence relation due to Izergin and Korepin [KB93].

6.2.1 Inversions and dual inversions

As with permutations, an inversion of an alternating sign matrix is a zeros in the matrix with the property that the sum of the entries in the same row lying to the right is equal to one, and the sum of the entries in the same column lying below is equal to one. Our example alternating matrix \(A\) has three 3 inversions.

\[
\begin{pmatrix}
* & * & 1 & 0 \\
* & 1 & -1 & 1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\]

A dual inversion of an alternating sign matrix is a zero in the matrix with the property that the sum of the entries in the same row lying to the left is equal to one, and the sum of the entries in the same column lying below is equal to one. Our example alternating matrix \(A\) has 2 dual inversions.

\[
\begin{pmatrix}
0 & 0 & 1 & * \\
0 & 1 & -1 & 1 \\
1 & 0 & * & 0 \\
0 & 0 & 1 & 0 \\
\end{pmatrix}
\]

Remark 6.2.1. The alternating sign matrix \(M\) has a dual inversion at position \((i,j)\) if and only if the alternating sign matrix \(JM\) has an inversion at position \((i,n+1-j)\).
6.2.2 Monotone triangles

Just like permutation matrices, alternating sign matrices may be associated with monotone triangles.

The rule for constructing the monotone triangle from the alternating sign matrix is that the \( k \)th row from the bottom contains, in increasing order, a list of all those columns of the matrix whose final \( k \) entries sum to 1. Again this process is reversible.

Here is the monotone triangle of our example alternating sign matrix from section 13.2:

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
1 & 2 & 4 \\
1 & 3 \\
3 \\
\end{array}
\]

Every monotone triangle corresponds to an alternating sign matrix. The definition of inversions and dual inversions in the monotone triangle picture is exactly the same as for permutations.

6.2.3 Completion of Bruhat order

One can show that the set of all monotone triangles of size \( n \), under the partial order \( a \leq b \) if and only if each element of \( a \) is greater than or equal to the corresponding element of \( b \), forms a lattice which completes the Bruhat order [LS96]. One monotone triangle covers another in the completion of the Bruhat order if and only if they differ by exactly 1 at a single position.

Here is the Hasse diagram for the Bruhat order on permutations for \( n = 3 \):
The completion of this diagram involves adding an extra element in the center, where the two lines cross. This element is the monotone triangle:

\[
\begin{array}{ccc}
1 & 2 & 3 \\
1 & 3 & 2 \\
3 & 1 & 2 \\
\end{array}
\]

corresponding to the alternating sign matrix:

\[
\begin{pmatrix}
0 & 1 & 0 \\
1 & -1 & 1 \\
0 & 1 & 0 \\
\end{pmatrix}
\]

### 6.2.4 Lambda determinant

Alternating sign matrices first appeared in the literature in the context of the so called \textit{lambda determinant} of Robbins and Rumsey [RR86]. We shall now define the $\lambda$-determinant.

As in the case of Dodgson condensation (see Section 13.1.2), for each $k = 0 \ldots n$ let us denote by $x_n[k]$ the doubly indexed collection of variables $x_n[k]_{i,j}$ with indices running from $i,j = 1 \ldots (n - k + 1)$. Again one should think of the variables as forming a square pyramid with base $n + 1$ by $n + 1$. The index $k$ determines the “height” of the variable in the pyramid.
The variables are initialized in the same way:

\[ x_n[0]_{i,j} = 1 \text{ for all } i, j = 1..(n+1) \]
\[ x_n[1]_{i,j} = M_{i,j} \text{ for all } i, j = 1..n \]

However the value of the remaining variables is calculated via the following modified recurrence:

\[ x_n[k+1]_{i,j} = \frac{x_n[k]_{i,j}x_n[k]_{i+1,j+1} + \lambda x_n[k]_{i,j+1}x_n[k]_{i+1,j}}{x_n[k-1]_{i+1,j+1}} \quad (6.5) \]

The end result \[ \text{RR86} \] is that:

\[ x_n[n]_{1,1} = \sum_{B \in \mathfrak{A}_n} \lambda^{\text{inv}(B)}(1 + \lambda)^{N(B)}M^B \quad (6.6) \]

Here \( \mathfrak{A}_n \) denotes the set of all alternating sign matrices of size \( n \), \( \text{inv}(B) \) denotes the inversion number of \( B \) and \( N(B) \) denotes the number of negative ones in \( B \).

The \( \lambda \)-determinant reduces to the regular determinant when \( \lambda = -1 \). The \( \lambda \) determinant exhibits what is known as the Laurent phenomenon \[ FZ02 \]. From the recursive definition we expect \( x[n]_{1,1} \) to be a rational function. The fact that it turns out to be a Laurent polynomial is very surprising.

Our goal is to generalize equation 13.6 by adding additional parameters.

### 6.3 Interlacing matrices

#### 6.3.1 Left corner sum matrices

For each \( n \) by \( n \) alternating sign matrix \( X \) let \( \overline{X} \) be the matrix whose \((i, j)\)-th entry is equal to the sum of the entries lying above and to the left of the \((i, j)\)-th entry of \( X \). For example:

\[
X = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & -1 & 1 & 0 \\
0 & 1 & -1 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix} \quad \overline{X} = \begin{pmatrix}
0 & 1 & 1 & 1 \\
1 & 1 & 2 & 2 \\
1 & 2 & 2 & 3 \\
1 & 2 & 3 & 4
\end{pmatrix}
\]

We shall refer to \( \overline{X} \) as the left corner sum matrix of \( X \). The original alternating sign matrix may be recovered by the formula:

\[ X_{ij} = \overline{X}_{ij} + \overline{X}_{i-1,j-1} - \overline{X}_{i-1,j} - \overline{X}_{i,j-1} \quad (6.7) \]

If the indices are out of range, then the value of \( \overline{X}_{ij} \) is taken to be zero.

The left corner sum matrices of alternating sign matrices have the following properties:

- The last row contains the integers from 1 to \( n \) in increasing order.
- The last column contains the integers from 1 to \( n \) in increasing order.
• Neighboring entries differ by at most one.
• Each row and each column is non-decreasing.

Any non-negative integer matrix satisfying these properties is the left corner sum matrix of some alternating sign matrix \([RR86]\).

**Definition 6.3.1.** For any alternating sign matrix \(X\) we define:

\[
F(X) = I - X
\]

In other words:

\[
F(X)_{i,j} = \min(i, j) - X_{i,j}
\]

There is a natural order on the set of \(n\) by \(n\) left corner sum matrices given by \(a \leq b\) if each entry of \(a\) is greater than or equal to the corresponding entry of \(b\). The order corresponds precisely to the lattice closure of the Bruhat order discussed in the section 13.2.3.

**Remark 6.3.1.** Adding 1 to position \((i, j)\) of \(\bar{X}\) (where this is allowed) has the effect on \(X\) of adding the 2 by 2 matrix:

\[
\begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}
\]

to the 2 by 2 submatrix of \(X\) whose upper left hand corner is at position \((i, j)\).

### 6.3.2 Left interlacing matrices

A pair of left corner sum matrices \((\bar{A}, \bar{B})\) with \(\bar{A}\) of dimensions \(n\) by \(n\) and \(\bar{B}\) of dimension \(n+1\) by \(n+1\) are said to be left interlacing if the following conditions are satisfied:

\[
\begin{pmatrix}
\bar{B}_{1,1} & \bar{B}_{1,2} & \bar{B}_{1,3} & \bar{B}_{1,4} \\
\bar{B}_{2,1} & \bar{A}_{1,1} & \bar{A}_{1,2} & \bar{A}_{1,3} & \bar{B}_{1,4} \\
\bar{B}_{3,1} & \bar{A}_{2,1} & \bar{A}_{2,2} & \bar{A}_{2,3} & \bar{B}_{2,4} \\
\bar{B}_{4,1} & \bar{A}_{3,1} & \bar{A}_{3,2} & \bar{A}_{3,3} & \bar{B}_{3,4} \\
\end{pmatrix}
\]

For all elements \(x, y, z, w\) of \(\bar{B}\) and and all elements \(a\) of \(\bar{A}\) which are arranged in the following configuration:

\[
\begin{pmatrix}
x & y \\
a & w \\
z & w
\end{pmatrix}
\]

We must have:

\[
x, w - 1 \leq a \leq y, z
\]
An example:

\[
\begin{pmatrix}
0 & 1 & 1 & 1 \\
{0, 1} & 1 & 2 & 2 \\
1 & 2 & {1, 2} & 2 \\
1 & 2 & 2 & 3 \\
1 & 2 & 3 & 4
\end{pmatrix}
\]

**Remark 6.3.2.** Above and to the left of a $-1$ in the alternating sign matrix $B$ there are two possible choices for the corresponding value of the left corner sum matrix $\mathbf{A}$. At all other positions there is a single choice [RR86].

Let us now consider the case of all \((n+1)\) by \((n+1)\) left corner sum matrices $\mathbf{C}$ which are left interlacing with a given left corner sum matrix $\mathbf{B}$:

\[
\begin{pmatrix}
\mathbf{C}_{1,1} & \mathbf{C}_{1,2} & \mathbf{C}_{1,3} \\
\mathbf{B}_{1,1} & \mathbf{B}_{1,2} & \mathbf{B}_{1,3} \\
\mathbf{C}_{2,1} & \mathbf{C}_{2,2} & \mathbf{C}_{2,3} \\
\mathbf{B}_{2,1} & \mathbf{B}_{2,2} & \mathbf{C}_{3,3}
\end{pmatrix}
\]

The rule for constructing all possible \((n+1)\) by \((n+1)\) left corner sum matrices $\mathbf{C}$ which are interlacing with given \(n\) by \(n\) left corner sum matrix $\mathbf{B}$ is the last row and last column must be strictly increasing from 1 to \(n+1\) as well as that for all elements $x, y, z, w$ of $\mathbf{B}$ and all remaining elements $c$ of $\mathbf{C}$ which are arranged in the following configuration:

\[
\begin{pmatrix}
x & y \\
c & w \\
z & w
\end{pmatrix}
\]

We must have:

\[
y, z \leq c \leq w, x + 1
\]

(6.11)

If the element $c$ lies in the first row or column, then we take the out of range indices to be equal to zero.

Here is an example:

\[
\begin{pmatrix}
0 & {0, 1} & 1 \\
{0, 1} & 1 & 2 \\
1 & 2 & 3
\end{pmatrix}
\]

**Remark 6.3.3.** Above and to the left of a $1$ in the alternating sign matrix $B$ there are two possible choices for the corresponding value of $\mathbf{C}$. At all other positions there is a single choice [RR86].
6.3.3 Inversions

**Lemma 6.3.1.** Let $B$ be an alternating sign matrix. If $B_{i,j}$ is an inversion then $B_{i,j} = B_{i-1,j-1}$ otherwise $B_{i,j} > B_{i-1,j-1}$.

The “smallest” alternating sign matrix $A$ which is left interlacing with a given alternating sign matrix $B$ is denoted by $A^\text{min}$. By equation 13.10 its left corner sum matrix satisfies:

$$A_{i,j}^\text{min} = \max(B_{i,j}, B_{i+1,j+1} - 1)$$  \hfill (6.12)

**Proposition 6.3.1.** If the alternating sign matrix $B$ has an inversion at position $(i, j)$ then:

$$F(B)_{i,j} - F(A^\text{min})_{i-1,j-1} = 1$$

Otherwise:

$$F(B)_{i,j} - F(A^\text{min})_{i-1,j-1} = 0$$

**Proof.**

$$F(B)_{i,j} - F(A^\text{min})_{i-1,j-1} = 1 + \max(B_{i-1,j-1}, B_{i,j} - 1) - B_{i,j}$$  \hfill (6.13)

The result follows from Lemma 13.3.1. \hfill \Box

6.3.4 Domino tiling of Aztec diamond

An Aztec diamond of size $n$ is the region of the lattice $\mathbb{Z}^2$ satisfying $|x| + |y| \leq n + 1$. For example, here is an Aztec diamond of size 3:

A domino tiling is a complete covering of an Aztec diamond by either 2 by 1 or 1 by 2 rectangles. For example:
The total number of domino tilings of the Aztec diamond of size \( n \) is equal to 
\[ 2^{n(n+1)/2} \] [EKLP92]. There is a bijection between domino tilings of the Aztec diamond and pairs of left interlacing alternating sign matrices [EKLP92].

**An example**

We wish to find the pair of interlacing matrices \((A, B)\) which are in bijection with the domino tiling above.

If \( n \) is even, then we begin by marking all the vertices \((i, j)\) on the interior of the diamond such that \( i + j \) is even, otherwise we begin by marking all the vertices \((i, j)\) on the interior of the diamond such that \( i + j \) is odd.

Next we record the degree of each vertex. Note that the “rows” go up and to the right, while the “columns” go down and to the right:

\[
\begin{bmatrix}
  3 & 2 & 3 \\
  2 & 4 & 2 \\
  3 & 2 & 3
\end{bmatrix}
\]

Finally we replace each 3 with a zero, each 2 with a one, and each 4 with a negative one to get the matrix \( A \).

\[
\begin{bmatrix}
  0 & 1 & 0 \\
  1 & -1 & 1 \\
  0 & 1 & 0
\end{bmatrix}
\]
Next, if $n$ is even we mark all the vertices $(i,j)$ such that $i + j$ is odd, including vertices on the boundary of the diamond. Otherwise we mark all the vertices $(i,j)$ such that $i + j$ is even, including vertices on the boundary of the diamond. We imagine that the original tiling has been extended to infinity with horizontal tiles.

Again we record the degree of each vertex:

\[
\begin{pmatrix}
3 & 3 & 4 & 3 \\
3 & 4 & 2 & 4 \\
4 & 2 & 4 & 3 \\
3 & 4 & 3 & 3 \\
\end{pmatrix}
\]

This time we replace 3 with a zero, each 4 with a one and each 2 with a negative one, to obtain the matrix $B$.

\[
\begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 1 & -1 & 1 \\
1 & -1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
\end{pmatrix}
\]

One may verify that in our example the two matrices are interlacing.

**Flips**

For the general case there are several things to check:

- That the two matrices obtained are always alternating sign matrices
- That the two matrices obtained are always interlacing.
- That the process is invertible.

The reader is referred to the paper [EKLP92] for a complete proof. Nevertheless we shall make several remarks.

An *elementary flip* involves changing two adjacent horizontal dominos into two adjacent vertical dominos, or vice versa.
One can show [EKLP92] that every domino tiling of the Aztec diamond may be obtained from the “minimal” tiling, with only vertical tiles, by some sequence of elementary flips. For example, for \( n = 3 \) we have:

The pair of interlacing matrices \((A, B)\) for the “minimal” tiling are a pair of maximal permutations, while for the “maximal” tiling, with all vertical tiles, they are a pair of identity permutations.

The midpoint \((i, j)\) of big square involved in an elementary flip is always of degree 2 both before and after the flip.

There are two cases to consider. Either the midpoint belongs to the matrix \( A \) and corresponds to a 1. In this case the four vertices around the edge of the square being flipped all belong to \( B \).
The effect of flipping from the vertical configuration to the horizontal configuration is to add the matrix:
\[
\begin{pmatrix}
-1 & 1 \\
1 & -1
\end{pmatrix}
\]
to these four vertices of $B$, or equivalently move up the Bruhat order by one step (see remark 13.3.1).

The second case to consider is when the midpoint of the square being flipped belongs to $B$ and corresponds to a $-1$. The four vertices around the edge of the square all belong to $A$. In this case the effect of flipping from the horizontal configuration to the vertical configuration is to add the matrix:
\[
\begin{pmatrix}
-1 & 1 \\
1 & -1
\end{pmatrix}
\]
to these four vertices of $A$, or equivalently move up one step in the Bruhat order (see remark 13.4.1).

One may conclude that since the bijection works in the base case, and since the elementary flips preserve both the alternating sign matrix condition and the interlacing condition, the bijection works in all cases.

## 6.4 Duality

### 6.4.1 Right corner sum matrices

For each $n$ by $n$ alternating sign matrix $X$ let $\overline{X}$ be the matrix whose $(i,j)$-th entry is equal to the sum of the entries lying above and to the right of the $(i,j)$-th entry of $X$. For example:

\[
X = \begin{pmatrix}
0 & 1 & 0 & 0 \\
1 & -1 & 1 & 0 \\
0 & 1 & -1 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

\[
\overline{X} = \begin{pmatrix}
1 & 1 & 0 & 0 \\
2 & 1 & 1 & 0 \\
3 & 2 & 1 & 1 \\
4 & 3 & 2 & 1
\end{pmatrix}
\]

We shall refer to $\overline{X}$ as the right corner matrix of $X$. The original alternating sign matrix may be recovered by the formula:

\[
X_{ij} = \overline{X}_{ij} + \overline{X}_{i-1,j+1} - \overline{X}_{i,j+1} - \overline{X}_{i-1,j}
\]
(6.14)

If the indices are out of range, then the value of $\overline{X}_{ij}$ is taken to be zero.

**Remark 6.4.1.** Adding one at position $(i,j)$ in the right corner sum matrix $\overline{X}$ is equivalent to adding the matrix $\begin{pmatrix}
-1 & 1 \\
1 & -1
\end{pmatrix}$ with upper right hand corner at position $(i,j)$ to the alternating sign matrix $X$.

**Definition 6.4.1.** For any alternating sign matrix $X$ we define:

\[
G(X) = J - X
\]
(6.15)

In other words:

\[
G(X)_{i,j} = \min(i, n + 1 - j) - \overline{X}_{i,j}
\]
(6.16)
Lemma 6.4.1. If $B' = BJ$ then $B' = B'$.  

Remark 6.4.2. The Bruhat order on right corner sum matrices is given by $a \leq b$ if each entry of $a$ is less than or equal to the corresponding entry of $b$.

### 6.4.2 Right interlacing matrices

A pair of matrices $(A, B)$ of dimensions $n$ by $n$ and $n + 1$ by $n + 1$ respectively are said to be right interlacing if their right corner sum matrices satisfy the following conditions:

$$
\begin{pmatrix}
B_{1,1} & B_{1,2} & B_{1,3} & B_{1,4} \\
A_{1,1} & A_{1,2} & A_{1,3} \\
B_{2,1} & B_{2,2} & B_{2,3} & B_{2,4} \\
A_{2,1} & A_{2,2} & A_{2,3} \\
B_{3,1} & B_{3,2} & B_{3,3} & B_{3,4} \\
A_{3,1} & A_{3,2} & A_{3,3} \\
B_{4,1} & B_{4,2} & B_{4,3} & B_{4,4}
\end{pmatrix}
$$

For all elements $x, y, z, w$ of $B$ and all elements $a$ of $A$ which are arranged in the following configuration:

$$
\begin{pmatrix}
x & y \\
a & \\
z & w
\end{pmatrix}
$$

We must have:

$$y, z - 1 \leq a \leq x, w \quad (6.17)
$$

Continuing with our example:

$$
\begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & \{0,1\} & 0 \\
2 & 1 & 1 & 0 \\
2 & 1 & \{0,1\} \\
3 & 2 & 1 & 1 \\
3 & 2 & 1 & 1 \\
4 & 3 & 2 & 1
\end{pmatrix}
$$

Remark 6.4.3. Above and to the right of a $-1$ in the alternating sign matrix $B$ there are two possible choices for the corresponding value of the right corner sum matrix $A$. At all other positions there is a unique choice.

Let us now consider the case of all $(n + 1)$ by $(n + 1)$ left corner sum matrices $C$ which are right interlacing with a given right corner sum matrix $B$: 

$$
\begin{pmatrix}
C_{1,1} & C_{1,2} & C_{1,3} \\
B_{1,1} & B_{1,2} & B_{1,3} \\
C_{2,1} & C_{2,2} & C_{2,3} \\
B_{2,1} & B_{2,2} & B_{2,3} \\
C_{3,1} & C_{3,2} & C_{3,3}
\end{pmatrix}
$$
The rule for constructing all possible \( n + 1 \) by \( n + 1 \) right corner matrices \( C \) which are interlacing with a given \( n \) by \( n \) right corner sum matrix \( B \) is the first column must be strictly increasing from 1 to \( n + 1 \), the last row must be strictly decreasing from \( n + 1 \) to 1, and for all elements \( x, y, z, w \) of \( B \) and all elements \( c \) of \( C \) which are arranged in the following configuration:

\[
\begin{pmatrix}
  x & y \\
  c & \\
  z & w
\end{pmatrix}
\]

we must have:

\[ w, x \leq c \leq y + 1, z \] (6.18)

Here is an example:

\[
\begin{pmatrix}
  1 & 1 & \{0,1\} \\
  1 & 1 & \\
  2 & \{1,2\} & 1 \\
  2 & 1 & \\
  3 & 2 & 1
\end{pmatrix}
\]

**Remark 6.4.4.** Above and to the right of a 1 in the alternating sign matrix \( B \) there are two possible choices for the corresponding value of \( C \). At all other positions there is a single choice.

### 6.4.3 Duality between left and right interlacing pairs

Left corner matrices and right corner matrices are related by the following lemma:

**Lemma 6.4.2.** For all \( i, j \) we have:

\[ \overline{B}_{i,j} + B_{i,j+1} = i \]

**Proof.** The left hand side is equal to the sum of all the entries of the alternating sign matrix \( B \) in the first \( i \) rows. Since the sum of entries in each row of \( B \) is equal to 1, the final result is equal to \( i \) as claimed. \( \Box \)

For any binary string \( \pi \), let \( \tilde{\pi} \) denote the binary string in which all the zeros have been replaced by ones, and all the ones have been replaced by zeros. For example:

\[
\pi = 0010110100 \\
\tilde{\pi} = 1101001011
\]

Suppose that we fix an \( n + 1 \) by \( n + 1 \) alternating sign matrix. In keeping with our previous examples, let us choose:

\[
B = \begin{pmatrix}
  0 & 1 & 0 & 0 \\
  1 & -1 & 1 & 0 \\
  0 & 1 & -1 & 1 \\
  0 & 0 & 1 & 0
\end{pmatrix}
\]
If our alternating sign matrix \( B \) has exactly \( k \) negative ones then it followed that the number of \( n \times n \) corner sum matrices which are interlacing with \( \overline{B} \) is \( 2^k \).

Let us fix now an order on the negative ones, say top to bottom, left to right. We can now index all the \( n \times n \) matrices which are right interlacing with \( B \) by a binary string. Continuing with the example from section 13.4.2, we have:

\[
A_{11} = \begin{pmatrix} 1 & 1 & 0 \\ 2 & 1 & 1 \\ 3 & 2 & 1 \end{pmatrix}, \quad A_{01} = \begin{pmatrix} 1 & 0 & 0 \\ 2 & 1 & 1 \\ 3 & 2 & 1 \end{pmatrix}, \quad A_{10} = \begin{pmatrix} 1 & 1 & 0 \\ 2 & 1 & 0 \\ 3 & 2 & 1 \end{pmatrix}, \quad A_{00} = \begin{pmatrix} 1 & 0 & 0 \\ 2 & 1 & 0 \\ 3 & 2 & 1 \end{pmatrix}
\]

A zero means that we chose the smaller of the two possibilities for \( A \). A one means that we chose the larger. Here are the corresponding alternating sign matrices:

\[
A_{11} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & -1 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad A_{01} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad A_{10} = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad A_{00} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}
\]

Note that we use subscripts to indicate alternating sign matrices which are right interlacing with \( B \). No underscore means the interlacing matrix itself, rather than the associated right corner sum matrix. We shall denote by \( A_{\min} \) the alternating sign matrix right interlacing with \( B \) which is indexed by the binary string with all zeros and \( A_{\max} \) the alternating sign matrix right interlacing with \( B \) which is indexed by the binary string with all ones.

Let us now do the same with the left corner sum matrix \( \overline{X} \) from section 13.3.2.
Here are the corresponding alternating sign matrices:

$A^{11} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 2 & 2 \\ 1 & 2 & 3 \end{pmatrix}$

$A^{01} = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 2 & 2 \\ 1 & 2 & 3 \end{pmatrix}$

$A^{10} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 2 \\ 1 & 2 & 3 \end{pmatrix}$

$A^{00} = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 1 & 2 \\ 1 & 2 & 3 \end{pmatrix}$

Note that we use superscripts to indication alternating sign matrices which are left interlacing with $B$. No overline indicates the alternating sign matrix itself, rather than the associated left corner sum matrix. We shall denote by $A^{\min}$ the alternating sign matrix left interlacing with $B$ which indexed by the binary string with all zeros and $A^{\max}$ the alternating sign matrix left interlacing with $B$ which is indexed by the binary string with all ones.

**Proposition 6.4.1.**

$A^{\min} = A^{\max}$ (6.19)

**Proof.** Consider the following segments of left and right interlacing matrices respectively:

\[
\begin{pmatrix}
 a & b & c & d \\
 x & y & z & \\
 e & f & g & h \\
 w & u & v & \\
 i & j & k & l \\
 t & s & r & \\
 m & n & o & p
\end{pmatrix}
\]

\[
\begin{pmatrix}
 a^* & b^* & c^* & d^* \\
 x^* & y^* & z^* & \\
 e^* & f^* & g^* & h^* \\
 w^* & u^* & v^* & \\
 i^* & j^* & k^* & l^* \\
 t^* & s^* & r^* & \\
 m^* & n^* & o^* & p^*
\end{pmatrix}
\]
The elements \(a, b, c, \text{ etc...}\) belong to the left corner sum matrix \(B\) while the elements \(x, y, z\) etc... belong to the left-interlacing matrix \(A^\text{max}\).

Similarly the elements \(a^*, b^*, c^*, \text{ etc...}\) belong to the right corner sum matrix \(B\) while the elements \(x^*, y^*, z^*\) etc... belong to the right-interlacing matrix \(A^\text{min}\).

We wish to show that the value of the alternating sign matrix \(A^\text{max}\) at position \(u\) is equal to the value of the alternating sign matrix \(A^\text{min}\) at position \(u^*\). That is, by equations (13.7) and (13.14) we want to show that:

\[x + u - w - y = u^* + z^* - y^* - v^*\]

As a consequence of lemma 13.4.2 there is some \(\gamma\) such that:

\[
\begin{align*}
  a + b^* &= b + c^* = c + d^* = \gamma \\
  e + f^* &= f + g^* = g + h^* = \gamma + 1 \\
  i + j^* &= j + k^* = k + \ell^* = \gamma + 2 \\
  m + n^* &= n + o^* = o + p^* = \gamma + 3
\end{align*}
\]

Now, by equations 13.10 and 13.17, we have:

\[
\begin{align*}
  x + u - w - y &= \min(a, f - 1) + \min(f, k - 1) - \min(e, j - 1) - \min(b, g - 1) \\
  &= \min(\gamma - b^*, \gamma - g^*) + \min(\gamma + 1 - g^*, \gamma + 1 - \ell^*) \\
  &\quad - \min(\gamma + 1 - f^*, \gamma + 1 - k^*) - \min(\gamma - c^*, \gamma - h^*) \\
  &= -\max(b^*, g^*) - \max(g^*, \ell^*) + \max(f^*, k^*) + \max(c^*, h^*) \\
  &= -y^* - v^* + u^* + z^*
\end{align*}
\]

The result follows.

**Proposition 6.4.2.** If \(\pi\) is a binary string, and \(\bar{\pi}\) is its complement, then \(A^\pi = A_{\bar{\pi}}\)

**Proof.** This follows immediately from remarks 13.3.1 and 13.4.1. It is possible to remove a 1 from position \((i, j)\) of \(A_{\bar{\pi}}\) if and only if it is possible to add a 1 at position \((i, j + 1)\) of \(A_{\bar{\pi}}\).

**Corollary 6.4.1.**

\[A^\text{min} = A^\text{max}\] (6.20)

Suppose now that we fix an \(n\) by \(n\) alternating sign matrix \(B\) containing exactly \(s\) ones. It follows that the number of \(n + 1\) by \(n + 1\) right corner sum matrices which are right interlacing with \(B\) is equal to \(2^s\).

If we fix an order on the ones, then each of these right corner sum matrices may be indexed by a binary string. Let \(C_\pi\) denote the \(n + 1\) by \(n + 1\) alternating sign matrix associated with \(C_\pi\).

Similarly the number of \(n + 1\) by \(n + 1\) left corner sum matrices which are left interlacing with \(B\) is equal to \(2^s\). Again we may index these by binary strings. Let \(C^\pi\) denote the \(n + 1\) by \(n + 1\) alternating sign matrix associated to \(C^\pi\).
Proposition 6.4.3. We have:
\[ C_{\text{max}} = C_{\text{min}} \]
and more generally, if \( \tilde{\pi} \) is the complement of \( \pi \) then
\[ C^{\pi} = C_{\tilde{\pi}} \]  
(6.21)

Proof. The proof is essentially identical to proposition 13.4.1 and proposition 13.4.2

Proposition 6.4.4. If the \( n+1 \) by \( n+1 \) alternating sign matrix \( B \) has a dual inversion at position \((i, n+1 - j)\) then:
\[ G(B)_{i,n+1-j} - G(A_{\text{max}})_{i-1,n+1-j} = 1 \]
Otherwise:
\[ G(B)_{i,n-1-j} - G(A_{\text{max}})_{i-1,n+1-j} = 0 \]

Proof. By Lemma 13.4.1 we have:
\[ G(B)_{i,n+1-j} - G(A_{\text{max}})_{i-1,n+1-j} = F(B')_{i,j} - F((A_{\text{max}}')_{i-1,j-1} \]
\[ = F(B')_{i,j} - F((A_{\text{min}}')_{i-1,j-1} \]
(6.22)
(6.23)

But by remark 13.4.1 \( B \) has a dual inversion at position \((i, n+1 - j)\) if and only if \( B' \) has an inversion at position \((i, j)\). The result now follows from proposition 13.3.1.

6.5 Main Theorem

6.5.1 Notation

Before we can state our formula, we need a few more definitions. Let us define the lambda weight of a \( k \) by \( k \) alternating sign matrix \( B \) to be:
\[ F_{\lambda}(B) = \lambda^{F(B)} = \prod_{i,j=1}^{k} \lambda_{i,j}^{\min(i,j)-B_{i,j}} \]  
(6.24)

(see Section 13.3.1)

Similarly, let us define the mu weight of an \( k \) by \( k \) alternating sign matrix \( A \) to be:
\[ G_{\mu}(B) = \prod_{i,j=1}^{k} \mu_{i,n+1-j}^{\min(i,k+1-j)-B_{i,j}} \]  
(6.25)

(see Section 13.4.1).

Let Inv\((B)\) denote the matrix with the property that Inv\((B)_{i,j} = 1 \) if \( B_{i,j} \) is an inversion, otherwise Inv\((B)_{i,j} = 0 \). Similarly, let Dinv\((B)\) denote the matrix with the property that Dinv\((B)_{i,j} = 1 \) if \( B_{i,j} \) is a dual inversion, otherwise Dinv\((B)_{i,j} = 0 \).

Finally, two more pieces of notation. We shall define the following two operators on laurent polynomials in the variables \( \{\lambda_{i,j}\} \) and \( \{\mu_{i,j}\} \):
\[ s(\lambda_{i,j}) = \lambda_{i+1,j+1} \]  
(6.26)
\[ t(\mu_{i,j}) = \mu_{i+1,j} \]  
(6.27)
6.5.2 Statement of theorem

For each \( k = 0 \ldots n \) let us denote by \( x_n[k] \) the doubly indexed collection of variables \( x_n[k]_{i,j} \) with indices running from \( i, j = 1..(n-k+1) \). One should think of the variables as forming a square pyramid with base \( n+1 \) by \( n+1 \). The index \( k \) determines the “height” of the variable in the pyramid.

The variables are initialized as follows:

\[
\begin{align*}
    x_n[0]_{i,j} &= Y_{i,j} \quad \text{for all } i, j = 1..(n+1) \\
    x_n[1]_{i,j} &= X_{i,j} \quad \text{for all } i, j = 1..n
\end{align*}
\]

The remaining variables are defined by the following recurrence:

\[
x_n[k+1]_{i,j} = \frac{\mu_{i,n-k+1-j}x_n[k]_{i,j}x_n[k]_{i+1,j+1} + \lambda_{i,j}x_n[k]_{i,j+1}x_n[k+1]_{i+1,j}}{x_n[k-1]_{i+1,j+1}} \quad (6.28)
\]

Theorem 6.5.1.

\[
x_n[k+1]_{1,1} = \sum_{(A,B)} \frac{F_\lambda(B)}{s(F_\lambda(A))} C^n_\mu(B) x_n[1]B s(x_n[0])^{-A} \quad (6.29)
\]

The sum is over all pairs of left interlacing matrices.

If instead we initialize the variables as:

\[
\begin{align*}
    x_n[0]_{i,j} &= 1 \quad \text{for all } i, j = 1..(n+1) \\
    x_n[1]_{i,j} &= M_{i,j} \quad \text{for all } i, j = 1..n
\end{align*}
\]

then we obtain the following corollary:

Corollary 6.5.1.

\[
x_n[n]_{1,1} = \sum_{|B|=n} M^B \left( \lambda^{\text{inv}(B)} \mu^{\text{dinv}(B)}' \prod_{B_{i,j}=1} (\mu_{i,n+1-j} + \lambda_{i,j}) \right) \quad (6.30)
\]

6.5.3 Proof of Theorem 13.5.1

This proof follows closely the original proof of Robbins and Rumsey [RR86] for the \( \lambda \)-determinant [RR86].

Base case

In the case \( k = 1 \) we have from the recurrence (equation 13.28) that:

\[
x_n[2]_{1,1} = \frac{\mu_{1,n-1}X_{1,1}X_{2,2} - \lambda_{1,1}X_{1,2}X_{2,1}}{Y_{2,2}} \quad (6.31)
\]

while the closed form expression in equation 13.29 tells us that we must take the sum over all interlacing pairs \((A, B)\) where \( A \) is 1 by 1 and \( B \) is 2 by 2. There are exactly two such pairs of interlacing matrices, corresponding to the two terms in equation 13.31.
Induction hypothesis

Suppose now that the proposition is true for all \( m \leq k \). We wish to show that:

\[
x_n[k + 2]_{1,1} = \sum_{(B,C)} \frac{F_\lambda(C)}{s(F_\lambda(B))} \frac{G^n_{\mu}(C)}{t(G^n_{\mu}(B))} x[1]^C s(x[0])^{-B}
\]  

(6.32)

By the induction hypothesis, we know that (using a different set of variables):

\[
y_{n-1}[k + 1]_{1,1} = \sum_{(A,B)} \frac{F_\lambda(B)}{s(F_\lambda(A))} \frac{G^{n-1}_{\mu}(B)}{t(G^{n-1}_{\mu}(A))} y_{n-1}[1]^B s(y_{n-1}[0])^{-A}
\]

If we now set \( x_n[k + 1] = y_{n-1}[k] \) then we have:

\[
x_n[k + 2]_{1,1} = \sum_{(A,B)} \frac{F_\lambda(B)}{s(F_\lambda(A))} \frac{G^{n-1}_{\mu}(B)}{t(G^{n-1}_{\mu}(A))} x_n[2]^B s(x_n[1])^{-A}
\]

(6.33)

But by the recurrence we know that:

\[
x_n[2]_{i,j} = \mu_{i,n-j} x_n[1]_{i,j} x_n[1]_{i+1,j+1} + \lambda_{i,j} x_n[1]_{i,j+1} x_n[1]_{i+1,j}
\]

To simplify notation we will write:

\[
x_n[2]_{i,j} = \frac{D(x_n[1])^B}{s(x_n[0])^B}
\]

where:

\[
D(x_n[k + 1])_{i,j} = \mu_{i,n-k+1-j} x_n[k]_{i,j} x_n[k]_{i+1,j+1} + \lambda_{i,j} x_n[k]_{i,j+1} x_n[k]_{i+1,j}
\]

(6.34)

Term by term comparison of coefficients

Let us now fix an arbitrary alternating sign matrix \( B \) of dimensions \( k \) by \( k \). The coefficient of \( s(x_n[0])^{-B} \) on the right hand side of equation 13.32 is given by:

\[
\sum_{|C|=k+1} \frac{F_\lambda(C)}{s(F_\lambda(B))} \frac{G^n_{\mu}(C)}{t(G^n_{\mu}(B))} x_n[1]^C
\]

(6.35)

where the sum is over all \( C \) which are interlacing with \( B \). Similarly, the coefficient of \( s(x_n[0])^{-B} \) on the right hand side of equation 13.33 is given by:

\[
\sum_{|A|=k-1} \frac{F_\lambda(B)}{s(F_\lambda(A))} \frac{G^{n-1}_{\mu}(B)}{t(G^{n-1}_{\mu}(A))} D(x_n[1])^B s(x_n[1])^{-A}
\]

(6.36)

where the sum is over all \( A \) which are interlacing with \( B \).

We shall now use the results of section 13.4.3 to simplify these two expressions.
Duality: $C_{\text{max}} = C_{\text{min}}$

Beginning with equation 13.35 we use the fact that the set of $k + 1$ matrices interlacing with $B$ decomposes as a boolean lattice, as well as remark 13.3.1 to factorize equation 13.35 into:

$$\frac{F_\lambda(C_{\text{max}})}{s(F_\lambda(B))} \frac{G_\mu^n(C_{\text{max}})}{t(G_\mu^n(B))} x_n[1]^{C_{\text{max}}} \prod_{B_{ij} = 1} \left( \mu_{i,n+1−j} + \lambda_{ij} \frac{x_n[1]_{i+1,j} x_n[1]_{i,j+1}}{x_n[1]_{ij} x_n[1]_{i+1,j+1}} \right)$$

Re-arranging slightly, this gives:

$$\frac{F_\lambda(C_{\text{max}})}{s(F_\lambda(B))} \frac{G_\mu^n(C_{\text{max}})}{t(G_\mu^n(B))} x_n[1]^{C_{\text{max}}} \prod_{B_{ij} = 1} \frac{D(x_n[1]_{i,j})}{x_n[1]_{ij} s(x_n[1]_{i,j})} \quad (6.37)$$

Duality: $A_{\text{max}} = A_{\text{min}}$

Now for equation 13.36. We use the fact that the set of $k$ matrices interlacing with $B$ also decomposes as a boolean lattice, as well as remark 13.4.1 to factorize equation 13.36 into:

$$\frac{F_\lambda(B)}{s(F_\lambda(A_{\text{min}}))} \frac{G_\mu^{-1}(B)}{t(G_\mu^{-1}(A_{\text{min}}))} D(x_n[1])^B s(x_n[1])^{-A_{\text{min}}} \prod_{B_{ij} = -1} \left( \mu_{i,n+1−j} + \lambda_{ij} \frac{x_n[1]_{i+1,j} x_n[1]_{i,j+1}}{x_n[1]_{ij} x_n[1]_{i+1,j+1}} \right)$$

Re-arranging slightly, this gives:

$$\frac{F_\lambda(B)}{s(F_\lambda(A_{\text{min}}))} \frac{G_\mu^{-1}(B)}{t(G_\mu^{-1}(A_{\text{min}}))} s(x_n[1])^{-A_{\text{min}}} D(x_n[1])^B \prod_{B_{ij} = -1} \frac{D(x_n[1]_{i,j})}{x_n[1]_{ij} s(x_n[1]_{i,j})}$$

which by combining the terms of the form $D(x[1])$ may be simplified even further to give:

$$\frac{F_\lambda(B)}{s(F_\lambda(A_{\text{min}}))} \frac{G_\mu^{-1}(B)}{t(G_\mu^{-1}(A_{\text{min}}))} s(x_n[1])^{-A_{\text{min}}} \prod_{B_{ij} = 1} D(x_n[1]_{i,j}) \prod_{B_{ij} = -1} \frac{1}{x_n[1]_{ij} s(x_n[1]_{i,j})} \quad (6.38)$$

Summarizing what we need to prove

We wish to show that equation 13.37 is equal to equation 13.38. Equivalently, we wish to show that:

$$s(F_\lambda(A_{\text{min}})) F_\lambda(C_{\text{max}}) t(G_\mu^{-1}(A_{\text{min}})) G_\mu^n(C_{\text{max}}) x_n[1]^{C_{\text{max}}} s(x_n[1])^{A_{\text{min}}} \quad (6.39)$$

$$= \frac{F_\lambda(B)}{s(F_\lambda(B))} G_\mu^{-1}(B) t(G_\mu^n(B)) (x_n[1] s(x_n[1]))^B$$
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Comparing power of $\lambda_{i,j}$ on both sides

In this section we show that:

$$s(F_\lambda(A_{\min}))F_\lambda(C_{\max}) = F_\lambda(B)s(F_\lambda(B)) \quad (6.40)$$

Observe firstly that:

$$\min(x + 1, y) + \max(x, y - 1) = x + y$$

Now, by equations 13.10 and 13.11 we have:

$$A_{\min}^{i,j} = \max(B_{i,j}, B_{i+1,j+1} - 1)$$
$$C_{\max}^{i,j} = \min(B_{i,j}, B_{i-1,j-1} + 1)$$

and so:

$$C_{\max}^{i,j} + A_{\min}^{i-1,j-1} = \min(B_{i-1,j-1} + 1, B_{i,j}) + \max(B_{i-1,j-1}, B_{i,j} - 1)$$
$$= B_{i,j} + B_{i-1,j-1}$$

This gives us the same power of $\lambda_{i,j}$ on both sides of equation 13.39.

Comparing power of $\mu_{i,n+1-j}$ on both sides

In this section we show that:

$$t(G_\mu^{n-1}(A_{\min}))G_\mu^{n}(C_{\max}) = G_\mu^{n-1}(B)t(G_\mu^{n}(B)) \quad (6.41)$$

By equations 13.17 and 13.18 we have:

$$A_{\min}^{i,j} = \max(B_{i,j+1}, B_{i+1,j} - 1)$$
$$C_{\max}^{i,j} = \min(B_{i-1,j} + 1, B_{i,j-1})$$

and so:

$$A_{\min}^{i-1,j-1} + C_{\max}^{i,j} = \max(B_{i-1,j}, B_{i,j-1} - 1) + \min(B_{i-1,j} + 1, B_{i,j-1})$$
$$= B_{i-1,j} + B_{i,j-1}$$

This gives us the same power of $\mu_{i,n+1-j}$ on both sides of equation 13.39.

Comparing power of $x_n[k]_{i,j}$ on both sides

In this section we show that:

$$x_n[1]^{c_{\max}}s(x_n[1])A_{\min} = (x_n[1]s(x_n[1]))^B \quad (6.42)$$

The result follows from equation 13.40 together with equations 13.7 and 13.14 for expressing the original alternating sign matrix in terms of the corner sum sum matrices.
6.5.4 Special case

In this section we shall prove corollary 13.5.1. Begin by observing that if:

\[ x_n[0]_{i,j} = 1 \text{ for all } i, j = 1..(n + 1) \]
\[ x_n[1]_{i,j} = M_{i,j} \text{ for all } i, j = 1..n \]

then:

\[
x_n[n]_{1,1} = \sum_{|B|=n} M^B \left( \sum_{|A|=n-1} \frac{F_\lambda(B)}{s(F_\lambda(A))} \frac{G^n_\mu(B)}{t(G^n_\mu(A))} \right)
\]

(6.43)

The second sum is over all matrices \( A \) which are interlacing with \( B \). The above equation may be rewritten in the form:

\[
x_n[n]_{1,1} = \sum_{|B|=n} M^B \left( \frac{F_\lambda(B)}{s(F_\lambda(A_{min}))} \frac{G^n_\mu(B)}{t(G^n_\mu(A_{max}))} \prod_{B_{i,j}=-1} (\mu_{i,n+1-j} + \lambda_{i,j}) \right)
\]

(6.44)

By 13.3.1 we have:

\[
\frac{F_\lambda(B)}{s(F_\lambda(A_{min}))} = \lambda^{\text{inv}(B)}
\]

(6.45)

while by proposition 13.4.4 we have:

\[
\frac{G^n_\mu(B)}{t(G^n_\mu(A_{max}))} = \mu^{\text{dinv}(B)}
\]

(6.46)

The result follows.

6.6 Conclusion

We have given a multi-parameter generalization of the \( \lambda \)-determinant of Robbins and Rumsey \([RR86]\). Our result exhibits the Laurent phenomenon \([FZ02]\) and generalizes a previous result given by diFrancesco \([DiF12]\).
Part III

Commutants in semicircular systems
7. Commutators in semicircular systems

7.1 Hilbert spaces

In this section we recall some basic definitions from functional analysis [Kre78] which will perhaps be helpful to combinatorialists. Professional analysts may skip this section.

Inner product spaces

An inner product space is a complex vector space $V$ equipped with a map:

$$\langle -| - \rangle : V \times V \to \mathbb{C}$$

which is linear in the second variable, and which satisfies:

- $\langle w|v \rangle = \langle v|w \rangle$ (conjugate symmetry)
- $\langle v|v \rangle > 0$ for $v \neq 0$ (positive definiteness)

A basis $\{e_1, e_2, \ldots\}$ of $V$ is said to be orthonormal if $\langle e_i|e_j \rangle = \delta_{ij}$. A pair of bases $\{w_1, w_2, \ldots\}$ and $\{r_1, r_2, \ldots\}$ are said to be dual if $\langle w_i|r_j \rangle = \delta_{i,j}$.

Projections

For $S$ a vector subspace of $V$, a projection operator with image $S$ is a linear map $\pi_S : V \to V$ such that:

- Image($\pi_S$) = $S$
- $\pi_S[v] = v$ for all $v \in S$

If $\{w_i\}$ is a basis for $S$ and $\{r_i\}$ is the corresponding dual basis, then:

$$\pi_S[v] = \sum_i \langle r_i|v \rangle w_i$$

In the finite dimensional case, let $P$ be the rectangular matrix $P_{ij} = \langle e_i|w_i \rangle$ and let $Q$ be the rectangular matrix $Q_{i,j} = \langle r_i|e_i \rangle$. One can show that:

$$Q = (PP^*)^{-1}P$$

This is known as the left pseudo inverse. The projection operator may be expressed in the form:

$$\pi_S = P^*Q$$
Gramm matrices

The matrices $PP^T$ and $QQ^T$ are known as the Gramm matrices. We have:

$$(PP^*)_{i,j} = \langle w_i | w_j \rangle$$  \hfill (7.1)

$$(QQ^*)_{i,j} = \langle r_i | r_j \rangle$$  \hfill (7.2)

One can show that:

$$(PP^*)^{-1} = QQ^*$$  \hfill (7.3)

Topology

A topology is a pair $(X, \Sigma)$ consisting of a set $X$ and a collection $\Sigma$ of subsets of $X$, called open sets, satisfying the following three axioms:

- The union of open sets is an open set.
- The finite intersection of open sets is an open set.
- $X$ and the empty set $\emptyset$ are open sets.

A function $f : X \to Y$ between topological spaces is said to be continuous if the inverse image of every open set is open.

Metric spaces

A metric space is a pair $(X, d)$ where $X$ is a set and $d$ is a function:

$$d : X \times X \to \mathbb{R}$$

which satisfies:

- $d(x, y) \geq 0$
- $d(x, y) = 0$ if and only if $x = y$
- $d(x, y) = d(y, x)$
- $d(x, z) \leq d(x, y) + d(y, x)$

For any inner product space we may define the norm of a vector to be:

$$||v|| = \langle v|v \rangle$$

One can show that every inner product space is also a metric space with distance function:

$$d(v, w) = ||v - w||$$

Every metric space carries a natural topology generated by open sets of the form:

$$B_r(v) = \{ w \in X | d(w, v) < r \}$$
Cauchy sequences

For any metric space \((X, d)\), a Cauchy sequence is a sequence \(x_1, x_2, x_3, \ldots\) of elements of \(X\) such that for every \(\epsilon\) there exists an \(N\) such that:

\[ d(x_n, x_m) \leq \epsilon \quad \text{for all } n, m > N \]

An element \(x\) of \(X\) is said to be the limit of the Cauchy sequence \(x_1, x_2, x_3, \ldots\) if for every \(\epsilon\) there exists an \(N\) such that such that:

\[ d(x, x_n) < \epsilon \quad \text{for all } n > N \]

A complete metric space \((X, d)\) is one for which every Cauchy sequence of \(X\) converges to some limit in \(X\). Every metric subspace admits a unique metric completion.

A subset \(S\) of a metric space \((X, d)\) is closed if for every \(x \in X\) there exists a Cauchy sequence in \(S\) whose limit is also in \(S\). Every subspace \(S\) of a complete metric space admits a unique closure which is denoted by \(\overline{S}\).

A subspace of a metric space is said to be dense if its closure is the whole space.

Hilbert spaces

A Hilbert space is an inner product space which is also a complete metric space with respect to the norm induced by the inner product. All finite dimensional inner product spaces are automatically Hilbert spaces. All Hilbert spaces of the same dimension are isomorphic.

We shall refer to the topology on a Hilbert space induced by the norm associated to the inner product as the natural topology of the space.

Hilbert basis

Let \(\{e_1, e_2, e_3, \ldots\}\) denote a sequence of linearly independent vectors in some infinite dimensional Hilbert space \(H\). The span of these vectors, consisting of all finite linear combinations of the form:

\[ \sum_{i=1}^{n} \alpha_i e_i \]

is an infinite dimensional vector space, but it is not a Hilbert space, because it is not closed under the natural topology on \(H\).

The vector space spanned by the linearly independent vectors \(\{e_1, e_2, e_2, \ldots\}\) is said to be dense in \(H\) if for every \(v \in H\) there exists a sequence of vectors \(\{v_n\}\) of the form:

\[ v_n = a_{1,n} e_1 + a_{2,n} e_2 + \cdots + a_{n,n} e_n \]

such that:

\[ \lim_{n \to \infty} ||v - v_n|| = 0 \]

If this is the case we say that \(\{e_1, e_2, \ldots\}\) is a Hamel basis for \(V\). If in addition we have \(\langle e_i, e_j \rangle = \delta_{i,j}\) then we say that \(\{e_1, e_2, \ldots\}\) is a Hilbert basis.
Example of a dense subspace

It is possible for a proper vector subspace of a Hilbert space to be dense in the whole space. We shall now give an example.

Let \( \{e_1, e_2, e_3, \ldots \} \) be a Hilbert basis for some infinite dimensional Hilbert space \( H \). For each \( k \geq 1 \) let \( V_k \) denote the finite dimensional subspace spanned by Hilbert \( \{e_1, \ldots, e_k\} \), let \( d_k = e_k - e_{k+1} \) and let \( W_k \) denote the finite dimensional subspace spanned by the vectors \( \{d_1, \ldots, d_k\} \). We shall denote by \( W \) the infinite dimensional vector subspace spanned by all the \( d_k \). It is clear that \( e_1 \notin W \). We shall see however that \( e_1 \) lies in the closure of \( W \).

The subspace \( W_k \) may be characterized as the orthogonal complement of the vector \( e_1 + e_2 + \cdots e_{k+1} \) in the subspace \( V_{k+1} \). For each \( k \) let us define the vector:

\[
f_k = \sqrt{\frac{1}{k(k+1)}} (e_1 + e_2 + \cdots + e_k) - \sqrt{\frac{k}{k+1}} e_{k+1}
\]

We have \( \|f_k\| = 1 \). We also have:

\[
\langle f_k, f_\ell \rangle = \delta_{k,\ell}
\]

It follows that the \( \{f_k\} \) form an orthonormal basis for the subspace \( W \).

Let us define the following sequence of vectors:

\[
q_n = \sum_{k=1}^{n} \langle e_1, f_k \rangle f_k = \sum_{k=1}^{n} \sqrt{\frac{1}{k(k+1)}} f_k
\]

The vector \( q_n \) is the projection of the vector \( e_1 \) onto the subspace \( W_n \). We have:

\[
\|q_n\| = \sum_{k=1}^{n} \frac{1}{k(k+1)} = 1 - \frac{1}{n+1}
\]

In other words \( \lim_{n \to \infty} \|q_n\| = 1 \). Since \( \|e_1 - q_n\| \leq \|e_1\| - \|q_n\| \) it follows that \( q_1, q_2, q_3, \ldots \) forms a Cauchy sequence in \( W \) which converges towards \( e_1 \). That is \( e_1 \) lies in the closure of \( W \). This implies that \( W \) is a dense subspace of \( H \).

Operator norm

Let \( U \) and \( V \) be Hilbert spaces. A linear operator:

\[
L : V \to U
\]

is said to be bounded if there exists some \( M > 0 \) such that for all \( v \in V \) we have:

\[
\|L(v)\|_U \leq M \|v\|_V
\]
§ 7.1 — Hilbert spaces

The set of bounded linear operators on a Hilbert space $H$ is an algebra which is denoted by $B(H)$. Note that $B(H)$ is not a Hilbert space since it does not admit an inner product. We can nevertheless define a norm on $B(H)$ via:

$$||L||_{B(H)} = \sup_{v \in V} \frac{||L(v)||_U}{||v||_V}$$

This norm induces a topology on $B(H)$ which we shall refer to as the operator norm topology of $B(H)$.

**Weak operator topology**

The operator norm topology is not the only topology which can be defined on $B(H)$. Let $B(H)$ denote the set of bounded linear operators on some Hilbert space $H$. For each $x, y \in H$ we can define a map:

$$\psi(x, y) : B(H) \to \mathbb{R}$$

which is given by:

$$\psi(x, y)[T] = \langle x | Ty \rangle$$

The weak operator topology is the weakest topology on $B(H)$, such that the map $\psi(x, y)$ is continuous for all $x, y \in H$.

**von Neumann algebras**

The adjoint of a linear map $A : V \to V$ is the unique map $A^* : V \to V$ satisfying:

$$\langle A^* v | u \rangle = \langle v | Au \rangle$$

A linear operator is said to be self-adjoint if $A^* = A$. We say that a subalgebra of $\mathfrak{A}$ of $B(H)$ is self adjoint if:

$$a \in \mathfrak{A} \iff a^* \in \mathfrak{A}$$

A von Neumann algebra a self-adjoint algebra $\mathfrak{A}$ of bounded operators on a Hilbert space which contains the identity and which is closed under the weak operator topology.

For any algebra $\mathfrak{A}$ and any subset $S \subseteq \mathfrak{A}$ the commutant of $S$ in $\mathfrak{A}$ is defined to be the subalgebra of $\mathfrak{A}$ given by:

$$S' = \{ a \in \mathfrak{A} | sa = as \text{ for all } s \in S \}$$

The double commutant of $S$ is defined to be the subalgebra of $\mathfrak{A}$ given by:

$$S'' = \{ a \in \mathfrak{A} | ta = at \text{ for all } t \in S' \}$$

By von Neumann’s double commutant theorem a self-adjoint subalgebra $\mathfrak{A}$ of $B(H)$ is a von Neumann algebra if and only if:

$$\mathfrak{A}'' = \mathfrak{A}$$

A von Neumann algebra is said to be a factor if $\mathfrak{A}' \cap \mathfrak{A} = \mathbb{C}$. That is to say, a factor is a von Neumann algebra with trivial center.
Random variables

For our purposes a *random variable* is simply a self-adjoint operator $X$ acting on some Hilbert space space $H$ with inner product $\langle -| - \rangle$ and distinguished vector $\Omega$ satisfying:

$$\langle \Omega | \Omega \rangle = 1$$

In the language of quantum mechanics, random variables are referred to as *observables*. The *moments* of a random variable $X$ are defined to be:

$$\mu_n = \mathbb{E}(X^n) = \langle \Omega | X^n \Omega \rangle$$

Two operators are are said to be *identically distributed* if they have the same moments. The distinguished vector $\Omega$ is often referred to as a *state*.

When working with an *algebra of random variables* $\mathcal{A}$ with the property that $\mathbb{E}(XY) = \mathbb{E}(YX)$ for all $X,Y \in \mathcal{A}$ the state $\Omega$ is said to be *tracial*.

### 7.2 Chebyschev polynomials

In what follows we shall make extensive use of the operator “multiplication by $x$” acting on the Hilbert space $\mathcal{H}$.

#### Measurable functions

A *measure space* is a pair $(X, M)$ where $X$ is a set and $M$ is a set of subsets of $X$ the property that if $A \in M$ then $X \setminus A \in M$, and if $A_1, A_2, A_3, \ldots$ is a sequence of elements of $M$ then $\bigcup_i A_i$ is an element of $M$. We also require that $\emptyset \in M$.

The *Borel $\sigma$-algebra* of $\mathbb{R}$ is the smallest $\sigma$ algebra on $\mathbb{R}$ which is generated by the open sets of $\mathbb{R}$. Similarly, the *Borel $\sigma$-algebra* of $\mathbb{C}$ is the smallest $\sigma$ algebra on $\mathbb{C}$ which contains all the open sets of $\mathbb{C}$.

A function between measure spaces is said to be *measurable* if the pre-image of every measurable set is measurable.

#### Square integrable functions

Let $\mathcal{H}$ denote the set of all measurable functions. $f : [-2, 2] \to \mathbb{C}$, modulo the equivalence relation in which two functions are equal if they differ only on a set of measure zero, which satisfy:

$$\int_{-2}^{2} |f(x)|^2 \sqrt{4-x^2} \, dx < \infty$$

The inner product is given by

$$\langle f | g \rangle = \int_{-2}^{2} f(x) \overline{g(x)} \sqrt{4-x^2} \, dx$$

The space of polynomials $\mathbb{C}[x]$ sits inside of $\mathcal{H}$ as a dense subspace. The closure of $\mathbb{C}[x]$ with respect to the natural topology on $\mathcal{H}$ is the whole space $\mathcal{H}$. In other words, the
monomials \{1, x, x^2, x^3, \ldots \} form a Hamel basis for \( \mathfrak{h} \). They are not orthogonal however. Let us define:

\[
P(x, z) = \frac{1}{1 - 2tx + t^2} = \sum_n P_n(x)t^n
\]

One may check that:

\[
\langle P_n(x), P_m(x) \rangle = \pi \delta_{n,m}
\]

The polynomials \( \{P_n(x)\} \) are known as the Chebyshev polynomials of the second kind. They form a Hilbert basis for the space \( \mathfrak{h} \).

**Three term recurrence**

The Chebyshev polynomials satisfy the following three term recurrence:

\[
x P_n(x) = P_{n+1}(x) + P_{n-1}(x)
\]

(7.6)

The operator “multiplication by \( x \)” is bounded and may be thought of as living in the space \( B(\mathfrak{h}) \).

**Embedding**

Let us consider the algebra \( \text{Poly}(x) \) of polynomials in the operator \( x \). This is a subalgebra of \( B(H) \) of bounded linear operators on \( \mathfrak{h} \). There is a natural embedding of \( \text{Poly}(x) \) into \( \mathfrak{h} \) which sends the operator \( p(x) \in B(H) \) to the vector \( v \in \mathfrak{h} \) given by:

\[
v = p(x)[1]
\]

(7.7)

**Topological considerations**

By the Stone–Weierstrass theorem the closure of \( \text{Poly}(x) \) with respect to the operator norm topology on \( B(H) \) is isomorphic to the space of continuous functions in \( x \). Note that since not every square integrable function is continuous, the closure of \( \text{Poly}(x) \) with respect to the operator norm is not the entire Hilbert space \( \mathfrak{h} \).

A measurable function:

\[f : \mathbb{R} \to \mathbb{C}\]

is said to be bounded if there exists some \( K > 0 \) such that \( |f(x)| < K \) for all \( x \in \mathbb{C} \). One can show that the closure of \( \text{Poly}(x) \) under the weak operator topology is isomorphic to the space of all bounded measurable functions in \( x \). Again, since not every square integrable function is bounded, this is not the entire Hilbert space \( \mathfrak{h} \).

In general, the weaker the topology, the less open sets and the more continuous functions. The closure of a subspace with respect to a weaker topology is larger than or equal to the closure of a subspace with respect to a stronger topology. As the name suggests, the weak operator topology is weaker than the operator norm topology.
Moments

We remark that the operator “multiplication by $x$” is self-adjoint, and may be thus thought of as a random variable. We will now study its moments. One may calculate:

$$
\int_{-2}^{2} x^{2n} \sqrt{4 - x^2} \, dx = \frac{1}{n+1} \binom{2n}{n} \tag{7.8}
$$

while:

$$
\int_{-2}^{2} x^{2n+1} \sqrt{4 - x^2} \, dx = 0 \tag{7.9}
$$

The numbers:

$$
C_n = \frac{1}{n+1} \binom{2n}{n} \tag{7.10}
$$

are known as the Catalan numbers.

7.3 Semicircular Systems

The semicircular system was first introduced by Voiculescu to study free group von Neumann algebras [Voi90]. The “multiplication by $x$” operator in the Chebyshev basis arises naturally in the context of Wigner’s semi-circular law for random matrices. In free probability theory Wigner’s semicircular distribution plays a role analogous to the Gaussian distribution in classical probability theory.

Fock space

Fix a finite dimensional inner product space $H$ with inner product $\langle - | - \rangle$ and orthonormal basis:

$$
\{ e_1, e_2, \cdots, e_k \}
$$

Let us define:

$$
T(H) = C\Omega \oplus_{n \geq 1} H^\otimes n \tag{7.11}
$$

As a vector space $T(H)$ is naturally graded. The dimension of the graded component of degree $d$ is equal to $n^d$. A basis for the graded component of degree $d$ is given by:

$$
\{ e_{i_1} \otimes e_{i_2} \otimes \cdots \otimes e_{i_d} \mid i_1, i_2, \ldots, i_d \in \{1, 2, \ldots, k\} \} \tag{7.12}
$$

The inner product of $H$ lifts to an inner product of $T(H)$ in a natural way. If $v$ and $w$ are homogeneous, but not of the same degree, then $\langle v|w \rangle = 0$. Otherwise, if $v = e_{i_1} \otimes e_{i_2} \otimes \cdots \otimes e_{i_d}$ and $w = e_{j_1} \otimes e_{j_2} \otimes \cdots \otimes e_{j_d}$ then:

$$
\langle v|w \rangle = \delta_{i_1,j_1} \delta_{i_2,j_2} \cdots \delta_{i_d,j_d}
$$

In otherwords, the inner product on $T(V)$ is defined in such a way that the basis described in equation 14.12 is orthonormal. The Fock space $\mathcal{F}$ of $H$ is defined to be the metric completion of $T(H)$.
Semicircular Systems

Special subspaces
Note that since all Hilbert spaces of the same dimension are isomorphic, for any $i$ the closure with respect to the natural topology on $\mathcal{F}$ of the subspace generated by the $\{e_i^{\otimes n}\}_{n \geq 0}$ for any given $i$ is isomorphic to the vector space $\mathcal{H}$ of square integrable functions discussed in section 14.2.

Creation and annihilation operators
For each $i$ let $c_i$ be the creation operator:

$$c_i[v] = e_i \otimes v$$  \hspace{1cm} (7.13)

The adjoint operator $c_i^*$ is known as the annihilation operator. It acts via:

$$c_i^*[\Omega] = 0$$  \hspace{1cm} (7.14)

$$c_i^*[(v_1 \otimes v_2 \otimes \cdots \otimes v_n)] = \langle e_i|v_1\rangle(v_2 \otimes \cdots \otimes v_n)$$  \hspace{1cm} (7.15)

The operators $A_i = c_i + c_i^*$ are both self-adjoint and bounded.

Moments
One can easily convince oneself that:

$$\langle \Omega | A_i^{2n}\Omega \rangle = \frac{1}{n+1}\binom{n}{2n}$$  \hspace{1cm} (7.16)

while:

$$\langle \Omega | A_i^{2n+1}\Omega \rangle = 0$$  \hspace{1cm} (7.17)

Comparing equations 14.16 and 14.17 with equations 14.8 and 14.9 one can conclude that the operator $A_i$ acts on the natural closure of the vector space spanned by $\{e_i^{\otimes n}\}_{n \geq 0}$ in the same way as the operator “multiplication by $x$” acts on the space $\mathcal{F}$ of section 14.2.

In particular, if $P_n(x)$ is the $n$-th Chebyshev polynomial then we have:

$$P_n(A_i)[\Omega] = e_i^{\otimes n}$$  \hspace{1cm} (7.18)

von Neumann algebra
We shall use the notation $\mathfrak{A}_n$ to denote the Von Neumann algebra generated by the semi-circular elements $A_1, A_2, \ldots A_n$. Thinking of each of the operators $A_i$ as a random variable we may define the following state

$$\tau(X) = \langle \Omega | X\Omega \rangle$$  \hspace{1cm} (7.19)

It is not hard to show that $\tau$ is in fact a tracial state:

$$\tau(XY) = \tau(YX)$$
Embedding

It is not hard to convince oneself that for all \( \{i_1, i_2, \ldots, i_r\} \in \mathbb{N}_{\geq 1} \) and for all \( j_1, j_2, \ldots, j_r \in \{1, 2, \ldots, n\} \) such that \( j_\ell \neq j_{\ell + 1} \) we have:

\[
P_{j_1}(A_{i_1})P_{j_2}(A_{i_2}) \cdots P_{j_k}(A_{i_k})[\Omega] = e_{i_1}^{j_1} e_{i_2}^{j_2} \cdots e_{i_k}^{j_k}
\] (7.20)

In other words, we have an embedding of \( \mathfrak{A}_n \subseteq B(\mathfrak{F}) \) into \( \mathfrak{F} \) which is given by:

\[
X \mapsto X[\Omega]
\] (7.21)

Topological considerations

Let us remark that there is no natural inner product on \( B(\mathfrak{F}) \). Nevertheless, the embedding of \( \mathfrak{A}_n \) into \( \mathfrak{F} \) allows us to induce an inner product on \( \mathfrak{A}_n \). Even with this induced inner product, the vector space \( \mathfrak{A}_n \) is not a Hilbert space, since it is not closed under the topology induced by the inner product.

7.4 Main result

7.4.1 Statement

For each \( i = 1, 2, \ldots, n \), let \( \text{Poly}(A_i) \) denote the subalgebra of \( B(\mathfrak{F}) \) generated by \( A_i \) and let \( \text{Alg}(A_i) \) denote the closure of \( \text{Poly}(A_i) \) in the weak operator topology of \( B(\mathfrak{F}) \).

Similarly let \( \text{Comm}(A_i) \) the sub-algebra of \( \mathfrak{A}_n \) consisting of all elements which commute with \( A_i \). One can show that \( \text{Comm}(A_i) \) is already closed under the weak operator topology.

The goal of the next two sections is to prove the following result:

**Theorem 7.4.1.**

\[
\text{Alg}(A_i) = \text{Comm}(A_i)
\] (7.22)

As a consequence of Theorem 14.4.1 we have:

**Theorem 7.4.2.** For \( n \geq 2 \) the center of \( \mathfrak{A}_n \) is trivial.

*Proof.* Suppose that \( x \) lies in the center of \( \mathfrak{A}_n \). It follows that \( x \) commutes with \( A_1 \), and \( x \) commutes with \( A_2 \). Now, by Theorem 14.4.1 we have \( x \in \text{Alg}(A_1) \) and \( x \in \text{Alg}(A_2) \). But:

\[
\text{Alg}(A_i) \cap \text{Alg}(A_j) = \mathbb{C}.1
\]

The result follows. \( \square \)

Note that in the language of Von Neumann algebras Theorem 14.4.2 implies that \( \mathfrak{A}_n \) is a factor. This result is already known [Voi90]. Our proof is still interesting however as it yields a number of explicit projection formulae (see section 14.4.5).
7.4.2 Topological considerations

We shall use the notation $A_n$ to denote the closure of $A_n$ under the natural topology of $\mathfrak{F}$. Furthermore we shall use the notation $A_n^d$ to denote the intersection of $A_n$ with the finite dimensional subspace of $\mathfrak{F}$ consisting of elements of degree $d$.

Lemma 7.4.1. For any vector subspace $V$ of some Hilbert space $H$, the orthogonal complement $V^\perp$ is closed.

Let $\overline{\text{Alg}(A_i)}$ denote the closure of $\text{Alg}(A_i)$ with respect to the topology of $\mathfrak{F}$.

Lemma 7.4.2.

$$\overline{\text{Alg}(A_i)} \cap \mathfrak{A}_n = \text{Alg}(A_i)$$ (7.23)

Proof. Let $V_i$ denote the vector space spanned by $\{e_i^{\otimes n}\}_{n \geq 0}$. Under the embedding of $\mathfrak{A}_n$ into $\mathfrak{F}$ we have:

$$\text{Poly}(A_i) = V_i$$ (7.24)

Let $h_i$ denote the closure of $V_i$ under the topology of $\mathfrak{F}$. We have

$$\overline{\text{Alg}(A_i)} = h_i$$ (7.25)

But we also have that $\mathfrak{A}_n \cap h_i = \text{Alg}(A_i) \cap h_i$. Referring back to remarks made in section 14.2, every bounded measurable function is also square integrable, that is to say:

$$\text{Alg}(A_i) \subset h_i$$

and so:

$$\overline{\text{Alg}(A_i)} \cap h_i = \text{Alg}(A_i)$$

The result follows. □

Let $\overline{\text{Comm}(A_i)}$ denote the closure of $\text{Comm}(A_i)$ with respect to the topology of $\mathfrak{F}$.

Lemma 7.4.3.

$$\overline{\text{Comm}(A_i)} \cap \mathfrak{A}_n = \text{Comm}(A_i)$$ (7.26)

Proof. We have:

$$\overline{\text{Comm}(A_i)} = \{x \in \mathfrak{A}_n \mid x A_i = A_i x\}$$ (7.27)

(7.28)

and so:

$$\overline{\text{Comm}(A_i)} \cap \mathfrak{A}_n = \{x \in \mathfrak{A}_n \mid x A_i = A_i x\} \cap \mathfrak{A}_n$$ (7.29)

$$= \{x \in \mathfrak{A}_n \mid x A_i = A_i x\}$$ (7.30)

$$= \text{Comm}(A_i)$$ (7.31)

The result follows. □
Strategy

We shall begin by proving the following:

**Proposition 7.4.1.**

\[
\text{Comm}(A_i)^\perp = \text{Alg}(A_i)^\perp
\]  

(7.32)

This implies in particular that:

\[
\text{Alg}(A_i) = \text{Comm}(A_i)
\]  

(7.33)

Taking the intersection of both sides with \( \mathfrak{A}_n \) we obtain Theorem 14.4.1. Our goal is now to prove proposition 14.4.1. It is clear that we have:

\[
\text{Comm}(A_i)^\perp \subseteq \text{Alg}(A_i)^\perp
\]  

(7.34)

We need only to prove the reverse inclusion of equation 14.34.

\[
\text{Alg}(A_i)^\perp \subseteq \text{Comm}(A_i)^\perp
\]  

(7.35)

### 7.4.3 Commutators

Recall that the *commutator* of two operators \( X \) and \( Y \) is given by:

\[
[X, Y] = XY - YX
\]  

(7.36)

**Lemma 7.4.4.** For all \( x, y \in \mathfrak{A} \) we have:

\[
\tau(x[A_i, y]) = \tau(y[x, A_i])
\]  

(7.37)

**Proof.** By the linearity and the traciality of the state \( \tau \), we have:

\[
\tau(x[A_i, y]) = \tau(xA_iy) - \tau(xyA_i) = \tau(y[x, A_i]) = \tau(y[x, A_i])
\]

Our plan is to study the following family of finite dimensional vector subspaces:

\[
\{ [A_i, y], y \in \mathfrak{A}_n^d \}
\]  

(7.38)

**Lemma 7.4.5.** For all \( d \geq 1 \) we have the following inclusion:

\[
\{ [A_i, y], y \in \mathfrak{A}_n^d \} \subseteq \text{Comm}(A_i)^\perp
\]  

(7.39)

**Proof.** Choose any \( y \in \mathfrak{A}_n^d \). By lemma 14.4.4 we have that if \( x \in \text{Comm}(A_i) \) then:

\[
\tau(x[A_i, y]) = \tau(y[x, A_i]) = 0
\]

In other words \( [A_i, y] \) lies in the orthogonal complement of \( \text{Comm}(A_i) \). 

\[ \square \]
Lemma 7.4.6. For all \( d \geq 1 \)

\[
\text{Alg}(A_i)^\perp \not\subseteq \{ [A_i, y], y \in A_n^d \}
\]

Proof. For any \( j \neq i \) we have \( A_j \in \text{Alg}(A_i)^\perp \) but we do not have \( A_j \in \{ [A_i, y], y \in A_n^d \} \) for any \( d \). \( \Box \)

Our goal in the next section will be to show that:

Proposition 7.4.2.

\[
\text{Alg}(A_i)^\perp \subseteq \bigcup_{d \geq 1} \{ [A_i, y], y \in A_n^d \}
\] (7.40)

That is to say, for any \( B \in \text{Alg}(A_i)^\perp \) there exists a sequence of operators \( \{ y_1, y_2, y_3, \ldots \} \) with: \( y_m \in A_n^d \) for some \( d \) which depends on \( m \). such that, as a vector:

\[
B = \lim_{m \to \infty} [A_i, y_m]
\] (7.41)

Note that this is to be understood as convergence in the metric space induced by the inner product of the Fock space \( \mathfrak{F} \).

Proposition 14.4.2 and Lemma 14.4.5 will together give us equation 14.35, thus proving Theorem 14.4.1.

7.4.4 Projection formula

In this section we prove proposition 14.4.2 for \( i = 1 \). The general result follows by symmetry.

Notation

Let \( S \) be any non-trivial element of \( \mathfrak{A} \) of the form:

\[
S = P_{j_1}(A_{i_1})P_{j_2}(A_{i_2}) \cdots P_{j_r}(A_{i_r})
\]

such that \( j_1, j_2, \ldots j_r \geq 1 \) and \( j_\ell \neq j_{\ell+1} \) as well as \( i_1 \neq 1 \neq i_r \). We have:

\[
S \in \text{Alg}(A_1)^\perp
\]

Next, for each \( n, k \geq 1 \) let:

\[
S_{n,k} = P_n(A_1)SP_k(A_1)
\]

Again we have:

\[
S_{n,k} \in \text{Alg}(A_1)^\perp
\]

In fact, the collection of all operators of the form \( S_{n,k} \) for all possible choices of \( S \) form a Hilbert basis for \( \text{Alg}(A_1)^\perp \).
Simplification

**Lemma 7.4.7.** If $a$ and $c$ both commute with $x$ then:

$$[x, abc] = a[x, b]c$$

**Proof.**

$$[x, abc] = xabc - abcx = axbc - abxc = a[x, b]c$$

**Proposition 7.4.3.** If:

$$S \in \bigcup_{d \geq 1} \{[A_i, y], y \in \mathbb{A}_d^n\}$$

Then, for all $n, k \geq 0$ we have:

$$S_{n,k} \in \bigcup_{d \geq 1} \{[A_i, y], y \in \mathbb{A}_d^n\}$$

**Proof.** Suppose that we already have a sequence of operators $\{y_1, y_2, y_3, \ldots\}$ with: $y_m \in \mathbb{A}_n$ such that:

$$S = \lim_{m \to \infty} [A_1, y_m]$$

It follows that:

$$S_{n,k} = \lim_{m \to \infty} P_n(A_1)[A_1, y_m]P_k(A_1) = \lim_{m \to \infty} [A_1, P_n(A_1) y_m P_k(A_1)] = \lim_{m \to \infty} [A_1, z_m]$$

where $z_m = P_n(A_1) y_m P_k(A_1)$. The result follows

**Projection formula for arbitrary $S$:**

$$S = \lim_{m \to \infty} \frac{1}{2m + 3} \sum_{k=0}^{m-1} (m - k)([S_{k,k+1}, A_1] - [S_{k+1,k}, A_1]) \quad (7.42)$$

In order to prove this formula we will need some more notation. For fixed $S$, let $W$ denote the vector subspace spanned by all vectors of the form:

$$v_{n,k} = [S_{n,k}, A_1] = S_{n,k+1} - S_{n+1,k} + S_{n,k-1} - S_{n-1,k}$$
The second equality above is a consequence of the three-term recurrence for Chebyshev polynomials (see equation 14.6). It will be convenient to make the following change of notation:

\[ e_{n,k} = \frac{1}{\sqrt{2}}(S_{n,k} + S_{k,n}) \text{ for } n < k \]

\[ e_{k,k} = S_{k,k} \]

\[ w_{n,k} = \frac{1}{\sqrt{2}}(v_{n,k} - v_{k,n}) \text{ for } n < k \]

We may now rewrite equation 14.42 as follows:

\[
\begin{align*}
    s_m &= \frac{1}{2m+3} \sum_{k=0}^{m-1} (m-k)([S_{k,k+1}, A_1] - [S_{k+1,k}, A_1]) \\
    &= \frac{\sqrt{2}}{2m+3} \sum_{k=0}^{m-1} (m-k)w_{k,k+1} \\
    &= \frac{1}{2m+3} \sum_{k=0}^{m-1} (m-k)(\sqrt{2}e_{k,k+2} - 2e_{k+1,k+1} + 2e_{k,k} - \sqrt{2}e_{k-1,k+1}) \\
    &= \frac{1}{2m+3} \left(2me_{0,0} + \sqrt{2} \sum_{k=0}^{m-1} e_{k,k+2} - 2 \sum_{k=1}^{m} e_{k,k} \right)
\end{align*}
\]
Suppose that $S$ is an element of degree $t = j_1 + j_2 + \cdots + j_r$. For each $m \geq 0$ let us define:

$$E_S^{2m} \subset \bigcup_{d=0}^{m} A_n^{2d+t}$$  \hspace{1cm} (7.43)

to be the vector space spanned by the $e_{n,k}$ for $n + k$ even and $n + k \leq 2m$. Similarly, let us define, for each $m \geq 0$ the vector subspace:

$$W_S^{2m-1} \subset E_S^{2m}$$  \hspace{1cm} (7.44)

to be the vector space spanned by the $w_{n,k}$ for $n + k$ odd, $n < k$ and $n + k \leq 2m - 1$.

**Proposition 7.4.4.** The vector $s_m$ is the orthogonal projection of the vector $S$ onto the finite dimensional subspace $W_S^{2m-1}$.

**Proof.** We shall show that the vector $(S - s_m)$ lies in the orthogonal complement of $W_S^{2m-1}$ with respect to $E_S^{2m}$. We begin by observing that if $r > 2$ then:

$$\langle S, e_{k,k+r} \rangle = \langle s_m, e_{k,k+r} \rangle = 0$$

Thus we may restrict ourselves even further to the subspace:

$$F \subset E_S^{2m}$$  \hspace{1cm} (7.45)

spanned by vectors of the form $e_{k,k}$ or $e_{k,k+2}$ with degree less than or equal to $2m$. Next, if $j - i \geq 4$ then:

$$\langle e_{k,k}, w_{i,j} \rangle = \langle e_{k,k+2}, w_{i,j} \rangle = 0$$

Let $U$ denote the vector subspace of $W_S^{2m-1}$ spanned by vectors of the form $w_{k,k+1}$ for $k < m$ and $w_{k,k+3}$ for $k < m - 1$. We must show that for all $u \in U$ we have:

$$\langle S - s_m | u \rangle = 0$$

Now:

$$(2m + 3)\langle S | w_{0,1} \rangle = \langle 2m e_{0,0} | \sqrt{2} e_{0,0} \rangle = -(2m + 3)\sqrt{2}$$

While:

$$(2m + 3)\langle s_m | w_{0,1} \rangle = \langle 2m e_{0,0} | \sqrt{2} e_{0,0} \rangle + \langle \sqrt{2} e_{0,2}, e_{0,2} \rangle + \langle -2e_{1,1} | \sqrt{2} e_{1,1} \rangle$$

$$= (2m + 3)\sqrt{2}$$

Next, for all $i > 0$ we have:

$$\langle S | w_{i,i+1} \rangle = 0$$

and:

$$(2m + 3)\langle s_m | w_{i,i+1} \rangle = \langle \sqrt{2} e_{i,i+2}, e_{i,i+2} \rangle - \langle 2e_{i,i}, \sqrt{2} e_{i,i} \rangle$$

$$+ \langle 2e_{i+i+1,i+1}, \sqrt{2} e_{i+1,i+1} \rangle - \langle \sqrt{2} e_{i-1,i+1} | e_{i+1,i+1} \rangle$$

$$= \sqrt{2} - 2\sqrt{2} + 2\sqrt{2} - \sqrt{2}$$

$$= 0$$
Finally, for all $i \geq 0$ we have:

$$\langle S | w_{i,i+3} \rangle = 0$$

While:

$$(2m + 3) \langle s_m | w_{i,i+1} \rangle = \langle \sqrt{2} e_{i+1,i}, e_{i+2} \rangle - \langle 2e_{i,i}, \sqrt{2} e_{i,i} \rangle + \langle 2e_{i+1,i+1}, \sqrt{2} e_{i+1,i+1} \rangle - \langle \sqrt{2} e_{i-1,i+1} | e_{i+1,i+1} \rangle$$

$$= \sqrt{2} - 2\sqrt{2} + 2\sqrt{2} - \sqrt{2} = 0$$

The result follows.

It remains to verify that:

$$\lim_{m \to \infty} ||s_m|| = \frac{1}{(2m + 3)^2} \left(4m^2 + 2m + 4m\right)$$

$$= \lim_{m \to \infty} \frac{2m}{2m + 3} = 1$$

We have proven equation 14.42 and shown that:

$$S \in \bigcup_{\ell \geq 1} \{[A_i, y], y \in \mathbb{A}_d^\ell \}$$

Theorems 14.4.1 and 14.4.2 follow as a consequence of proposition 14.4.3.

### 7.4.5 An interesting matrix

Let us fix the following order on the set of vectors $w_{n,k}$ for $n + k$ odd and $n < k$ and $n + k \leq 2m - 1$:

$$w_{0,1}, w_{0,3}, w_{1,2}, w_{0,5}, w_{1,4}, w_{2,3}, w_{0,7}, w_{1,6}, w_{2,5}, w_{3,4}, w_{0,9}, w_{1,8}, w_{2,7}, w_{3,6}, w_{4,5}$$

For each $m \geq 1$ let $A_m$ denote the Gramm matrix of inner products $\langle w_{n,k}, w_{n^*,k^*} \rangle$ for $n + k$ odd and $n + k \leq 2m - 1$. Let $B_m = (2m + 3)A_m^{-1}$. Here is the matrix $B_5$:
We have used some colour to highlight the self-similar structure of this matrix.

We may block diagonalize the matrix $B_5$ by conjugating by the following matrix:

$$
U = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{3}{4} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -\frac{3}{4} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
$$

The matrix $UB_5U^T$ is given by:

$$
\begin{bmatrix}
5 & 0 & 4 & 0 & 0 & 3 & 0 & 0 & 0 & 2 \\
0 & 12 & 4 & 0 & 0 & 3 & 6 & 0 & 0 & 2 \\
4 & 8 & 0 & 0 & 2 & 4 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} \oplus \frac{1}{5} \begin{bmatrix}
60 & 20 & 24 \\
20 & 24 & 24 \\
12 & 15 & 18 \\
12 & 15 & 18 \\
36 & 45 & 15 \\
\end{bmatrix} \oplus \frac{1}{4} \begin{bmatrix}
60 & 36 & 12 \\
36 & 45 & 15 \\
12 & 15 & 18 \\
12 & 15 & 18 \\
6 & 8 & 10 \\
\end{bmatrix} \oplus \frac{1}{3} \begin{bmatrix}
42 & 30 & 18 & 6 \\
30 & 40 & 24 & 8 \\
18 & 24 & 30 & 10 \\
6 & 8 & 10 & 12 \\
\end{bmatrix} \oplus \frac{1}{2} \begin{bmatrix}
18 & 14 & 10 & 6 & 2 \\
14 & 21 & 15 & 9 & 3 \\
10 & 15 & 20 & 12 & 4 \\
6 & 9 & 12 & 15 & 5 \\
2 & 3 & 4 & 5 & 6 \\
\end{bmatrix}
$$
The matrix $A_5$ is given by:

$$
\begin{pmatrix}
5 & 1 & -3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 3 & -2 & -2 & 6 & 0 & 1 & -3 & 0 & 0 \\
-3 & -2 & 6 & 0 & 1 & -3 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 3 & -2 & 0 & 1 & -2 & 1 & 0 \\
0 & -2 & 1 & -2 & 4 & -2 & 0 & 1 & -2 & 1 \\
0 & 1 & -3 & 0 & -2 & 6 & 0 & 0 & 1 & -3 \\
0 & 0 & 0 & 1 & 0 & 0 & 3 & -2 & 0 & 0 \\
0 & 0 & 0 & -2 & 1 & 0 & -2 & 4 & -2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -2 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -3 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & -3 \\
\end{pmatrix}
$$

The matrix $V = U^{-1}$ is given by:

$$
U^{-1} = 
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{4}{3} & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{3}{4} & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
\frac{3}{5} & 0 & \frac{3}{4} & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{2}{3} & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{2}{3} & 0 & 0 & 0 & 1 & 0 & 0 \\
\frac{2}{5} & 0 & \frac{1}{2} & 0 & 0 & 2 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{3} & 0 & 0 & \frac{1}{2} & 0 & 0 & 1 \\
0 & \frac{1}{4} & 0 & \frac{1}{3} & 0 & 0 & \frac{1}{2} & 0 & 0 & 1 \\
\frac{1}{5} & \frac{1}{4} & \frac{1}{3} & 0 & 0 & 0 & \frac{1}{2} & 0 & 0 & 1 \\
\end{pmatrix}
$$

The matrix $V^T A_5 V$ is given by:

$$
\frac{1}{5} \left[ \begin{array}{cccc}
6 & -4 & 0 \\
-4 & 8 & -4 \\
0 & -4 & 12 \\
\end{array} \right] \oplus \frac{1}{3} \left[ \begin{array}{cccc}
5 & -4 & 0 \\
-4 & 8 & -4 \\
0 & -4 & 12 \\
\end{array} \right] \oplus \frac{1}{2} \left[ \begin{array}{cccc}
4 & -3 & 0 & 0 \\
-3 & 6 & -3 & 0 \\
0 & -3 & 6 & -3 \\
0 & 0 & -3 & 9 \\
\end{array} \right] \oplus \left[ \begin{array}{cccc}
3 & -2 & 0 & 0 \\
-2 & 4 & -2 & 0 \\
0 & -2 & 4 & -2 \\
0 & 0 & -2 & 6 \\
\end{array} \right]
$$

Note that:

$$13 = 7 + 18 - 6 - 6$$

These examples suggest that there is some rich underlying structure which is worth further pursuit.
7.5 Conclusion

We have given a elementary proof that semicircular algebra is a factor in the sense of Von Neumann algebras. Although this result is already known, our proof is particularly simple. We have also given an explicit formula for the projection of any element onto the dense subspace of commutators. It would be interesting to see if this approach could be extended to the case of the $q$-semicircular algebra [BS91], or even the $(q, t)$-semicircular algebra [Bli12].

Examining the Gramm matrix of the most natural basis for the space of commutators, we have found it to have an intriguing self-similar structure which may be interesting to investigate further.
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