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INTRODUCTION

I t is complex, timeconsuming, and costly to develop innovative and creative products, espe-
cially for people who have never been involved inradctDevelopmenfrocessPDP)

The formalization and manipulation of new ideasl concepts is not straightforward and it is
sometime difficult to come out with concrete and explicit representations of those imaginations.
Most of the timethey evolve over and over again through different staggsresearch, anal-

ysis, test, prototyping, feest) before they reach a satisfactory compromise. Howeveas

been recognized that over 80% of the total life cycle cost of a product is committed at the very
early design stage and it is therefore crucial to focus [dh [i2] [3].

An outstanding concept development is crucial. During this stage, market research, prod-
uct specifications and an economic analysis are carried out. At the ena afeitelopment
project is outlined. Conceptual design, as an early design phase, plays a very important role
for both generating new ideas and reducing costs [4]. With the current intense market competi-
tion, creativity andinnovation are me@e and more urgently needed in the conceptual design
phase. To support those creative and innovative testgal Reality (VR) can play a central
role. As the objects designed fovR application do not need to be manufactured immediately,
for example video games, films, etc., but to be visualized and integrated by the user, the design
of the shape®f these virtual objects becomes the key to achieve a competitive application.
Thus, new paradigms have to be foreseen to really take advantage of suebhmmlogies.

Methods and tools supporting human creativity wotith manual and computational
means have been proposed in the past. Those methods and tools for the design of shapes gen-
erally require the use of very specialized computer graphics knowledgever, creativity
does not. Many new ideas come from our daily life. Any-appert can come up with fantastic
ideas for new shapes by usually reusing and mixing existing shapéth the development
of Internet and smartphones, many different digiath can be easily generated (e.g. by the
digital camera of a smartphone) or fouedy(through a search in a database). However, few
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tools can combine and integrate them togefizeasto generate a new shape, as they are in
different dimensions and statén different data structures. There is always a gap between the
users with creative ideas and the conceptual design tools, a gap between the conceptual model
and the final product.

Moreover, the meanings of “shape” are different depending oappkcaton contexts.
Today, he information associated with shapes has become broader than ever. Mere geometric
descriptions (e.g. CS'GB-Rep?) cannot satisfy the needs for modeling shapes in different ap-
plications. Structurdased shape descriptors show a higher level of shape features explaining
the partwhole relation or topological relation of the geometry that can be used to analyze and
potentially generate shapes. In the last few years, there has been a considerable increase of
interest in the technigs used to extract and stream knowledge embedded into shapes. The
semanticg5] of shape enables to represent shapes that are both manterstandable and
humanunderstandable. In many applications such as medicine, bi@tugythe meaning of
the shape is often more important than the geometry itself. Howleedmnowledge conveyed
by digital shapes is quite limited as the modeling tools and the data formats are quite centered
on the geometric asps@nd have few relations with data interpretati@noptimized only for
one targeted application. Otrespectsuch as the structural information or the semantic based
information on shapes provide a different point of view of shapes and are very useful in specific
areasA multi-layered shape description model should be developed from the very beginning
of any shape design process.

Thus, #d the abovementioned statements prove one faatmore general and efficient
way for thecreative conceptual design of shapes by reusimgxisting heterogeneous shape
data with user-centered approaches through a multiayered shape description model is
much needed.

This is the general context for the subject of this Ph.D. thesis. The work done in this thesis
has been carried out within the framework of a French national project nanigl E¢Con-
ceptual Design In virtual Environment) funded by the ARTS Carnot Institute of Technology
and a European Infrastructure project called VISIONA(RISION Advanced Infrastructure
for Research).

To better introduce the different parts of the proposed shape description model and the
related methods and tools, this document is organized in two parts

Part A: Background and stateof-the-art which corresponds to the explanation of the back-
ground together with thstateef-the-art of the existing approaches related to shape modeling,
representation and description. It has been divided into two chapters

1 Constructive Solid Geometry
2 Boundary Representation
3 Projectweb page: http://www.infraisionair.eu
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x The first chapter@hapter 1) aims at presenting the background for this thesis, the

description of the problem and the objectives as well as the adeptsdch approach.
The basic definitions of some key concepts are also introduced in this chapter.

The second chapteChapter 2) gathers togethex presentation and analysis of the
existing shape representatiprshape descriptors, shape modeling approaches and
tools, trying tohighlightthe issues ahlimits existing today in the scientific context

of the subject presented in the previous chapter.

Part B: Contribution thatfocuses on the proposed shape description model as well as on the
usercentered processing of conceptual design while using this model. It consists in four chap-

ters:

X

The third chapterGhapter 3) presents the CDIVE and VISIONAIR projecs,
showing a real example of a virtual reality application that has been developed using
the classical shape modeling process. By throwing away the bricks in the classical
process, the first idea of the proposed shape description model is presented.

The fourth chapterGhapter 4) introduces the definitimand the specificationsf

the new shape description model through three levels: geometry, structure and se-
mantics together with the data structure of each definition in ML

The fifth chapter Chapter 5) investigates the useentered modeling workflow us-

ing the proposed shape description model, which enables the storing of shape infor-
mation in the new model in a correct and ronbiguous way.

The sixth chapterGhapter 6) ends this part while presenting a usentered imple-
mentation as well as some experimentations in different contexts

A synthesis of the key points in the proposed shape description model acéniseed

modeling process endsis document. Since the proposed concepts and tools are part of a first
exploration step towards solving the problem of «sstered creative conceptual design, they

possess their own limits, but they are a way to start new developments, to open new perspectives

and discussions as sketched in the last part of this manuscript

4 Unified Modeling Language
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- PART A: BACKGROUND AND STATE
OF-THE-ART

T HE FIRST PART presentghe background for thiBh.D.thesis project and the staJe

of the art of the existing approaches that can be used for shape representat
scription and modeling. It consists of twbapters.
The first chapter starts by introducing the research methodology used in this

on, de-

work.

According withthe research method chosen, a first step is presented in this chapter that

aims at clearly defining the research problem.

The second chapter collects togetheittr@ductionof the existing shape models

representations, modelirgproaches, shape descriptors euodielingtools used to cre-

ate digital shapegqointing out the direction towards a mttiyered shape representa-

tion.







Words do not play any role in my thought; instead, | thin}
signs and images which | can copy and combine.
Albert Einstein

|
RESEARCH METHODOLOGY
AND BACKGROUND

CHAPTER OVERVIEW

T HE OBJECTIVE OF THE PRESENT CHAPTER IS to introduce thenethodology applied
during this Ph.D. thesi$éction 1.1), a brief introduction and analysis of thack-
ground Gection 1.2)in order to clearly define the objects/g¢he research problem an
the literature review direction{$ection 1.3).
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1.1

RESEARCH METHODOLOGY

This manuscripaims at presenting the research results and proposed solutions for the de-

fined scientific problem. In order to better introduce this work, it is necessary at first to present
the appliednethodology.

QUALIFICATION

Depending on its different aspects, research can be quatiftiierent wayd6], [7], [8]
[9] [10]:

y Quantitative and Qualitative: Quantitative research means gatheragective

numerical data. tatistical models are appli¢d analyzeandexplainthe collected
information. Qualitative researcinstead of numbers, t® describe or interpret
whatis being researched. This type of research is using words or visual régresen
tionsto provide information

Observational and Experimentat Observational researchts directly collect in-
formation without the input from other previous researchegefmental research

sets the parameters or conditions and is able to change them so as to determine their
effects.It helps researchers understand the meaning of certain variables depending
on different conditions

Basic, Applied and Developmental Basicresearch i$o justdeterminatavhat is

true. Applied research is to solve problenssng what has been found. Develop-
mental research is more or less the sasspplied researctvhile morefocusing

on improving existing techniques to generate new.ones

Mainly, in this Ph.D, the research wosdareof a qualitative, observationalanddevel-

opmentalnature. In the introductory part on implementation, an experimeype of research
can be found comparing different solutions with different parame@dvapter 6).

RESEARCH METHOD AND PROCESS

As the work presented in this document is not just pure research analyzing existing related

works, but italso includes a development stage, the research megiptied in this thesis is
illustrated inFigure 1.1, which is based on the research method introduced by [8]:



Figure 1.1Research process in flow chart fr¢&j

Step 1: Define research probleraorresponds to two phases. The first one is to understand
the problem by selecting the general area of interest or aspect of the subject. The second one is
to rephrase the problem as well as the objective into meaningful terms from an analytical stand-
point. This step is detailed in this first chap@hépter 1).

Step 2: Review the literaturaims at finding the existing solution (if any) corresponding



to the problemsndicated in step 1 or presenting the issues which blocks the development of
suitable solutions; a case study is also introduced at this stage. Finally, some cétpr@ a
posed for evaluating threuggested solution. This step corresponds to Chapter 2

Step 3: Case study and detaitl objectiveswhereone or more specific case(s) are ana-
lyzedin order to clearly define the position of the waurkl list the detailed objectives consid-
ering the results of the literature reviews in steplas step is detailed i@hapter 3.

Step 4: Research proposalescribes the solutions proposed to answer the degfirodd
lem. A scenario is also designed in order to demonstrate the capacity and feasibility of the pro-
posed solutionThis is developed iChapter 4.

Step 5: Developmendesignates the related activities designed to implement the proposal
into a real appliation, ready to be tested. The process of implementation is not wholly intro-
duced in this document, but some interesting results are presented in Chapter 5

Step 6: Analysisorresponds to the step in which the results are analiiethe criteria
proposed in step Zhis is part of the final section d@hapter 6 and the final @nclusions

Step 7: Interpret and reportis aboutwriting the final document, the Ph.Bhanuscript in
the present case.

1.2 CONTEXT

As stated in the introduction, this Ph.D. thesis undertakes to find a more general and effi-
cient way fora creative conceptual desigof shapesfor virtual reality applicationgby inte-
grating andmerging exising heterogeneous shape data withiser-centered approaches
through a multlayeredshape description model

This project is related to many different areas including conceptual design, creativity,
virtual reality, heterogeneous shape data,-oeatered dsign and shape description madél
brief introduction of these areas and their relations is presented in the following subsections

WHAT IS DESIGN?

In our modern world ftereexistlots ofapplications of desigfiDesigri is seerfrom many
differentpoints of viewwhentrying to give its definition Design can be consideredlasth a
verb— the procesof design— and a nour— the productresulting from the desigprocess
as Kathryn Best noted her book [11]

“Designdescribes both the process of making things (designing) and the product
of this process (a design). ... Thetivity of designing is a us&entered, prob-
lem-solving process...-~Kathryn Bes{11]

There are also sonfiarther definitions:

“Design is the craft ofisualizing concrete solutions that serve human needs and
goals within certain constraints=“Kim Goodwin[12]
“Design is directed toward human beings. To design is to solve human problems
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by identifying them, examining alteringe solutions to them, choosing and exe-
cuting the best solutionr=~lvan Chermayeff, confounder of Chermayeff & Geis-
mar

“Design is what links creativity and innovation. It shapes ideas to become prac-
tical and attractive propositions for users or customers. Design may be described
as creativity deployed to a specific end.”—Sir George [a8% former Chair-

man of the UK’s Design Council

“Designis an integrative process that seeks resolgtinot compromise-
through crosslisciplinay teamwork. Design is intentional. Success by design
simply means prospering on purposeNichael Smythe, winner of the DINZ
(Designers Institute of New Zealand) Outstanding Achievement Award for 2004.
“Design, in its broadest sense, is the enabler of the digitatigsaa process that
creates order out of chaos that renders technology usable to business. Design
means being good, not just looking goedClement Mok [14]

Design should not be considered as a methodology but a process. Methaedérgyng
to a body of knowledge comprising the principles, guidelines, best practices, methods and pro-
cesses relating to a particular discipljd&], is a much broader concept than a proegssh
is a systematic series of actions directed to som¢l&id

1.2.2 CONCEPTUAL DESIGN IN USER-CENTERED DESIGN PROCESS

There are many ways of describing the whole product design proge=msddeg on its
different applications. This Ph.D. thesis focuses on theagsgered design (UCD) approach
which is a broad term to describe design processes whehnesers influence how a design
takes shapfL7]. The term “usecentered design” originated in Donald Norman’s research la-
boratory at the University of California San Diego (UCSD) in the 1980s and became widely

used

after the publication of a-anithored book entitled: Us€rentered System Design: New

Perspectives on Huma@omputer Interaction [18]
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Figure 1.2Usercentered Design life cycle

It is important to think carefully about who the users are and how to involve thitva in
design process. Eason [18§s identified three types of users: primary, secondary and tertiary.
The primary users are people who actually use the artifact; the secondary users will occasionally
use the artifact or use it through an intermediary; and the tertiary users are the persons who will
be affected by the use of the artifact or make decisions about its purchase. In the book written
by [20] some ways of involving users in the design and development of a product/artifact have
been suggested, still it must be noticed that the involvement of users mainly occurs in the early
phase of the design cycle.

According to[21], the UCD lifecycle can be described ag-igure 1.2 (which is an ab-
straction of the idea presented in [2T]his life cycle comprises three phases: Discovery, De-
sign and Developmerstupport. Conceptual design is located at the early Design phase. Once
the target users’ current tasks and workflows are understood, it is important to do conceptual
design (or conceptual modeling) before launching into ideation and detailed design. Conceptual
design is a preliminary design activity that helps to see the product’s concepts, workflows, fea-
tures and language from the users’ viewpoint so as to guarantee that the designed products may
be more consistent, simpler and easier for them to undératahuse.

Statementl: The conceptual design phase is a critical stage in the development of ney
ucts.

At this stage, the designers and other members of the development team brainstorm prod-
uct ideas based on researchco$tomersheeds. They aim to produce initial concepts in the
form of sketches or outline specifications for commercial and technical evaluation. Following
a detailed review, the most promising concepts move forward to detailed design and develop-
ment. It is often a collaborative process, involving people in a multidisciplinary domain.

12



At the end of the conceptual design phase, a conceptual model is created. Jeff Johnson has
given this definition of a “conceptual modgelhich shows a general definition but also adapt-
able for shapes

“A conceptual model ... [expresses] the concepts of the intended users’ task do-
main: the data that users manipulate, the manner in whidathathare divided

into chunks, and the nature of the manipulations that users perform on the data.
It explains, abstractly, the function of the product and what concepts people need
to be aware of in order to use”#—Jeff Johnson [22]

Statement2: Developing a higlevel conceptual modelxpressing its tasks anessentia
part of the conceptual design phase.

Together, the conceptual model and task scenariosthgipneratesfficient workflows
whichenableuserdo successfully complete their tasksd accomplish their actual goals. Prod-
uct development outline becomes clear once the conceptual model has been defined.
Conceptual design is difficylin particular for complex objects such as aircraft, ships, and
industrial appliancesespecially when the requirements are from mixeduast The list of
requirements is generally quite long and it often takes a digitgiled design to assess whether
the proposed solution meets the functional requirements, only to learn in the end that it does
not. Therefore a system that can quickly gateea proposed solution and evaluate whether it
satisfies the defined requirements without extensive detailing effort is strongly needed.

CREATIVE CONCEPTUAL D ESIGN

Creativity in general and in design or conceptual design in particular has been a topic of
major attention over the years. With the foreseen economic value and the fascination of crea-
tivity, it is no surprise that a lot of researchers should attempt to understand it, seek factors that
enable or associate creativity in different settings aweldp methods to enhance it.

Idea generation techniques can be perceived as the first and most critical part of creative
design. The most innovative ideas are generated by iterating back and forth between multiple
sources. Smitf23], summarized 172 methods for generating ideas. Six of them are very often
used in our daily life including: decomposition, search by relation, structure, combination, re-
arrangement and special resoubased strategies.

Decompositiormethods are redttive; they convert an undifferentiated stimulus into one
rich in detail, offering cues for idea generation. It can be from wholes into parts and attributes,
and from ends into means, among others. Relation sea@tihods consciously look for rela-
tions béween two or more things, one of which is part of the problem, in hopes of finding
solution ideasStructuremethodsorganize information to reveal relationships. Combination
asks one to combine elements and attributes together in search of ideas. A less systematic vari-
ation of combinatiorrearrangementalters the structure of a situation by rearranging its parts.
Special resource strategiase a specialized outside resource, enabling idea generation to reach
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beyond a person’s normal mental repertoire.

One weltknown example of using these six methods to create new ideas is the LEGO®
brick games as presentedrigure 1.3.

This example shows a partafarm built from pieces of bricks. Some bricks are different
from one another and they are rearranged and combined together to simulate different objects
depending on the various relations among them. LE@@k building is a very good way for
children to develop their creativity.

Figure 1.3 Example of LEGO brick game: Fatm

These methods are also applied to modern conceptual design especially in the furniture
and architecture fields. The Figure 1.4 show some “crazy” designs of furniture combining dif-
ferent ideas together.

Figure 1.4% A few examples of crazy furniture combining ideas. The combined ideas in each
example are: A. lamp with horse, B. orange with table, C. coat hanger with chair, D. octopus

5 Image downloaded from: http://uk.ign.com/articles/2014/08/19/lego-minecrafesetiease-latethis-year
6 A. Designed by Fro@: http://www.atomicinteriors.co.uk/product/moooi-horse-lamp

B. Downloadedrom http://freshome.com/2007/08/24/orange-stiable/orange_slictablejpg/

C. Designed by Baita Design, downloaded frautp://www.trendhunter.com/trends/reindeer-ebahger-chair
D. and E. Downloaded from: http://forum.xcitefun.net/creative-and-modern-absigns-t71749.html

F. Design by graemebettlesdesign: http://graemebettlesdesign.blogspot.fr/p/lamps.html
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with chair, E. flower with chair, and E. child skeleton with lamp.

Actually, the mostreative ideas are coming from copying and combining existing things
[24] in an unexpected manneas Albert Einstein always said about his thoughts:

“Words do not play any role in my thought; instead, | think in signs angema
which | can copy and combine*Albert Einstein

From all these examples and the analysis {2#h one can formulate the following state-
ment

Statement3: Taking ideas from different resourct®n combining and rearranging thg¢
together with specific relations and structures is a very common and popular way in ¢reative
conceptual design.

Shai and al. in [25proposed a multidimensional group of criteria to classify creativity
studies, including:

Actor complexity

Product complexity

Cognitive style or trait

Cognitive process

Problem structure

Design processes, practices, culture or tools.

< K <K <K < <

Actor complexitys showingthe number of actors working a@he design, theiorganiza-
tion, e.g. whether collocated or distributed,. etc

Product complexitgxplainswhether the design is usimgany complex building blocks
or with few simple ones

Cognitive style or trdiis for designers. A cognitive style could be viewed as a cognitive
structure; its complement is the cognitive proogbkich is the process used by designers to
address design problems such as the 172 methods analyf8].lylore creative cognitive
styles and processes help to create more creative designs.

Beside the designersontribution, the design context plays a major role in design. Prob-
lem structure shows whether the problem is defineéfingle device or a complex system.

The design processes, practices, culture or toeflect the experiences of the designers’
organization. A mature design company has a-stalictured organization and powerful tools
which help to develop their cresaity. A less experienced design group may see its creativity
limited by its own organization or by the use of less appropiaats.

Thus, based on these criteria, some symbols to describe the gradation and meaning of them
are proposed by the author asfable 1.1.
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Criteria rela- Degreeof criteria
tive to creative

. Ya YaYa Ya¥aYa
conceptual design
. . Small group Well-structured
A I I
ctor complexity Single actor (Up to 5people) team
Simple Medium
i
(Up to 3 building (LIp.to dozens Complex
.| blocks, e.g. shape building blocks, . .
Product complexity (e.g. airplane, vehi-
of a cup of tea, | e.g. shape of fur4
. cle)
shape of a mouse niture, shape of a
of a PQ bicycle)

" . With desi .
Cognitive style or Less design 'th design Well experienced
. knowledge but .

trait knowledge . designer
few experience
: Medium Well-defined
Simple

(group of ideas | (Suitable and well-
generation tech-| strudured idea gen-
niques) eration techniques

, Medi
Simple edium Complex

: _ With I :
Problem structure| (with few require- (With reasonable (Complex defined
groups of re-

Cognitive process| (few idea genera-
tion techniques)

ments) . structure)
quirements)

Design processes| . Smallstudio with| Big company, well
.g P Simple tools for . g . P .y
practices, culture or . mature design | organized with pow

personal design
tools. tools erful tools

Table 1.1 List of criteria relative to the creative of conceptual design

For example, the design of an aircraft is classified with three stars for all these criteria. A
logo of a small company designed by one designer is classified with only one starriterél

WHAT IS VIRTUAL REALITY ?

Conceptual Modeling hdsecomepopularin different areasuch as Information Systems,

Web Information Systems, User Interface Modeling, and Software Engineering. Hoivever,
has been less used in domains like 3D Modeling and Virtual Reality (VR).

Often, the virtual world is so close tioe real one that people cannot even find the differ-
ences between them. This applies primarily to the various social network phenomena, such as
the Internet- an online network, so firmly established in a person’s everyday life that we can
say that a man today does not live one life, but two, and often even more lives(fonleng.

a role in a computer game&jommunication, information retrieval, and entertainment are trans-
ferred from the real world into a virtual world. VR’s techniques are applitdtetoeduction of
the distance between the real world and the virtual one.
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The term *"virtual reality” was coined by Jaron Lanier in the late 1980s, but the origin of
VR technologies can be traced back to Ilvan Sutherland’s work on interactive computing and
headmounted displays in the mitB60s[26] [27]. In a papef28] he contributed to the inter-
national Federation of Information Processing Congress in 1965, entitleculfiihate dis-
play”, he outlined the model for a humaamputer interface that has continued to inspire the
thinking about computegenerated virtual environments ever since. In the late 1280s
Jaron Lanier was the first gtart attaching the label “virtual reality” to interactive computer
generated thredimensional immersive displays.

A. Sevalnikov, a Russian researcher alwintitial reality gives his own definition of what
VR is, as seen below:

“A special system of inflanation reflection, which makes the user feel as he or
she is inside the special world created by specific devis&&vainikov [30]

Other definitions can be found as below:

“Virtual reality —is 3D artificial space ceted by computer means, in which the
user can get into, can change it and fell the real emotion in real time” —Bychkov
[31]

“ A medium composed of interactive computer simulations that sense the partic-
ipant’s position and actions, providing synthetic feedback to one or more senses,
giving the feeling of being immersed or being present in the simulatienfl-

liam R. Sherman and Alan B. Craig [32]

There are four key elements of virtual reality experience M&lal world, immersion,
sensory feedback, interactivitgherman and Craig have also proposed two definitions of the
virtual world:

“virtual world 1. an imaginary space often manifested through a medium. 2. a
description ofa collection of objects in a space and the rules and relationships
governing those objects=William R. Sherman and Alan B. Craig [32]

A VR application comprises different components [3d&jich can be summarized as:

y The scene and the objeciThe scene is the world where objects are located together
with other virtual elements such as lights, viewpoints and cameras.

y Behaviors The object may have various behaviors such as moving, rotating and so
on. They also have their own way of actions defined to realize specific tasks.

y Interaction. The users have to be able to interact with the virtual world. For exam-
ple, pick up an object, drag an object to finally realize virtual tasks.

y Communication. Communication corresponds to the interaction between different
users in a similar virtual world.

y Sound. Sound is also involved in VR applications that simulate the real world.
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Here are four technologies that are crucial for[8& [35]:

y The visual (aural and haptic) displays that immerse the user in the virtual world
(virtual environment) and that block out contradictory sensory impressions from
the real world

y The graphics rendering system that generates, aB@Grames/second, the ever
changing images

y The tracking system that continually reports the position and orientation of the
user’s head and limbs.

y The database construction and maintenance system for building and maintaining
detailed andealistic models of the virtual world

Among the various elements required for VR experience and the crucial technologies for
VR, one can state that:

Statement4: A virtual world (namely a virtual environment), which is tentent of a giver
medium, is the first element that needs to be created for VR applications.

With the increasing development of VR techniques, to represent or create a 3D object as
well as the whole scene will necessarily be more efficient so that other elements can be quickly
developed based on the digital representation of the virtual world. The representation or crea-
tion of the virtual world starts with the desjguhich has to be improved from the very early
phase: the conceptual design (as @nésd in the previous section). On the other hand, VR is a
kind of human communication medium in the sense that human will experience in VR applica-
tion interacting with the virtual environment. Therefore the design of the virtual environment
should be driven by the final user. In other words, it shoulasbecentered

1.2.5 CONCEPTUAL DESIGN FOR VR APPLICATIONS

As for other domains, introducing a conceptual design phase in the development process
of a VR application may help the VR community in several wagahceptual modeling will
introduce a mechanism to abstract from implementation details, it will reduce the complexity
of developing a VR applicatioffior e.g. if the conceptual model is not satisfied then modifica-
tions can be done at this conceptual giestagewhich will be much easier than change the
final VR environment In addition, if well done, such an abstraction layer can also hide the
specific jargon used in VR and then no special VR knowledge will be needed for making the
conceptual design. Therefore, nimchnical people (like the customer or the-esdrwho’s
going to use the VR application to realize their tasks also be involved in the development
and this will improve communication between the developers and the other stakeholders. In
addtion, by involving the customer more closely in the design process of the VR application,
earlier detection of design flaws is possible. All this could contribute to esatire VR appli-
cations in a shorter time.
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Statement5: Customers should be involved in the conceptual design phase.

However, conceptual design for VR faces a lot of challenges since a number of aspects
such as the five components of VR and the crucial techniques presented previously, are abso-
lutely essential. Classical modelling languages such aBE&RORM [37] and UML[38] are
too limited for modelling a VR application in an appropriate way as they are lacking modelling
concepts [39]40] in terms of expressiveness towards VR modelling.

Figure 1.5 Process of conceptual modeling for VR application [41].

In 2007, [41]proposed a general conceptual modelling approach for VR including three
phases: the conceptual specification phase, the mapping phase and the generation phase as pre-
sented in Figurel.5.The specification phase corresponds to the specification ofavghin-
tuitive modeling concepts.

Statement6: There is a gap between the conceptual specifications and their VR impl
tations

The mapping phase tries to bridge the gap. One concept can consist in mapping to different
VR models. With this step, MBpecialists are needed, especially when 3D models need to be
created. The generation phase is to generate the final VR data format such as X3D or VRML.
For example the concept of a “building” can be mapped to a 3D box which is finally structured
with a mesh in VR applicatiowith texture information

X3D is an xml based open file standard to represent a 3D scene or 3D difjealevel-
opment of reatime communication of 3D data across all applications and network applications
has evolved from its beginnings as the Virtual Reality Modeling Language (VRML) to the con-
siderably more mature and refined X3D standard. X3D has a broad structure for saving different
types of VR components which includes 2D/3D graphics, animations, audio and video, user
interactions, navigation, networking, particle systemssanohn. There are more than 40 differ-
ent definitions of the architecture and the base components of X3D standards. It is a highly
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specified standard for VR applicatigneghich is not suitable for conceptual design.

SHAPE MODELING FOR DEVELOPING VR APPLIC ATIONS

Designing a virtual world comprises the design of each object and the design of the virtual
scene. However, the existing usentered conceptual design approagkesh as [43]cannot
really satisfy the increasing needf a fast virtual world generation system, especially for VR
shape modeling due to the high knowledge requirement of Computer Graphics (CG), VR and
product design.

However, the users, who usually lack this knowledge, are not directly integrated in the
conceptual modeling process.

Statement7: There is a gap between the user with creative ideas and design tools.

Due to this gap, the time spent on modeling and modifying shapes is much longer compared
with other processes. Shape modeling is the crucial process of theentsed conceptual
design for VR applications.

Today, digital 3D models used for VR applicais contain much broader information than
just the geometry, in order to simulate not only the appearance but also the behavior of the
object. This information can be summarized in four categories:

Geometry

Appearance (e.g. color, texture, etc.)
Physics (e.g. gravity, material, etc.)
Behavior (e.g. animation, deformation, etc.)

< K K K

Therefore, different aspects need to be considered in the shape modeling process for de-
veloping VR applications. A better shape description structure will reduce the gap between the
conceptual model and the final implementation; this will also reduce the gap between the user
with creative ideas and the design tools.

1.3 DEFINITION OF RESEARCH PROBLEM

In accordance with the analysis of the background presented in the previous subsection,
the research problem lies in the definition of interest areas and their relations from general to
specific, the description of problems and their objectives, which can be illustrategung
1.6.

Conceptual design, which is an early design phase, plays a very important role in creating
new products. It is much needed by virtual reality applications as there is greater flexibility of
shapes in a virtual environment. Creativity is one of the key requirsroktiie conceptual
design phaswhich will help the final design be more attracti@e technique for noexpert
people to create new ideas is to combine existing ones. However there is a gap between these
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non-expert users with creative ideas and the current design tools which require designers with
a thorough knowledge of computer graphiC&§. On the other hand, the information associ-

ated to shapes in virtual reality applications covers a large range of aspects. There is another
gap between the conceptual specification of shapes and the fiaatidetture in implementa-

tions.

Figure 1.6Research problem

Taking into consideration all the statements above, f&iatement 1 to Statement
7Statement7, the problems raised by this Ph.D. thesis are listed here:

Problem 1: There is a gap between:
the nonexpert people with creative ideas who do not possess the lkmavior reusing ex;
isting (by combining or rearranging them) shapes to create newamkthe design too
currently available.

7]

Problem 2: There is a gap between:
the conceptual specification of shapes enriched with added informatidrthe final data

structure in the implementations.

1S

Thus, the main objective of this PhD thesis is to find solutions for a-es@tered shape
description model as well as the relatedhethods and tools to reduce the two gaps pre-
sented in Problem 1 and Problem 2.
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To review the existing situations so as to shed light on the objectiveliteratire review
directions(described irChapter 2) have been chosen:

y Shape modeling / representation approaches for reusing heterogeneous shape data. It
focuses on the existing shape modeling / representation techniques towards the reuse of
different shape resources to generate new shapes

y Shape descriptors and information stored in shapes. It does not focus on how to extract
information of shapes but tries to understand what kinds of information are associated
to shapes, what is the use of these information, what kinds of information ectaaet
needed to describe a shape or be reused.

y Shape modeling tools using heterogeneous data input

In this chapter, a general description of this subject has been introduced. With the analysis
of the reviewed results to be presented in Chaptea Bhore specific description of some re-
search directions and scientific issues will be highlighted.
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The noblest pleasure is the joy of understanding
Leonardo da Vinci

H

SHAPE REPRESENTATION, DESCRIPTION
AND MODELING TOWARDS

REUSING HETEROGENEOUS DATA

CHAPTER OVERVIEW

T HE OBJECTIVE OF THE PRESENT CHAPTER IS to review the related techniques and
tools defined irthe three literature review directions indicated at the end of|the
previous chaptelit includesfour sections. Starting with an introduction about heteroge-
neous shape dat&dction 2.}, this chapter reviews the shape modeling approaches by
using heterogeneous dagegtion 2.3. Then, shape descriptors are introducetfion
2.3), pointing outa multidayer shape information paradigm for understanding shapes
(Section 2.4. A comparison of exigtig 3D modeling tools is highlighté&ection 2.5.
Finally, a conclusion and some remarks will show the resilthis review §ection
2.6).
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2.1 HETEROGENEOUS SHAPESDATA RESOURCES

Shapeholds a mysterious power ftwoth understanding the world and changing it. As
with one of the earliest cave paintings in the Indonesian island of Sulawesi that dates back to
about 39,900 years, shapes can store information and dass) igeneration to generation
(Figure 2.1).

Figure 2.1 Cave paintings on the Indonesian island of Suldwesi

On the other hand, using shapes is also a very common way to express ideas, especially
from the point of view of creativity and innovation, as we can see in Leonardo DA Vinci's 1488
design for a flying machind={gure 2.2).

Figure 2.2 Design of a flying machine by Leonardo da Vinci, 488

7 Image downloaded fronfnttp://images.nationalgeographic.com/
8 Image downloaded from: http://www.drawingsofleonardo.org/
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With the development of computer graphics, digital shapes have become today another
way of representing the real world as well as the imagined virtual world, especially in the field
of conceptual design, virtual arts and film. Compared with typical owdhree dimensional
shapes, films and animations extend the dimension of shapes to four, adding one tiaisdide
dimension. Thus, the information provided by shapes besaokeer and richer.

As a kind of media resource for storing information, shapes today caeb@most eve-
rywhere in our daily life. Some of them can easily be found or even created without a vast
knowledge of design or computer graphiss stated irStatement3 andProblem 1, the com-
bination of existing shapes so as to imagine new ones is one of the very common ways of
applying creativity to shape sign, as targeted in this thesis. These varied range of shape re-
sources are what to be reused

In this manuscript these resources on shapes in the media are referred to as “Heterogeneous
Shapes data” or “Heterogeneous Data”. A definition is given below

Definition 2.1: Heterogeneous Shape Data or Heterogeneous Data = the varied range
dia containing shape information.

Some examples are listed below:
y Drawings / Sketches

Drawings or sketches are traditional ways of representing or describing a shape. Especially
in an early design phase, sketches are used to detherib@encepof products. They are flexible
so that some innovative and creative ideas are usually expressed by them.

y Digital images

With the increasing development of smartphones, it has become very common today to
take pictures at any time, in any place with a digital camera or a smartphone. Those images are
usually used to represent human faces, foods, aniatéiactive places or other objects that
relate to our daily life. The digital camera is one way to generate a digital image, but there are
also many software programs (such as Adobe Photoshop, Corel Paintéw,dtedtly create
digital images, thus apparentlgplacingtraditional drawings/sketches on papers. Scanning pa-
per sheets is another means of obtaining digital images. There are mainly two different types of
digital images: first theasteror pixelimages which contain a finite set of digitablues, then
thevectorimageswhichresult from the use of geometric primitives, such as points, lines, curves
and polygons. .

y 3D mestes

3D meslescan be considered as the most common 3D data used by designers and artists
for developing 3D games, 3Doviesor other visualizatiofrased applications. 3D meshes are
also used for mechanical simulations with Finite Element approaches. One way to create a 3D
mesh is theiseof meshing tools such #aitodesk@ds Ma®,Autodesk Maya 3®, Blende®,
etc. Anotherway, which has become extremely popularthroughthe use of 3D scaimg
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systems. Indeed a 3D scanner firstly genenad@st cloud of the surface of the object then a
meshprocess is applieth producea 3D mesh.There are also many other convertevkjch

can convert other 3D datatana meshA 3D surfacemesh is stored in a boundary representation
(B-Rep structure

y CAD (ComputerAided Design) modeling

CAD models are generated by CAD software such as Dassault Syst8alies@rk®,
Autodesk@\utoCAD®,Dassault Systemes@ATIA®, etc. Compared with 3D meshes, CAD
models contain information on the mathematical model of geometry. CAD models are mainly
used for industrial product design amanufacturing.

y Texts

There are two differerwaysto considetexts. First, the text itself is a kind of abstraction
invented by human beings. Second, it can also be used to describe SoagEntly texts are
animportant way of storing information, including shap@®rmation Depending on the accu-
racy of texf a shape cabevery well defined omaybejust merely expressed by soffiesv key
features.

y Audio tracks

Audio is not a direct media of shape resource. However, if the audio document is the oral
description of a shape, it can be considered as an indéssmince of shape informatiavhich
is similar to a text.

y Video tracks

Video or animations are higher dimensional resoufzZBamages plus “time” as the third
dimension, or capture of 3D object plus “time” as the fourth dimensidrey can represent
the morphing or the movement of aibject along théime. Using digital cameras ke main
way to create videos. They could also be generated via special software prograras such
Adobe© Flast®, Maxon© Cinema &petc.

The abovementioned types of data arens® examples of media resources containing
shape information. They are considered as “heterogeneous” shape data as they represent or
describe shapelsy different waysdifferent dimensions, and wittifferent data structures.
However, all these kindsan beused to represent or describe shapes with their advantages and
drawbacks.

Criteria for comparing heterogeneous data
To compare heterogeneous data, a list of criteria is proposed below:

y Dimension This criterion refers to thdimensional space which he shapeis
represented and manipulated.

y Type of Information: some data may contain only geometrical information on a
shape, others will include other informatsuch as assembly, constraints, etc. This
criterion refers to the different types of information stored in the heterogeneous data.
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Data structure: refers to the structure used to stthre information.
Descriptive power:shows to what extent the object represented in the heterogene-

ous data is well describe@well” in the sense that the descriptive power is high,
then the object is easier to recogreaml be reconstructed)

y

To illustrate the criteria proposed above, the Tabledraws a comparison between some

examples of heterogeneous data:

Generation: This criterion defines the wafe data are produced

Drawing Digital 3D Mesh CAD Model Text | Audio Video
/Sketches| image /Animation
) 2D 2D 3D 3D / / 2D or 3D plus
Dimen- .
. time
sion
- ¢ Geometry, color, tex-| Geometry| Geometry with| Linguistic ex- Geometry,
eo
'ﬁ?or ture, composition | with topo- | mathematical pressions texture, color,
| -
) lines, etc. logical in- | definition, as- morphing, au-
mation . o
formation | sembly, con- dio, time, etc.
straints, etc.
Dat No Simple Medium Compact and Linguistic Complex (im-
ata
(Pixels, (B-rep) complex B- grammar age sequences
structure .
vector) rep,feature plus time
based, paramet- line)
ric, etc.)
) Medium | Medium High High Low High
Descrip-
tion
power
Wavs t Pen plus | Digital Software, software Hardware (Pen| Digital cam-
ays to
Y paper camera, | scanner, or recorder), | era, software
generate
scanner, etc. software
software,
etc.
Ad Easy to Easy to | High di- High dimen- | Easy to be gen{ Rich infor-
create, be ob- mension | sion with prod-| erated, flexible mation
vantages : . . :
flexible | tained by| with not uct level’s in-
cameras.| complex formation
Huge structure
data
available
on line
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Low dimension, spe- 3D modelingskills are No visual rep- | Special skills

Draw- . . . .
back cial skills are needed| needed, needs to be enriched resentation are needed
acks
(drawing, photo- by other resources such as
graphing, etc.), the texture information.

whole object cannot b

%

visualized

Table 2.1 Comparison of some heterogeneous shape data resources

Back to Definition 2.1, the term “information on shapes” can be considered as a criterion
designed to check if the data are ‘heterogeneous shapesHibatever, what the “information
on shapes” designates needs to be further spe¢Bexdion 2.4). In the following section, a
review of the existing shape modeling approatchesrd the modeling by combinirtgetero-
geneous data.

2.2 TOWARD SHAPE MODELING BY REUSING HETEROGENEOUS DATA

TRADITIONAL MODELING AND REPRESENTATION

Traditional shape modeling starts from several basic geometric elements, then applies dif-
ferent modelingechniquego define complex geomeats and finally represents them in a dig-
ital representation.

GEOMETRIC ELEMENTS

As introduced in [43], four categories of these basic geonaémeentased on the dimension
of manifold are listed as below:

y Punctual element (dimension 0): Point and discretgfegts.g. voxel, pixel, etc.)
y Linear elements (dimension 1): straight lines or curffes e.g.Bézier, BSpline,
etc)
y Surface elements (dimension 2)
o Implicit surface: surfaces defined by an implicit equation.
o Parametric surfaces: surfaces defined by parameters such as cylinder surface,
sphere surface, Bézier surfaceSBline surface, NURBS surface, and so on.
o Subdivision surfaces: a mesh subdivided by a refinement scheme.
y Volumetricelements (dimension 3): Aased surface without selintersection such
as a cube, a sphere, and so on.

MODELLING AND REPRESENTATION APPROACHES

Depending on thadoptedrepresentation, modelling approaches can be classified into
threecategories

28



y Collection of discrete primitives. Depending on the resolution, a shape can be
simply represented or highly detailed such as pixel images, point clouds and voxels.

Figure 2.3 A. Example of C.S.G modeling, where @ IRU LQWHUVHFWLRQ $for XQ
subtraction, B. Example of Rep modeling

y C.S.Gmodelling enables the definition of a geometric model as the result of a suc-
cession of topological operations (union, subtraction and intersection) applied to
elementary primitives such as cube, sphere, cylinders, etc. (e.g. Figure 2.3.A)

y B-Repmodelling is used to express a solid through the set of surfaces defining its
closed boundaries. (elgigure 2.3.B

Based on the modelling process direction, modelling approaches can also be classified into
other two categories:

y Top-down modelling, [44]it starts with building an overview such as a plan or
sketch that defines component locations, key dimensions, etc. Then the assembly of
the different parts createhe final shape.

y Bottom-up modelling, itstarts with lowe dimensional geometric elements from
which higher dimensional shapes are created. fecthniques are widely useig-
ure 2.4):

o Extrude: twodimensional closed geometric elements can be extruded to define
a solid model with a specific distandedure 2.4.A).

0 Sweep: a solid model is created by sweeping the cross sections along a specific
trajectory(Figure 2.4.B)

0 Revolve: a twadimensional closed geometric element is rotated around an axis
with a specific angle to form a solid modEiqure 2.4.C)

o Loft: surface created by cross several sections and possibly with some guides to
be followed in between the sectiofsgure 2.4.D).

9 Image downloaded from : http://en.wikipedia.org/wiki/Constructive_solid_geometry
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Figure 2.4 A: Example of extrude. B: Example of sweep. C: Example of revbhExample
of loft

To provide more advanced, user friendly way to create shapes which can also better en-
capsulate the intension of the design other approaches have been introduced in CAD design
tools for engineering, styling and animation, such as:

y Featurebased modelling [45], [4&reates shape with feature elements such as slots,
holes, pockets, etc. A form feature is defined as a specific geometric configuration
formed on the surface, edge or corner of a work piece [47] [48].

y Constraintbased modelling refers to specifying shapes with the help of constraints,
when defining shape parameters of each part or assembling different parts. A com-
putation is needed to verify if the shape so defined is over-constrained.

y Morphingbasedmodelling is another technique for manipulating shapes with spe-
cific rules[49]. Freeform deformation (FFD) is one of the most popular techniques
for aesthetic designs [43RA totally morphing based modelling example is illus-
trated inFigure 2.5, which is created by a modelling tool called ZBrush.

Figure 2.5 Example of morphing based modelihg

10 |magedownloaded from: http://www.zbrushchina.com/
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In today’'s manufacturingpased CAD tools (e.g. Solidworks, CATIA, AutoCAD, etc.),
these approaches are mixed together to design a new shape. Some primitives or parts are firstly
generated with bottorap approaches then talown approaches are applied to assemble them
together.

The modelling approaches introduced in this subsection are considered as ‘traditional’, as
they do not use heterogeneous shape resources. There are few approaches tmapitieat
2D and 3D shape resources to define 3D shégpesh as loft using 2D curves to generate 3D
shapes)

DECLARATIVE AND SEMANTIC BASED MODELLING

To reduce the complexity of traditional procedural modelling approaches, declarative and
semantic modelling approach starts with stating whatdd® created instead of how to be
modeled Some predefined and semantic oriented features are usually used in those systems to
help the user bridge the gap between the declarative nathge semantic modellandthe
final 3D geometry. Such as the system mentioned j&0], a sketch based interface with high
level features is used speed a terraimodel generation.

M ODELING WITH HETEROGENEOUS DATA

Traditional modeling approaches do not refer to réaymbining” heterogeneous data,
in the sense that each heterogeneous input is considered as a part of the shape. Some of them
directly define the mathematical models of shape without any other shape resources or “use”
lower dimensional shapes as parameters to specify higher dimensional shapes, as mentioned
previously. Others “reconstruct” lower dimensional input to achieve higher dimensional shapes.
Heterogeneous data are represented at different statiese approaches. Only in a few situ-
ations they are visualized at the same time to represent the different parts of a shape.

POINT CLOUD AND HYBRID GEOMETRY MESHING

With the development of 3D scaneemd3D printers, efficienttechniques related to
cloud meshing are highly required. Point clouds are considered as input, and then different
meshing approaches are applied to generate a mesRifgig 2.6).

Figure 2.6 An example of point cloud meshirg

11 Image downloaded fronhttp://rd.newdimchina.com/expertise/mesh_processing.html
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The first algorithm for meshing point clouds was describeldbly However the problem
deservedittle consideratiountil [52], who mentioned two trends in surface reconstruction: the
Delaunaybased methods where a stimplex of the Delaunay complex is used to approximate
the surface (e.g53], [54]), and the volumetric methods, where surfaces are approximated as a
zeraset of scalar 3D function (e.g. [55]

Meshing techniques based on hybrid geoyné combination of point clouds, polygons,
etc.) are developed on the basis of point cloud meshing. However, as the process of converting
an unstructured inpytolygonsoup intoa consistent polygonal model requires the solution of
several suiproblems guch as the calculation capacity of huge data, problems with noise, out-
liers and undesampling, etc.), this problem is really complé&gr.producea manifold mesh
with the correspondintppology and geometng still one of the main issue of surface recon-
struction.

| MAGE -BASED MODELING

Anotherway to model shapes usingther types of data is imadmsed modeling, which
reconstructs a 3D mesh from 2D imad@se to the fact thatnagebased modelingasa good
potential for generating very realistic imagid)as gained a lot of attention in graphics com-
munity.

Figure 2.7 Example of imagdased modeling

Imagebased modelintechniques are usually used on constrained problem of reconstruct-
ing architectural maels ([56] [57] [58], e.g. Figure2.7). Inmanycases, the most impressive
and accurate results come from those achieved with interactive approduobestechniques
have been used in the context of Reverse Engineering to fidles in meshd§9] or to sim-
plify triangle meshe§s0].

Some techniques take more than one image. These images caicdibnated images
(also called “shapes from video”) such as introducef®l, [62], or oriented images taken
from different views as explored j63]. Range images are also used to reconstruct 3D models
([64], [65]). There are also some approaches trying to reconstBiztraesh from hybrid im-
ages (e.g. both range and color images) such as introduced, if6[g6]
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2D IMAGE SCONSIDERED AS TEXTURES OF 3D IMAGE S

One situation in which both 2D and 3D shapes are used togethesamikanodel consists
in taking a 2D image as texture for 3D models. The related techniques are named as texture
mapping, which is a way of adding sacé details, texture (a bitmap aaater image), or color
to computer generated graphics or 3D models. Its application to 3D graphics was pioneered by
Edwin Catmull in 1974 [68[69]. Texture mapping hawade it possible to simulate ngaro-
torealistic 3D models in real time.

Figure 2.8 3D shape (left) with texture — bump map (middle) to simulate an orange'fright)

As an exampleabump mapping is shown Figure 2.8, where the surface of a sphere is
simulated as it was an orange.

As with bump mapping, texture mapping is a solution for reusing 2D image and 3D models.
However, these two types of data act all used to define the geometry of the shape. Texture
improves only the appearance aftape such as in the exampl&igure 2.8, the surface mesh
of the sphere is not modified by adding mottled notches.

2D PLANAR SURFACES USED IN VIRTUAL ENVI RONMENT

In most 3D video games, 2D planar surfaces with transparent t¢xnage with RGBA
format) mapping are normallysed together with closed 3D surfaces to simulate objects. For
example grass, leaves or trees (EBigure 2.9).

Figure 2.9 Example of tree and grass simulated in 3D environment by 2D planar stirfaces

12 Imagedownloaded from: http://en.wikipedia.org/wiki/Bump_mapping
13 Image downloaded from: http://image.baidu.com/i?tn=baiduimage&ipn=r&ct=201326592&cl=2&Im=-1&st=
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For CAD usage, 2D planar surfaces are also tspresent different views of the designed
product.

These 2D planar surfaces are positioned freely without defining any specific relations be-
tween then(For CAD 2D views, they are positioned in specific view directionk®y are not
usually used to design a shape but simulate it in an approximate way.

TEXTWITH 2D AND 3D SHAPES

Text as a kind of shape is also used together with 2D or 3D shape in VR applications. For
2D shapes, Microsoft Word and Microsoft PowerPoint are very common exampiels en-
ableto manipulate texts with 2D shapes. However, these texts are not used to define a shape
but to present information in addition to the underlying context.

3D multiplayer games usually put a text abowharacter as its name or conversations as
presented ifrigure 2.10.

Figure 2.10Examples of texts used in 3D virtual environméfit

They can also be codgred as a planar surface that always faces the viewer. However,
similar to other situations presented previously, texts are not used today to design new shapes.

1&fm=result&fr=&sf=1&fmg=1424953536720_R&pv=&ic=0&nc=1&z=&se=1&show-
tab=0&fh=0&width=&height=&face=0&istype=2&ie=ut8&word=3d+%E8%8D%89

14 Image downloaded from: http://image.baidu.é@m=baiduimage&ipn=r&ct=2013265928&cl=2&Imt&st=-
1&fm=result&fr=&sf=1&fmg=1424954101973_R&pv=&ic=0&nc=1&z=&se=1&show-
tab=0&fb=0&width=&height=&face=0&istype=2&ie=ut8&word=3d+game+rpg
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2.3 BRIEF INTRODUCTION TO SHAPE DESCRIPTION AND USEFUL

SHAPE DESCRIPTORS

In the previous sections, some heterogeneous shape data resources have been presented,
from the type of media point of viewhis section focuses on reviewing shape descriptors in
order to find out what kind of information are stored in shapes and how to describe them and
which of them are important, dke three literature review directions defined at the end of
Chapter 1. To distinguish among “shape representation”, “shape description” and “shape de-
scriptor”, here their definitionare proposed in this manuscript

Definition 2.2: Shape representation = a computational model that represents an obje
digital world which is quantitatively and qualitatively similar to the ‘rifaf-object.

Definition 2.3: Shape description = expression of the meaningful characteristics of 8 shape
in a specific context
Definition 2.4: Shape descriptor = meaningful numbers or characters produced to describe a
shape in a specific context.

Compared with th&®epresentationof shapes, the Descriptioof shapes is only qualita-
tively similar. A representation is more detailed and accurate thescation, but without any
meaningful highlevel information. A description focuses on the meaning or characteristics of
an object from a specific point of view and it is always calculated based on certain shape rep-
resentations. The importance of the tdifrepresentation of an object does not only lie in the
possibility of displaying it -a display can also consist in a particular simulation which is a
simulation of the final appearance of the objdxtt also in the fact that we can draw some
analysescarry out simulations and extractions for further data/informadtoring purposes,
while the point of using descriptisis to find some meaningful information on the shape that
can be used to classify objects or retrieve shapes. Shape feature desariptguantities pro-
duced so as to describe a given shape. Descriptors can be considered adevkigheans of
descriptionwhich uses only numbers to describe a shapespeaific application context (e.g.
volume, area, etc.). From the point of viefthe structure of the data, a shape representation
has a fully defined structure called a digital model to save the geometric information of a shape,
while shape descriptions or descriptors use simple data structures tmeadmgfulinfor-
mation

There is no clear quantitative boundary between shape representation and shape descrip-
tion. They both are ways of describing shapes, and the technologies related to tbtenare
similar. Therefore, in the current literature, they are usually considered as belonging to the same
research area of shape analysis.
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Figure 2.11Classification of 2D and 3D shape descriptors by [70]

The review in this section is not focusing on the techniques of how information are ex-
tracted from shapes but what kind of information can be extracted and what kind of information
people are focusing on. Therefore, some existing survidly,(72], [73], [74], [75], [76],

[77], [70]) on shape analysis and shape descriptorstieeme reviewed from the very beginning
of 1970s until 2013.

There are some general descriptors, such as perimetea{é8a][79] [80]78] [81], sta-
tistical moments [82] [83] [84] [85khape signatures [86] [87] [8§]olygonal approximation-
based shape descriptors [84B9], complexity [90] A recent classification of 2D and 3Dape
descriptors can be found in [70] as presentdéigare 2.11

Most shape description techniques are extracting information from the contours or the re-
gions of the shape. Others may transform 2D/3D space coordinates into othertcmmte
useful information. Color and light information are also used to describe a shape. The following
Table 2.2shows other ways to classify shape description and representation techniques for each
ten years starting from the 197@%ime for the “proposed classification” in this table i€ no
referred to the time when the specific technique appeared but the time when it became popular
and considered as a “class”)

From tis table, it can be noticed that different shape informatesfacusing in different
time. Those related algorithms are been developed towards graph based and more meaningful
descriptors. They have grown from simple algorithms dedicated to 2D silhfaagtiee extrac-
tion only, to multiscale transforms, graphased feature extraction for various application do-
mairs. As those techniques are typically used for extracting information from adefeied
shape, their main applications are shape classifitand retrieval. However, among these
techniques, there are some whose results can also be potentially used for modeling new shapes
especially graphor structure- based techniques, which might turn out tovbey interesting
for this thesis.
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Table 2.2 Comparison of shape representations and description techniques
SHAPE SKELETON

Shape skeleton is a thin version of that shape, which is the locus of points that hold the
same distance to its boundaries. There are several mathemeticdiions used in the literature
to define a skeleton. Different algorithms have been applied to compute it. In some papers,
skeleton is also named as “topological skeletorretated tg*Voronoi diagram”. The concept
of askeleton is also interchangeahli¢h “medial axis” and “thinning”. Here some major algo-
rithms for extracting shape skeletons are listed

Topological thinning based methods [9HBxtract askeleton byremovingits outer layer
over and over again until a specific thinness. This kind of metisosisnsitive to noise and
orientation, however it is quite simple and keep the topological relation of the shape.

Distance transform base methodf92], [93] obtain skeletos by computingfor each
point/voxel the distance from the background. However the results are not always connected
and additional methods are needed to get a connected skeleton. However, this kind of method
can alwayg provide a centered skeleton.
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Figure 2.12 Examples of skeletans — 2D, B3D®

Wavefront propagation based method94] find the skeleton by propagating a wavefront
from the root to the outer boundaries of the shape. Skeletons generated using this kind of
method are usually continuous and smooth while very sensible to noise as well. Moreover, the
results are not usually located at the center of the shape.

Voronoi diagrams [95] are generated by partitioning a shape into different regions by a
set of chosen points/ voxels and then linkihgse poirg through other algorithms (for e.g.
heuristics based) to get the final skeleton.

REEB GRAPH

Reeb gaph [96][97] calculates the skeleton through the evolution of the level sets of a
reatvalued function. Reeb graphas theystrongly preserve the topological information of a
shape, havbeen widely used in different areas. If the function used to calculate a Reeb graph
is on a special flat space, then the result forms a polytt@eh is also named contour tree.
Reeb graphs amdso helpful for image segmentation. An example of a Reath is pesented
in Figure 2.13.

Figure 2.13 Example of a Reeb graph calculated from a height fugtion

15 Image downloaded fro®d http://en.wikipedia.org/wiki/Topological skeleton and
http://www.sci.utah.edu/~jtierny/img/pacific_material6.png
16 Image downloaded from : http://en.wikipedia.org/wiki/Reeb_graph
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Those graplbased shape descriptors have a strong potential usage to define or align
shapes. For example, the one straight segment of a skeleton may represent the major orientation
axisof this shape. If this shape will be used and relocated in another 3D space, then this skeleton
is very useful to set the orientation of this shape.

BOUNDING BOX

Beside of the grapbased shape descriptors, bounding box is another very interesting
shape descriptpwhich is useful to merge heterogeneous shape represesitation

Bounding box is amnclosing box whera shape can be put inside. Minimum bounding
box is the smallest enclosing box of a shape. Oriented bounding box is one of the enclosing box
of the shape witliespect to an orientation constraint. The minimum oriented bounding box
follows the major orientation of a shapehich is useful to locate this shape in a 3D space.

Figure 2.14Example of a minimum bounding box of a sHip

Theword “semantics” has become popular in recent years, and to indicate is a key issue
in image analysis techniquesghich is called the “Semantic Gap”. In [98]is defined as: “the
lack of coincidence between the information that one can extract from the visual data and the
interpretation that the same data have for a user in a given situation”. Selpaseticretrieval
tries to extract the cognitive faculties of human beings to map the low level image features to
high level oncepts so as to reduce the semantic gap. One possible solution is to represent image
content with semantic termhich allow users to access images through text queviash
aremore intuitive, easier and preferred by end users to express theicoguared with using
imagegq99]. Researchers are moving towards intelligent image retrieval, which supports more
abstraction by understanding the image content in terms of high level concepts.

17 Image downloaded from : http://iwww.3dm#axorials.com/graphics/il_bounding_box.jpg
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2.4 A MULTI -LAYERED SHAPE UNDERSTANDING PARADI GM

From the featur@xtraction point of view, shape representations and description tech-
nigues have shown different ways of capturing information from shapes with different aspects.
Those features can also be considered as different characteristics for understanding the infor-
mation associated with shapes. With the development of computer graphics (CG) and its h ap-
plication domains, the meaning of “Shape” has become richer.

In [74], a shape is defined by “Psitand “Relations” which can be summarized as.

| Definition 2.5: Shape = parts + relations

The approach of decomposisbapes into a set of parts before undertaking other shape
analysis tasks was proposed early in the 198Ghape is then seen as a set of parts that are
spatially arranged through the spatial relations among them. Asgeg-of applying this defi-
nition is to store the information on the shape parts as well as the relationships among them.
Two solutions could be found in the literature. One is slga@emard100], which represent
the shape parts with terms and symbols from formal gram#atsape is then represented as
a string of such symbols. The relations are implicitly represented as juxtapositions of these
symbols. The other solution is to use graphs. Thpesparts are associated with graph vertices
while the relations among such parts are represented as edges between vertices.

The spatial relations among the shape parts can be classified in different way$Q2p1]

A possible classification proposed by [1033ludes the following three classes:

y Topological relation: this kind of relationship is invariant to rotation and scaling
transform, such as “inside”, “outside” gdadjacent.

y Distance relation: this kind of relation is linked to quantitative measures. The mean-
ing that two shapes being “far from” or “close to” each other needs to be further
specified. Fuzzy modeling plays an important role in this issue.

y Directionalrelation: this kind of relationship is characterized by the orientation of
anglebased aspects following some reference such as the medial axis, or the seg-

ments of the border of a 2D shape.

In 2004, the European project AIM@ SHAPE4] proposed a new way of understand-
ing shapes as can be seen below:

Definition 2.6: Shape = any individual object having a visual appearance which ex
some (twe, three or higher dimensional) space such as pictures, sketches, images, 3D ob-
jects, videos, 4D animations ...

y Shapes have a geometfthe spatial extent of the object),
y They can be described by structurésbject features and pasthole decomposition),
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y They havesemantics(meaning, purpose), and they may also have sotaeaction
with time (e.qg., history, shape morphing, animation, video).

y They have attributegcolors, textures, names, attached to an object, its parts andfor
its features).

Compared with Definitior2.5, this definition shows a broader vielshape. The shape
parts and their relations Definition 2.5 can be considered as the structofeshape Their
appearance features such as their colors, textures etc. are grouped as the attributes of the shape.
This definition also associates semantics to shapes, which can be used for sbasedice-
trieval processes. With this definition, the information associated with shapes is mainly struc-
tured into three different layers including geometric, structural and sembaasesl levels (see
an example presentedhingure 2.15).

Figure 2.15 Form104]. A digital shape represented by a point cloud (a); a geometric model

of the point cloud, defined as a triangle mesh (b); the structure of the hand model, defined as

the configuration of protrusiolike features (c); the model has been semantically annotated,
using its structure.
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Figure 2.16 AIM@SHAPE Bottom-Up approach [104]
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Figure 2.17AIM@SHAPE TopDown approach [104]




The general AIM@SHAPE modelling approach is catalogued into two classes. One is a
bottomup approach that extracts morphological structures frorddo@l geometry and cap-
tures the implicit semantic information digital shapes (Figure 2.16).

The other one is a togwwn approachwhich computeshe featurebased structure from
given highlevel semantics to finally reshape the geometric mo#aigife 2.17).

If all the shape data in the database structured using this paradigm, then corbaised
image retrievabnd semantibased shape retrieval will be easier as it groups the information
related to shape into different layers. However, today there is no standard format that can sup-
port thiskind of shape paradigm since different tools are used to capture the information on
different layers and store them separately while no one can combine all this information into a
single data structure. This is mainly because the shaperation approacbeised today are
almost based on the geometric layer only. As a result of the process of generation, the formats
typically include geometric information only with some simple semantic information. The
standard VRML (a subset of X3D) [X3D, 2018} virtual reality models can be considered as
a most popular standard for 3D applications that embeds additional information along with ge-
ometry into 3D models including color, texture, material, environment, etc. However, no mor-
phological structural imrmation has been included. New modeling concepts should be devel-
oped to support this shape definition from the very early phase of shape modeling, leading to
conceptual design.

2.5 MODELING TOOL S

The objective of this siection is to review existing 3D gfeamodeling or VE modeling
tools to check how heterogeneous data are used and how the user is involvedydal giis
criteria are proposed to compare different modeling tools or modeling pracesses

Gradation of criteria

Criteria
é Ya YaYa YaYa %
In some cases (e.
End-user .( J
. No Less for texture provided Totally
driven
by theenduser)
Adapted to
non-expert No Less For simple design Well suited
user

Workflow Nonde-

. . Linear Concurrent Complex, Mixed
complexity | fined

2 or 3types such a§ Multiple resourcestext,
No Simpletype | text with image or | image, 3D mesh, video,
image with 3D mesH audio, etc.)

Input hetero-
geneous dat:

152
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Use of heter1 Nondi- | Simple use Not all used to de- All used to describe
ogeneous | rectly | (e.g.tex- scribe sha shaps
data used ture) i i
T. _ V ) .
Ime con ery High Medium Low
suming high

Based on these criteria, some tools are here reviewed. Most of the values the criteria are

Table 2.3 Criteria for modeling tools or process

set according to the experiengiethe author while some of them are given by the comparison
between different tool§. The comparison is presented below:

Suitedto a Input of het- | Use of heter{ __.
End User Work flow P Time con-
. non-expert . erogeneous| o0geneous .
driven complexity suming
user data data
Not-manufacturing design based (for modeling, animation, video games, lighting, rendering
3ds Max® Ya é Yo% Yo% Ya Ya
Blender® Ya ¢ Ya YaYa Ya Ya
Cinema

4D2 Y é Y 3 Y 3 Y Y

Maya3 D* Ya é Yo Ya Yo Ya Ya Ya

Swift 3D%3 Y Ya Y4 %, Y4 %, EZ EZ

ZBrush?* Y4 ¥4 Y4 4 Ya Y4 Y4
Lightwave

g 3D Y é Y 3 Y 3 Y Y

CAD based

18 http://software.toptenreviews.com/

19 http://www.autodesk.com/products/3dex/overview

20 http://www.blender.org/

21 http://lwww.maxon.net/products/cinerda-studio/who-should-usie html
22 http:/lwww.autodesk.com/products/maya/overview

23 http://www.erain.com/

24 http://lwww.zbrush.com/

25 https://iwww.lightwave3d.com/
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Sketchupg® Ya Ya Ya Ya Ya YaYa
Solid-
WOI’kSZ7 Ya é Y4 Yo ¥ EZ Y ¥
CATIA
V528 Ya é Yo YaYa E7) 3, 3,
AutoCAD?® Ya ¢ Ya %2V Ya Ya Ya
Pro/ENGI-
NEER3? Ya ¢ Ya¥a¥a Ya ¥, Y,
VE modeling based
Unity3D3! Ya Y Yo Yo Ya Yo Yo Ya YaYa YaYa
Game-
Ware* & Y4 YaYa Y4 ¥4 Y Ya Ya Ya
Ga-
meMake?® 71 S7) 7% %343, 7%/ EZ1
Unreaf* E7) 3 a3 Y434 % 787/ Ya
Torque 3 3 3,3 3,3/, 3 3,3 3
2D/3D% ¥a Y4 Ya Y4 Yo Y4 Ya Ya Ya ¥a
Flash®® Ya Ya YaYa YaYaYa YaYa Ya
Reverse engineering based
Geomagic 4 3 3 2 3 2 3 3 . 3
Design X7 Ya Yo ¥ Ya Ya Ya Ya Ya ¢ Ya
Pilot3D38 Y2303, a3, Y Y é Y

26 http://www.sketchup.com/
27 http:/fwww.solidworks.com/

28 http://lwww.3ds.com/productservices/catia/products/vs/
2% http://lwww.autodesk.com/products/autocad/overview
30 http://zhcn.ptc.com/product/creo
31 http://unity3d.com/
32 http://gameware.autodesk.com/

33 http://www.yoyogames.com/studio/

34 www.unrealengine.com/
35 www.unrealengine.com/

36 https://iwww.adobe.com/products/flash.html
37 http://proto3000.com/rapidforor-reverseengineering-softwarbenefits.php
38 http://pilot3d.com/
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ReShapéP Yo Ya Yo Ya Ya Ya é Ya

VRMesHh*? /R 7/ 777 Ya Y4 ¢ Y4

Table 2.4 Comparison of modeling toasd systems

Aesthetic desigibased tools focus on the digital representation of shapes. These shapes
are going to be used in VE such as films, video games. In general, they are ns¢eddven
as they face different types of end user. CG and design knowledge are also required. Workflows
are rot very complete as CAD based tools, as they do not define assembly or constraints. They
use both 2D images and 3D models. Most of the time 2D images are considered as texture for
3D surfaces.

However, CADbased models do not really focus on thettial appearance” of shapes.

They are suited fandustrial productswvhich need to be manufactured in the futliteerefore,

not many heterogeneous data are used. At times, 2D images are used to present different views
of a product. The working process in thAIZ model is complex, as not only the parts of a
product need to be defined but also assembly, constraints and manufacturing properties.

VE modelingbased tools are not aimed at designing a single shape, but at rearranging
different 3D models in a virtual scene. Thus, multiple resources are involved such as image and
video textures, texts and audio.

Reverse engineeriAgased tools focus on the reconstruction of specific resources. The
input is totally provided by the user. However, this input is not usddectly modelling more
complex shapesut is then processed and converted into another type of model for the same
object

2.6 CONCLUSION AND REMARKS

This chapter reviewegreviousworks on shape modeling / representatipproaches and
tools towards the odeling by reusing heterogeneous dataen ®me useful shape descriptors
are also listed in this chapter. Finalblpmparisons on modelj tools are presentethesere-
views enables us to highlight the following facts

Statement8: Existing modeling approaches define a 3D shajgdifferent ways:

Traditional modelling approaches

Featurebased modeling

Reverse engineeringrdm lower dimensional input to higher dimensional oytput
Statement9: Reusing heterogeneous data in the shape modeling process works in 3 @
ways

2D image a texture

39 http://lwww.pcdmis.com/products/mmis-reshaper
40 http://vrmesh.com/
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Text, image, videosa2D planar surface
Point cloud, 2D image agput for reverse engineerirfipr point cloud meshing, imagge
based modeling)

Statement10: Each shape representation or descriptor is used for specific applicati

17

mains There is no representation or description of shape that can be considered as a common

input forall applications.

Statement11: Graphbased or structurkased descriptors provide hitgvel information

about a shape as opposed to low level geometry, which could be potentially used for defining

new shapes.

Hence we can conclude that

Conclusionl: Existing modeling approaches do not reuse heterogeneous data to defi
shapes

This is due tanainly two reasons:

1 Representing heterogeneous data in the same environment asks for extract

ing

formation from these multiple structured inputs, which increases the complexity.

2 There is no standard structure supporting multiple resources satheenviron-
ment where they need to be rearrangktbgether.

Conclusion2: As Shape is about its parts and relations (topological, distance, direciisr

nal)

representatioshould contain information on geometry, structure and semantics.
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- PART B: CONTRIBUTION

I HE SECOND PART AIMS AT the proposed models and related tools which have
developed to meet the objective specified at the e@hapter 1. It is composed b
four chapters.

The first one Chapter 3) starts with a case study of a traaitl VE generation

process, leading to the presentations of two projects (VISIONAIR anDIZiB) on

been

which this Ph.D. thesis is based. Inspired from these two projects together with the results

from - Part A: Background and state-of-the-art -, this chapter ends with a proposed
modeling process defined in the ©OYVE project.

VE

The second chapteChapter 4) is focusing on the introduction of the proposed
shape description model, which enables to distribute the information related to a ghape at

three levels of geometry, structure and semantics.
The third chater (Chapter 5) presents the useentered process to use the
posed shape description model and the solutions for the related issues during this

proposed shape description model including the user graphical interface, solution
teraction and three examples made using this system.

The last chapterGhapter 6) introduces the implementation developed based 0{ the
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Start by doing what's necessary, then do what's possible,
suddenly you are doing the impossible
Saint Francis of Assis

H
TOWARDS A NEW APPROACH FOR
SHAPE SPECIFICATION AND CREATION

CHAPTER OVERVIEW

I HIS CHAPTER STARTS WITH an example of real industry VR applicat@iter a brief
introduction (Sectior3.1). This example highlightthe problems existing in to
day’s shape specification and creation process for developing a Virtual Environi

nents

(VE) (Section 3.2). Towards the solution of these problems, two projects are introduced

(Section3.3) within which the work done in this thesis is carried out. One is the
SIONAIR European infrastructure project, a woeldss infrastructure for advanced 3
visualizationbased research, and the other is theDOd&E French national project,
which addresses the development of models, methods and tools to support the con
design of VE. With the results of the literature reviews stated in the previrars A:
Background and stateof-the-art - and the arguments presented in this chapter, Seq
3.4 summarizes the location of this Ph.D., while the last section lists a conclusio

VI-
D

ceptual

tion
n and

some remarksSection 3.5).
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3.1 INTRODUCTION

The term Information Technolog@W) in its modern sense first appeared in an article pub-
lished in the Harvard Business Reviawl958. Since that time, many applications have been
developed to store, to retrieve, to transmit and to manipulaté'datas leads to new chal-
lenges not only to visualize, to capture, to search, to share, to store, to transfer but also effi-
ciently reuse this huge amount of data.

More recently, VirtuhReality (VR) applications have been developed to solve some of
those issues in many fields including industrial design, civil engineering, architecture, market-
ing, museums, video games, etc. Together with the development of dedicated models, methods
and tools, such technologies are very promising.

In this context, the European project called VISIONAIRVISION Advanced Infrastruc-
ture for Research) has been proposed to create a-wlasislresearch infrastructure that is open
to research communities across Europe and around the world providing access to advanced
visualizationcapabilities for conducting staté-the-art research. In conjunction with VISION-

AIR, the French national project called ©dVE (COnceptual Design In Virtual Environment)

has beermonceived to develop tools for Virtual Reality environment generation exploiting the
huge amount of already created graphical resources as well as the most advanced geometric
processing tools for shape understanding and representation.

Within the scope of these two projects, this thesis addresses the representation and model-
ling of digital objects using existing graphical resources to be reused and combined by neophyte
users during the development of new Virtual Environments.

To better introduce the background of some issues tackled by these two projects, this chap-
ter starts with a case study of a traditional VE generation process for a real VR application.

3.2 AN INDUSTRY EXAMPLE : L OOKX

Today, the VE specification and shape modelling process is long and tedious. To illustrate
this issue, this section analyses a real example of a Virtual Reality (VR) application developed
for a site protection company called DiriéRx

DESCRIPTION

The French company Dirickx is specialized in site perimeter protectieringf fences,
gates, access control and security solutions. Their VR application is called “I!bakriing
at personalizing fences and gates of a &itgufe 3.1).

41 Daintith, John, ed. (2009), "IT", A Dictionary of Physics, Oxford University Press, retrieved 1 August 2012
42 Home page http://www.infeaisionair.eu

43 Home page : http://www.dirickx.com/

44 Web page: http://www.dirickxloturelookx.fr/configurezvotre-cloture.php
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Figure 3.1 Using the application “Lookx” to personalize fences and gates of a site
Therefore, the presented use case can be charactasifeltbws:

y Application domain: site protection
y Application usage: Personalization of the products for clients
y Product categories: home protection, property protectiondssifined space protec-
tion, privacy protection
y Desired functions:
o0 Presenting the predefined products in a 3D environment
o Configuring each product including:
- Location
- Number
- Size
- Texture
- Specific configuration depending on different products (e.g. angle be-
tween two connected fences)
o Capture of a picture of the configured site
0 Price estimation
y Operation environment: PC (Windows + Mac), Smartphones and tablets
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Using the criteria defined in Subsection 1.2.3, the design of this application can be cate-
gorizedas below:

Actor complexity: ¥ ¥

Product complexity: %

Cognitive style or trait: Yo Ya

Cognitive process: ¥

Problem structure: SZE7)

Design processes, practices, culture or tools: ¥ %

ANALYSIS

This application is developed under a traditional VE modelling process. Different actors

are working together to develop this application. The workflow of this traditional process is
presented ifrigure 3.2.

Figure 3.2 Traditional VE modelling approach
Each expert is going to be introduced through the example of “Lookx”:

y Expert of the application domain: These are persons who want to create a VE with a
specific usage in mind related to their specific professional domain. In the example of
“Lookx”, they bdong to the commercial department of the Dirickx Company. Starting
from the idea of creating an application for the configuration of fences and gates, they
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express their needs by using keywords or sketches as shown in Bi§utdere, they
sketch a simple 2D plan of the VE to be built using some blocks showing the different
virtual objects associated with some keywords. As they master the selling of products,
but their computer graphics and design knowledge is limited, they give the plan to an-
other actor in the VE modelling process.

Figure 3.3A sketch designed for “Lookx”

y Expert of CAD system usage: The CAD experts are those who build the CAD models
for product specification and manufacturing. They are mainly considering the aspects
related to the final manufacturing of this model, such as the exact size of the object, the
assembly information, shape and position tolerances, etc. They are neither working on
the behaviorsf the models nor on the interactions with the users. They may use various
approaches to build the 3D models, such as fedtased modelling approachesrer
verse engineering techniques. They may also need a 3D data management system and a
system for the maintenance of the consistency between the different building blocks, to
ease possible modifications and avoid tioogisuming manual manipulations. In our
example, the expert of CAD system usage is the person who designs the industrial 3D
CAD model of the fences and gates. Each model is fully defined with dimensions, as-
sembly constraints, manufacturing tolerarféeldowever, these models are too detailed
and heavy to be directly manipulated in a VE, where real time interaction is required.
Thus, they require an adaptation to meet the VE system characteristics which are nor-
mally unknown to the CAD expert.

y Expert of VE design: For a VE application, some of the information contained in a CAD
model are not useful within the VE. For example, if an object has not to be decomposed
in the VE application, the information related to its assembly are useless. For instance,

45 For the reason of protection, these industrial 3D models cannot be presented in this manuscript.
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in the case of a TV, just a 3D model of a tegt parallelepiped can be enough. The
inside parts of the TV, while fundamental for its production, are not necessary if there
are no actions on them in the VE application. On the other hand, extra information not
existing in the CAD model can be requinedthe VE. Thus, the VE designers have to
modify the object representation. Being the CAD and VR systems often based on differ-
ent shape models {Rep vs. tessellated models), VE designers first have to convert and
simplify the CAD model to obtain a lighter and simpler VE model. Then, they do have
to enrich it with some additional properties such as textures and materials. The Figure
3.4 shows an example of an enriched 3D model of a fence designed in the “Lookx”
application. In this example, two different textures (the red one and the wood colored
one) have been added to the fence geometrically defined by simple parallelepipeds. An-
other task for the VE designer is to create the user interaction graphical tools, such as
menus, buttons and other controllers.

Figure 3.4Enriched 3D fence

y Expert of VE development: The VE developers deal with the-ajgglication in-
teraction. Based on the requirements of the foreseen application, they need to con-
sider the software and the hardware environment for its usage and development. In
the example of “Lookx”, the application has to work on the web on smart phones
and tablets. Therefore, considering the graphic characteristics of these devices, this
application does not consider a highel visualization environment. This is the
reason why Flash playexr chosen as the software environment. After choosing the
hardware and software environment, the VE developer needs to select a tool and a
programming language to create the application. During the development phase,
behaviorswill be added to the enriched 3D models obtained from the expert of VE
design. Thesbehaviorsspecify the user’s interaction modalities and model reac-
tions to the user’s actions. For the example of “Lookx”, the end user can change the
texture or the size of the chosen fence as presented in Bduréhe code written
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by the expert of VE development will finally check that each 3D model behaves
correctly to realize the different virtual tasks defined by the expert of the application
domain.

Figure 3.5Configuration of a fence from the application of “Lookx”

In this process, as presented in Fig3t@, there are multiple feedback loops. If there is
something wrong in the final VE, it may require the intervention of all the experts involved and
the repetition of various steps, possibly all. For example, if two objects are colliding, which is
not allowed, the expert of VE development could design a warning box, or change the move-
menttrajectoryof the two objects. If these solutions do not solve the problem, then this problem
will be passed to the expert of the VE design who may change the size of tiigduats. There
could be also other reasons that cause this problem. For example, one of the objects has not
been well assembled by the CAD expert, or the scenario is not well designed by the expert of
the application domain and these two objects should never be put together. Therefore, solving
one problem may cause the intervention of all actors, thus requiring several modifications,
which are usually long and tedious. In addition, multiple solutions could be found making it
difficult to decide which the wst suitable one is. The main reason for this is that they are
sequential and with multiple feedbacks. Therefore, the inefficiency of the traditional VE mod-
eling process is the main issue that needs to be solved.

Another important limit of this processrislated to the loss of information between the
successive steps. It can be noticed that the output (keywords, sketches, sentences, etc.) of the
first actor (expert of the application domain) is not coded in the digital chain as presented in
Figure 3.2. However this information directly conveys the needs and characteristics of the fu-
ture VE. In other words, there exists a gap between the description of the VE by the application
domain expert and the digital chain. This is due to the fact that the experts of the application
domain are often not experts in computer graphics or digital design. They cannot directly ex-
press their ideas in the digital chain.
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In addition, the data the experts of the application domain are using to express their ideas
are not in the same data format. Actually, people are very frequently taking inspiration or are
describing things through analogies, i.e. taking something existing and describing what they
want to preserve or change (see Subsection h20Bit idea generation techniques for creative
conceptual designT.here are multiple heterogeneous resources that people can use to describe
new shapes, such as key words, 2D images, 2D drawings, scanned 3D objects (point clouds),
or existing 3D models. For example, in Figue3 thereare some 2D blocks and some key-
words to describe a VE. Although different data might be used for describing the same obiject,
they are coded in different ways and today there are ndnesaaly tools that can integrate all
these data to make them compkiin the same digital modeling chain, without converting
every representation into the same model, especially for a creative design phase.

Finally, the way the experts interact with the system is also important. In this sense,
the definition of the spéic behaviors (assembly constraints, displacement laws, etc.) has to be
thought in such a way that it can be defined and modified by all the experts of the modeling
process.

In this actual VE modeling process, several key problems and characteristics can be sum-
marized as below:

y The inputs and outputs of each actor are different. Starting from an idea, the suc-
cessive steps are so that the output of an actor become the input of the following actor, and
so on. This process makes use of different types of digital models adapted to the various
needs at the different steps:

y Different actors need to consider different aspects related to their own domain of
expertise;

y This is a sequential process with multiple feedbacks and loops which slow down
the design of ¥ (the black arrows in Figure 3)2

y The initial input heterogeneous data are not preserved and directly used in this
actual modeling process.

The way @perts interact with the system and specify the behaviors is not enough user
friendly and it is hard to interact with it for neophyte users.

3.3 TWO PROJECTS RELATED TO THIS PH.D. SUBJECT

THE VISIONAIR *® PROJECT

The aim of VISIONAIR (VISION Advanced Infrastructure for Research) is to establish a
European infrastructure for hidavel visualizationfacilities that is open to research commu-
nities across Europe and around the world. By integrating existing faaliteeparEuropean

46 Home page: http://www.infraisionair.eu/
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network, it creates a wordass research infrastructure enabling to conduct cutting edge re-
search. On many sites across Europe, it is infeasible to have at disposal the necessary visuali-
zationfacilities needed to tackle high fidelitgrge screen and/or immersive visualizatigh

SIONAIR is targeted to fill in this gap by providing access to the partner facilities, opening its
doors for interested researchers to use the multitude of services available across the European
visualizationfacilities. After submitting a successful research proposal, international research-
ers are invited to visit the partner’s facility that best fits the scientific goals of their research.
Users are not only given access to the top visualizéiahties in Europe, but they are also
supported in their experiments by funding their living and travel expenses. Researchers can
choose from over 20 facilities located in 12 countries in Europe and Israel.

The project targets different fields of visualizatenmd offersaccess to methods, software
and hardware needed for successfully visualizcigntific data in various application fields
such as engineering, medical, biology, chemistry or physics.-HiglaDefinition facilities
connected by higspeed networkare targeted at users who wamntcreate highresolution,
high quality images (up to 8k) and possibly access those byspegd networks. VISIONAIR
provides the hardware and the unique network distribution services needed for the transmission
of images tatheir endpoints. The network services enable multiple higéelution digital-
media streams to be transferred, using dynamically available optical light paths across multiple
domains, which can be used on scheduled @ernand basis. While Scientific@blltra-High-
Definition Visualizationcan be done in any environment, researchers specifically targeting Vir-
tual Reality can also apply to a multitude of facilities. Here, the focus is on immemigsibly
also haptic -experiences in virtual environments. Equipment available for researchers, ranges
from head mounted displays to fully fledged stereoscopic PowerWalls and CAVEs. Further spe-
cializedequipment available allows users to carry out research by using advanced interactive
facilities, such as muklouch displays and Augmented Reality, a technique that enables users
to overlay the real environment with context dependent computer generated images. Research-
ers also have access to the latest developments in display technology, like holograph& display
or the above mentioned 8k displays.

The project maintains also an already huge database of visualization software and graph-
ical models that is available to all researchers for free. Thus, experts can explore the multitude
of visualization packages that are already available. Software covered here ranges from pro-
cessing filters, converters and readers to ffidlgged modelers and visualization packages.

In order to improve the quality and variety of the services offered to external hosts, the
project indudes also some joint research activities. Among them, one is related to the develop-
ment of tools for simplifying the collaborative creation of virtual environments also for non-
expert users. This action is partially carried out by AMPT and -@WRTI and it is strongly
related with the objectives of the project-DO/E.
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THE Co-DIVE PROJECT

PROJECT DESCRIPTION

The CoeDIVE (COnceptual Design In virtual Environment) project aims at defining,
developing and testing a set of models, methods and tools to overcome the limits of the actual
VE modelling process while bringing together most advanced results at the level of the geo-
metric modelling and at the level of the VE development process. At the end, the newly
defined approach should enable the collaboration between experts in the fast definition and
direct generation of the final VE as presenteBigure 3.6.

As described before, the involved actors, i.e. the VE application developer (expert of VE
development), the VE engser (expert of the application domain) and the geometric designer
(expert of CAD usage and expert of VE design) have different views of the VE. This is because
they have different needs. To better satisfy all their needs on information sharing,RéEo-
project tries to find a conceptual model (in the middI€iglre 3.6) linking the actors, tools
and models interacting within the VE modelling process.

Figure 3.6 The different actors involved in the VE modelling process

In addition, to define the conceptual model, this project is also targeting at a creative idea
generation technigue (as mentione&ubsection 1.2.Bby using existing resources to describe
and characterize the virtual objects and their relations.

Moreover, to make easier the user interaction with the system, as in the case of smart
phones technology, which pushes the afstouch screen interfaces, also nitdtich devices

60



can be used during the design process. Therefore, this project is also targeting a-8auatulti
table (from a French company called “Immersiti)”in order to make people collaborate
around the sameonceptual model. This table allows multiple users working together on a 3D
screen, which gives them a better experience of visualization.

As a conclusion, here some scientific challenges targeted by tBé¢\WEoproject for the
optimization of the VE maeling process are listed:

y Integration of the endser(s) within the development process of the VE;
y Settingup of a simplified model (the szalled conceptual model) of the VE from
a set of usespecified functional requirements;
y Userfriendly interface such as a touch screen modelling;
y Use of heterogeneous data in the digital chain;

y Optimizationof the data exchanges between different domains and the VE modelling
environment;

y Semtautomatic generation of the VE;

y Maintenance of the consistency betweeniihéding blocks, to ease the possible mod-
ifications and avoid timeonsuming manual manipulations;

y Possibility of directly providing a behaviopde.

In order to improve the actual modelling process and solve some of the above mentioned
issues, the G®IVE project has been decomposed into two work packages: object modelling
and scene modelling. The tasks of developing the two models and the reladeateatibtrib-
uted to two different Ph.D. subjectis Ph.D. thesis focuses on the object modelling phase
and associated models, methods and tools. The other Ph.D. thesis addresses the way the ex-
perts interact with the objects during the design phaseekhssvduring the use of the virtual
environment.

PROPOSED APPROACH

Within the CeDIVE project, a new integrated VE modeling framework is proposed. It is
not sequential and it allows the use of heterogeneous data shared between the different actors
and experts whose roles have been previously introduced. This approach is represented in Fig-
ure 3.7. The proposed framework is built on top of a new shaperiggon model (set in the
middle of Figure3.7) that is used as a common reference for the different actors for the VE
specification since the indi idea description.

This new shape description model can be generated and manipulated by anyone, who could
be a CAD expert or who doesn’t have any knowledge in CAD or Computer Graphics.

To this aim, this new model should be able to deal with the different types of information
used for the object and environment specification at the various phases. It should be generic
enough to be linked to various authoring systems and to be suitable for indexing to facilitate a

47 Home pagehttp://www.immersion.fr/tablglight-3d-touch/
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re-use of the created resources.

To guaantee the effectiveness of such an integrated collaborative design process, this in-
termediate model should be conceived to be a suitable basis for a future development of new
methods and tools to:

1) Generate new 3D geometric models and assembliesr@drtsed approaches,
deformation techniques, etc.) from the multiple inputs;

2) Search similar models (including heterogeneous ones) within an existing data-
base and rese them for meeting new needs (addition/suppression, simplification, defor-
mation, etc.) so as to reduce the gap between the wished objects and the ones found in the
database;

3) Integrate different actors (sharing information, data exchange, etc.) in the
framework and ease the-omodelling of the VE application so as to reduce the develop-
ment time.

Figure 3.7 The proposed process for a VE modelling system

In other words, the model is the container of the needed information. What have to be
developed are the methods and tools that provide the capabilities of storing and exploiting in-
formation for the realizationf the actual models needed by the VE appboat

Based on the criteria identified ire&ion 2.5, the two approaches (tradition& Model-
ling approach and the proposed one) are compared in Table 3
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Adapted to Use of .
End User P work flow | heteroge- Time con-
. non-expert . heteroge- .
driven complexity | neous suming
users neous data
data
Traditional Yapr
YaRUYa¥a Ya Ya 0 YaRU¥a¥a Ya
process Y2 ¥
Proposed Y4 Ya0r
P YV | YV Y | %YVV| %Y e
process Yo ¥a ¥

Table 3.1Comparison between the two processes

This PhD thesis addresses the specification of such common model and framework as
well as the development of eayuse software toolfor its creation supporting the conceptual
design of the virtual assets to be inserted in a VE application.

3.4

PURPOSE OF THISPH.D.

Within the scope of these two projects and the analysis of theo$ttite-art presented in
- Part A: Background and stateof-the-art -, this Ph.D. thesis is not aiming at developing the
related approaches and tools for the whole proposed modelling préa@as® 3.7) but the
centered’New shape description model”. In this manuscript, this model is named as Generic
Shape Description Model (GSDM). A detailed view and theation of this Ph.D. thesis is
illustrated in the following Figure 3.8.

A pre-processing stage is needed to add additional information on the raw input heteroge-
neous data using shape representation / description and reverse engineering techniques (as pre-
sented inSection 2.2.2)such as segmentations, skeletons, Reeb graphs, etc., which can be
useful to structure and define new shapes. The GSDM should take this enriched input and re-
organize it in three layers of “geometry”, “structure” and “semantics” to explain what the parts
andrelations of a shape are, as define®efinition 2.5. This model should also be able to
be finally transformed to different digital representatibgisa postprocessing stage using re-
verse engineering and geometrical manipulation techniques (e.g. rasgeé- modelling,
morphing, etc.).
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Figure 3.8Location of this Ph.D. thesis

The red box in the center of FiguB8is where this thesis is located. The objective intro-

duced in Sectiorl.3 can be further detailed as below:

mechanisms used to reduce gaps:
y Gap 1 (between people with creative ideas and conceptual design tools):

directional) of shape (introduced Definition 2.5)
o Through simple and smart user interfaces for expet users
y Gap 2 (between conceptual specification and VR implementation) by
o Extracting information from heterogeneous input data

(introduced in Definition 2.6)

o By describing the concepts of “padnd “relation” (topological, distance and

Objective: Development of the Generic Shape Description Model (GSDM) and the

0 Reorganizing information into three layers of geometry, structure and semantics

To make the conceptual design phase more natural and easy fexpehusers, muki
touch capability is also considered as a way to better interact with the conceptual model and

related virtual objects.

3.5 CONCLUSION AND REMARKS

This chapter has positioned the work of this Ph.D. thesis within the context of two projects
in which | have been involved. One is a European project called VISIONAIR aiming at creating
a world-class research infrastructure. The other one is calledIZ& and it aims at bridging
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the gap between different actors during the VE modelling process using heterogeneous data.
The traditional VE modelling process has been presented throughraplexad a VR applica-

tion called “Lookx” developed by the “Dirickx” French company. Through this example, sev-
eral issues have been highlighted to justify the need for developing a completely new innovative
integrate VE modelling framework. This new appro&cho longer linear and sequential but
concurrent and collaborative thanks to a new shape description model shared by the multiple
actors. Based on the objective of this Ph.D. specified above, a new shape description model has
been designed together with the related methods and tools. In the following, Chapier 4
introduce the definition of this conceptual mod&tapter 5will explain how to use this model

and Chapter 6 will present an implemented environment for evaluating the proposed model
through a set of examples.
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Design is not just what it looks like. Design is how it work
Steve Jobs

H
GENERIC SHAPE DESCRIPTION MODEL

CHAPTER OVERVIEW

THIS CHAPTER PROPOSESa new Generic Shape Description Model (GSDM
of the GSDM is described detailimg three different information levels (Section $.1
data, intermediate and conceptual level. The following three secBecsidn 4.24.3

the whole data structure of GSDM is presented in SectionHnally, the last section
contains a conclusion and some rema8exc(ion 4.6).
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which may not only be used for the ©dVE approach but can also be considergd
as an independent model for the conceptual design of digital shapes. First an overview

),

and4.4) give a detailed definition and explanation of the three levels. An overviev of



4.1 GSDM —A MULTI -LAYERED FRAMEWORK

To clarify the specifiedbjectivedefined at the end &@hapter 3 (Section 3.3)the GSDM
is structured with three levels of information: Conceptual letglermediate levelandData
level.

On the conceptual leveghree basic elements are defined to describe the meaningful object
constituents and their relations: Componge@troup, and Relation(the details of these three
notions will be presented in the following sections). They are the three elements directly ma-
nipulated by the user. The conceptual level is aimed at reducing the gap defined in Problem 1.
At this level, two questions arise:

x What are the different parts of this object?
X What are the relations between them?

Componen& Groupare designed to answer the first question and G &®elationare
developed to answer the second questi@mpexplains the topological relation of parts while
Relationexplains the distance and directional relation of parts). They help thexpent user
to have an overview of what is going to be described, but not a precise description. There are
still two questions that need to be answered to clearly understand what the user has in mind:

x What does each part look like and what is its meaning?
x How are the different parts connected?

This second questiomiis its answer in th&econd level of the GSDM. On this level, the
local geometric and structural information of a part are addressed. For example, two parts are
connected by indicating the location of one with respect toter. At this stage, the wieol
geometry or the whole structure of each part does not need to be accessed by the user, unlike
some of the Key Entitieshatrepresent the anchorage element where restrictions on the related
locations should be specifiedimitations on reciprocal locatiobetweenkey entitiesare la-
beled as ConstraintThis information level is referred to as Intermediate Level

To answer the first question requires knowing the Geom@tsucture and Semantics
of each part; these three aspects constitute Hoalka data levelof the GSDM. This infor-
mation provides both the appearance and the meaning of a part. They are also used to indicate
the real location of th&ey entitiedfor the application of the constraint$his level is only
partially handled by the noaxpert user and tackles the heterogeneous inputs.
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Figure 4.1 The different levels of GSDM and their motivations

The different levels and definitions are representedgnr€i4.1. From the user’s point of
view, the conceptual leves the easiest to understand and know where he can directly work.
The user can also work on the intermediate |éwehclude some more information on the
object’s subparts arrangement. Tlgata leveis used for representing the heterogeneous infor-
mation, specifying key entities, visualizing componantsmodifying the shape of components
if needed.

From the information structuring point of view, geomesiyictureandsemanticsre the
three basic elements without any other notion associated. Conceonstgaintandkey entity,
these are based on the data lenfeirmation and have their own structures. Compaqrggatip
andrelation provide the most user oriented information and are expressed in terms of the lower
level information.

The following sections show the details of the different elements of the GSDM as well as
the relations between them. Each one is introddetalling four aspects: definition, motivation,
properties and data structure as described in UML with examples.

4.2 DATA LEVEL (GEOMETRY, STRUCTURE AND SEMANTICS)

As presented previously iDefinition 2.6, information on a shape can be organized in
three layers: geometry, structure and semantics. This paradigm for understanding shapes offers
a way to integrate shapes in application domains, to perform reasoning and comparisons inde-
pendently from their representations. No matter if a shape is represented by a 2D image or a 3D
mesh, the information associated can always be distributed into these three layers.
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GEOMETRY

DEFINITION

Definition 4.1: Geometry = The spatial extent of an object.

The “geometry”of an object, that is the forof its bounding surfacer solid bodycan be
represented by different “geometric representations”. Different representations of gewmetry
presented ilChapter 2.

PURPOSE

Geometry is needed to describe the spatial extent of the shape represented.

As presented in Section 3.3, this thesis does not deal with the behaviors (or functions) of
an object in a 3D scene but focuses on the shape of a single object, i.e. what an object looks
like in space To explain what an object looks like can be done in two ways. One is by describing
the spatial extent of the object, showing how much space is taken by the object and in which
way. The other part includes more graphic information such as its color, texture and material.
This subsection focuses the first way. In conceptual design, the spatial extent of an object is
at first roughly formed in the user’s mind, and then refined while specification evolves. How-
ever, to express the ideas that come out of the user’s mind is not that easy whenigheats
keen on drafting and it is even more difficult when the process is compatiated. Combin-
ing existing resources, independently of their type, helps represent different parts of the object
in order to get closer to the imagined shape in thesusend. The GSDM provides the capa-
bilities to represent the information about what the object looks like in 3D space. A 2D data,
such as an image, also represents how the object looks in “3D” space but from a specific point
of view. In other words, hovwhe object looks in 3D space is projected on a 2D plane.

PROPERTIES
y Heterogeneous

No assumptions are made on the type of data that can be used to represent the shape. This
means that at this level, vector and raster 2D and 3D data are all addressed. Moreover, different
geometric representations can be used to describe the same object's geometry

DATA STRUCTURE IN UML

Different kinds of input data correspond to different types of geometric representations,
which need different data structures for their storage. In this work, data structures for existing
geometric representations are reftired. Those available in the software environment adopted
are used directly. Instead, a common structure for storing the additional data needed for their
combination and simultaneous manipulation is specified.
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Figure 4.2Data Structureof geometry

Figure 4.2 shows the data structure of geometefined in UML that is specified in the
packagé® (red rectangle) called “Geometries”. Three basic cla&sésark blue block) are
defined in this pekage: “Entity”, “Geometry” and “Transform”. “Entity” is the basic class for
low dimensional geometric primitives including point, line, oriented point, etc. The classes of
those low dimensional geometric primitives are all inherited from the class "EHBgometry”
is the basic class for all geometric representations associated with “Transform”. It expresses the
location (including the position, the orientation and the scale) of a representation and the situa-
tion of alignment indicated by the attribute “AlignType”. If the alignment is not set to “Free”
then the orientation of this transform will be fixed to a predefined direction. This is used to help
users to easily move the corresponding geometric element. There are two sub packages included
in “Geometries” named as “Geometry 2D” and “Geometry 3D” which define the data structures
for different geometric representations and geometric primitives in two dimension and in three
dimension. The attribute “resource” of “Geometry” indicates the file address of input data

48 A package is a namespacged to group together elements that are semantically related and might change together.
4% A class in UML describeis a classifier which describes a set of objects that share the same features, constraints and
semantics (meaning).

71



that contains the information of the described geometric representation. The attribute “seman-
tics” is an instance of the class “Semantics” telling the meaning of this geometric representation
and will be explained later. There are other linksvieen different classes in the GSDM, which

for clarity reasons, will be illustrated when all the related classes are introduced.

A data structure called “Contour 2D” is defined in the package of “Geometry2D” to save
the geometric representation of the outlines of the 2D image. The “Contour2D” has a list of
“loops” for saving the interior and exterior boundary of the shape represented in an image (see
the example of an image presenteéigure 4.3.)

Figure 4.3 Example of a 2D image with its associated "Contour2D”

Text, as another kind of heterogeneous shape input, also has a geometric representation
usinga texture applied on a simple planar mesh. The manipulation of the 3D planar mesh rep-
resents the manipulation of the shape described by thd-tgutd 4.4).

Figure 4.4 Text represented as Mesh3D

In the package “Geometry3D”, there is a class called “WireFrame” which is a 3D geomet-
ric representation described by nodes (“Point3D”) and edges (link between two nodes). This

72



representation can be used to represent the struzdsesl shape descriptors such as the skele-
ton, the Reeb graph, the medial axis, etc.

In this data structure, the package of “Geometry2D” and “Geometry3D” can be extended,
if needed, tonclude other kinds of geometric representations.

STRUCTURE

DEFINITIONS

Definition 4.2: Structure = Shape features and pavhole decompositiof a geometry
represented by gragtased shape descriptors

PURPOSE
y To help the user to position different parts composing the object.

Different kinds of structural information, such as the medial axis, the symmetry axis, the
Reeb graph, the skeleton, etc., will help the user to align in position different parts represented
by heterogeneous data. In traditional CAD modeling, the structure information of a CAD model
such as the axis of a cylinder, the center point of a circle, etc., is used to perform the assembly
of different parts. In the GSDM case, the structafermation can also help support a similar
assemblage such as in CAD modeling. The structure information of the CAD model used for
assembly is the elements used to define the model itself (e.g. in the case of a sphere surface
defined by a center point and a radius, the center point can be used for assembly). On the con-
trary, the structure discussed here is calculated from geometric representations of the shape to
highlight the constituent shape features/parts and it is independent from the definiien of t
geometric representation.

y To support the future phases of Design.

As mentioned previously, the GSDM is used for the conceptual design, which is an early
design phase focusing on the innovation and the creativity phases of the design process of a
new doject. Therefore, the GSDM is not a complete 3D model, but it has alaydted struc-
ture where some parts may just be a 2D model. However thiditoensional model together
with the associated structure pieces of information such as the symmetry axis, orientation axis,
etc., can be used by reverse engineering approaches to build 3D models later in the next design
phases.

PROPERTIES
y Heterogeneous

The structureat the data levedbf the GSDM can be represented by different shape de-
scriptors obtained fromiteer 2D or 3D data such as the medial axis, a Reeb graph, a segmen-
tation, etc.
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DATA STRUCTURE IN UML

A shape descriptor such as the Reeb graph, medial axis, etc. also has a geometric repre-
sentation. In other words, the structure of an object can be represented differently.

pointA
) pointB
vertices
. . normals Y
anglesint [ x: float point
2| y:float direction
z: float
""""""""""" 2

transform’|’ 1

-resourceResource
-semanticsSemantics

Figure 4.5Data structure of structure

As presented in Figurd.5, the super class “Structure” is associated with a “Transform”
used to represent the location of thisucture Different structural representations are repre-
sented by a geometrical represgioin called “WireFrame” defined in the package “Geome-
try3D” and inherited from the class “Structure”. Examples of different structural representations

are shown in Figure 4.6.

Figure 4.6 Example of geometric and structural representation
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SEMANTICS

DEFINITION

Definition 4.3: Semantics = the purpose and meaning of an instance or an action in a specific
context.

PURPOSE

y To store the name used in the conceptual design specified by user
y To specify the intention of an instance.
y To indicate the purpose of each action

With GSDM, different items of information are reorganized together following specified
rules. These rules are associated with meanings explaining why this action is done. For example,
the user wants to put two parts together. This action of “put...together” can have a purpose of
geometrcally merging the two parts into one or it can have a purpose of assembling them to-
gether without merging their geometries.

y To be kept for further design phases or model retrieval
PROPERTIES
y Intrinsic or extrinsic

Intrinsic semanticexpresses the meaning of something that can be obtained directly from
it. For example, a surface can be considered as cylindrical if the distances from all the points
on the surface to an axis are equal. The intrissmanticsn the GSDM can be the “type” of
geometry or struare. This information can be obtained by certain calculations from the origi-
nal data of the referred item and this information can thus be considered as intrinsic.

Extrinsicsemanticsefers to additional information independent of the original data under
a specific context. For example, the mesh of a cylinder. Some additional information such as
the color, the material, the name, the function, the role in the overall object (e.g. a chair leg) can
be added to this mesh depending on different contexts. This information is not contained in the
mesh and therefore has to be attached/added to it.

DATA STRUCTURE IN UML

As one item or an action can have different types of sematgmendingon the context,
the class of semanticsdefined as a super class, different types of semamgdasherited from
this class and located in the packaged called “Semantic Data” as presented imtHigure

The attribute “type” of the class “Semantics” defines which semansiance to be used.
The types of semantiese listed in an enumeratigdhnamed “Semantic Type”. The details of

50 An enumeration is a data type whose values are enumerated in the modeldadinserenumeration literals.
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each type of seamtics are going to be presented when each related notion is introduced in the

following sections.

Component
Group name: string
Relation intent: string SameColor Array
gteonletry SameFunction Point Component
Corﬁ(s:t?e:ient SameMaterial Point Wireframe
’ SimilarShape Point OBB
KeyEntity TR e Point_Parametric
ECCD name: string Others Line_Component
intent: string | Lozzzzeeemomseeseceeeeeeeeeeneees Line_Contour
L3 S I S reasons’|' * Line_Mesh
- Line_OBB
Line_Wireframe
<t \ Line_Parametric
__name: string intent OrientedPoint Component
OrientedPoint OnContour
Assembly OrientedPoint InContour
q 1 Mﬁrg!ng OrientedPointMesh
Shaping OrientedPoint Parametric
_Locaton OrientedPoint Referenceframe
meaning | *
™~ .
""""""""""" i —
meaning
N 1
__hame:String ReebGraph Coincidence
Skeleton Distance
meaning MedialAxis Angle
—[j BoundingB ox Parallelism
1 Others Perpendicularity
Image | Colinearity
N Mesh Coplanarity
name:String Text Coaxiality
"""""""""""""" Others . Tangency
meaning | conact
U Insertion
______________________ 1 Pattern

Figure 4.7 Data structure of Semantics

To conclude, in this section, the data lesethe GSDM has been presented. It contains
the definition of geometngtructureandsemantics. These three notions are used to handle the
information related to a shape obtained from heterogeneous data such as a segmented image
with a Reeb graph, a segmented mesh with medial axis, etc.

4.3 CONCEPTUAL LEVEL (COMPONENT, GROUP AND RELATION )

Thedata levelpresented in the previous section contains the basic information of a shape
needed for its visualization and manipulation. However, in our system it is not directly operated
by the users who focus on the overall conceptual specification of the object to be designed and
not on finetuning its final shape. The user focuses more on thewete decomposition of
the object to which behaviors can be directlyagged. This justifies the need of a conceptual
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level manipulated directly by the n@xpert user to specify the decompositions into parts and
the relationships between them.

COMPONENT

DEFINITION

Definition 4.4: Component = In a design context, a compoisasrie part of an object, which
re-organizes some geometoc structuralrepresentations together so as to represent a part
with a basicsemantianeaning.

Purpose

- components
Context / description P

A teapot with two parts, the main Main body, Cover

body and a cover.

The main body is composed of a Spout, Container, Handle, Cover

spout, a container and a handle

Spout, Container, Handler, Disc

The cover has a disshaped sur- .
shaped surface, Splke handle

face and a spdike handler

Figure 4.8 Examples of object decomposition in components

PURPOSE
y To define an indivisible part.

Here, “indivisible” means that the user will not decompose this part any further. The user
can define a part according to its functions or any other purposes. A part can also be split into
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more parts. At one moment, as the decomposition of a part offers enough information or further
decomposition is meaningless, the user will not decompose it anymore. At this stage, this part
can be considered as an inseparable part. For the example presented i Bigeaeh time

an element composing the shape of the object is further specified, at least two new parts are
added in the description (such as the spout, the container and the handle detached from the main
container). The number of parts shows us both the complexity of the object and how precise a
user wants to be.

y To organize data with respect to the object’s functionality -oisedble shape constitu-
ents, independently of their geometric and structurakbssmtations.

One objective for using the GSDM is to use heterogeneous data and to give the possibility
to represent a part using several geometric representations with different structural descriptions.
However, no matter what kind of geometric or structural representation is used, in the part
whole relationship, it is still considered as the same patrt.

The above two points show the main reasons for introducing a new notion of component

PROPERTIES
y Representaticindependent.

The idea of what a specific componéruks like can come from different ideas obtained
from different heterogeneous data. In this definition, the number of geometric or structural rep-
resentations of a componestot limited. This is to say that a componesn have different
geoméric or structural representations (Figure 4.9).

Figure 4.9 Components with multgeometric represtations
y Indivisible

There are no componernside a&zcomponentA Componentis the basic unit in the defini-
tion of the GSDM in the sense that it cannot be further decomposed.
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y Contextoriented

An object can be decomposed differently depending on thextcad in the example pre-
sented in Figure4.8. A further detailed decomposition may have more companenhtsere-
fore, which parts of a shape should be considered as compistente decided by the user in
a specific design context.

y Multi-layered

Every componentould contain three layers of informatiageometry structure andse-
mantics

DATA STRUCTURE IN UML

gemetries

*

transform

____________________________________________ 1 =

structures

*

Figure 4.10Data structure of Component

Figure 4.10 presents the data structure of componesich shows that componeist
pointing to a list of geometrgnd a list of structureSemanticss also related to components
The list of geometrieand the list of structuresffer the possibility for a componetd have
multiple representations and multiple layered structures. The semaintimmponentontains
the attributes of:

- name: the specific name given by the user
- intent: the meaning or intention of this component, such as “support”, “container”,
etc.

In Figure 4.11 there is an example of two componeiitse right component has a multi-
representations of a bottle, where ge@metrie®f the componerttontain two 2D images (from
two perpendicular views) represented by Contour2D.
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Figure 4.11Data structure of Component with mukipresentations

4.3.2 GROUP

DEFINITION

Definition 4.5: Group = a logical operation, which associates a specific meaning or behavior
to several components.
Definition 4.6: Element = the general term foomponenandgroup

PURPOSE
y To associate some componeatgether with specific meanings or attributes.

Sometimes, a user wants to gather some compaogether so that they can be selected,
modified or searched as one. For example, the user may want to change the albltreof
component$érom red to blue, or to treat as main body the spout, the container and the handle
of the teapot in Figure 4.8.

y To associate some components to a specific behavior

In the example of Figurd.12, the three arms (Arm 1, Arm 2 and Arm 3) of the robot are
considered as three different componeHtswvever, the movement of “Arm 1” will affect the
position of “Arm 2” and “Arm 3”. In other words, the three arms should be moved together
when Arm 1 is moved. In this situation, they have the same behavior and should be treated all
together.
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Figure 4.12A robot with three arms
PROPERTIES
y Cardinality

A Groupis constituted by at least two elementsofponenbr a groupcan be an element
of other groups

y Semantic inheritance

All the elements in a groughould have a specified semantic meaning for indicating the
purpose of being a groufhis specific semantics tells us why different elemshtauld be
considered as one. For example, they have a similar function, or they have the same color.

y Nonexclusive inclusion

Non-exclusive inclusion means that a grotgm be an elemenf another grouand an
element can belong to several groups. An example of gsqupsented ifFigure 4.13 which
shows a corner of an office room. All the books on the desk can be considered ascaltgdup
“Books”. The laptop and the mouse form a graafied “PC”. The “PC” and the “Books” can
be also considered as a gralparing the fact that they are all on the desk. Another grailgxd
“Furniture” refers to all the furniture in this office room including the desk and the chair. The
chair and the mouse can be also consideredyesup ashey are all made by plastic.

In this example, it can be noticed that “mouseshared by four groups“PC”, “plastic”,
“on the table” and “Office room”. This elemerdn be directly included in those grougsan
elementsuch as the “mouse” in “PC” or the “mouse” in “Plastic”. This elemantalso be an
elemenof an included grouguch as the “mouse” of the gropn the table”, where “mouse”
is an elementf the included groupPC” including in the grougOn the table”. The “mouse”
is also shared by ttgroup “Office room”. To locate the “mouse” of thgroup “Office room”,
one has to go through minimum 1 gro{i@ffice room” -> “plastic” -> "mouse”), and maxi-
mum 2 groupg“Office room” -> “On the table™> "PC” -> "mouse”). The number of groups
to go through so as to locate an elememtefined as the deptbf the elemenin this group.
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With different passages, there might be a minimum depth and a maximum depthsiizepsh
the complexity of a group. For the user, the depitpht not be very useful. However, it could
be used by the algorithms for the manipulation of groups

Figure 4.13 Example of group’ (Blue circles fogroupsand green block fazompo-
nentg

DATA STRUCTURE IN UML

The data structure of a grougppresented ifrigure 4.14where the class “Group” points
to a list of componentnd a list of groupsThe class “Comptent” and “Group” are inherited
from the super class “Element” which points to “Semantics”.

Then the semantia¥ a group contains:

- name: the user specified name of the group

- reasons: the reasons why elemamngsgrouped together. Siges of grouping rea-
sons have been proposed in the enumeration “Group Reason” including the simi-
larity of shape, color, material, function and source.

51 Pictureof the office room is downloaded from : http://www.decosee.com/2014/04/07/modern-office-room-minimal-
ist-idea23394.html
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groups | *

Figure 4.14Data structure of group

4.3.3 RELATION

DEFINITION

Definition 4.7: Relation = the way two elements are connected together according tq a spe-
cific meaning

PURPOSE
y To describe if and how elements are related from a top down perspective.

The links between different elememtsy express very complex relations and/or opera-
tions that, to be achieved, need complex and precise information. For example, to accomplish
the relation expressing the geometric merge of two compaotogether, the related location of
the two componentseeds to be specified as well as their geometric representation and the
parameters related to the algorithm used for merging. For axmert in Computer Graphics,
describing these complex links can be very difficult. One possibility is to describe them top
down, i.e. from the purpose to the specification of the geometstractural elements and
associated rules. Additionally, in the conceptual design phase, the purpose of this link is just the
indication of the type of relation/operation, independently of the representations or of the asso-
ciated rules. In the example presented in Figufdb, the user wants to merge the spout and the
container of a teapot together as these two compoaentonnected because water can flow
from the container into the spout. Although the two components have different representations,
the link of “merging” exists independently of their underlying representations. At the top level,
different types of links indicating the purpose can be specified, and at the low level, the minimal
set of details necessary to provide a visual feedback for understanding the desired outcome need
to be stated. Such a minimal set normally includes the related location of the two components
Relationfocuses on the top level. The detailed definition of each relation tgsemted in the
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column “Relation” is introduced in the following subsection.

Figure 4.15 Examples of relations
INTENT OF RELATION
y Merging

Thisrelationindicates that the two elements have to be geometrically operated to obtain a
unique geometric element. It is a very common relation, which corresponds to the Boolean
union operation on geometric models. For example, in Figut®, the teapot is composed
of four different componentgach of them with a different geometrical representation. In real
life, if the container and the spout are not georca@lsi connected together, then the water
cannot come out of the spout, a merging relation between them can be required so that the spout
and the container create a unique continuous volume. In the exankjpipid 4.15, the con-
tainer is represented by a point cloud, while the spout is represented by a text. On the conceptual
design level, this is acceptable since the aim is not to create the final shape of the object but to
express all the information needed to fully specify it to allow its complete shape definition in
the detailed design phase, without being limited and slowed down by unnecessary modeling
details and operations difficult for n@xpert users. As already stated, the purpose of the
GSDM is to provide the representation of how an object should be created by combining sub-
parts, possibly not completely defined. The relations aim at specifying the links between them.
The real operation of “merging” does not take place at this stage but it can be obtained by
processing the GSDM once the geometric description of each constituting contembaen
completely specified and harmonized (i.e. compatible geometric representations on which
Boolean operations can be applied).

y Assembly

This is the same notion as in CAD systems. Different elena@atsonnected together
without fusing them into the same geomdiry simply by linking them with different joints.
In the example oFigure 4.15, the cover and the container are assembled together, but they
could still be treated separately and change their relative positions.

y Shaping

This relation is used to indicate the intention to modify the shape of an element
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reshape it. It is not simply merging the overlapping areas of two elebyecuiting the useless
areas as the mergimglation, but restyling onelementwhile taking into account the charac-
teristics of another. These two elements may come from different objects. An example is pre-
sented in Figure4.16. A chair plus an egg becomes an déigg-chair. The algorithms used to
process the elemeraad shape the resulting object have not been considered in this PhD thesis.

Figure 4.16 Example of the intent expressed by a relation of “shaping”
y Location

For some situations, two objects are not assembled, or merged or shaped together, but there
still exist some relations in just positioning one with respect to the other. For example, a football
on the floor. The floor and the ball are not assembled together or merged together. They also
keep their own shapes. The relation used to only position an object with reference to another is
defined as “Location”.

PROPERTIES
y Cardinality

A relation is only built between twelements. Actually, eelation can be builtbetween
more than two elements when using the notbgroup. For example, if four legs of a table
need to be fitted to a desktop, a gragm be created including the four legs called “support”
and then assemble the grotgupport” to the desktop. Altaatively, arelation between more
than two elements can be obtained as a series of pameslasens For example, for the me-
chanical robot presented in Figudel?2, if an assembly among all the arms needs to be built,
then it could be separated into an assembly reldtedween Arm1 and Arm2 and another be-
tween Arm2 and Arm3.

y Independency from the representation

As already stated, being the relation aimed at specifying the purpose and rules of the link
between elements, it is independent from the actual representation of each. element
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y Inheritance

If there is a relation between group A and element B, then this relation explains that all the
elements in group A should have the same kind of relation with B or with the elements in B (if
B is a group). For example, a groofpfour legs is assembled with a desktop, it is not necessary
to indicate that each leg is asseetblith the desktop. However, it could be necessary to have
somerelationsbetween the legs inside of the grdags. This inheritance property doesn’t have
to be specified in the data structure, it is a matter of logic.

y Unigueness
There is only one kind of relation between two elements, including the inherited relation.
DATA STRUCTURE IN UML

The data structure of relation is presented in Figure 4.17.

elementA
elementB

YA err—

semantics

para:list[*] 15

constraints: LisfConstrain{

Figure 4.17Data structure of relation

Relationpoints to two elementselement A” and “element B”). The semantimisrelation
is mainly about the functional intent of this relation including Asserhbbgion, Merging and
Shaping. Depending on different intents, in a further design phase, operations will be applied
to these twaelementge.g. Boolean operation to merge meshes, etc.) with parameters defined
in the attribute “para”. One relation also contalist of constraintso build the link between
the conceptual levelnd thedata level The definition of constraintvill be presented later.

To summarize, in this section, the three constituents of the conceptualfltheelGSDM:
componentgroup andelation, have been presented. They form a Heytel description model
for describing shapes that users can directly manipulate. Although it is not precise enough, a
quick overview of an object can be described with the concelatuell As far as Relatin is
concernedthis section has presented the types considered, even though their complete specifi-
cation requires a connection between the conceptualdédieé GSDM and the data level
the GSDM. This connection between the concepanaldata levelsis strongly linked to the
so-called “intermediate level” that is detailed in the following section.
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4.4 INTERMEDIATE LEVEL (KEY ENTITY AND CONSTRAINT)

BAsICS

PURPOSEOF SCALING

Scaling is normally not needed in the typical CAD design approach, where different parts
could be assembled together by applying constraints without changing their size as they are
generally designed in the same measurement system and with the same purpose. However, in
GSDM, the componentome from heterogeneous input data, which are generated in different
measuring systems. Their sizes are not comparable. One solution is to gigerapohentain
initial size value before building relations between th€hey can be considered as rigid com-
ponentsas in the CAD system. As in a conceptual design process, the semaating of
combining different componentsgether is more important than the exact specification of the
geometry. For example Figu#e 18shows some “crazy” chairs. The Ksfvttom chair is com-
posed of a coffee cupike back, a usual seat and four legs. The most interesting part in this
desgn is the combination of the coffee clilge back with the seat. In this case, the initial value
of the size of the back cannot be specified, as it is difficult to determine which size will be
appropriate to connect the back with the kind of seat the user wishes. Actually, when using the
size of a real cup and the size of a real seat, the back will never satisfy this design intent. On
the other hand, some componerér be reused with a different size. Therefore, the size should
be decided during the process of combining them together, not in the opposite way, i.e. before
connecting them. In this sense, ttemponentshould be scalable.

Figure 4.18 Examples of unconventional chairs
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L OCATION OF COMPONENT S

The GSDM describes shapes in 3D space. Although some compamentz represented
by 2D data, such as an image, when combined with others, these 2D data are located in a 3D
space. To indicate how different componemtslocated in relation to each other in a 3D space,
the notion of “location of componénteeds to be defined. A 3D space can be represented by a
reference frame, which refers to a Euclidean coordinate system. In GSDM There are three types
of 3D space existing in the GSDM represented by three types of reference frame: the reference
frame of each geometric or structural representation in a comEpaad, the reference frame
of the componenh the global space and the global reference frame. “The location of compo-
nent” in a 3D space A, can be represented by the “location of the reference frame” in the 3D
space A. As in the example presented in FigiE9, the global 3D space is represented by a
global reference frame with an origin point “O” and three orthonormal axes “x”, “y” and “z".
The location of a component made of two geometric representations (two contour images of a
coca cola bottle) is represedtby a reference frame wlnorigin point “C”. The two reference
frames of the two representations are located “R1” and “R2". Each reference frame is structured
in a class called “Transform” in the package of “Geometries” as presented in Bigure

To specify the location of a compongtitree types of values, the position, rotation and
scale of theomponeri reference frame in global space need to be specified. A tApie )
is used to represent the location @fomponentwhereP is the positionof the referencérame
in a global space. & theorientation of thecomponentn a global space andi§ the scale
factor of the element

Figure 4.19 Location of a component
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TRANSFORM BETWEEN LOCAL AND GLOBAL SPACES

However, positioning one element by acting on the local reference frame can be very dif-
ficult for non-expert users. A more natural and meaningful way is to link the related location to
another element. Directly building links between reference frames seeamngless. A better
way is to specify their reciprocal location, depending on some characteristics of the geometric
or structural representation of the componEnt example, two componerage assembled to-
gether by inserting a componento anotherThis assembly will align two specific axes from
the two geometric representations of the compon&htsspecification of this “alignment” ac-
tion and the specification of the “axis” need to be defined. To be able to limit the related location
of the two conponentss important for an assembly as well as for other types of relation

However this “axis” is defined by a point and a direction, which is located in a local space
of the representation. In fact all the vectors (points and directions) used totdefgeometric
or structural representation of a component, such as the position of a mesh vertex, the normal
of a mesh vertex, the position of a node of a Reeb graph, etc. are defined in the local space of
the representation (e.g. R1 and R2 in Figdr&9). To “align” an applied vector in one local
representation space to an applied vector in another local representation space, these local en-
tities (pant or direction) need first to be transformed in the same space. In GSDM, it is decided
to transform all local entities (point or direction) in the global space before getting them to
interact. A mathematical matrix can be used to calculate this trarafomof points or direc-
tions between different spaces.

If space Ais inside space B, then the reference frame of A is defined as:

Xe =g Qg
E_ _ EoNEONE
Reference frame of space Rff= (pg, 5 = LN-O I\@O oY
E Ce
1 1 1
Where:
XE

pe = IﬁECDs the origin of RfE, represented by a column vectarg,y g zg D9
1
“E
E= l\%@s the rotation ofRfE, represented by a column vegtors, > @ P9
1
ag
E= @EC&S the scale factor oRfE, represented by a column vecigs b, cg B9
1
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TYPE OF KEY ENTITY

In the GSDM, two types of key entity are proposed: Geometric Key Entity Bach-
metric Key Entity .

Definition 4.9: Geometric Kg Entity = Geometric primitive (point, line or an oriented po
situated in a componentigcal 3D space (represented by a local reference frame).

Definition 4.1Q Parametric Key Entity = Geometric primitive (point, line or an orief
point) defined by parameters to associate with the geometric or structural representation of a

componenbr other key entities.

A geometric key entityf a componens not modifiel when the geometric or the structural
representation changes. For example, a geometric key point defined for a comepresnt
sented by a mesh corresponds to a position in the local reference frame of the mesh. Thus, if
the mesh is scaled, this point wilbt change. Geometric key entities are useful when a compo-
nent has no geometric or structural representations.

A parametric key entityan be represented by a point, a line or an oriented point (it can be
used to represent a plane). These key entiiebe associated directlyo the geometric or
structural representation of a compom&nth as a vertex of a mesh with its normal. However,

a parametric key entitgan also be created by building rules between other key entities. For
example, with a line defed by two points, these two points can be geometric key ewmtities
parametric key entities. The newly creakey entityis not directly associated with the geomet-
ric or structural representation, it is then called indingatametric key entity.

A Keyentityis represented by four types of geometric primitives: a point, a line, an ori-
ented point and a combination of them (indicated as an array). All the proposed key entities are

listed in Table 4.1.

. . . Oriented
Classification Point | Line . Array
Point
Geometric . . .
. Independent p 0y 05 \
key entity
Indirect Opp | OGup Oop o
. Geometric Contou2D \ Our| O 7 Op s \
Parametric . 0 =T o0
. . representation| Mesh3D \ Og Opa \
key entity | Direct
Structural rep- . , ,
. Wireframe | ¢, 0y \ \
resentation

Table 4.1 Classification of the proposed Key Entities

On Table 4.1, it can be noticed that not all the geometric primitives (a point, a line, an
oriented point, or an array) are associated to the geometric or structural representation of a
componentThis is because some of them are meaningless or they do not exist. For example,
an oriented point in a wireframe is not meaningful. The edge of the wireframe can be used to
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indicate a path without specifying any additional information of “orientati@m’the contrary,
a point on a mesh should be associated with an orientation, which is more useful than for just a
single point, indicating the normal of the surface where this point is located.

M ATHEMATICAL SPECIFICATION

In this manuscript, the letter "iEs used to representkay entity. Each key entigydefined
by a set of parameters between two breaks as below:
E(L=N=L=N=.L=N\L=Ng.aisaparameter,n B3~
From those parameters, the four types of genmgtimitives can benferred.

Geometric primitives (point, line and oriented point)

In the following the notations used for the key entity specification.

Let { l\iOa,b,c,d D 9} bethe set of column vectors with 4 rows. 3D points and

1
directions used in this manuscript are represented by elements in V
T
r\thD , is a 3D point storetly
1

I (1, 2),isaline passing throughl; and, 2, where 1; 2;B
f ( 4 4 isanoriented point, where; 4 B

y For a point key entity: |, represents the point of key entity E
y Foralinekeyentity:l,=( 1,, 2,) represents the line of key entity E,
where

1, represents the first point used to define the line
2, represents the second point used to define thd |ine

y For an oriented point key entity:
y f,=( ,, ) represents the oriented point of key entity E, where

| represents the point used to defihe
| represents the direction used to define

Transformation matrix

However, these primitives are located in a local reference space or on a local geometric or
structural representation. As mentioned at the end of previous seSéotiof4.4.1), these
local values need to be transformed in a same measuring space (the global space) so as to be
equally compared. Thus we need the transformation matrix.
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y [For geometric key entities:

The first parameter is the component (Com), wherek#yientity is located:
E(Com L=N,=.L=NF
As introduced in Section 4.3.1, each compomeassociated with a reference frame de-
fined in its data structure (named “Transform”, see Figure 4.10). It is represented here as:
RfG m k
Thus, the transformation matrix of the geometric key eistitiefined using the function
B introduced inSection 4.4.1:

y For direct parametric key entities:

The direct parametric key entitieare always associated with a geometric or structural
representation, which is saved in the first parameter (Rep):
E(ComRep L=N,=.L=NJF
This geometric or structural representation is also associated with a reference frame, which
is located in theomponent'space as their data structure defined in Figure 4.10:

Ven
Rfa m k
The reference frame of this component
Rfa m k
Thus, the transformation matrix dfrect parametric key entitis used to transform the

key entity from the representation space to component space then to the global space, which
can be calculated as:

0, = BRfgmkB(RIZS

y For indirect parameter key entities

They are not related to any reference frame. However, the related key entities used for its
specification should be transformed first into global space.

Detailed specification

The following Table4.2, presents the details of each key entity that is proposed in this
thesis. They are described as they were internally represented to be used by the eonstraint
solving engine; clearly the indicated definition elements are not directly specified byethe
but computed based on the direct selection through the graphical interface. In the table there is
no distinction between the topological element of the geometric representation (i.e. the vertex
of a mesh) and its spatial counterpart (i.e. the paidD space corresponding to the vertex)

To clarify the meaning of the key entities, examples are presented in each definition.
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Basic Defi
nition

Geometric and Structural representations:
Con2D (loops) is a contour 2D, where
loops = {I5lg ..., Lk}, 1yis aloop
l={ g5 g6--- ghMNIiD 3,5 ..., | D ,i D[1..m
Mesh3D (vertices,triangles,normals) is a mesh, where
vertices { 5 ..., khh 5 .- k D ,mBD 3
triangles {t 5tg ..., {1 t5tg...,5,Nn B 3
nomals{ 5 ..., i}, 5 ..., | P , kD 3
Wireframe  (nodesedgeg is a wireframe , where
nodes { 5 ¢---» i} 5 --»i P kD 3
edges {eseq ..., 8}, 656€5...,6,Nn D 3
I' 'is the Euclidean norm of the vector (or matnx)
x Is the cross product of vector (or matrix) a énd
is the multiplication of vector (or matrix)a and b
a ® is the scalar multiplication of vector (or matrkxpy a, where ab 9.

6(Com ) = éb,where
A pointin a b
Compo- op = a op
nent’s Géb = B(Rfgmk
space

6(Coml) =1, ,where
I=( 1; 2)

A lineina by
Compo- 1, =
nent’s 24 =
space Os,= B(Rfgmk

0 Comf) = fs,where
f=(4 4

k.= Koy 60

A plane in a 6= Uosy d

Component . o5l
's space 6= Clp 9 d

C'éﬁ: Q(Rme)(
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05 {(ComCon2Du,v, B = f k owhere

0on 6 i Op i

- 0 t t>5 t
0 7 ué@ﬁkS+E®S F S)O

_ . 2?54
667 CUWs s QT

b, .= B(RfgmkB RISM.H

An oriented
point on a
2D contour

L, >5 arethev'’ andv+1 " vertex of theu¢Yloop
of this Con2D, L, .5 are the normal of thenEis the
distance factor of this point which equals to the distance be-
tween ¢, . and § divided by the distance between {
and L5

N
(@]}
=t

éﬁ ﬁ(Com,ConZDx,y) = fééﬁ: ( 05 &' éﬁﬁ)

T
An oriented Where o .= (g ?Aggggﬁ lg’lo n is the tota
point inside 1

a 2D con-

tour number of the vertices, i.e. considering all the loop:s

Con2D. x, y B 9is the displacement of this key point ap-

plied to the centroid of all the vertices of the Con2D.
0

= c%aﬁ?5d flglj is the normal of the plan
1

where is Con2D located.

O6,,= B(RfgmXB RISML®Y

05 i




0g4ComCon2Du,v) = l¢,.= Klg,, 24,,0uv D3

An edge of
Og i a 2D con-
tour where:
Logn= Usgq s
Logn™ Uoga §7°
Osn= B(Rfomk B RFST®B
where L, L>Sarethev'f and v+ 1'" vertices of
the u'f loop of the Con2D.
0sa(ComMesh3Du,d 4,ds5dg = e, = K550 64 O
where:
An oriented 660 — 06@0(d4®rk4+d5®l’k5+d6®I’k6)
5 point on a where | 4 5 1.6 are the three vertices on the {
o surface | anglet ¢ of the Mesh3D where this point is located
mesh ol i
Op0 = CLB@Q . g(d4®l’k4+d 5®I‘k5+d 6®I’k6)
pd
where | 4 5 .6 arethethree normals of the thi
vertices of the trianglé .
065 = B(RfgmXB IRFZSLT
d 4 ds dgare the three factors indicating the positior
this point related to the three vertices of théV triangle.
ub 3,d4,d5,d6 b9
. An edge of | |,
Oaa amesh | 0 (ComMesh3Da,b) =14, .= klg,, 2¢,,0

96

=.
[

ee

of



O

U 644
= Géug o]
(o, = B(RfgmkB RIGSETD

., are the coordinates of the two vertices of
edge.

o (ComWireframe,v, B = ¢,

A point
6 along the | where
b edges of a . iy
wireframe 6 = Oo ( g+ E®@K F 9 EH01] DY
g, = B(RfgmkB RIEIDEIP-E°
v andv+1 are the indexes of values in the edge lis
the wireframe.e;~5 and e; are the indexes of the tw
nodes indicating an edge in the node list.
Eis the position factor between the two nodes.
6ys (ComWireframe,v) = ls, = ( 1g, , 2¢, )
. An edge of
Oy : where
a wireframe .
Log = Usy cq
260 = Uggn cas.

(o, = B(RfgmkB IRFLIPCIP-B°

As edges are stored as a list “e” of indices of nodes, theg
and e, are the indices of the two nodEghe considere(

t of

edge stored in the edge list.
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éﬂt(E51E6): Iéﬂb: kléﬂb’ Z(,Obo

A paramet-
6. ric line (cre-
up ated by two
key points)
where
LTogp= 10 265p= 1,
E4Es B{ 0y &y , Oyp 66 G5 i O v Gsas Oopt
ébl{E’ B = Opp
A paramet-
ric point
Opp (along a
parametric
line) where
6p= U+ E® U F U), where ED[0,1],
E B{ 0
Ogp(U,Para) = fo. = (655 659
1) If u=0, for an oriented point specified by three
points, thenPara= (Eg Eg E-),
1
A paramet- Oﬁb:§k'-+ VA
Osp ric oriented éép:(  F 4)x(C 4, F ), where
point Es Eg E7 'D{ ép, ép ) épp é@, éﬁ fir é@ i é@ﬂ, é@p}

2) If u=1, for an oriented point specified by a point
and a line, therPara= (Es Ey

= 1,

Gop—

=(1, F )x(2, F ), where

6sb
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Es B{ 0, 6p » Opp 05 05  Oo # Osais Oopt
Ee D{ 04 Ous Oua» Oy » Oupt
3) If u=2, for an oriented point specified by two
lines, thenPara= (Es Eg)

1
ééb:zk1|'+ 2|.+ 1|_+ 2|_Q

éﬁb:( 2|_ F 1|_)X( 2|_ F 1|_),Where
B Ee B{ 05 Ogs Ouar Oy » Oupt
4) If u=3, for an oriented point specified by two ori-
ented points, thefPara= (Es Eg B

= .+t E®|kF | Q

()@p
o= 1.t E& | F | gwhere
EeEe P{ 05 05 i O G0, Oopt

An array of | 6;({E¢ g54123)

key entities | E is one of all the above key entities

Table 4.2 Key entities’ definition
PROPERTIES
y Dimension

A key entity, whether it is a geometric or a parametric one, can be finally represented by a
geometric element such as a point, a line, an oriented point or a combination of them (i.e. an
array). This indicates the dimension of the key entity. A poinbiseadimensional entity, a line
and an oriented point are tvdimensional entitiesand anarray isan n-dimensional entity
where n is the sum of its key entities’ dimensions. The dimensiorkey antitycan also be
represented by the number of elemafts9Y used to specify its representation. For example,
0y 1+ (an edge of the contour 2B¥)represented by a line defined by two points (each of them is
aninstance of an element &Y. , All the key entities are represented in a 3D space. A table
classifying all the key entities by their dimension is presented as below:
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1D key entities 2D key entities nD key entities
Point Line Oriented Point Array
Op O + Opp 06 04 Gu » Guw Oup| % % i G Gous Oob O

Table 4.3 Dimension of Key entities
y Independent and related (or geometric and parametric)

As already mentioned, a geometiy entityis independent from any representation and
a parametric key entity related to a geometric or structural representation or to kelyezn-
tities.

y Direct and indirect (foparametric key entities)

A parametric key entitgan be directly associated to the entities used to define a geometric
or a structural representation. It can also be indirectly related to a geometric or structural repre-
sentation through some existing key entities.

y Multi-modality

From the presented specification of key entity, it can be noticed that the parametric key
entity can be associated to the geometric and/or the structural representation of the component,
while in traditional CAD systems, the key entities used to specify constraints in assemblies are
only located on its geometric layer.

DATA STRUCTURE IN UML

—EEEEH

type

Geometric
DirectParametric
IndirectParametric

para: list[*]
dimension
: 1
1,[, semantics
Point
Line
---------------------- OrientedPoint

Array

Figure 4.20Data structure of Key Entity

The above Figuret.20presents the data structure of key entity. It is structured with a list
of parameters (“para”), type (“type”), dimension (“dimension”) and semanties type indi-
cates the three types of kemtity: geometric direct parametricandindirect parametric “Di-
mension” points to the types of geometric primitives (Point, Line, Oriented Point or an Array).
Thesemantic®f key entity tells its meaning such as a vertex on a mesh, an edge of a wireframe,
etc.
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CONSTRAINT

DEFINITION

Definition 4.11: Constraint = A condition limiting the related location of two elemients
applying equations between twey entities

Constraintsare expressed by equations or inequalities correlating different key entities.
Therefore, to completely specifycanstraint we need not only to define which are #ey
entitiesinvolved, but also which equations or inequalities have to be applied.

PURPOSE

Constraintis used to limit the location of twkey entities. It can occur only between two
key entities, since, if more than two key entities are involved we can use the keg; entitich
is a list of key entities.

M ATHEMATICAL SPECIFICATION

The @uations and inequalities are different for different constraints. Even for the same
constraint different combinations of the two key entities may require different equations or
inequalities. In this sense, the combination of the two key emtitielvedbecomes very useful
for defining aconstraint Thus, inTable 4.4, all the constraints are proposed taking into con-
sideration all the possible combinations of key entities.

SbyoT- Name Acceptablekey entityCombination
G Distance (Pqnt, Point), (Point, Oriented point), (Oriented point, Orien
point)
G Angle (Line, Line), (Line, Oriented point), (Oriented point, Oriented p¢

Cco | Coincidence| (Point, Point), (Point, Oriented point)
Cra Parallelism | (Line, Line),(Line, Oriented point), (Oriented point, Oriented pc
Coe Perpendicu-| (Line, Line),(Line, Oriented point), (Oriented point, Oriented pq
larity
Cal Colinearity | (Point, Line)(Oriented point, Line)

Cep | Coplanarity | (Point, Oriented point), (Oriented point, Oriented point)
Cea Coaxiality | (Line, Line)

G Tangency | ( Oriented point, Line), ( Oriented point, Oriented point)
G Insertion | (Line, Line)

Cet Contact | (Orientedpoint, Oriented point)

Cot Pattern (Point, Array), (Line, Array), (Oriented point, Array)

Table 4.4 Constraints with an associated combination of key entities
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“Coincidencgis only between two points, “Clinearity” is used to limit the position of a
point along a line. “Cgelanarity” is used to limit a point on a surface. “@adality”, to limit
two lines to be coincident. “Insertion” is used to put two lines that area¥@d* then limits
the distane between them. “Contact” is used to put two surfaces that touch each other and
“Tangent” is used to limit a line and a plane or two planes for them to be tangent. “Pattern” is
used to distribute points along a line or a round a point.

The constraints thdtave been considered were thought to be significant for users. As a
consequence, some of them can be special cases of others just putting a specific different value.
For example, “Coincidence” between two points can be considered as a special case of
“Distance” between two points equal to zero. However, the equation to calculate distance is
not linear. In order to maximise the use of linear equations and linear inequalities, different
equations are used to formulate “Coincidence” and “Distance”. Theraigrbasic expressions
(equations or inequalities) are defined acting on vectors. All the constraints proposed are
defined by using these expressions.

Thus, the equations for each constraint are defined in following Table 4.5.

Notations:

“= =" for conditionalEqual

“&&”" for conditional And

“||” for conditionatOr

I' ! for the Euclidean norm of vector

|v| for the absolute value of v.

\ to give the expression of one equation or inequality defined by parameters
Basic expression (equations or inequalities):
ed 5 &9\ == a 5 for gisscaledfrom 5 by a. (three linear equations)

Te Ts
Wie= =Njo
1 1
T6:: :@'5
\|U== =&}
\é:: :®é
ed 5 o \ 5®==1 for 5 is perpendicularto & (one linear equation)
Ts

\NZOBTs U V611 = ToTor Ll W+ 1==
1

W TeW
ed 5 o \ €4 Lr\}ééOI\l‘ééOI Mfor 5 is parallel to ¢ (three linear equations)
1 1
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TsW== Tey
\ JW== W\
T5V%== Te\4

T5 QS T6 L!; T5 T6 QO

ed 5 o \ €4 Lr\%éor\ffi\\zow&& 1YY Qg for 5 is opposite to g (three linear
A L Q

equations and three linear inequalities )
hTSUS== T
TUN== U\
\ T5\6== Te\4
A T5Ts QO
A U Qo
O W\ QO

ed 5 &9 \ ! §F 5!== =forthe distance betweens and g is a. (one noilinear
equation)

T F Qe+ (Us F Yo+ (Vs F Yo== =

ed 5 &3 \ |'®,;?|5:: cos( 3 for the cosine of the angle betweeg and g is a.

(one nonklinear equation)

L BTt UL+ W\
HTLF19° (WF W+ (LFW°

5 6D

Distance fy(Es Eg distance)

= egk ,, , ,distanceo

(E5,E5) D{ éb’ éb , ébb é@, é@ i é@ i C’)@g, éﬁb} 6, distance Dg,distance RO

Angle f;(EgEgangle

= egk ;, | ,angleo

if (E5, Es) B{ 05 05 5 05 5 Osa, Ospt ©are oriented points
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=egk2, F 1,, 2, F 1, ,angleo

if (E5 E9 B{ 0y Oya Oy , Oua, Oyt Carelines

=egk2, F 1,, ,,angleo

if Es B{ 05 05 & 05 m Osa, Oppt is an oriented point
E6 'D{ éa, él_]ﬁ (l)u , éua, éat}is aline,
angle B[0,180]

Coincidence fiz (EgEg)

= &kL, |',10

(EsEe B{6p 6 , 6pp G6 % m O Goar Oopt °

Parallelism A, (E5Eg

_ . ;2 ) ) P 6
=egk |, | Oif(E5EQ D{ 05 05 i O Osa, Oopt
=egk |, 2. F 1, 0jifEs B{ 05 05 # Op Osarr Oapt Ee B{ O G Gy » Ogas Ogpt

= e6k2|_ F 1|_, 2|‘ F 1|Q|f (E5,E6) 'D{él:,, éL’Jﬁ éu ,éug, éat}G

Perpendicularity i, (Es Eg
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=esk |, | 0if(EsEg B{06s 0 & O Ooa Oopt°
=esk |, 2, F 1, o,ifEs B{0s G5 # G5 Osa» Oopt» E6 D 05 O O » Ouas Ot

= e5k2|_ F 1|_, 2|. F 1|Q|f (E5,E6) 'D{éu, él]ﬁ ()ﬂ 1()001 éut}‘s

Co-linearity f;(EgEg
:esk | F 1|., 2|. F 1|.0

Es B{ 0 Oy , Opp 05 05 i 05 Osar Ospt iS @ point or an oriented point
E6 'D{ éu, él_]ﬁ éu , é(“], éul} isline

Co-planarity fiz (E5Ep

=esk, F |, 0

Es B{ 0y Oy , Opp 05 05 & 05 Osur Ospt is @ point or an oriented point
Ee B{ 05 05 & 05 Oss Oapt IS anoriented point

Co-axiality iy (E5Eg
:e6k1|> F 1|_, 2|_ F 1|_(EL&e6k2|_ F 1|_, 2|_ F 1|_0

(E5Eg B{ 06y Oys O , O Ogp Parelines

Tangency fi (E5Eg)
:e4k | 1|‘,1(&&e5k | 2|. F 1|‘O
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if Es B{ 05 05 5 05 Osa, Oopt iS @ Oriented point,
ED{ 6y 64 6y, Oga, Oyt is @ line

:e4k|_, |',10&&66k|_, |_0

if (E5sEQ {05 05 5 051 s, Ospt ®are oriented points

Insertion f(Es Eg distance)

:e6k1|> F 1|_, 2|_ F 1|_0
&&66k2|_ F 1|_, 2|_ F 1|_0

&&egk 1, , 1, ,distance o

(E5Eg B{ 0y 045 Oy , Oyg Oup b distance B 9,distance RO

Contact fi;(Es5Eg
=e4k |, |, 108&esk |, | 0(E5Eq B{0s 05 05 Osar Oop} ®

Pattern i, (Es5 Eg distance radius), distance radius b 9,distance radius RO
5 _ distance
= nﬁ(Eﬁ[l],Es)&&e4I 1|., I [ EUW

for EEJi] in Eg, ED[0, J F1] ? 3,n is the number of key entities iB¢
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if Es B{ 05 O O , Oua, Ogpt IS a ling,
&D ¢.EdKli@m. a25D{ 0p Op » Opp 05 O i O Osa» Oopt
distance

T3 FL P

for EE{i] ,in Eg,i D[1,n F1] ? 3,n is the number of key entities iB 4

= ﬁé(E5,Ed:i],radiUS)&& Al |_[U?]5F | s |[qJF

if E5 D{ ép, C’)p , épp C’)@, é@ i C’)@ i C’)@Q, C’)@p} is pOint,
E¢ D6, EdKli @s.1 P{Op Op » Opp G5 95 i 96 Ooas Oopt

Table 4.5 Equations foconstraints

Figure 4.21 presents the links between each consteaidtthe six basic expressions.

Figure 4.21 Dependencies among the Constraints and the basic functions
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PROPERTIES
y Cardinality

As mentioned previously, constraints defined in this thesis are built only between two key
entities

y Boolean-valued formula

Constraintis a condition, not a function or an equation. The value of each constraint is
true or false, in other words it is a Booleaued formula. Therefore, conditional operations

can be applied betweawonstraints such as conditional equal (“=="), conditidreand “&&”
and conditional or (“||"). The results of the conditional operations are still Boolean-valued.

y Multi-modality

Because of the specification of key entity, the constraints are built at both the structural
and the geometric level.

DATA STRUCTURE IN UML

paralist[*] W

type

constraints, | «

_ 1 Geometric
keyent_ltyA DirectParametric
keyentityB IndirectParametric

2
dimension | EAAEA

1

valueslist[float]

para: list[*]

1./, semantics

Point

Line

1 e OrientedPoint
Array

semantics

semantics | 1

Figure 4.22Data Structure of a constraiahd links with the other classes

The data structure of a constraistpresented ifrigure 4.22 whereconstraintpoints to
two key entitieg“keyentityA” and “keyentityB”), to semantigésemantics”)and to an attribute
“values” to define the constant value used in the constifaigeded. Relation indicates a list
of constraints, which bridges tidermediate levelvith theconceptual levelThesemanticof
constraint tells its meaning.

At theintermediate leMewe have proposed 14 different kinds of key entities and 12 types
of constraints Key entities, which are not always explicitly specified by the user, but may be
automatically computed by processing his/her input. In the previous example, the user wants to
put a ball on a floor. He/she would probably specify a “contact” constratmteen the ball and
the floor. However, on which exact points of the ball and the floor they are touching might be
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meaningless for the user. In this case, the user only needs to specify the type of constraint
without specifying the key entitiessAn the data structure presented in Figdu22 constraints

are saved in a list derived from relatjdherefore even if thkey entitiesre not spcified, the
constraintcan still automatically find two suitable temporary key enttieshe geometric or
structural representations of the two elemsat®d in the relatiorMore details about the smart
constraining mechanism are giverSaction 5.3.

- ixels | *

gometries e - circles P! ;/

* | | resourceResource * ‘
L 1 L

1 | color int
u:int
uvs points [ | B
x: float
y: float
z: float
e Y om
. pointB
vertices
normals 2

Free iniang (e ] - x: float

groups Forward 2 | y:float

Backward 2: float

et~ | ==
""""""""""" Right
transform | 1 Up position 3 nodes’[*
components | * |tansform Down rostf:l(;n
1/| alignType -
components [ | | [l s \L—T edges int[*]
transform’|" 1
structures
v
<
keyenitya .o Ml cr.mercion g
""""""""""" -resourceResource keyentityB
elementA’l'2 e
element8( | | | | B Point Geometric
dimention | | o0 DirectParametric
- . Line IndirectParametric
pare ST constraints 7| orientedpaint
relations ' * * [~ constantroat IR type [ 1
I

— e

Component
Group name: string
Relation intent: string SameColor Array
Geometr)
Stmcturey SameFunction Point Component
SameMaterial Point Wireframe
Constraint - Point OBB
KeyEnity SimilarShape t
YDM Point_Parametric
cS name: string Others Line_Component
type} 1 e itz @aitmu
reasons’| * EZZ%SE"
semantics EEEEE | Linewiename
1 Line_Parametric
B name: string intent OrientedPoint Component
""""""""""" intent - or \LOn Contour
semantics | 1 T strefl'r“by OrientedPoint InContour
Ll erging OrientedPoint Mesh
Shaping OrientedPoint Parametric
| | Location OrientedPoint Referenceframe

| meaning] -

meaning
N 1
__name:String ReebGraph Coincidence
= re— | Sieon Distance
meaning MedialAxis Angle
BoundingBox Parallelism
1 Others Per
Image Colinearity
U Mesh Coplanarity
name:String Text Coaxiality
"""""""""""""" Others Tangency
‘ meaning Contact
Insertion
| EU I ——

Figure 4.23Whole data structure of GSDM
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4.3 GENERAL OVERVIEW

The complete organization of the GSDM is presented in FigL8. In future, other kinds
of geometrystructure constraintsor key entitieor even other types of relatioran also be
developed if they are more useful and convenient for the user. Sopfiesed data structure
is modular and can be extended.

4.6 CONCLUSION AND REMARKS

In the previous sections, all the constituents of GSDM have been introduced together with
the data structure presented in UML. The data structure of GSDM can be implemeartgd in
programming language. The GSDM presented in this chapter is not a fixed and closed model.

The class of “GSDM” comprises a list of compomseatlist ofgroups a list ofrelations
and semantics. Through the different definitions and data structures, this chapter shows the
GSDM'’s capability to combine heterogeneous data and constrain them so as to define a struc-
tured object whose final geometric representation will be processed at a latehistaggestage,
heterogeneous data are mixed up in a common 3D viewer where 2D images and meshes coexist.
However, these data structures cannot be instantiated automatically without user interaction.
The way an object can be modeled with the GSDM needs to be clarified. Besides, the infor-
mation stored in the GSDM needs to be checked. This is especially true for tpacted
constraintsthat can be inconsistent at a given stage. Therefore, various steps in the process of
modeling with GSDM are needed to check the rationality of the information stored during the
creation of groupsthe building of relationgnd the specification of constraints. These issues
are going to be introduced in Chapter Ghapter 6 will present an implementation with user
friendly interface.
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The good life is a process, not a state of being. It is a direction
not a destination.
Carl Rogers

H
M ODELING WITH GSDM

CHAPTER OVERVIEW

T HIS CHAPTER PRESENTSthe way to create a conceptual model by using the GS
and solve the related issues presented at the end of the previous Chalptisr
organized in five sections: workflow of the modeling process with GSB&adt{on 5.1,
working at the conceptual levé&éction 5.2), working at the intermediate level (Secti
5.3), solving Constraint Satisfaction Problems (CSP) (Sectionahd finally some re-
marks in the conclusiofsection 5.5.

DM
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The objective of using the GSDM, as presentegkiction 3.3, is to reduce the gap between
non-expert users and specification tools in the conceptual design phase, possibly in a collabo-
rative working environment, allowing the-use of existing heterogeneous data resources (e.g.
images, 3D models). In this sectidhe workflow of the modeling process with GSDM is in-

troduced.

This process mimics the natural way users follow, i.e. focusing on his/her own objectives
without bothering about the underlying model organization. Thus, the adopted approach can be

classified as a tedown one.

The user usually knows what he/she wants to create but does not necessarily know how to
create it step by step. To be more tfsendly, the modeling process of GSDM is defined as

presented ifrigure 5.1.

5.1 WORKFLOW OF THE MODELING PROCESS WITH GSDM

Ctart)

| ] I
Working /'
with the / /Lv
conceptual |
level ¢
NN
Working N
with the
intermediate v
level
Yes
v
NN No

Figure 5.1 The GSDM user’s modeling process
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The modeling process starts from the conceptual lewedje the user is actually acting.
The first thing the user needs to do is to creatponentsrom the input heterogeneous re-
sources. Thgeometric, structurabr semantianformation stored in the input data is automat-
ically extracted and inserted into th@responding three layers of the comporssigscription.
Then, the user can regroup the componenexisting groupsand specifyrelationsbetween
them. At this stage, theonceptual leveélements are all initialized. The user has to give a
general view of the different parts and how they are combined together to form the object that
he/she wants to create.

The next step is to defirierelationsmore precisely. This step is carried out by specifying
the constraintshetweerkey entities. There might be some key entitidsch can be specified
directly from the geometric or structural representations (direct parametric kegy ebtained
from the heterogeneous data, but the user carcedsite his/her own key entiti@sdirect par-
ametric key entity). With the specified key entities, the user can link two of them and build the
relatedconstraints After their specification, the system starts to check the constamatsry
to find the best solution to satisfy all the uspecifiedconstraints This step is called Constraint
Satisfaction Problem (CSP) solving. Each time a new consisasgpecified, the CSP solver is
automatically launched. The way the CSP is solved is discussed in Section 5.4

These steps can be repeated until the complete specification of the object is aEigeved.
ure 5.1shows only one feedback loop. However, the process is iterative and the user can return
to the previous steps to modify the specification at any time. For example, after specifying
relations the user can still go back to group or to add new componesit®uld be noted that
those changes might affect the following steps, e.g. requiring a new constraint solving process.

The following sections focuses on the details of each step specifying the corresponding
actions on the GSDM. The graphical usgerface will be presented in the next chapter.

5.2 WORKING AT THE CONCEPTUAL LEVEL

m CREATION OF COMPONENTS

The first step in creating a GSDM is to instantiate comporients heterogeneous data.
The user’s interaction will play a very important role in this sté@ whole process of instan-
tiation of a componens represented iRigure 5.2.

As the input heterogeneous data may contain the information related to segmentations, the
user needs to specify how to use the segmented parts in the input data. First, the user has to
select the part(s) to be used and specify a name for the compmbentreated. Subsequently,
three options are proposed to the user to declare how selected parts should be considered. This
possibility is given because it is not guaranteed that the avadlaggieentation corresponds to
the actual needs of the user, e.g. over segmented.

Option one is the default option and is to consider all selected parts as a single component
If this option is selected, an emmymponenwill be created with the specifiethme associated
to its semantics. Option two indicates that the decomposition of the segmentation should be
preserved, since each of them is meaningful by itself, so separate compboaltde created
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in the GSDM, each of them associated to a namegponding to the part name in the input

data. Option three indicates that selected parts should behave as a unique group. If the user
chooses it, a groupith a list of componentwill be created. The groupuilt in the last option

will be associated to éhspecified name in its semantiager, and each componaitthe group

will have the same part name in the input data. The details of creating a group will be introduced
in the next subsection. There will also be a semamitiicmation as “same source” associated

to the “reason” for the semantiogthe group.

Figure 5.2 Creatiorof a component

Then, for each empty componemeated, thggeometry structureand semanticswill be
added to the corresponding data structure defined by the GSDM, derived from the information
of the related segmented part of the input datainimum oriented bounding boxassoadded
as the structureepresentation of this compondrigure 5.3shows an example of a component
instantiated with point cloudsnd a graptibased structure.
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Figure 5.3 Example of a component

M AKE GROUPS AND RELATIONS

Once the componerttave been created, the user can associate them in different groups
and/or specify relationbetween them. The process for making a group is presented in Figure
5.4.

To fully instantiate a groupwve need four kinds of information: the name of the groiug
reason for grouping, the type of the group, tdoenponentdo be grouped and possibly the
groupsto be grouped. In the process of specifying a compdeeaSubsection5.2.1), some
information specified by the user for the creation of compowéhbe used to automatically
instantiate the corresponding group. For other situations, the user needs to specify the four kinds
of information as presented in Figuke4. After choosing thelementgo be grouped, all the
existinggroupsare checked to detect if another graugh the same selected elemegiteady
exists. If such a grouplready exists, the user will be warned to go back and to reselect the
elements. Several motives for grouping are proposed as presented previoussemahtcs
of group Figure 4.7). “similar shape”, “same color”, “same material”, “same function”, “from
the same resource” and one additional choice: “other”. The user can choose one or more reasons,
and if there is no suibde reason, then the user can choose “other” and enter a new reason.
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Figure 5.4Create groups

Similar to the creation of group, to instantiate a relatithe user also needs to provide
some information including the type of relatiand the associated two elemewriswhich the
relation is built. However, it is necessary to verify if the seletedklementsan be associated
by arelation. There can be four situations occurring when asking for the creation of a new
relation between two elements as shawikigure 5.5.
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Figure 5.5 Situations for adding new relation

1. The selected two elemerdee already connected by an existing relation. In this case, the
relation cannot be created and so the user will be asked to reselect the elements

2. There exists higher leverelation, i.e. a relation between the groups containing the selected
elements. Also in this case the relatioannot be created. In the example presented in
Figure 5.5, there is an existingelation of assembly (relation 1) between the “Desktop”
(component 1) and the “Support” (group 2). With this relatibms clear that all the ele-
ments belonging to the “Desktop” and the “Support” graangsassembled together. There-
fore there is no need to indicate that “Desktop” and “Base” (component 2) are assembled
as “Base” is a part of “Support”. The fact that relation 1 is carried out through the link
between “Desktop” and “Base” will be specifibyg constraintnot at the relation level.

3. There exists a lower levedlation. It is the opposite case of situation 2. If there is a relation
betweerelement®f the selectedroups then adding a new relation between the gwoups
means to upgrade thewer relation between the included elements to a more general one.
For an example in FigurB.5, there is a relatioof assembly (relation 2) between the “Base”
(component 2) and “Legl” (component 3). If a new relatbbrassembly is to be created
between thgroupof “Legs” (group 3) and the “Base”, then the lower level relation 2 will
disappear while a new relationtiaeen “Base” and “Legs” will be created. As in the data
structure ofconstraintdefined inSubsection 4.4.3each relatiorhas a list of constraints
when a lower relationlisappears, the related constrawil be restructuved into the list of
constraintsin a higher relation

4. None of the three above situations. In this case, a new relaiildme created.
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Figure 5.6Create of a relation

The whole process is representedrigure 5.6. In this process, situation 2 and 3 actually
explain the “Inheritance” and “uniqueness” properties of relation, which means that there
should be only one kind of relation between two componerntkiding the inherited relation
(For details seSubsection 4.3.3).

5.3 WORKING WITH THE INTERMEDIATE LEVEL

Most of the time a relatiois first instantiated without specifying the associated constraints.
The specificationfoconstraints requires first the concermkeg entitieso be specified, then the
constraintsestablishing the relatiorHowever, to specify the key entities, one needs to access
the core levelinformation, which might be complicated for a nexpert userTherefore, a
“smart” system has been defined to help the user. The system’s “smartness” consists of three
capabilities, described in the following:

X automatic identification okey entities;
X automatic selection of the type of constraantd assign it tthe right relation
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AUTOMATIC IDENTIFICAT ION OF KEY ENTITIES

As mentioned at the end 8kction 4.4 sometimes the user is not really interested in de-
fining the key entitiebetween which a constraihias to be specifiedror instance, in the ex-
ample of the ball lying on the floor it is more important to consider those two companents
contact, than to exactly know the points where they are in contact. The ball and the floor are
linked by arelation of “Location”. For this situation, the user does not need to specify the two
key entitiesvhile instantiating aonstraint The system will automatically choose two tempo-
rary key entitiedor the constraint They are “temporary” because they do not correspond to
specific geometric points in space. Thus, with the specification of other constaaitiisugh
modifications performed by the user, they could change. For different constthats/stem
will apply different approaches to specify the temporany dwtities.The different strategies
are summarized in Tablg.1. Concerning the example in Figused, the user can instantiate a
“Contact” between “Support” and “Base” without specifying the key entities. The system will
automatically find the closest points between the “Desktop” and the “Bade¢ham constrain
them together. For the constraiiftattern”, it is necessary to specify the key entity. If the spec-
ified relationis between two elementghich are all inside of a fixed grougven no constraints
can be built between them as their reciprocal positions are already constrained. In this case, a
warning will alert the user who will be required to reselect key entities. The steps to activate
this “smart” function are: first select two componethen add a constrain¢lated to them. If
only one key entitis specified, then the approaches presented in Talhill be used to find
the other temparry one. If none of the two key entiti® specified, then two temporary key
entitieswill be instantiated.

Constraints Approach to find temporarkey entities
66 G5 7Or Gsa

Coincidence, Distance, Coplanar, Tangefind the closest points on the two geomet-
Contact ric representations of the selected tw
components

0

Find the longest edge of the structure

Angle, Parallel, Perpendicular, Coax

Insert o
componentf it has any.
o
Collinear Find the longest edgefdhe structure of

componentf it has any.

Table 5.1 Automatic computation of default temporary key entities
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AUTOMATIC SELECTION O F THE TYPE OF CONSTRAINT AND ASSIGN IT TO
THE RIGHT RELATION

A user can also specify a constraint by selecting two key entities. Depending on the situa-
tions of the specifiettey entities, a newonstraintwill be created through a predefined con-
strainttype by default. They are summarized in the following Tdb® If the predefined con-
strainttype is not the desired one, the user can modify it later.

W Point Line Oriented point
Key entity2

Point Coincidence

Line Colinearity The angle of these two line
IS:
Db[45,135]

Perpendicularity
Others: Parallelism
Oriented point | Coplanarity The angle between the or| Contact
ented point and the line:
DP[45,135] : Tangency
Others: Parallelism

Table 5.2 Predefined constraints type depending on the type of key entities

For the above two kinds of “smartness”, the user directly butirstraintby selecting
component®r by selecting key entities. Then, the new specified constraeds to be saved
in a constraintist of the relation. How to associate the new generated constoaitelation
is introdu@d in the following subsection.

From the two key entities of the new created constraiv relatedcomponentsvhere
thesekey entitiegocated should be identified first, then from these compoyietelation to
associate should be found. If suaekation does not already exist, then the systemmatiadd
this constraint The approach dinding the associate@lation can be detailed as follows:

y Step 1: Identification of theomponentist for eachkey entity list 1 and list 2. Most of
the time oneey entityis related to only one componédirect parametric key entities).
However parametric key entitiesan be created by buildimglationsbetween other key
entitieswhich could possibly belong to different componettierefore more than one
component might be related toiadirect parametric key entity. A geometric key entity
is alo related to a componenthile there might be no geometric or structural represen-
tation of this componergFor e.g. a text)

y Step 2: For each existing relatitinking two elemenA and B, find in A and B if they
separately contain all the componéntist 1 and list 2 (e.gcomponent# list 1 are all
found in A and componenis list 2 are all found in B, or vice versa).
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y Step 3: If such a relatiois found, then associate this constraith thisrelation.

For example in Figure.5, if a constraints built between a key ention “Leg 1” and a
key entityon “Desktop”, then relation 1 will be found and be associated with this new constraint
To summarize, the “smartness” is outlined in the following Figure 5.7.

> i
|
]
No—»
¢ \ 4
No . |
v
Yes
+ !
|
|

Figure 5.7 Process for instantiatireyg constraint

SPECIFICATION OF KEY ENTITIES

The “smartness” of the system consists in the capability of specifying the temporary key
entity for the user. The user is free anyhow to explicitly specify a key éntityllowing the
process presented in FiguEe8. The user can use existing geometric or structural representa-
tions to directly specify direct parametric key entitgr create a new one, which is indirectly
associated to the geometric or structural representatidimect parametric key entity). The
process is quite simple for creating new indirect parametric key entigsré 5.8). First, the
user selects the existikgy entities. When finishing the selection, different types of indirect
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parametric key entities will be created. Then the user can indicate other parameters of the new
key entity if needed.

Figure 5.8Process for create indirect parametric key entity

In this section, some predefined constraisutslkey entitieshave been proposed to help
users to quickly specify constrairtetween different elements. When kieg entities andon-
straintshave been specified, the crucial issue is to verify if all the constraints can be satisfied.
The solution adopted is described in the next section.

5.4 CONSTRAINT VERIFICATION

As presented in Subsection 4.4@nstraintsare used to spegifthe related location be-
tween key entities. To verify if all the constraints will be satisfied corresponds to solving a
Constraint Satisfaction Problem (CSP). During the modeling process with GSDM, the CSP
solving starts automatically as the constraints is fully specified.

| NTRODUCTION TO NUMER ICAL OPTIMIZATION

Numerical optimization is a way to solve the CSP, which consists of:

X Asetofnvariables: ={ Ts ..., T4 whose values are to be found,;
x For each variableT; a finite set &;of possible values (its domain);
X A set of constraint®6 { %, ...,%} limiting the values that variables can take.

Numerical optimization is used to solve the problem of minimizing or maximizing a func-
tion BT) subject to constraint®( 7. Here B 92 \ 9 is called the objective function and
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0( T is a Boolearvalued formula defined on top of the set of constrafdts
Global Optimization

A point & D92 is said to be a global minimum oB subject to constraintD if & sat-
isfies the constraints and for any poiRthat satisfies the constraintf § Q B R.

Avalue =bD9 is said to be the global minimum value & subject to constraint if
for any point Rsatisfies the constraintsQ R .

The global minimum value= exists for any Band 0. The global minimum value is
attained if there is a poin& such that O( T is true and § § == = Such a pointé is nec-
essarily a global minimum.

If Bis acontinuous function and the set of points satisfying the constr@irs compact
(closed and bounded) and nonempty, then a global minimum exists. Otherwise, a global mini-
mum may or may not exist.

Local Optimization

A point & D 92 is said to be a local minimum oB subject to constraint if & satis-
fies the constraints and there exists another pétibat satisfies the constraints and such
that KR QR 4).

A global minimum is always also a local minimum, while the opposite is not guaranteed.
The methods used to solve local and global ogtition problems depend on specific
problem types. Optimization problems can be categorized according to several criteria. De-

pending on the type of functions involved there are lirsgamonlinear (polynomial, algebraic,
transcendental, etc.) optimization problems. Additionally, optimization algorithms can be di-
vided into numeric and symbolic (exact) algorithms.

Several numeric algorithms can be used to solve the optimization problem. For the linear
problem, simplex algorithms, revised simplex algorithmtgrior point algorithms etc. can be
used. For nonlinear local optimization, the interior point algoritiam also be used. For non-
linear global optimization, NeldekMead differential evolution, simulated annealiagd ran-
dom search can be used. Therefore, to solve the CSP, first we need to check to which type our
CSP belongs.

In our case, the variables are the position, orientation and scaling of each cofaponent
local reference frame in 3D space. Therefore, for each comptihveeatare nine different var
ables: the 3D positions, 3D orientations and 3D scales. The variables of each compadent
be described mathematically as below.

Xg g A4y
Ric= (By 4 )= LY OO R0n
1 1 1
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The domain for each variable is different. The positions and scales are real values and
the orientations should be fromé-to e degrees:

&= (95[F& g% 99
Theconstraints as presented in Subsection 4.4.3, arecitpgationsouilt on different var-
iables. There are three types of basic functions used to specify the equations including the dif-
ference functionB, the distance functiong and the angle®
The goal of numerical optimization is to find the best location &wheomponentfter
constraining. To use the constramptimization algorithms for solving our CSP, these three
issues need to be considered first:

y All variables of equations should be in the same measure space.
As presented in Subsection 4.4.1, all key entities are transformed into the global
space, which makes it possible to apply the numerical optimization algorithms.
y Undefined objective function

To find an optimized solution, a meaningful objective function needs to be defined.

SPECIFICATION OF THE OBJECTIVE FUNCTION

In general, there are three types of solutions for a CSP:

y A single solution;

y An infinite set of solutions;

y An optimal solution according to an objective function defined in terms of some
or all of the variales.

The numerical optimization will give the third type of solution, which needs to specify an
objective function. This choice has been made to be able to access more meaningful solutions
compared to traditional CAD systems. As in CAD system if mulsplations are found, there
is only one that will be returned, while this one is meaningless compared with other solutions,
possibly just the first solution the system has found.

For choosing the objective function to be used, we considered real life pieabtehav-
iors. Inreal life, energy input is required to relocate an object. For example, to move an object
from point A to point B, it is always desirable to spend less energy to realize the desired action.
In physics, the energy or work (w) spent to morotate or deform an object can be described
as below:
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POSITIONING

Figure 5.9Positioning energy

For the simplest situation, as presented in Figu@ an object is moved on a floor for a
distance of “L” along the same direction as a pushing force “F” with a constant speed “v”.
Considering “f” is the coefficient of the resistance between the floor and this object, “N” is the
supporting force from the floor (where, N = mgf.™is the friction from the floor, the work
spent for this positioning can be expressed as:

W,=F @=FTR=T @M @ R=T@® Y@= J(V) ®
JV=f@® ¥®

Where g is the acceleratioof gravity, m is the mass of this objectDis the density of
the object, V is the volume of the object.

If we suppose that each componeas the same material and in the same environment (on
the same floor), thenl;(V) can be considered as a factor osijtioning energy which only
depends on the volume of this component

ROTATION

Figure 5.10 Rotation energy (top view)

Similarly, the rotation of an object, as presented in Figui®, can be described as rotat-
ing an object around a point “O” with a force “F” and a constant spE&ds‘the friction from
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the floor, the work used for this edton can be expressed then as:
Si= ("TGNRAT M@ OREF @R O ®R®E J{V) ® E

Where, r is the radius for the rotated arc (the distance between the mass center and the
rotation center) anda is the rotated angle, is the acceleration of gravityn is themass of
this object, Ois the density of the object, V is the volume of the object, “f" is the coefficient
of the resistance between the floor and this object.

If we consider that each compondiats the same material, in the same environmant -
rotation with the same rotation radiughen JV) can be considered as a factor of rotation
energy which only depends on the volume of this component

SCALING

Figure 5.11Scaling energy

As the scale property of a component is also considered as a variable for CSP solving,
therefore each component can be considered as a spigge(5.11). According to Hooke'’s
law, the scaling energy can be expressed as:

1 1 1 1
Se= 5 ® G® @k(.5 F .0 °= Sk(H @PH 9% Sk @1 £O

1
NEk ® 8 &z QL) ® O

Where “F” is the force used to scale the spring, “k” is the coefficient (Young’s modules)
of the elastic deformation.@is the scaled distance along the scaling direction. “I” is the initial
length of this object along the direction of “F'Q’ and “ @ are the scale factors before and
after scaling.

If we consider H is approximately equal to the volume (V) of the object, thgh) Jcan
be considered as a factor of scaling energy, which only depends on the volume of this compo-
nent

As a result of these energies, an objective function has been suggested, whichheports t
energy used to realize the relocation of comporedtes constraint satisfaction.

The objective function is defined as below:

(= 9at 93t 9%
Where,
95= I U@QLU by”° F R
A P - by -
v @-a-élM i>5 = i
ves ° o

O
Qo
1
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J PN is the number of components
95 is the positioning energy of all tet®@mponentérom the previous positior\bé to the

final position bé>5 after constraining. The longer the distance between the previous and the
final positions of this componerthelarger the positioning energya lyis the positioning en-
ergy factor for each componefrispired from the physical energy of movement presented pre-
viously, by default it is equal to the volume of the OBB ofdbmponenffor an image, instead
of usingvolume, surface is considered), which means that if the comper@gger, then more
energy is needed to reposition it. The user can specify a desired value of this factor for each
component

94 is the orientation energy of all tt@mponentfrom the previous orientation 'g to
the final one ig>5. Similar to the positioning energy, the larger the angle between the two
orientations is, the more energy is needédylis the orientation factor for each component
which also equals the volume of the OBB of the compofsentace if it is an image), and can
also be modified.
9Iis the scaling energy of all the componenisn the previouscale 'g to the final
scale 5>5 of the component a Blis the scale factor which is related to the the volume of the
OBB of the componer{surface if it is an image)

Our objective is to minimize the sum of these three energies. If we do not want one spec-
ified component Eto change its position too much, we can setétsas a very large value so
that this component will move a small distance to limit the required positioning energy. In this
sense, we build a link between the relocations of each compaitlerst semantic meaning of
the intention for the relocation. In other words, our CSP is more meaningful compared with
typical CAD CSP. We can use different factors for different componestsan also use a
global factor for all componentEhe energy factors actually limit the flexibilities of positioning,
rotating aad scaling eachomponent

Different algorithms can be used to solve this CSP as presented briaflysiec8on5.4.1
In our case, the constraint equations are mostly nonlinear (except for coincidence) and the ob-
jective function is also nonlinear. As the development of the algorithm for CSP solving is not
the main objective of this thesis, it was decided to use existing tools to solve the CSP. The
chosen tool and some related applications will be presentkd imext chapter.

To summarize, the whole process of CSP specification can be represented as in Figure
5.12. If the alignment of a component’s transform is not set to “Free” as introduced in Chapter
4, then the rotation of this component will be fixed to a predefined value. They are not going to

be considered as unknowns for the CSP solving process. It saves a lot of time.
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Figure 5.12 Process for CSP solving

5.3 CONCLUSION AND REMARKS

In this chapter, the togewn usetoriented and GSDMbased modeling process have been
presented. All thenpcesses designed during this PhD thesis and presented in this chapter aim
at helping a nomexpert user to quickly describe a conceptual model. Starting from the instanti-
ation of theconceptualevel the user can assign heterogeneous data to the indicatsiitu-
ents. With theeonceptualevel the user can get a fast feedback of what to use and how hetero-
geneous input components are linked to each other to form an object. To complete the arrange-
ment specification of conceptual model constituents, someagtomatically defined kesn-
tities andconstraintsare proposed to help the user. Once the constraaws been specified,
the CSP solving process starts to find an optimized solution to satisfy all the constraists
process not only helps the ugerset the related locations of each compqgrieatso ensures
that the information stored in the GSDM is correct, so that it can be used for future design
phases.

Compared to traditional CAD modeling processes, the proposed approach is more mean-
ingful and the scale factors are also considered as unknown values to be constrained, thus al-
lowing an automatic adaptation of the comporséze according to the specified constraints.

The process of modeling with GSDM presented in this chapter has been inteleéimesn
demonstrator, with a uséiendly interface, which will be described in the next chapter.
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I've always believed that if you put in the work, the results

come
Michael Jordan

H
| MPLEMENTATION AND RE SULTS

CHAPTER OVERVIEW

T HIS CHAPTER IS organized in four sections which aim at introducing the adopted im-
plementation environment, some tests related to CSP solving, the implemented mod-
elling framework and the validation of the proposed approach through different examples.
First of all, in Section 6.1the implementation needs and requirements are presented
together with the adopted software and hardware environments. Then, an overview of the
whole implemented framework is proposed in Section $ettion 6.3depicts three ex{
amples created using the proposed implemented approach. Finally, some remarks and con-
clusions about the implementation are discuss&kation 6.4
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To better demonstrate the capabilities and features of the modelling approach based on the
GSDM, it is important to select the most appropriate developmeitbament, i.e. both soft-
ware and hardware. To take into account all the features and capabilities pres€ntgatens
4 and5, the implementation should enable the visualization, some user interactioal @s w
the creation and manipulation of the GSDM. The following Table 6.1 summarizes the require-

6.1 THE ADOPTED DEVELOPME NT ENVIRONMENT

ments and facilities that the development environment has to possess.

Functional require-
Operational requirements ments of the environ-
ment
Visualization of the eight no- .
. 3D/2D rendering
, o tions of GSDM
Visualization . . X :
Visualization of the Graph view 2D rendering
of GSDM : — ,
Visualization of the Constraint .
2D rendering
tree
Import external heterogeneous IO (Input and Output)
data operation
Manipulation of Components 3D rendering
and Groups 2D rendering
Building Relation Mouse and Keyboard
Modeling of Manipulation ofKey Entities interface
GSDM and Constraints Touchable Interface
. Mathematical
CSP solving , ,
calculation engine
Capacity of access-
Operation related to Relation ing/modifying the core
level information
2D Rendering
Controllers
) Menus, buttons and other con- Mouse and Keyboard
(graphic user )
: trollers interface
interface)
Touchable Interface

Table 6.1 The operational and functional requirements for the development environment

Based on the MVC architectural pattéfrthe implementation requirements are structured

52 Model, View and Control.
About the implementation architecture: http://martinfowler.com/eaaDev/uiArchs.html
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into three modules: modeling of the GSDM, visualization of the GSDM and controllers for the
Graphic User Interface (GUI). GSDM modeling deals with the data structures of the different
notions of GSDM, together with the initialization (e.g. of a compgnerdnipulation (e.g. ro-
tate all componentsside a group), modification (e.g. change the parametersofhstrain}
and CPS solving of the GSDM. GSDM visualization is necessary for the representation of the
GSDM (e.g. how to represent the geomatrgl the structure, how to show the group, etc.). GUI
controllers are mainly for developing easy and friendly interfaces forerpert users. The
three modules work together to create an object GSDM representation from heterogeneous data
gathered together by a nempert user. With these requirements, the environment should pro-
vide Input and Output facilities, 2D/3D rendering, mouse/keyboard/touchable interaction,
mathematical calculation and access to/modification of the core level information.

In Section 2.5, the existing environmeiids the development of VE have been listed. As
a result, the Windows 7 operating system has been chosen, with Unity 3D installed to realize
IO operations, 2D/3D rendering, mouse/keyboard/touchable interactions and access/modifica-
tion of the core levahformation. A plugin from Mathematica 10.0.1 has also been chosen to
perform the CSP solving. Regarding hardware, a PC (with mouse and keyboard) with a multi
touch screen has been used. The selected development environment is outlined in Table 6.2.

Chosen soft- Chosen hard;
Capacities of the environment | \yare environment Ware environment

IO operation

2D Rendering

3D Rendering U(nc':z)gD va PC (with
Mouse/keyboard/touchable interac- Windows 7 mouse and key-
tion board)
Multi-touch
Accessing/Modifying the core level screen

information

Mathematical
Mathematical calculation 9.0.1.0 .NET/Link

Table 6.2 Adopted development environment

As shown in Chapter 3, Unity 3D is a powerful tool to develop games or VR appli-
cations. The reasons why it has been chosen for this work are summarized below:

y Unity 3D has its own high level APIs (Application Programmintgrfaces). These
APIs have a set of higlevel classes and functions that allow a developer to create 2D
and 3D graphics without considering the #®vel rendering process (such as the
structure of a mesh or dealing with the graphic card).
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y If desired,the developer can also access the low level information such as the “core
level information of the GSDM through these APIs. For example, he/she can get the
coordinates of each vertex of a mesh and modify them.

y Unity 3D also has a GUI system helping theealeper to create 2D and 3D menus,
buttons and other controllers. This GUI system works both for the mouse/keyboard
mode and the multiouch mode.

y Moreover, other libraries can also be plugged into these APIs to call external functions
such as the Mathemea .NET/Link that is used to solve the CSP.

For the mathematical calculation engine, the Mathematica .NET/Link has been chosen.
Mathematica is a computational software which includes a whole package for constraint opti-
mization. It works for both local @nglobal optimizations, as well as for linear and nonlinear
optimizations. Mathematica .NET/Link is a product that integrates the Mathematica engine and
Microsoft .NET platform. It lets us call .NET from the Mathematica language in a completely
transparentvay, it also allows us to use and control the Mathematica kernel from a .NET pro-
gram. In our case, it is used to call Mathematica kernel for solving the CSP from the scripts
developed in Unity 3D. With this external library, it is only necessary to famendle CSP in
the Mathematica language then send it to the Mathematica kernel. Then the CSP will be solved
without entering the details of each algorithm. This external library is not only interesting for
solving CSP, but it also includes many other i$éing packages. For sure, future developments
of GSDM will require solving other kinds of mathematical problems that could make use of
other packages included in this library (for example some operations related to the relation).

6.2 OVERVIEW OF THE IMPLEMENTATION

In this section, we provide an overview of the whole implemented framework for the
GSDM modeling. The input of this implemented framework is a set of 2D images or 3D meshes
together with their structural information. The output is a conceptual noedieled by the
GSDM.

6.2.1 OVERVIEW OF THE USER INTERFACE

The user interface of the implemented tool has mainly two areas consisting of a 3D viewer
and a control panel as shown in Figd. It is designed to have as few buttons as possible
and be “easyo-use”, with the objective of being a tool for nerpert users.

The 3D viewer is the main workspace to select, manipulatenaxdify the different no-
tions of the GSDM such as componegrbup, relation, etc. In the 3D viewer, there is a gray
3D plane which is fixed with the global reference frame that cannot be moved, rotated nor
scaled.
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Figure 6.1Overview of the user interface

Figure 6.2 Control panel and two work modes. (a) Free mode and (b) Constraint mode

The control panel includes the main controllers which execute the complex functions of
the GSDM. The user can choose between two work modes. One is called “Free mode”, which
is conceived for the manipulation of the conceptual level of the GSDM (as presented in Figure
6.2.a). The other is called “Constraint mode”, which is designed for working on the intermedi-
ate levelas presented in Figuig2.b).There is a mode switch button to change from one mode
to another. In the bottom left hand corner, there are three buttons for creating a new file (N),
opening a file (O) or saving a current file (S). The show graph view button is a check box for
showing a graph view of the GSDM.

In the “Free mode”deeFigure 6.2.a),there is a resourgeool below the mode switch
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button represented by a scroll area showing all the heterogeneous inputs that have been im-
ported into the workspace. The user can select and use “drag and drop” to add an input from
the resource pool to the 3D scene. On the top right of the resource pool, there are two buttons
for adding or deleting a resource. There is alsoptate button (see Figu&?2)for manually
calling the CSP solver. When clicking on this green dot, the mathematical engine is called to
solve the CSP of the GSDM. The “Group button” and “Relation button” are for creating groups
and building relations

For the “Constraint mode” (see Figuée2.b), therare three buttons for adding new indi-
rect parametric key entities. There is another button called “Constraint tree” to visualize a 2D
tree structure of the relatiormmdconstraints. The last button on the right with the label “P” is
for configuring the global energy parameters of the CSP solving.

VISUALIZATION OF HETE ROGENEOUS DATA

One important objective in using the GSDM isd¢ase existing heterogeneous data. There-
fore, it is important to be able to visualize those heterogeneous data. This thesis mainly consid-
ers three types of these data: 3D meshes, 2D images and texts. It was decided to visualize them
all together in a 3D spa so as to be able to specify directly the relatlmetsveen them.

X Solution for 3D Meshes: Unity 3D native 3D rendering system.

For 3D mesh data, we are using the Unity 3D native rendering system. Unity 3D can im-
port a 3D mesh from the most popular apgiions such as Maya, 3ds Max, Modo, Cinema 4D,
Blender or Autodesk FBX. A list of supported file formats is shown on the web site of Unity
3D%3. The 3D mesh is visualized in a 3D scene (e.g. in FiGuBE As mentioned in Chapter 6,
if there is the segmentation information of the input data, then it can help the user to choose the
different parts that he wants to use. This information also needs to be visualized. This imple-
mentation presents the different segmented parts in different colors.

Figure 6.3 Visualization of a segmented 3D mesh

53 http://unity3d.com/unity/workflow/asseatorkflow
134



y Solution for 2D images: Contour representation in a mesh structure and texture
mapping.

For a 2D image, it has been decided to use the contour information and then generate a
mesh from it (using a triangulation algorithm). Here it is supposed that the input data already
contain this informationThis can be implemented as a plugin in future version. Therefore, a
2D image is represented by a planar mesh that can be visualized by the Unity 3D native render-
ing system. This planar mesh is located in a 3D scene. It can be moved, rotated or scaled in all
three dimensions (e.g. in Figue4). If there is the segmentation information of the image, the
differert parts will be represented by different meshes easy to choose for the user. The planar
mesh is then textured using information included in the 2D image.

Figure 6.4 Visualization of a 2D image: the right picture (b) shows the head bones of a
deer skull from the left picture (a) represented by a planar mesh with texture in a 3D space

y Solution for texts: Texture with alpha channel of a rectangular mesh.

For textual d&a, we decided to render them with a texture applied on a rectangular mesh.
Each letter of the text is rendered as one rectangle. All letters are laid on the same plane as the
word “Spout” represented in Figuré.5. Text is also represented in a 3D space so that 3D
transformations can be applied.

Figure 6.5 Visualization of textual information
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Finally, although heterogeneous data have different data structures, they are all restruc-
tured into a mesh in the same 3D scene of Unity3D. Those transformed structures are only used
for the visualization of the GSDM. Of course, their native structures do not change when trans-
forming them into a visualized mesh. But, this makes it easier for the user to visualize and then
integrate different data in the same environment. In our implementation, the link between the
representation of the heterogeneous data and thi@alrdata is also kept. Modifications of
representation in Unity 3D do not affect the original data but are saved in the GSDM data struc-
ture.

y Solution for the graplased structure: wireframe.

A wireframe is used to represent the gréjaised structuref@ componensuch as a Reeb
graph, a skeleton, etc. The following Figuses shows an example of a graphsed structure
of a componentn this example, the pink dots represent the nodes of this structure and the pink
segments between two dots represent the edges of this structure. At a later stage, when specify-
ing the parametric key entities, the user can choose the nodes and the edges of the structur

Figure 6.6 Visualization of the structure of a component

M ANIPULATION OF ACOM PONENT (OR GROUP)

Today, due to the development of VE technologies, it is not a problem anymore to manip-
ulate a 3D objechia 3D scene. There are several operations that can be classified in three types:
positioning, rotating and scaling. Besides manipulating a 3D object, the viewer allows one to
visualize an object or a scene from different points of view. In today’s professional 3D design
software, positioning, rotation and scaling are usually realized by different ways of interaction.
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Figure 6.7 Manipulation modes in Unity 3D

One solution is to set one or multiple buttonshiange between the three types of manip-
ulation. As an example in Unity 3t (seeFigure 6.7), on top left, there are three buttons to
select the type of manipulation the user wants to do and at the center of the selected object there
is a handler with three arrows for the user toade. When selecting one arrow and dragging
the mouse, the user manipulates the object in the direction specified by the chosen arrow. An-
other solution is to specify the three different types by different ways of interaction, without
using buttons to change between the three types. This is usually used to handle the camera of
the viewer. For example in 3ds Maxto reposition the camera, the user needs to press the
wheel of the mouse and drag it. To rotate the camera, the user needs to hold the “éit” key
the keyboard and press the wheel of the mouse and drag it. To zoom the camera, the user has to
scroll the wheel of the mouse. These two solutions show that handling an object or the viewer
in a 3D scene is not very friendly in professional 3D design software in the sense that the user
needs to change to different manipulation types or interaction modes to realize a sequence of
actions so as to finally relocate an object in a desired location. This is because each type of
manipulation is in 3D, while theouse is a 2D input. Besides, these two solutions are designed
for a professional user, so the manipulation needs to be accurate. The manipulation methods
used in professional software do not seem suitable for @xwert user. For example, the three
arrows shown in Figurés.7 may confuse a noaxpert user.

Therefore, we defined a new way to manipulate objects and the viewer in a 3D scene,
using onlydrag and drop. This “drag and drop” interaction mode can be realized by both a
mouse and a touch screen so as so be suitable forexpert-user. The example of FiguBe3
explains this new method. First, when an elersesglected, a round spot appears in the center

54 Manipulation of object in Unity 3D: http:/ats.unity3d.com/Manual/PositioningGameObjects.html
55 Manipulation of Scene in 3ds Mabttp://help.autodesk.com/view/3DSMAX/2015/ENU/?guid=GUID
D65DE5SFDF8594F66-9E14-FOA5C1016411
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of this selected elemewith an index number in the center. This round spot is called the selec-
tion handler. It is divided into thre@zes and each of them is a sector of 120 degrees. When
the mouse moves over one of the three zones, it is lit with a specified color and a letter in the
middle of this spot: orange and the letter “M” is for moving/positioning; blue and the letter “R”

is for rotating and purple and “S” is for scaling. At that moment, if the user presses the selection
handler (or touches the screen) to realize a drag action, then different types of operations will
be carried out, depending on which zone is pressed. The dragged direction and distance will be
used to calculate the values of how far it (the handler) has to be moved, rotated or scaled. When
the user drops the handler, this action will be finished. A window (called “window of Selected
Object”) in the top right handorner of the 3D viewer shows the exact values of the position,
rotation, scale and the semantic information about the selected element

Figure 6.8 Manipulation of a Componefadr Group): (a): when a Componeastselected.
(b), (c), (d): when the mouse moves over different zones of the selection handle.

y Positioning: Press move zone then drag mouse

For positioning an element, a smart positioning system has been designed. As mentioned
at the beginning othis section with the example of Figue7, repositioning a 3D object in
professional software requires the user to specify in which directionwhich plane the po-
sitioning is applied. This is because the dimension of the action that the user can apply to a 3D
object (3D as position in three directions) and the dimension of the interaction (2D as “drag and
drop” on a screen is 2D) differ. In otheords, no matter what kind of 3D manipulation the
user is applying, they are all in fact 2D manipulations by the handler on the 2D screen with a
2D input such as a mouse or a touch screen. This 2D input can only offer two variables (the
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vertical and horiantal position of the handler), whereas the manipulation of a 3D object in a
3D scene requires three variables. Therefore, in Unity 3D or in other 3D modeling software,
the user needs to specify in which direction (1D) or on which plane (2D) this repositioning is
applied. The repositioning along one direction requires only one variable and the positioning
on a plane requires two variables, which it is possible to get by means of 2D input. It is the
same situation for our implementation as we decided tonasse and touch screen as input
devices. Therefore, it is also essential to specify in which direction or on which plane the repo-
sitioning has been applied.

In our implementation, this decision is automatically made by the system. From the users’
point of view, if they want to reposition an object on a plane, naturally, they would prefer to
turn the viewer to face this plane so that the movement of the object can be clearly seen. Based
on this consideration, we exploit the direction corresponding to thefdhe camera view to
apply for the repositioning. For example, if the user wants to reposition an object on a plane
(the orange plane Irigure 6.9.9, which is parallel to the global reference plane (the gray plane
as presented in Figure.9), then it is better to have a top view. Thus, our impteaten will
automatically specify a plane for the user to position the selected object.

Figure 6.9 Positioning of a component. (a): positioning on a plane parallel to the camera,
in a top view. (b): positioning on a perpendicular plane in a side view

There are two possibilities for automatically specifying planes. One is parallel to the global
reference plane crossing the pivot point of the selected element. The other one is perpendicular
to the global reference plane crossing the pivot point of the sekdetedntind facing the user.

The specified plane will be highlighted by an orange and transparent color as in &i@ure
When the user rotates the 3D viewer close to a top view of the global referencd-gare (

6.9.a) and he/she moves the mouse pointer over the “position” zone of the selection handler,
the specified positioning plane will be the one which is parallel to the global reference plane.
When the viewer comes close to the side view of the global reference pigime ©.9.b), the
specified positioning plane will be perpendeuto the global reference plane facing the user.
Deciding whether the camewall give a top view or a side view depends on the angle between
the normal position of the global reference plane and the direction of the viewer’s camera. When
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the angle is bateen 60 and 120 degrees it is considered as a side view, otherwise it is a top
view. The scheme in Figuré.10shows this angle. The blue plane represents the 3D viewer of

the camera which is also what the user sees on the screen. The two red arrows represent the
direction of the viewer’s camera and the direction of the global reference plane.

Figure 6.10The angle between the direction of the viewer's camera and the direction of
the global reference plane

y Rotation: Press rotate zone then drag mouse

The rotations are designed to be always along a vertical axistemzantal axis around
the pivot point of the selectetementepending on the dragging movement. A horizontal drag-
ging movement will affect the rotation along the vertical axis and a vertical dragging movement
will affect the rotation along the horizontal axis. An example of the two rotation axes is pre-
sented in Figures.11 The “horizontal” and “vertical” directions are defined in the viewer’s
space.

Figure 6.11Rotation axes
y Scaling: Press scale zone then drag mouse

The scaling action will scale the selected elenfrem its pivot in all three directions or
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only in selected directions so as to generate heterogeneous scaling effects. The scaling value
depends on the distance of the dragging movement from the dragging start point.

All the three types of manipulation are carried out by dragging the selection handler. In
this way, the user does not need to change interaction mode or click other buttons. However, all
these manipulations are applied from a specific point of view of the 3D scene. To change the
point of view, we also need a manipulation of the viewer (in other words, the viewer’s camera)
to implement a manipulation in the third dimension. The viewer is always focusing on the center
of the 3D scene. There is no scaling action for the camera, but only positioning and rotating.
When the user starts a drag and drop action without pressing the selection handler, this will
move the camera. The dragging action rotates the camera along the vertical and horizontal axes
depending on the dragging movement, similar to the rotation of a compdherscroll of the
mouse wheel (zoom gesture for the touch mode, e.g. two open fingers) will reposition the cam-
era forward or backward to create the zoom effect of the viewer.

To simplify the user’s interaction, the user can also align a component to face eight global
directions including (forward, backward, left, right, top and down). When a component is se-
lected in “Free” mode then, a click on the corresponding button in the alignment tdeigsar (
ure 6.12) will set the selected component in the corresponding direction. If a component is
aligned in a global direction, then its rotation is fixed. Tfies/rotation)are not going to be
considered as unknown values for the CSP solving processing, which wouldénttre@om-
putation time for CSP solving.

Figure 6.12 Alignment tool bar

To conclude, the manipulations of @lemenand the viewer are realized by drag and drop
interaction thus inaugurating a new wayrtteract with the 3D object in a 3D viewer. This way
of doing is much more adapted to nexpert users than the traditional combinations of key-
board buttons and mouse buttons. If the dragged target is the selection handler, then the manip-
ulation will be applied to the selected elemetiherwise the manipulation is left to the viewer.
To zoom the camera, the user needs to scroll the wheel of the mouse or apply a zoom gesture
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for the touch mode.

VISUALI ZATION OF RELATION AND CONSTRAINT

Relationsandconstrants have to be visualized in a way that allows the user to select and
modify them. That's the reason why a specific tree has been implemented to display the relevant
hierarchy, modify and deletecanstraintor arelation. When the constraint tree button in the
constraint mode is clicked, the window of Figure 6.13 is being displayed.

Figure 6.13Relation and Constraint list

This list contains all theelationsof the GSDM. Under each Relation we can see the two
associated elementsaomponenbr group) to which this Relation is applied and a list of con-
straints Under each constrainthere are twkey entities if they are specified by the user, oth-
erwise they are marked as “unspecified” and will automatically be determined by the system as
described in Subsection 5.3.1. When choosing a constaairgiation in this list, two buttons
(“M” and “-") appear on the right side of the selected row, to modify or delete the chosen con-
straint or relation.

SYMBOLIC REPRESENTATION AND GRAPH VIEW OF GSDM

As presented in Sectioh2.2, heterogeneous data can be represented in the implemented
3D scene. The geometry, structure, component and group can also be presented in the 3D scene.
However, some other notions of the GSDM do not have an implicit geometric reptese
such as the relation armbnstraint Basically, the types of connection between comporants
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groupscannot be directly displayed in the 3D viewer. Although Chaptprekents a list show-

ing the existing relationandconstaints of the GSDM, it is more comfortable to also have a
representation of them in the 3D viewer. Therefore, we have implemented a dynamic symbolic
graph visualization, which overlaps the related 3D objects in the 3D scene to show the different
notions of the GSDM and the links between them.

This symbolic graph view is a 2D representation of the GSDM overlapping the 3D viewer.
Before showing an example of the symbolic view, a list of symbolic representations of the dif-
ferent notions of the GSDM is presedtin the following Table5.3. The symbolic representa-
tions can also be used as a selection handlgréoipp andcomponents in the examples pre-
sented irSubsection 6.2.3.

Notion of Symbolic rep- Description
GSDM resentation
Component A green dot with a black index number at the center
A blue circle/ellipse attached to a blue dot. A black
Group index number is set at the center of the spot.

grouped elements are inside the domain defined.

An orange segment with an orange rectangle atta
to the middle and a black index number located at the
Relation center of the rectangle. The two elements in this Rela-
tion are located at the two ends of this segment.

A purple line with one or multiple purple rectang
attached to it. Each rectangle represents a Constraint
Constraint and a white index number is set at the center of the
rectangle.

Dark blue dot for key point or oriented point. Dark |
Key Entity segment for key line.

It is used to represent the color of the button to ¢
Semantics and to present different classes in a Class

Semantics
map.
Pink dot circled in black for a node of the structure and
Structure pink line for an edge of the structure
This color is used to represent a wireframe if it is used
Geom-
to show a contour
etry

Table 6.3 Specification of symbolic representationsdigplaying notions of the GSDM
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With these symbols, a GSDM could be represented by a symbolic graph overlapping the
3D viewer, as in the example presented in Figdue4. They are displayed together with the
3D objects and will be updated when the location of the related object changes.

Figure 6.14Symbolic Graph view of a GSDM: (a) for the 3D viewer without the symbolic
graph, (b) for the 3D viewer with a symbolic graph at a Conceptual level, (c) for the 3D viewer
with a symbolic graph of Constraints

In this example, if the user turns on the graph view check button in the “Free mode”, then
he/she sees a symbolic graph of the conceptual d¢tiels GSDM Figure 6.14.b). Ifitisin a
“Constraint mode”, symbols of relatidiorange line with number in the middle) are replaced
by symbols of constrair(purple line with numbers in the middle) as presented in FigLié.c.

When a symbol is double clicked, a property window is being displayed to show its content.

. CSPsoOLVING

Section5.4introduced the theory of CSP solving and the related algorithms. This section
explains how the selected mathematical tool works to solve the CSP during the GSDM model-
ing process.

There are three functions in Mathematica which can be used for solving the CSP, as this
CSP contains nonlinear equations and nonlinear objective functions. To use these three func-
tions, we need to formalize the CSP as béfow

SH Beongt,{ T U..}]

Where Bis the function to be minimized;ons is the list of constraints an{k, y, ..} the
list of variables. S is the name of the different functions as describe below.

With the formalization of constrainunknown variables, and the objective function intro-
duced previously in Chapter,3he remaining tasks for ti@plementation is to transform this
formalization into a set of expressions in the Mathematica language, and subsequently send it
to the solver, get the results and interpret them, and update the GSDM. Setfimmsented a
workflow for specifying constraints. The following Figu15 presents a workflow of CSP

56 This expression is using the language of Mathematica 9.0.1.0
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solving after the specification of constraints.

Figure 6.15 Workflow for CSP solving

In this workflow it can be noticed that the library .Net/Link is a bridge between Unity 3D
and Mathematica kernel. The Mathematica kernel runs when the link is opened and stops when
it is closed. CSP solving will be automatically applied when adalimgw constraint, modifying
a constraint or when the user clicks the update button as descriBebsattion 6.2.1.

In Mathematica, thre are three functions for solving the C3&b{e 6.4), depending on
the type of inputs, different algorithms can be used in different functions. It is decided automat-
ically by Mathematica.

. Use
Function

. . numeric local optimization
FindMinimum P

o numeric global optimization
NMinimize g P

o exact global optimization
Minimize g P

Table 6.4 Functions used in Mathematica to solve the CSP

As a global optimization is addressed in the specified CSP, the function “FindMihimum
is chosen to be used in this implementation.

6.3 EXAMPLES CREATED USING THE IMPLEMENTED APPROACH

In this section, three examples are used to illustrate the proposed conceptual design ap-
proach using GSDM and the implemented tools. The first example is more detailed than the
others since it aims at showing the data structure of each instance.
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m EXAMPLE ONE : CRAZY CHAIR

Example description:

y Object to be described by GSDM: A chair.

y The user of this object: Museum of arts.

y Features of this object:
o Comfortable for sitting with a back rest,
o Possibility to hang up clothes (such as a hat and jacket) on the back,
o Possibility of pivoting around a central support (a swivel chair)

Resources4 resourcegRes0, Resl, Res2, Res3)

Res0: Picture of antlers of a dear with contour and skeleton information (picture
A)

Res1: 3D mesh of a chair with structure information (Picture B)

Res2: Picture of two bottles of Coca Cola with contour and structure infor-
mation (Picture C)

Res3: Scanned mechanical part of a car wheel hub represented in a mesh (Ric-
ture D)
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Example of resource data structure (ResO0)

(for image input, if there is no icon file then the origin file ad-
dress will be used as the icon file address)

Components: 4 Components (Com0, Com1, Com2, Com3)

Com0: two antlers of the input image from ResO0, aligned to face right direction

Com1: the seat of in input chair mesh from Resl

Com2: one bottle of the input image from Res2, aligned to face right direction

Coma3: the input mesh from Res3, aligned to face up direction

Example of geometry of component (GeoO of Com0) and structure of component (StrO
of ComO)
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Example of a group data structure (Grp0):

Relations: 3 Relations (Rel0, Rell, Rel2), noticing that Rel0 and Rell are not vis
the followingfigure as it is covered by the group symbol (Grp0 and Grpl).

Rel0: links Com0O and Com1 as a merging
Rell: links Com2 and Com3 as an assembly
Rel2: links Grp0 and Grpl as an assembly
Example of Relation data structure (Rel0):
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Key entities. 11 direct parametric key entities (Key0 to Key 10)
And 3 indirect parametric key entities (Key 11 to Key 13)

Direct node of a wireframe (on structuspresentation):

Key0, Keyl, Key2, Key3, Key4, Key5, Key6 and Key7

Direct edge of a wireframe (on structure representation):

Key8, Key9 and Key10

Indirect parametric line:

Keyll and Keyl2

Indirect parametric point: Key13

Example of Key Entity data structure (Keyl1B):the “Para” of keyl13, the last value
“0.504" represents the factor of Key13 between Key0 and Keyl.
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Constraint: 6 constraints defined by 18 equations. The type of each constraint
matically decided by the smart constrainingtsgs Section 5.3).

Cons0: Coincident between Key2 and Key13 defined by 3 linear equations
Consl: Parallelism between Key13 and Key13 defined by 3 linear equations
Cons2: Coincident between Key3 and Key6 defined by 3 linear equations
Cons3: Parallelism between Key8 and Key10 defined by 3 linear equations
Cons4: Co-linearity between Key7 and Key9 defined by 3 linear equations
Cons5: Co-linearity between Key7 and Key10 defined by 3 linear equations
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Result:

Firstresultwith the configuration of CSP parameters as bellow:
Global positioning energy factor: 500

Global rotation energy factor: 5

Global scale energy factor: 10000

Time using for CSP solving: 11.5 s, constraints are all satisfied

Sectionresultwith the configuration of CSP parameters as bellow:
Global positioning energy factor: 500

Global rotation energy factor: 5

Global scale energy factor: 1

Time using for CSP solving: 10.5 s, constraints are all satisfied
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Third resultwith the configurationof CSPparameters as bellow:
Global positioning energy factor: 500

Global rotation energy factor: 5

Global scale energy factorOQ

Time using for CSP solving: 10.2 s, constraints are all satisfied

EXAMPLE TWO : ASSEMBLY SCANNED PIECES

Example description:

scanned pieces of a real object. As they have not been generated in CAD system, th

be applied to assemble them together. In contrary, our GSDM gives the possibility to
ble meshes.

This example is not illustrated with as many detailsidse example one, but only wi
basic GSDM description.

ered components do not contain the CAD information but just surface informatied aspr
meshes. Therefore, a traditional assembly approach, available in most CAD software, cannot

This example aims at showing how the proposed approach can be used to assemble 3D

0 consid-

assem-

th

Component: 4 components (Com0, Com1, Com2, Com3)
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As there is no structure information of the input data, the system adds the mi
oriented bounding box as the structure representation of each component. Com0 and Com1l
are aligned to global right direction.

Example of structure representation for ComoO:

Group: no group in this description

Relation: 4 relations (RelO, Rell, Rel2, Rel3)
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Rel0: Assembly between Com0 and Com3
Rell: Assembly between Com3 and Com1
Rel2: Assembly between Com3 and Com2
Rel3: Assembly between ComO and Com1

Key entity: 16 direct parametric key entities

Direct edge of wireframe (oriented bounding box of each component):
Keyl, Key9, Keyl13

Direct node of wireframéoriented bounding box of each component)::
Key3, Key6,keyl4

Direct oriented point on mesh:

With dimension type: point: Key4, Key5, Key7, Key8, Keyl5

With dimension type: oriented point: KeyO, Key2, Key10, Key11, Key12

Constraint: 11 constraints, includj 20 linear equations. The type of each constrai
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automatically decidedylbthe smart constraining system.

ConsO0: Co-planarity between Key0 and Key4 defined by 1 linear equation.
Cons1: Co-planarity between Key2 and Key5 defined by 1 linear equation.
Cons3: Co-linearity between Key3 and Key9 defined by 3 linear equations.
Cons4: Co-planarity between Key8 and Keyl1 defined by 1 linear equation.
Cons5: Co-planarity between Key7 and Key10 defined by 1 linear equation.
Cons6: Co-linearity between Key6 and Key9 defined by 3 linear equations.
Cons7: Parallelism between Key9 and Key13 defined by 3 linear equations.
Cons8: Co-linearity between Key9 and Key14 defined by 3 linear equations.
Cons9 Co-planarity between Key12 and Keyl15 defined by 1 linear equation.
Cons10: Parallelism between Keyl and Key9 defined by 3 linear equations.

Result:

Global positioning energy factor: 500

Global rotation energy factor: 5

Global scale energy factor: 10000

Time using for CSP solving: 39.7 s, constraints are all satisfied.
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EXAMPLE THREE : POWER PLANT CONFIGUR ATION

Example description:

For architectural design, there is usually a case for manipulating 3D buildings acgording
to a 2D plan. This example shows how to use GSDM to realize the manipulation of the 3D
buildings of a nuclear power plant according to a configuration defined in a 2D image.

This example is illustrated with less detail than the example one, but only wi
GSDM description.

Component: 6 components (Com0, Com1, Com2, Com3, Com4, Comb)

Como0 is the 2D plan

Coml and Com2 are 3D models of two office buildings

Com3, Con4 and Comb5 are 3D models of three cooling towers

As there is no structure information associated with those input files, the system [creates
a minimum oriented bounding box as the strietapresentation of each component.

Group: no group specified

Relation: 5 relations (RelO, Rell, Rel2, Rel3, Rel4)

RelO: Location between ComO and Com1

Rell: Location between ComO and Com2

Rel2: Location between ComO and Com3

Rel3: Location between ComO and Com4

Rel4: Location between ComO and Com5

Key entity: 24 direct parametric key entities
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Direct parametric line of a wireframe’s edge:

KeyO, Keyl, Keyl2, Keyl4, Keyl16, Key20, Key23

Direct parametric point of a wireframe’s node:

Key18, Key19, Key21, Key22

Direct parametric point on an image:

Key2, key3, Key4, Key5, Key6, Key7, Key8, Key9, Keyl0, Keyll
Direct parametric point on a mesh:

Keyl3, Keyl5, Keyl7

Constraint: 20 constraints including 40 linear equatidhs. type of each constraint
automaically decided by the smart constraining system. As the constraining of each
building and each cooling tower is the same, the following picture shows an example
straining of one office building and one cooling tower.
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Example of constraining one cooling tower (Com3)

Cons0: perpendicularity between KeyO and Key12 defined by 1 linear equation.
Consl: perpendicularity between Keyl and Key12 defined by 1 linear equation.
Cons2: Co-linearity between Keyl12 and Key2 defined by 3 linear equations.
Cor3: Coincidence between Key3 and Key13 defined by 3 linear equations.
Example of constraining one office building (Com1)

Cons12: Coincidence between Keyl18 and Key8 defined by 3 linear equations.
Cons13: Coincidence between Key19 and Key9 defined by 3 linear equations.
Cons14: perpendicularity between KeyO and Key20 defined by 1 linear equation|.
Conl15: perpendicularity between Keyl and Key20 defined by 1 linear equation.

Result:

Global positioning energy factor: 500

Global rotation energy factor: 5

Global scale energy factor: 10000

Time using for CSP solving: 57.9 s, all constraints are satisfied
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6.4 CONCLUSION AND REMARKS

This chapter has presented the implemented tool for conceptual object modeling with
GSDM. It proves that:

y The GSDM has the capacity of working with heterogeneous data

y Compared with the traditional 3D design tools, the proposed tool is easier to use by
a nonexpert user and allows touch screen interaction by exploiting metapher well
known from smartphone use. A smart manipulation systenhelp prepositioning
the objects. A smart constraint system can automatically build constraint and solve
them. The norexpert user only needs to use click or drag and drop to realize a
conceptual design. No specific and complex combinations of mouss alieke-
quired.

y The three examples show different application domains that the implemented tool
can be applied to. This is not an exhaustive list and other applications could be
imagined.

y The related location of each component when building constraimpatant, as
well as telling the smart constraining system to choose a suitable type for this gen-
erated constraint. Therefore, it is better to manipulate each component to be ap-
proximately in the final expected location, and then add constraints, sbetsyts-
tem can smartly understand the intention of this constraint.

However, there are still some improvements to be brought in the future:

y It is better to have a segmentation tool plugged in to deal withrsegmented re-
sources. We can also imagine mgya selection tool to use for cutting an area of the
imported image or mesh to instantiate a component

y Other highlevel constraintscan be developed to make the smart constraining system
even smarter and more complete.

y The effective execution of the “ogaion” of a relationon the geometry is not imple-
mented yet (e.g. the merging of two meshes, properly saying).

y Some reverse engineering algorithms can also be implemented and plugged into the
implemented tool to turn the image into a 3D mesh.

y Search engms can also be plugged in, to find potentially usable 3D meshes in a spe-
cific database if a componeastonly instantiated by a text.

y Other different CSP solving algorithms can be plugged in. A smart CSP solving sys-
tem can be developed to automaticallpade the most efficient algorithm for a spec-
ified CSP.

For complete VR environment creation, the system can be merged into a scene design tool,
and behavioral information should also be included.
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SYNTHESIS, CONCLUSIONS AND PER-
SPECTIVES

Today, creativity and innovation in product design and communication are more important
than ever in the past. New technologies and the available data and information can provide
a good source of inspiration and support for creativity. However, due to the fact that design
tools are still experbriented weakly supporting fast idea magk-and communication, the

design process is long and tedious. To overcome these issues, this thesis proposes a new ap-
proach to create conceptual shapes hysiag heterogeneous digital shape data resources. The
approach requires the specification of a new shape representation model capable to handle such
a combination of multidimensional data and the development of the required modeling and
manipulation capabilities. In this perspective, this thesis develops a Generic Shape Description
Model (GSDM) together with a uséiendly modelling system prototype aimed at helping non-
expert users to describe shapes.

GENERIC SHAPE DESCRIPTION M ODEL...

To overcome the limits of current methods and tathls,proposed GSDM is based on
three informatiorievels data, intermediate and conceptual ley8lsction 4.). The data level
(Section 4.2 reduces the differences between heterogendata inputs. Different data are all
considered as described @gometry, Structure and Semantics Thus, the data level is less
sensible to the type of data that can be manipulated in the same way for different heterogeneous
data. For example, a searchgigre can look for similar data based on the structure layer (e.g.
graphbased representation) independently of the underlying geometries (e.g. meshes, images).
Theconceptual levelSection 4.3) bridges the gap between the expert user and the GSDM
and immediately provides an overview of the elements constituting the ofijectfferent
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parts of theshape are representadComponentscoming from heterogeneous inputs. Com-
ponentssharing a common charadtgic (e.g. color, meaning, behavior) can be clustered in a
Group. Besides grouping different components together, Relatbamsbe built between com-
ponents or groups to describe how they are combined. Four types of relations can be applied:
Assembly, Merging, ShapingandLocation. Assemblyis used to put together differeparts

that still exist by their owjimergingis applied tccreate a single elements from different parts
(component or groupshapingindicates thaise shape features of one elemennbdify an-

other oneandlocationis used tgositiondifferentparts in an objeatr in the scenelheinter-

mediate leve(Section 4.4)links the conceptual descriptiquonceptual levgland the under-

lying data @lata leve)l through a set of constrairasting onkey entitieswhich lie onthe com-

ponens. All the userspecifiedconstraints are finally sent to a sehgystem. This system fisd

an optimal solution to satisfy all the constraints by considering an energy function to be mini-
mized. This function is based on physical energies used to translate, rotate and scale the com-
ponents. Compared to the traditional CAD modelers, our approach provides a more meaningful
assembled solution.

M ODELING TOOL...

A use-centered workflow fousingthe GSDM to describe shapes has bpegsented in
Chapter 5. It is implemented into a design tool based on Unity&velopment platformThe
whole process starts from importing external heterogeneous data resources. The information
related to each input is restructured in the three layers of geometry, structure and semantics. If
available segmentation information is imported allowing the user to selepasisbas Com-
ponents. Groups and Relations can be added later. User can create new key entities or take
existing ones to build constraints. Finally, the CSP solving system is automatically activated to
achieve an optimized solution.

More userorientedcapabilities have been developedthis tool than those available in
other 3D modeling tools. First, a smart 3D object manipulation system automatically decides
in which plane to place the imported component. This positioning is based on the user’s view
direction. A single dragnd-drop action is also defined to simultaneously apply the component
position, rotation and scaling. Second, a smart constraint system is designed to automatically
assign a constraint between two elements depending on the current location of the-two user
specified key entities.

CURRENT ISSUES...

This manuscript definebeso-calledGeneric Shape Description Mod&SDM) together
with its general structurend associated concepts and definitidrss is the first stefor de-
scribing shapes usinguaified approachHowever, hedevelopment of an effective conceptual
design tool based on the GSDM requires the resolution of some research and implementation
issues:
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y The semantics associated to the current version of the GSDM has a very limited usage.
It is mainly used to store information for initializing different constituents of the
GSDM, such as the “type” or “reason”. For some specific applications, other “types”
or “reasons” need to be extended together with théeklaechanisms to treat such
highdevel information.

y The concepts of geometry and structure have been included in the GSDM. In princi-
ple, they encompass any geometric and structural representation. In this work, not all
the geometric and structural representations have been treated. To effectively exploit
all the existing visual resources, additional representations should be considered and
manipulated. This could be done through the development of new plugins. Moreover,
even if there exists plenty of algihhms for shape segmentation and structural de-
scriptors’ computation, most of the data available are still containing only pure geo-
metric information. Therefore, currently most of the resources require some human
intervention to be used in our system foe tomponent selection. Additionally, for
input data missing structural informatidhe system automatically creates a structure
that is the bounding box, which might limit the specification of the relations between
components

y A set of key entities and a set of constraints have been proposed. Some of them have
been tested in the examples presented in Chaptelo@vever, for some specific ap-
plications, the ones here proposed might not be the most suitable. Therefore, the gen-
eralconcepts of key entity and constraint are well defined, while their exact nature
might need to be extended for different situations. This could be addressed by simply
extending the constraints toolbox. One could also imagine the possibility to have
userspecified constraints.

y Therelation type of “Shaping” is not fully expressed in this manuscript, while just a
general concept has been proposed. However, such a relation can be of real interest
for design and creativity issues.

y In the current prototype, the resolution of the optimization problem is implemented
as a plugin using “Mathematica v9.0”. The produced results are appropriate but the
execution is a bit slow for interactive modelling of complex configurations. Having
the resolution fully integrated ithe developed prototype software would drastically
speed up the process.

y The current modeler cannot generate shapes starting from scratch but only by com-
bining existing ones. However, this is not a real limitation since the idea was not to
redevelop existig modeling tools but rather to develop a new approach capable of
mixing existing heterogeneous representations.

From the above discussiqriscan be noticed that, what presented here is mainly a proof
of concepts, while to achieve an efficient and opezatystem further activity is needed.
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PERSPECTIVES...

For future versions, internal modeling capabilittesild be integratetb generateshapes
starting from scratch but alsoeffectively modify the imported onelore useforiented func-
tions need to be implemented or optimized for the developed tool. This is the case for the opti-
mization problem solving that still requires the user to specify weights between the terms of the
energy function.

The GSDM can also be further used to describe a whole scene in a VR environment. In
this case, additional specifications of the GSDM concepts needs to be added, which include for
example new types of grouping and new types of constraints.

A full exploitation of semantics for easing objects and scene creationfoe.gpecific
types of objects, can be defined and then exploited to automatically set relations among com-
ponents.

As a longterm perspective, mechanisms for the precessing and pegrocessing phases
should be included. Some automatic segmentation and structure analysis system should be in-
tegrated, so that even raw geometry input data can be associated with segmentation and struc-
ture information. This requires the solution to research problems related to the choice and com-
bination of the segmentation and structure analysis algorithms to obtain the most meaningful
object decompositions and structure descriptors.

In the posfprocessing, a fully 3D representation should be generated from the GSDM
with its 3D structure and semantics. This requires morarashd techniques in mesh merging
and reverse engineering. New research on structure and semantics merging can also be imag-
ined for their correct updating according to the achieved 3D object model. With both-the pre
processing and pogtrocessing phases, the GSDM can be used in the whole 3D object design
process.

From the application point of view, the last Chapter (Chapter 6) validates the approach and
demonstrates the possibilities of using GSDM in several domains such as conceptual design,
reverse engineering of assemblies and 3D objects manipulation. It can be also imagined to use
GSDM in medical analysis domain, such as representing different medical data and results (CT
imagestype-B ultrasonicimages, etc.) in a unified 3D environment, probably aligioea 3D
model of a human body. GSDM could also be used as a plugin for a 3D presentation tool such
as Microsoft’s PowerPoint but in 3D. In this case, text and animation abilities should be further
developed.

These considerations indicate that there are still many encouraging open issues and appli-
cations of the proposed method.
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Conceptual design of shapes by reusing existing heterogeneous shape data through a
multi-layered shape description model and for VR applications

ABSTRACT

Due to the great advances in acquisition devices and modeling tools, a huge amount of digital data (e.g.
images, videos, 3D models) is becoming now available in various application domains. In particular, virtual envi-
ronments makese of those digital data allowing more attractive and more effectual communication and simula-
tion of real or not (yet) existing environments and objects. Despite those innovations, the design of application-
oriented virtual environment still results frarong and tedious iterative modeling and modification process that
involves several actors (e.g. experts of the domain, 3D modelers and VR programmers, designers or communica-
tions/marketing experts). Depending of the targeted application, the numbkeamndftles of the involved actors
may change. Today’s limitations and difficulties are mainly due to the fact there exists no strong relationships
between the expert of the domain with creative ideas, the digitally skilled actors, the tools and the shape models
taking part to the virtual environment development process. Actually, existing tools mainly focus on the detailed
geometric definition of the shapes and are not suitable to effectively support creativity and innovation, which are
considered as key elements for successful products and applications. In addition, the huge amount of available
digital data is not fully exploited. Clearly, those data could be used as a source of inspiration for new solutions,
being innovative ideas frequently coming frame {unforeseen) combination of existing elements. Therefore, the
availability of software tools allowing the-tese and combination of such digital data would be an effective support
for the conceptual design phase of both single shapes and VR enviranfoeatswer those needs, this thesis
proposes a new approach and system for the conceptual design of VRs and associated digital assets by taking
existing shape resources, integrating and combining them together while keeping their semantic meanings. To
support this, a Generic Shape Description Model (GSDM) is introduced. This model allows the combination of
multimodal data (e.g. images and 3D meshes) according to three levels: conceptual, intermediate and data levels.
The conceptual level expresses whatdifferent parts of a shape are, and how they are combined together. Each
part of a shape is defined by an Element that can either be a Component or a Group of Components when they
share common characteristics (e.g. behavior, meaning). Elements arenitikBelations defined at the Concep-
tual level where the experts in the domain are acting and exchanging. Each Component is then further described
at the data level with its associated Geometry, Structure and potentially attached Semantics. In thegmroposed
proach, a Component is a part of an image or a part of a 3D mesh. Four types of Relation are proposed (merging,
assembly, shaping and location) and decomposed in a set of Constraints which control the relative position, orien-
tation and scaling of the Components within the 3D viewer. Constraints are stored at the intermediate level and are
acting on Key Entities (such as points, a lines, etc.) laying on the Geometry or Structure of the Components. All
these constraints are finally solved while minimizing an additional physicafigd energy function. At the end,
most of the concepts of GSDM have been implemented and integrated intepderged conceptual design tool
totally developed by the author. Different examples have been created using tesroaktrating the potential
of the approach proposed in this document.

KEYWORDS
Virtual Environment, conceptual design, shape description, hybrid object, heterogeneous data, optimization prob-
lem.



Design conceptuel de formes par exploitatiode donnéesétérogénesau sein d’'un modéle de
description de forme multi-niveaux et pour des applications de RV

RESUME

Les récentes avancées en matiere de systéemes d’acquisition et de modélisation ont permis la mise a disposition
d’'une trés grande quantité de données numériques (e.g. images, vidéos, modeles 3D) dans différents domaines
d’'application. En particulier, la création d’Environnements Virtuels (EVs) nécessite I'exploitation de données
numeériques pour permettre des simulations et des effets proches dedaviddjré ces avancées, la conception
d’EVs dédiés a certaines applications requiert encore de nombreuses et parfois laborieuses étapes de modélisation
et de traitement qui impliquent plusieurs experts (e.g. experts du domaine de I'application, expedlisation
3D et programmeur d’environnements virtuels, designers et experts communication/marketing). En fonction de
I'application visée, le nombre et le profil des experts impliqués peuvent varier. Les limitations et difficultés
d’aujourd’hui sont pricipalement dues au fait qu’il n’existe aucune relation forte entre les experts du domaine qui
ont des besoins, les experts du numérique ainsi que les outils et les modéles qui prennent part au processus de
développement de I'EV. En fait, les outils exigtafocalisent sur des définitions souvent trés détaillées des formes
et ne sont pas capables de supporter les processus de créativité et d’'innovation pourtant garants du succes d'un
produit ou d’'une application. De plus, la grande quantité de donnéesiqueséaujourd’hui accessible n’est pas
réellement exploitée. Clairement, les idées innovantes viennent souvent de la combinaison d’éléments et les
données numériques disponibles pourraient étre mieux utilisées. Aussi, I'existence de nouveaux outils permettant
la réutilisation et la combinaison de ces données serait d'une grande aide lors de la phase de conception
conceptuelle de formes et d’EVs. Pour répondre a ces besoins, cette these propose une nouvelle approche et un
nouvel outil pour la conception conceptuelle d’EVs exploitant au maximum des ressources existantes, en les
intégrant et en les combinant tout en conservant leurs propriétés sémantiques. C’est ainsi que le Modéle de
Description Génériqgue de Formes (MDGF) est introduit. Ce modéle permetmlinaison de données
multimodales (e.g. images et maillages 3D) selon trois nive@orceptuel, Intermédiaire et Données. Le niveau
Conceptuel exprime quelles sont les différentes parties de la forme ainsi que la facon dont elles sont combinées.
Chaque prtie est définie par un Elément qui peut étre soit un Composant soit un Groupe de Composants lorsque
ceuxci possedent des caractéristiques communes (e.g. comportement, sens). Les Eléments sont liés par des
Relations définies au niveau Conceptuel la stekperts du domaine interagissent. Chaque Composant est ensuite
décrit au niveau Données par sa Géométrie, sa Structure et ses informations Sémantiques potentiellement attachées.
Dans I'approche proposée, un Composant est une partie d'image ou unel’partigaillage triangulaire 3D.
Quatre Relations sont proposées (fusion, assemblage, shaping et localisation) et décomposées en un ensemble de
Contraintes qui contr6lent la position relative, I'orientation et le facteur d’échelle des Composants auasein de |
scene graphique. Les Contraintes sont stockées au niveau Intermédiaire et agissent sur des Entités Clés (e.g. points,
des lignes) attachées a la Géométrie ou a la Structure des Composants. Toutes ces contraintes sont résolues en
minimisant une fonctionréergie basée sur des grandeurs physiques. Les concepts du MDGF ont été implémentés
et intégrés au sein d’'un outil de design conceptuel développé par 'auteur. Différents exemples illustrent le potentiel
de I'approche appliquée a différents domaines d’apfitin.

MOTS CLES
Environnement Virtuel, design conceptuel, description de formes, objet hybride, données hétérogénes, probleme
d’optimisation numérique.



Progettazione concettuale creativa di forme: un approccio centrato sull’'utente basato su un
modello di descrizione delle forme a piu livelli e sul riutilizzo di dati eterogenei

SINTESI

Grazie ai grandi progressi raggiunti dai dispositivi di acquisizione e dagli strumenti di modellazione, una
guantita enorme di dati digitali (immagini, video, modelli 3Dsta diventando ora disponibile in vari domini
applicativi. Tali dati possono essere quindi sfruttati in ambienti virtuali per una comunicazione e simulazione
efficace di ambienti e oggetti reali o possibili. Nonostante i notevoli sviluppi nel settore, la progettazione di
ambienti virtuali richiede ancora un lungo processo iterativo di modellazione e modifica che coinvolge diversi
attori. A seconda dell'applicazione, il numero e i profili degli attori coinvolti possono variare, includendo, ad
esempio, gzerti del dominio per il quale I'applicazione & sviluppata, esperti di modellazione 3D, programmatori
di ambienti virtuali, progettisti 0 esperti di comunicazione o marketing. Gli attuali limiti e ostacoli sono
principalmente dovuti alla difficolta di comicazione tra I'esperto del dominio con idee creative, gli esperti di
modellazione CAD e i tecnologi competenti negli strumenti coinvolti nel processo di sviluppo dell’'ambiente
virtuale. Gli strumenti esistenti si concentrano principalmente sulla defisigipometrica dettagliata delle forme
e non sono adatti a supportare efficacemente la creativita e I'innovazione, elementi chiave per la realizzazione di
prodotti e applicazioni di successo. Inoltre, questa caratteristica non permette di sfruttarecalangrginde
guantita di dati digitali disponibili. Questi dati possono infatti costituire un’importante fonte di ispirazione per
nuove soluzioni, essendo le idee innovative spesso provenienti dalla (inusuale) combinazione di elementi esistenti.
Pertanto, d disponibilita di strumenti software che consentano il riutilizzo e la combinazione di tali dati digitali
costituirebbe un supporto efficace per la fase di progettazione concettuale di singole forme e ambienti virtuali.
Per rispondere a queste esigenze, questa tesi propone un nuovo approccio e un sistema per la progettazione
concettuale che permette la creazione di forme a partire da elementi esistenti combinando insieme loro sotto parti
e mantenendone il loro significato semantico. Il tutto & suppaitata definizione di un nuovo modello per la
rappresentazione delle forme denominato Generic Shape Description Model (GSDM). Questo modello consente
la combinazione di dati multimodali (ad esempio immagini e mesh 3D) organizzata su tre livelli: concettuale
intermedio e dati. Il livello concettuale indica la scomposizione di una forma nelle sue parti elementari e relazioni
tra di esse. Ogni parte € rappresentata da un elemento, che puod corrispondere a una Componente 0 a un Gruppo di
Componenti che condividono caratteristiche comuni (ad esempio comportamento, significato). Gli elementi sono
collegati da Relazioni. Ogni Componente & ulteriormente descritta a livello dati tramite le corrispondenti
informagzioni relative a Geometria, Struttura e Semantica. Npitecio proposto, una Componente & una parte
di un'immagine o di una mesh 3D. Le Relazioni possono essere di quattro tipi (fusione, assemblaggio, modifica di
forma e posizionamento) e sono espresse tramite un insieme di vincoli che controllano lagosiaiiva,
l'orientamento e il ridimensionamento delle componenti all'interno della nuova forma. | vincoli sono memorizzati
a livello intermedio e agiscono su Entitd Chiave (come punti, a linee, ecc.), appartenenti alla Geometria o alla
Struttura delle Componenti. La maggior parte dei concetti del GSDM sono stati implementati e integrati in uno
strumento di supporto alla progettazione concettualearssrted sviluppato dall'autore.  Vari esempi di utilizzo
del sistema sono riportati nella tesi a dimagibne delle potenzialita del metodo proposto.

PAROLECHIAVE
Ambienti virtuali, progettazione concettuale, descrizione delle forme, modelli ibridi, dati eterogenei,
ottimizzazione.
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