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Introduction

Dimensionality plays an interesting role in physical systems. Low-dimensional sys-
tems (D < 3), by their constrained nature, behave differently than their high-dimensional
analogues. Take for instance a D-dimensional random walk: the probability of return
to the origin is one for a number of spatial dimensions smaller than three, a mathe-
matical result due to Pólya (1921). The initial interest in 1D problems �rst came from
theoretical motivations: they often constitute simple toy-models, where analytical so-
lutions are easier to �nd (with analytical approaches often failing for D > 1). The
Ising model in 1D [77, 99] can be solved in a rather straightforward manner, while the
two-dimensional solution later found by Onsager [114] is much more involved, and is
a very speci�c example of an analytically solvable problem for D > 1. More general
than the Ising model, the Heisenberg model for spins is also solvable exactly in 1D.
This was done by Bethe in the 1930s, thus creating a landmark by applying an Ansatz
which now bears his name [10].

Bethe's breakthrough is a prime example of �nding exact solutions to a very speci�c
class of so-called integrable problems. In classical physics, the numbers of conserved
quantities in such systems is equal to their number of degrees of freedom so that they
only explore a small region of phase space: in other terms they are not ergodic. Inte-
grability may also occur in quantum systems, although the question of how to char-
acterise quantum integrable systems is still a subject of active research [122]. Classical
or quantum, many examples of integrable systems are one-dimensional: the Luttinger
liquid [103, 138] which describes bosonic or fermionic �elds in the low-energy limit,
non-linear partial differential equations such as the sine-Gordon model in 1D or the
non-linear Schrödinger equation in 1D, and �nally the Lieb-Liniger model [100, 101]
(modelling bosons with contact interactions in 1D) are famous examples which we will
meet later in this thesis. Alongside this wide class of exactly-solvable problems, a num-
ber of theoretical methods were developped for this reduced dimension [27].

Integrability is not just a mathematical feature: such systems are not expected to relax
towards an equilibrium state described by a Gibbs ensemble, as opposed to ergodic
systems. For systems close to integrability (as in experiments), different time scales are
expected to emerge with the possibility of "prethermalisation" [9], namely the existence
of an out-of-equilibrium stationary state. The speci�c behaviour of integrable or close-
to-integrable models makes them an ideal playground to study the open question of
relaxation of isolated quantum systems in general.

Despite the apparent simplicity of 1D models which allow to �nd analytical solutions,

1
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they exhibit rich physics with no equivalence in higher dimensions. As well as conse-
quences on the dynamics of such systems, their constrained nature also lead to distinct
equilibrium behaviours. If the interactions are added to the equation, the movement
of a single particle is forced onto its neighbours, creating long-wavelength collective
excitations. For quantum systems, low-energy �uctuations exist even for vanishing
temperatures, and their enhanced effect in 1D prevents the emergence of long-range
order and rules out the possibility of Bose-Einstein condensation. But the presence
of repulsive interactions leads to the existence of different phases, such as the phase-
�uctuating condensate for weak interactions or the Tonks gas for strong interactions:
in this strongly-correlated limit where the single-particle wavefunctions have no possi-
bility of overlapping the non-penetrating bosons behave as fermions. The fermionised
Tonks gas also illustrates that strong correlations are naturally present in 1D: to reach
such correlated states in 3D, additional ingredients are necessary, for instance a peri-
odic potential for the Mott insulating phase.

At �rst, most interest in these systems was purely theoretical, leading to numerous
models and methods of which a few are enumerated above 1. Progress in nanotech-
nology and fabrication methods later lead to the actual realisation of one-dimensional
systems in condensed matter like conducting polymers [71], carbon nanotubes [14]
(where the electrons obey the Luttinger liquid model), semi-conductor nanowires [151]
(with the demonstration of quantized conductance) or arrays of Josephson junctions
[146] (one of the �rst realisations of a one-dimensional bosonic phase). Topological
edge states involved in the fractional Hall effect also showed Luttinger-liquid like be-
haviour [28]. A relationship between one-dimensionality and unconventional super-
conductivity has been speculated 2. One-dimensional systems are not only present in
condensed matter. An optical �bre is naturally one-dimensional, and the propagation
of high-intensity light taking into account non-linearities obey non-linear partial dif-
ferential equations such as the sine-Gordon or non-linear Schrödinger equations, with
their non-linear characteristic acting as an analogue to interactions between massive
particles. Experiments have demonstrated for instance solitons in such �bre optics:
these studies are motivated by telecommunication applications and the generation of
highly-localised (in time) intense light pulses [89]. So far, quantum features have not
been explored with optical systems.

Of all experimental realisations of one-dimensional systems, the theorist's favourites
are certainly ultra-cold atomic gases. In a rich community of analog quantum simula-
tors, these synthetic quantum gases offer a clean and highly controllable environment
to study all types of physical problems, including those in one dimension. Mainly
two methods are available to realise ultracold one-dimensional gases systems exper-
imentally. Their one-dimensional character requires a very strong transverse con�ne-
ment, achieved with two-dimensional optical lattices [47, 90,117,136], or magnetic trap-
ping with micro-wires close to a surface [43, 72,144]. Examples of models realised by
these experiments are the Bose-Hubbard and Lieb-Liniger models, both with bosonic
species. Until recently, these experiments focussed on equilibrium properties of such
gases, unveiling the theoretically-known phenomena mentioned above, such as the

1Reference [27] is a review of numerous theoretical methods available for one-dimensional Bosons
2See for instance [32,140], among the publications of the �eld.
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observation of a Tonks gas [117], the study of the Mott transition in 1D [136], or the
characterisation of quasi-condensation in the weakly-interacting limit of Lieb-Liniger
gases [6,43,79]. The natural phase �uctuations present in the system also constitutes an
advantage for interferometry applications [133]. Finally, the integrability of the Lieb-
Liniger model realises an ideal testbed for the study of out-of-equilibrium dynam-
ics in isolated quantum systems, with the existence of long-lived out-of-equilibrium
states [50,92], the observation of prethermalisation [64], the propagation of correlations
following a quench [30, 97] and the observation of a generalised Gibbs ensemble [96]. A
continuous dialogue between theory and experiment lead to great progress in the �eld
in the past twenty years.

Our experimental setup uses an atom chip to highly con�ne bosonic 87Rb atoms in very
elongated traps, such that the transverse degrees of freedom are frozen. Until recently,
the experiment mostly focussed on equilibrium characterisation of the phase diagram
of a one-dimensional Bose gas with repulsive interactions [5, 6,43,51,79,80]. However
our setup is also well suited for the investigation of out-of-equilibrium physics: we can
control longitudinal and transverse con�nements separately which allows us to imple-
ment different excitations schemes such as transverse modulation [82] or longitudinal
quenches [50]. The study of the breathing mode [50] lead the way to these new phys-
ical problems we wish to tackle, and my PhD thesis marks a transition to a new atom
chip setup, improved towards these new studies. My manuscript is organised in the
following manner:

� In Chapter one, I wish to give a brief theoretical background on one-dimensional
Bose gases, as a starting point to the physics discussed in the rest of the manuscript.
The equilibrium properties of the system of interest are presented, as well as some
theoretical tools used for my doctoral work.

� In Chapter two, I detail the upgrades brought to the experimental setup for its
improvement. Many modi�cations were implemented, justi�ed by two main im-
provements: the overall stability of the setup on the one hand and the improve-
ment of the imaging system on the other hand.

� In Chapter three, the experimental cycle to produce our ultracold samples is in-
troduced. I then explicit the methods used to probe the produced samples: high-
resolution absorption imaging. Finally, I enumerate the diagnosis tools devel-
oped over the years on the setup, in real space as well as in momentum space.

� Chapter four describes in detail the results on momentum-space correlations of
a one-dimensional Bose gas, at equilibrium: these experiments were performed
with the previous setup, in the �rst year of the PhD studies. I present the exper-
imental results and their agreement with analytical as well as quantum Monte-
Carlo calculations.

� The �fth Chapter is dedicated to the study of a dissipative cooling mechanism
in the 1D Bose gas, and the emergence of a non-thermal state from atom loss.
Classical �eld simulations in both the homogeneous and trapped systems are
presented, and compared to experimental results where the detection of such a
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state is demonstrated. Emergence of such a non-thermal state is due to the in-
tegrable character of the classical �eld problem at play, which we prove numer-
ically by considering a system of coupled quasi-condensates of different mass,
non-integrable unlike the single quasi-condensate. Finally, we derive the stochas-
tic Gross-Pitaevskii equation considered in [65] with an alternative method, and
recover results in agreement with their �ndings.

� The �nal Chapter presents a �nal upgrade to the experimental setup, not com-
pletely constructed yet: the building of a longitudinal optical lattice on top of the
magnetic con�ned provided by the chip. I �rst review existing results on physics
in dimension one with a periodic potential. The setup, almost complete, is then
presented, followed by an overview of the questions we wish to consider in a
near future.



CHAPTER 1

Theoretical overview: one-dimensional Bose gases

This Chapter aims at giving a brief overview of the properties of the repulsive weakly-
interacting Bose gas in one dimension, and its theoretical description(s). First, the cri-
terion for one-dimensionality will be raised and put in perspective with scattering in a
highly-con�ning transverse potential, before turning to the seminal models of the one-
dimensional Bose Gas and its complete phase diagram. There are numerous models
and methods (implemented analytically and numerically) available. Some are exact,
but we also value more accessible although approximative approaches which already
give insight into many physical features. For some physical quantities we are unable
to carry out the complete exact calculation and we thus turn to these approximations.

1.1 One-dimensionality and interactions in a tight con�nement

Consider a one-dimensional Bose gas in a box of length L with periodic boundary
conditions. Motion is frozen in transverse directions, such that the three-dimensional
wavefunction can be factorised as 1

	(r 1; :::; rN ) = 	( z1; :::; zN )
NY

n=1

� 0(x i ; yi ); (1.1)

where � 0 is the single particle wavefunction in the lowest transverse quantum state. In-
hibition of transverse motion is ensured by a tight transverse con�ning potential, such
that all energy scales in the system must be smaller than the transverse energy gap.
For a harmonic transverse con�nement (corresponding to the experimental implemen-
tation of these systems), the condition translates to

kB T; � � ~! ? : (1.2)

Dynamics are thus restricted to the longitudinal direction and from now on one can
consider 	(z 1; :::; zN ), absorbing the remaining factor of the three-dimensional (3D)
wavefunction as a normalisation coef�cient. It is straightforward that the gas is kine-
matically effectively one-dimensional, with each individual atom only moving along
the z axis, however the effect of the strong con�nement on the interactions between

1Precautions should be taken in the vicinity of zi = zi +1 where kinks appear in the many-body wave-
function as shown below.
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6 Chapter 1. Theoretical overview: one-dimensional Bose gases

atoms should be considered carefully.

For three-dimensional scattering, in the low-energy limit and for short-range interac-
tions (both assumptions usually veri�ed in the case of dilute ultracold atomic gases), a
single parameter entirely contains the physics of scattering: the (3D) s-wave scattering
length aS, related to the phase shift gained by the colliding particles during the scatter-
ing event. Momentum and energy conservation laws ensure that when two particles
collide in one dimension, their momenta are simply exchanged. The interaction po-
tential can be written in terms of an effective coupling constant g1D (which we assume
positive, implying repulsive interactions):

V (r) = g1D � (r � r') (1.3)

In the presence of an transverse external harmonic trapping potential of con�nement
frequency ! ? , the effective 1D coupling is expressed with aS as [113]:

g1D =
2~aS! ?�
1 � C aS

l?

� (1.4)

l? =
p

~=m! ? is the transverse harmonic oscillator length, and C = � (1=2) � 1:46:::
(� being the Riemann � function). If aS � l? (veri�ed for weak enough interactions),
the above expression takes the simpler form g = 2~aS! ? . Equation 1.4suggests that a
large coupling constant can be achieved with the so-called con�nement-induced reso-
nance, similar in nature to a Feshbach resonance: the incoming channel of two particles
is coupled to a transversally excited molecular bound state. Such a resonance was ex-
perimentally implemented with Cesium atoms by Nägerl and colleagues [69] to reach
strongly interacting regimes in 1D and 2D gases.

For 87Rb these resonances are not accessible. The ratioCaS=l? is of the order of 1 for
transverse trapping frequencies in the 100 MHz range which is completely out of reach,
with typical experimental transverse frequencies being around 1 kHz. Since Feshbach
resonances are also out of reach (around1000G), we always lie in the limit where aS is
constant and g1D / ! ? . The s-wave scattering was measured to beaS = 5 :3 nm [145]
in the ground state jF = 2; m F = 2 i. From now on, we consider such a transversally
con�ned gas with an effective coupling constant g1D .

1.2 Exact description and phase diagram

Just like a certain number of other one-dimensional (1D) systems, the 1D Bose gas has
the remarkable property of being integrable. The models which describe the system,
presented in this section, can be exactly solved and a certain number of quantities are
exactly known. After presenting the T = 0 and �nite temperature models I will detail
the interesting variety of phases the system exhibits. From a numerical point of view
numerous exact methods also exist, the reduced dimensionality being a clear advan-
tage from a computational cost point of view, and I will brie�y mention the available
methods most relevant to this doctoral work. However for a more comprehensive in-
troduction to the models and methods mentioned here I refer the reader to the vast
literature (see the cited documents throughout the Chapter).
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1.2.1 Lieb-Liniger model

The Lieb-Liniger model developed in two seminal papers [100, 101] constitutes the sim-
plest non-trivial model of interacting 1D bosons in the continuum at zero temperature.
It contains two terms; kinetic energy and repulsive point-contact interactions (assump-
tion usually veri�ed in ultracold atomic gases) and takes the following form in second
quantisation:

Ĥ LL = �
~2

2m

Z
dz	̂ y(z)

@
@z

	̂(z ) +
g
2

Z
dz	̂ y(z)	̂ y(z)	̂(z )	̂(z ): (1.5)

By setting g to +1 in equation 1.5 one recovers the so-called Tonks-Girardeau gas.
Historically, Tonks �rst considered the classical problem of hard spheres in 1936 [139],
and Girardeau [61] pointed out the one-to-one correspondance between impenetra-
ble bosons in dimension one and spinless fermions in 1960, before Lieb and Liniger
considered the quantum problem for arbitrary interaction strengths in 1963. From the
parameters present in 1.5, an energy and a length scale can be built:

lg =
~2

mg
and Eg =

mg2

2~2 : (1.6)

Since particles are indistinguishable one can restrict the problem to a subspace z1 <
z2::: < z N and 	̂ in other regions of the multi-dimensional space can be recovered by
symmetrisation. The ground state of the many-body wavefunction can be constructed
using a Bethe Ansatz [101]. A set ofN quantum numbers I 1 < ::: < I N (in a system with
N particles, re�ecting the integrability of the problem) then completely determine the
so-called quasi-momenta ki of the system and the corresponding eigenstates: [17,27].

Ĥ LL 	̂(z 1; :::; zN ) = E(k1; :::; kN )	̂(z 1; :::; zN ) (1.7)

with

	̂(z 1 < :: < z N ) =
X

P

AP ei(k P (1) z1+:::+k P ( N ) zN ) and E =
~2

2m

X

i

k2
i : (1.8)

where there are N ! possible permutations P of the set f1; 2; :::; Ng. The Bethe wave-
function can be interpreted in the following manner: when the coordinates zi are dis-
tinct, the Hamiltonan is reduced to a system of free particles and the many-body eigen-
state is a linear combination of the free-particle plane waves. If two particles of mo-
menta ki+1 and ki collide, resulting in a permutation of momenta, the boundary condi-
tion zi = zi+1 translates to:

AP 0 = AP
ki+1 � ki + ig
ki � ki+1 + ig

: (1.9)

The permutation P0 differs from P by exchange of ki and ki+1 and the coef�cient AP 0

is thus modi�ed as in 1.9: these coef�cients are fully determined by two-body colli-
sions. In addition, the periodic boundary conditions determine the quasi-momenta ki

so that the Bethe wavefunction is completely determined by two-body processes. The
Bethe Ansatz solution is exact since no additional momenta are generated after scatter-
ing processes, feature owing to point-contact interactions. In the thermodynamic limit
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L ! 1 at �xed density n = N=L, the ground-state properties can be computed via the
quasi-momentum distribution [101].

After rescaling all energies by Eg and lengths by lg the ground state solely depends on
a dimensionless interaction parameter 
 = 1=(nlg). The form of 	̂(z 1 < :: < z N ) for
different values of 
 is illustrated �gure 1.1. A certain number of ground state proper-
ties (energy per particle, chemical potential, ground-state energy...) were determined
numerically by solving an integral equation on this single relevant parameter [101] 2.

Figure 1.1: Schematical representation of the many-body wavefunction for weak interactions
(
 � 1, or equivalently E=N � Eg, left), and strong interactions (
 � 1, or E=N � Eg, right).
As interactions gain in importance the value of 	̂ at the nodes decreases to vanish at the in�-
nite interaction limit, where the gas exhibits Pauli principle-like features (or "fermionisation").
Adapted from [21].

After determining the ground-state, Lieb (in [100]) turned to the elementary excitations
of the system, revealing two branches nicknamed "type I" and "type II", or "particles"
and "holes" (as an analogy to excitations in a Fermi gas, particularly striking in the
strongly-interacting limit). "Type I" can be identi�ed as Bogoliubov excitations: the
numerics (�gure1.2) show that the Bogoliubov spectrum practically lies on the Lieb I
excitation curve for small 
 , however a slight discrepancy appears for larger interac-
tion strengths. A certain number of papers suggest a correspondence between type II
excitations and dark solitons for weak interactions, as in [76] or more recently [84].

1.2.2 Yang-Yang thermodynamics

At �nite temperature, Type I and Type II excitations are thermally generated. In the
thermodynamic limit, C.N. Yang and C.P. Yang derived two integral equations (from
the minimisation of free energy and the continuity of the wavefunction) for the quasi-
momentum distributions, from which the exact equation of state n(�; T ) can be nu-
merically evaluated. The existence of this exact solution is of course an tremendous
advantage when it comes to measuring thermodynamic quantities experimentally (see
Chapter 3 for more on this aspect).

Besides usual thermodynamic variables like the chemical potential, the entropy per
particle or the internal energy, other quantities like the local pair correlations g(2) (0)
can be computed. It represents the probability of �nding a second particle at z = 0
knowing that another has been detected at this same position and de�nes the various
phases of the 1D Bose gas (see below). We follow the approach adopted in [57] based on
the Hellman Feynman theorem. For a generic hamiltonian depending on a parameter

2Many people wonder who Werner Liniger was: an acclaimed numerical physicist working at IBM
research centre in New York at the time.
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Figure 1.2: Left: �gure 2 of [101], representing the quasi-momenta distributions for different
interaction strengths. The most peaked distributions correspond to the smallest 
 , while the
strongly-interacting samples reveal Fermi-like distributions. Right: �gure 4 of [100]. The dis-
persion relations of the two excitation branches are plotted, along with the Bogoliubov disper-
sion (dashed).

�, and one of its eigenstates j	 � i depending exclusively on � and the eigenenergy E �

one has:

d
d�

E � = h	 � j
d

d�
Ĥ � j	 � i (1.10)

The free energy F is de�ned by F = �� �1 ln
� P

n e��E n
�

with summation over all
eigenstates, so that (whereh:::i represents an ensemble average)

dF
d�

=
1

Tr(e�� Ĥ � )

X

n

dEn

d�
e��E n =

*
dĤ �

d�

+

(1.11)

For the Lieb-Liniger Hamiltonian and the coupling constant g:

dF
dg

= h
1
2

Z
dz	̂ y(z)	̂ y(z)	̂(z )	̂(z )i = L

n2

2
g(2) (0) (1.12)

With the knowledge of the equation of state, the quantity g(2) (0) is accessible, and can
be computed for different regimes of gas [88].

1.2.3 Absence of condensation but a variety of phases

1D Bose gases present distinct coherence properties compared to their three-dimensional
counterparts. Since the density of states�(�) scales like � �1=2 , the number of particles
N � N0 in the excited states (where N0 denotes the occupation of the ground state and
N the total number of particles) never saturates, and no macroscopic occupation of the
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ground state occurs. This argument holds for the non-interacting gas, however more
general arguments reveal the absence of condensation in the interacting gas also. In the
constrained one-dimensional con�guration, long-wavelength quantum �uctuations in
the system propagate longitudinally and impose a fast decay of the one-body density
matrix, preventing long-range coherence in the system: there is no Bose-Einstein con-
densation in dimension one.

Nevertheless, a rich variety of phases is revealed upon varying the interaction strength
and temperature. We previously de�ned a dimensionless interaction parameter 
 =
1=nlg. A reduced temperature is also introduced by rescaling kB T with Eg. The full
phase diagram of the 1D Bose is then obtained by spanning the two dimensionless
parameters


 =
mg
~2n

and t =
2~2kB T

mg2 : (1.13)

From g(2) (0), three asymptotic phases can be identi�ed in parameter space (t, 
 ), sepa-
rated by smooth crossovers (rather than phase transitions since no continuous symme-
try can be broken in 1D).

For g(2) (0) � 2, the gas is in the so-called ideal Bose gas regime (IBG). In this phase
found in the region of the phase diagram where t
 2 > 1, the particles bunch: a boson
has twice the probability of �nding itself at a position where there is already a boson
than elsewhere. Two subregimes with such behaviour can be identi�ed. For t
 2 � 1
the interparticle distance is much larger than the de Broglie wavelength � dB and the
gas follows Maxwell-Boltzmann statistics. As � dB increases, the Bose gas becomes de-
generate and no longer veri�es the classical equation of state.

By further increasing the density, one gradually enters a regime where the repulsive
interactions prevent bosonic bunching, so that g(2) (0) � 1. This occurs for t
 3=2 � 1, or
equivalently at the crossover temperature kB TCO = ~n

p
gn=m 3. The gas is coherent

from the density �uctuation's perspective (they are suppressed just as they would in
a true condensate), but phase �uctuations remain, phase coherence over the complete
length of the gas being forbidden. In this quasi-condensate (or qBEC, also sometimes
called a phase-�uctuating condensate) two subregimes can also be distinguished, by
the nature of the �uctuations in the system: when t
 � 1 thermal �uctuations domi-
nate while for denser and colder systems verifying t
 � 1 quantum �uctuations take
over 4.

Finally, in the strong interactions limit where t � 1 and 
 � 1 one enters the Tonks-
Girardeau phase, where g(2) (0) � 1. Atoms are strongly correlated, and mimic the
Pauli exclusion principle of fermions.

3This crossover temperature can be derived by considering the condition for which density �uctuations
become small, see section1.4.3

4The characterisation of the different phases of the 1D Bose gas is considered here from the quantity
g(2) (0), however for different observables this identi�cation of phases may vary.
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Thermal Quantum
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ThermalQuantum

Figure 1.3: Phase diagram of the 1D Bose gas. There are three main phases: the ideal Bose
gas (IBG), where bunching persists, the Tonks gas (TG) where fermionisation occurs and the
quasi-condensate (qBEC) where bunching is suppressed. The equations of the lines separating
the phases in the weakly-interacting region ( � � 1) are t� 2 = 1 (dashed line in white region),
t� 3/ 2 = 1 (white to blue) and t� = 1 (solid line in blue region).

However powerful Yang-Yang thermodynamics may be, not all potential quantities
of interest can be determined, like correlation functions. Other methods exist, and in
particular a certain number of exact numerical tools can be implemented.

1.2.4 Numerically exact methods

Although the Lieb-Liniger model is integrable, the general Hamiltonian of a trapped
1D Bose Gas in the grand-canonical ensemble is a numerically hard problem. Here I
wish to give the idea behind some available numerical methods. Mainly three so-called
exact 5 methods come to mind for 1D Bose gases: Exact Diagonalisation, Density Ma-
trix Renormalisation Group (DMRG) and Quantum Monte Carlo (QMC).

Exact diagonalisation is a powerful method to calculate low-energy eigenvalues and
eigenfunctions of a stationary Hamiltonian. It is applicable in a wide range of prob-
lems and was demonstrated for 1D Bose gases in [35] (amongst others). The matrix
elements of each term of the Hamiltonian is expressed on a single-particle basis, cho-
sen judiciously. Since the dimension of the Hilbert space is in general in“nite, the basis
is restricted to a “nite number of vectors. This truncation results in deviations between
the exact and numerical eigen- energies and functions, so that the accuracy of the re-
sults greatly depends on the initial choice of basis functions and their number. In this
case "exact" refers to the absence of any other approximation to solve the many-body
quantum problem [ 34]. However, the computation time and memory limits the sizes of
the Hilbert spaces, scaling exponentially with the number of particles, in reach. Only
small systems of a few tens of particles at most can be considered [27].

5We will see in this discussion that the exact nature of the results is not granted, but that they are in
general accurate within error bars.
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DMRG is a variational method �rst developped by S. White [149], and aiming at sim-
plifying the task of �nding accurate solutions for large Hilbert spaces rather than brute
force exact diagonalisation. DMRG iteratively reduces the size of the Hilbert space
by selecting effective degrees of freedom most important for the target state (like the
ground state for instance). It is a renormalisation method in the sense that the system
is iteratively divided into subsystems (M and N ). The reduced density matrices �̂ M ,
�̂ N are then considered to express the target statej	i. This method has proven very
accurate for a number of 1D problems and can be extended to time-dependent Hamil-
tonians [27]. For the study of 1D bosons, it was implemented for instance in [36].

The term Quantum Monte Carlo in fact encompasses a large number of methods which
all aim to provide a reasonably accurate solution of quantum many-body problems.
They are in principle applicable in all dimensions, to a great variety of systems, of
both quantum statistics (although the infamous sign problem remains an obstacle for
fermionic and spin systems). These numerical methods go well beyond mean-�eld and
allow for instance the computation of correlation functions and offering exact solutions
- within statistical error bars - for a certain number of problems (like non-frustrated
bosons). Their common thread is the use of the Monte Carlo method to treat high-
dimensional integrals which arise in quantum many-body problems. QMC is most
powerful for non time-dependent Hamiltonians.

During my thesis we collaborated with Tommaso Roscilde of ENS de Lyon. He com-
puted the two-body correlation function in momentum space accross the quasi-condensation
crossover (quantity which we measured, see Chapter 4) using the stochastic series ex-
pansion (SSE) approach, which differs from the path-integral scheme. In the latter,
the Boltzmann operator e��H is evaluated in imaginary-time propagation using path-
integral representation [132]. In the series expansion representation, the Boltzmann
operator is decomposed in a Taylor series expansion as:

e��H =
+1X

n=0

�� n

n!
H n (1.14)

Choosing a basis, the partition function can then be written as

Z =
+1X

n=0

X

� n

h� 0j H j� n�1 i ::: h� 2j H j� 1i h� 1j H j� 0i : (1.15)

The method was applied for the computation of the momentum distribution and mo-
mentum correlations, for comparison with experimental data, detailed in Chapter 4.

Summary

� The 1D Bose gas is an example of an integrable system and the equation of
state can be computed exactly.

� Although no condensation is possible in dimension one, in the presence of
repulsive interactions three main phases arise: the non-interacting ideal Bose
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gas, the so-called quasi-condensate (which owes its name to the fact it veri-
�es half of the properties of a true condensate), and the strongly interacting
Tonks gas.

� Although Yang Yang thermodynamics are very powerful to determine a cer-
tain number of quantities, exact numerical methods are available where the
analytical approach fails.

� These numerical methods are manifold, and in the course of this thesis we
turned to Quantum Monte Carlo calculations.

1.3 Tools for the weakly-interacting gas

Most of the numerical methods mentioned previously are quite challenging to imple-
ment and require substantial computational power and time. However, more simple
tools, although not exact, are straightforward enough and capture pertinent physics.
The idea is to �nd strategies to solve the hard problem given, in the general case of a
trapped 1D Bose gas in the grand-canonical ensemble, by:

Ĥ = �
~2

2m

Z
dz	̂ y(z)

�
@2

@z2
+ (V ext (z) � �)

�
	̂(z ) +

g
2

Z
dz	̂ y(z)	̂ y(z)	̂(z )	̂(z ):

(1.16)
The case of the ideal Bose gas is treated separately since the absence of interactions
greatly simpli�es the problem. Then, assuming T � TCO to place ourselves in the
quasi-condensate phase, two common approaches for the weakly-interacting gas (the
Bogoliubov approximation and the Gross-Pitaevskii equation) are introduced. Finally,
the slightly more involved classical �eld picture is considered: this approach can de-
scribe the quasi-condensation crossover as long the temperature is high enough. The
case of strongly-interacting gases will not be mentioned in the following.

1.3.1 Quick detour: the non-interacting gas

Consider N bosons in a box of length L (for simplicity the external potential is dis-
carded in this discussion), of chemical potential � and temperature T. The occupation
number of a mode k is given by the Bose law:

� k =
1

e� (E k ��) � 1
(1.17)

Ek is the dispersion relation of a free particle Ek = ~2k2=2m, and � < 0. The equation
of state n(�; T ) is obtained by integrating � k over k. In the thermodynamic limit it
reads:

n =
1

� dB
g1=2(f ): (1.18)

f = e�� is the fugacity of the gas, � dB = ~
p

2�=mk B T the thermal de Broglie wave-
length and g1=2(z) =

P +1
l=1 zl =

p
l. In 1D, n diverges when � approaches zero, which
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prevents a saturation of the population of excited states.

In the classical and degenerate limits the equation of state takes simple forms:

� When j�j � kB T, the Bose distribution simpli�es to a Maxwell-Boltzmann dis-
tribution and the signature of the quantum nature of the considered particles
disappears:

� k = e�� (E k ��) : (1.19)

The equation of state thus becomes

n =
1

� dB
e�� (1.20)

� In the opposite limit where j�j � kB T, the occupation number becomes Lorentzian

� k =
1

k2 � 2
dB
4� + � j�j

; (1.21)

and correspondingly,

n =
1

� dB

r
�

� j�j
: (1.22)

These results are valid as long as the interactions are not important enough to impose
an energy cost on density �uctuations.

1.3.2 Gross-Pitaevskii equation

Despite the absence of true long-range order some approaches valid for three-dimensional
condensates can be extended to the 1D case, such as the Gross-Pitaevskii equation. If a
true condensate would exist, the approach would be to decompose the quantum �eld
	̂ into a complex �eld (representing the macroscopic condensate wavefunction) and a
perturbation � 	̂ describing the depletion of the condensate.

	̂ = 	 0 + � 	̂ (1.23)

Injecting this form of 	̂ into hamiltonian 1.16, the energy functional of the system is
found to be (neglecting high-order terms in � 	̂):

E =
Z

dz
�

~2

2m
j@2

z 	 0(z)j2 + Vext (z)j	 0(z)j2 +
g
2

j	 0j4
�

(1.24)

The ground-state of the condensate wavefunction is then given by the minimisation of
this functional for a constant total number of particles N , and introducing the chemical



Chapter 1. Theoretical overview: one-dimensional Bose gases 15

potential as a Lagrange multiplier E � �N . The result is the time-independent Gross-
Pitaevskii equation [66, 119], which is a mean-�eld derivation (where correlations be-
tween particles are neglected since products of � 	̂ were discarded) of the ground state
of the system:

�
~2

2m
@2

@z2
	 0 + Vext (z)	 0(z) + gj	 0(z)j2	 0(z) = �	 0(z): (1.25)

The time-dependent Gross-Pitaevskii equation is then given by

i~
@	 0(z; t)

@t
= �

~2

2m
@2

@z2
	 0 + Vext (z)	 0(z) + gj	 0(z)j2	 0(z): (1.26)

Exact solutions are rare and hard to compute (the most famous class of exact analytical
solution are probably solitons), and in general the equation is numerically propagated.
A characteristic length scale referred to as the healing length can be extracted from this
equation. In a homogeneous system with boundary conditions 	 0(0) = 	 0(L) = 0,
� = ~=

p
2mgn is the typical distance over which the gas gains its bulk density j	 0j2.

This length also appears in the Bogoliubov treatment (section 1.3.3), and the density
correlation function (section 1.4.3).

However, the initial assumption of the reasoning leading to the Gross-Pitaevskii equa-
tion is wrong: in 1D the decomposition 1.23 a priori doesn't hold because of the ab-
sence of a macroscopically occupied state	 0. Following the approach of Mora and
Castin [108], the Gross-Pitaevskii can be recovered in a more rigorous treatment. If
density �uctuations are small, the �eld operator may be written in phase-density rep-
resentation:

	̂(z ) =
p

n̂(z)ei �̂ (z ) (1.27)

where n̂ and �̂ are canonical conjugate operators. Precautions should be taken when
de�ning these operators locally and in particular the authors of [108] discretise space.
In the following I will assume they are properly de�ned 6. In the quasi-condensate den-
sity �uctuations are small and a similar treatment as previously can then be applied,
with the density operator written as:

n̂ = n0 + � n̂; (1.28)

with � n̂ � n0 and @z �̂ � n0. With these two small parameters, the Hamiltonian can
be expanded, which was done up to third order (necessary for the computation of the
density �uctuations [108]): Ĥ = Ĥ0 + Ĥ1 + Ĥ2 + Ĥ3. The minimisation of Ĥ0 at �xed
chemical potential recovers the Gross-Pitaevskii equation, with the current notations:

�
�

~2

2m
@2

z + Vext (z) � � + gn0

�
p

n0 = 0: (1.29)

As a consequence the previously presented results of the Gross-Pitaevskii equation are
perfectly valid. For the choice of density pro�le given by the Gross-Pitaevskii approx-
imation H1 vanishes. The next order to evaluate is H2, which gives the excitations of

6Y. Castin's lecture notes [24] pedagogically present the issues and how to circumvent them.
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the system on top of the zeroth order result given by 5.2: in the linearised approach
presented in the next section, they are the Bogoliubov excitations.

1.3.3 Bogoliubov transformation

The extension of the classic Bogoliubov theory [16] for condensates to lower dimen-
sions needs to be considered carefully because of the absence of true long-range order.
In [108] the authors derive an expansion of the hamiltonian with the appropriately
de�ned small parameters � n̂ � n0 and @z� � n. H0 was found to return the Gross-
Pitaevskii equation. Consider the Heisenberg equations of motion applied to the ex-
panded Hamiltonian Ĥ :

i~
d	̂
dt

=
h
	̂; Ĥ

i
: (1.30)

The results of this derivation are the so-called hydrodynamic equations:

~@t n̂ =
~2

m
@2

z (�̂ n̂); (1.31)

~@t �̂ =
~2

2m
(@z �̂ )2 +

~2

2m
@2

z

p
n̂

p
n̂

� gn̂: (1.32)

The previous equations can be linearised in � n̂ and @z �̂ � n:

~@t � n̂ = 2
p

n0

�
� ~2

2m @2
z + gn0 � � + Vext (z)

�
�̂
p

n0

~@t �̂ = � 1
2
p

n0

�
~2

2m @2
z + 3gn0 � � + Vext (z)

�
� n̂p
n0

(1.33)

We now restrict the discussion to a homogeneous system (such that Vext = 0 , for sim-
plicity). The spectrum of excitations can be derived from the two linearised hydrody-
namic equations with the following transformation (diagonalising the quadratic hamil-
tonian associated with equations 1.33:

� n̂ =
p n0

L

P
k f �

k

�
b̂keikz + b̂y

ke�ikz
�

�̂ = 1
2i

p
n0L

P
k f +

k

�
b̂keikz � b̂y

ke�ikz
� (1.34)

Where f �
k verify

f +
k =

h
Ek

Ek +2�

i 1=4

f �
k = 1

f +
k

:
(1.35)

Ek being the dispersion relation of a free particle. With this procedure, the Hamiltonian
Ĥ takes the diagonal form

langleĤ =
X

k

� k b̂y
k b̂k : (1.36)

� k = ~! k =
p

Ek (E k + 2�) is the dispersion relation of the quasi-particles created or
destroyed by the operators b̂y

k , b̂k . � k takes two familiar forms in the limits k � � �1

and k � � �1 (� being the healing length de�ned above). The low-energy excitations
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are phonon-like, with a linear dispersion relation ! k = ck (c =
p

�=m) being the speed
of sound), and the high-energy excitations are particle-like with a dispersion relation
Ek + �. The Bogoliubov approach is linear in the sense that excitations don't interact:
they all evolve independently. In this sense, the time-dependent Gross-Pitaevskii equa-
tion goes beyond this approach since quasi-particles may exchange energy during its
propagation.

1.3.4 Classical �eld description

In the weakly-interacting gas, most of the features measured on the experiment are
in fact classical in the sense that they are not due to the quantum �uctuations in the
quasi-condensate. For instance, for our experimental temperatures, measured density
�uctuations are mainly due to thermal contributions, since our pixel size is not small
enough to resolve the contribution of quantum depletion [79]. Although having an
integrable model at hand to describe the full quantum system is extraordinary, it is
sometimes cumbersome to compute arbitrary quantities and simulate the equilibrium
properties or dynamics of the gas by solving the full quantum problem. The classical
�eld picture allows a more straightforward computation of correlation functions and is
lighter to implement numerically. Indeed, for 1D systems this classical �eld approach
does not suffer from ultraviolet divergences like in the two- and three-dimensional
cases. It is also interesting to compare the results predicted by classical �eld with those
obtained from a full resolution of the quantum problem (like in QMC), like in [80], to
better understand the role of quantum effects.

The classical �eld method essentially amounts to neglecting the quantum nature of the
�eld operator 	̂ and replacing it by a complex number, denoted 	 in the following.
In other words, the discrete nature of the gas is disregarded. In the grand-canonical
ensemble, the energy functional (with chemical potential �) results in:

E [f	g] =
Z L

0
dz

"
~2

2m

�
�
�
�
d	
dz

�
�
�
�

2

+
g
2

j	j 4 � � j	j 2

#

: (1.37)

The thermal density operator for the quantum �eld is consequently replaced by the
probability distribution for the classical �eld, a Boltzmann factor and correspondingly
the partition function can be written as

Z =
Z

D	e �E [	] : (1.38)

with � = 1=kB T. From this, correlation functions can be computed, as for instance the
�rst order correlations G(1) given by the average of 	 � (z)	(0) :

G(1) (z) =
1
Z

ZZ
D	e ��E [	] 	 � (z)	(0) (1.39)

Castin and coworkers applied this type of correlation function calculation in the context
of atom lasers [24,26]. By de�ning dimensionless parameters for the classical �eld
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problem, it appears that the state of the system is captured in a single quantity � . By
rescaling 	, z and E with a z0, 	 0 and � , the classical �eld energy functional becomes:

~E
hn

~	
oi

= g	 4
0z0�

Z L=z0

0
d~z

2

4 ~2

2mg	 2
0z2

0

�
�
�
�
�
d~	
dz

�
�
�
�
�

2

�
1
2

�
�
� ~	

�
�
�
4

�
�

g	 2
0

�
�
� ~	

�
�
�
2

3

5 (1.40)

By setting

z0 =
�

~4�
m2g

� 1=3

; 	 0 =
�

m
~2g� 2

� 1=6

; (1.41)

Equation 1.40becomes

~E
hn

~	
oi

=
Z L=z0

0
d~z

2

4 1
2

�
�
�
�
�
d~	
d~z

�
�
�
�
�

2

+
1
2

�
�
� ~	

�
�
�
4

� �
�
�
� ~	

�
�
�
2

3

5 : (1.42)

In the thermodynamic limit L ! +1 the classical �eld problem thus depends on a
single parameter

� = �
�

~2� 2

mg2

� 1=3

: (1.43)

This approach can be applied on the complete quasi-condensation crossover and re-
quires no other hypothesis than highly degenerate states, typically achieved for high
temperatures. The validity of the approach however depends on the considered ob-
servable. For instance, Jacqmin et al. showed that for the momentum distribution a
classical �eld description without energy cutoff fails for t < 106. The calculated Full
Width Half Maximum (FWHM) of momentum distributions accross the crossover with
the classical �eld approach deviate from those computed with QMC for too small re-
duced temperatures [80].

During this doctoral work, the classical �eld approach was implemented numerically.
One can sample a thermal �eld and then study the dynamics of the system using the
time-dependent Gross-Pitaevskii equation (Chapter 5).

Summary

� A number of tools based on various approximations are available to study
weakly-interacting Bose gases.

� The Gross-Pitaevskii equation offers a mean-�eld approach where the
ground state of the system may be computed, without considering the el-
ementary excitations. The time-dependent Gross-Pitaevskii equation gives
the dynamical evolution of a given complex �eld in a classical picture, ne-
glecting the operator nature of the �eld 	.
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� The Bogoliubov transformation derives the form of the elementary excita-
tions of a 1D Bose gas (and coincides with one of the branches of the ex-
citations predicted by Lieb). This linearised approach is simple enough to
constitute a �rst theoretical calculation before turning to more involved de-
scription and often gives insight into the physics.

� The classical �eld formalism gives a theoretical framework in which the �eld
operators are treated as c-numbers (the Gross-Pitaevskii equation is therefore
included in this approach). It allows a more straightforward computation of
correlation functions than QMC and can be implemented numerically (like
in Chapter 5).

1.4 Equilibrium correlation functions over the crossover

1.4.1 De�nitions

In this section, we consider a homogeneous Bose gas in a box of sizeL, with periodic
boundary conditions.

First-order correlation function

The �rst-order correlations of a �eld 	̂(z ) is G(1) (z; z0) = h	̂ y(z)	̂(z 0)i. One usually
considers the normalised correlation function

g(1) (z) =
h	̂ y(z)	̂(0)i

n
; (1.44)

where we assumed the translational invariance of the system. This function is the
Fourier transform of the momentum distribution. Indeed, in second quantisation the
annihilation of a particle of momentum k is, by de�nition of the �eld operator 	̂:

âk =
1

p
L

Z
dz	̂(z )e�ikz : (1.45)

The momentum distribution � k (or, the number of particles with momentum k) of the
gas becomes

� k = ĥay
k âk i =

1
L

ZZ
dzdz0h	̂ y(z)	̂(z 0)eik (z �z 0

i; (1.46)

which, assuming translational invariance, simply gives:

� k = n
Z

dzg(1) (z)eikz (1.47)

The momentum distribution is a quantity frequently measured in cold atom experi-
ments and in particular we implemented a magnetic focussing technique to directly
access this observable on our setup (see Chapter 3). The expressions ofg(1) (z) in the
asymptotic limits are given in sections 1.4.2and 1.4.3(failing to give a general expres-
sion).
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Second-order correlation function

The second order normalised correlation function is expressed as (again, assuming
translational invariance):

g(2) (z) =
h	̂ y(z)	̂ y(0)	̂(z )	̂(0)i

n2 (1.48)

The physical interpretation of this quantity is the probability to �nd a particle at a po-
sition z, knowing that a particle is already present at position z = 0. It is therefore
intimately related to bunching. The local pair correlations g(2) (0) in fact identify the
various regimes of the 1D Bose gas and can be computed thermodynamically. How-
ever, in general g(2) (z) is not known.

g(2) (z) can be accessed in a indirect manner experimentally by measuring density �uc-
tuations. The average correlation between densities at position 0 and z is

hn(z)n(0)i = h	̂ y(z)	̂(z )	̂ y(0)	̂(0)i: (1.49)

With �n (z) = n(z) � hn(z )i, and applying the bosonic commutation relation veri�ed by
	̂, one relates the density �uctuations to the g(2) function by:

hn(z)n(0)i = n� (z) + n2(g(2) (z) � 1): (1.50)

On our experiment, the measured quantity is in fact the atom number �uctuations
h�N 2i per pixel, given by the previous expression integrated over the pixel size � (N
being the number of atoms per pixel). We use this experimental probe as a thermome-
ter and a signature of the regime the gas lies in (see Chapter 3). Depending on the value
g(2) (0) density �uctuations will be superpoissonian (larger than the shot noise contri-
bution n� (z), when bunching is present), or subpoissonian. Just like the �rst-order
correlation function, there is no general expression for the second-order correlations,
however they can be estimated in the asymptotic regimes.

1.4.2 Ideal Bose Gas

Let us �rst consider the non-interacting ideal Bose gas phase. The g(1) function could in
principle be determined by taking the Fourier transform of the Bose occupation num-
bers. However no analytical expression of the considered integral exists and one needs
to turn to the limits of classical and highly degenerate gases where the occupation num-
bers take simpler forms.

In the classical limit where kB T � j�j (or equivalently n � � dB , the Bose factor sim-
pli�es as a Maxwell-Boltzmann distribution. The Fourier transform g(1) (z) is then a
gaussian function given by:

g(1) (z) = e
�� z2

� dB : (1.51)
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The correlation length is thus identi�ed as the thermal wavelength � dB . As degeneracy
is reached, the momentum distribution becomes lorentzian, and the g(1) (z) is given by

g(1) (z) = e
� 2� jz j

n� 2
dB : (1.52)

In agreement with the increasing degeneracy compared to the classical gas, the corre-
lation length becomes l � = n� 2

dB � � dB . As one reaches the crossover temperature
TCO , one �nds that the phase coherence length of the system becomes of the order of
the healing length � .

For the non-interacting gas the Hamiltonian is quadratic in 	̂(z ) which makes Wick's
theorem applicable to the computation of g(2) (z). By decomposing the mean value
of the product of four �eld operators in products of mean values of two operators
only [150], the following identity arises:

g(2) (z) = 1 + jg(1) (z)j2: (1.53)

This expression elegantly interprets the bosonic bunching phenomenon: the probabil-
ity of �nding two atoms at distances smaller than the correlation length is twice the
probability of �nding two atoms far apart, and especially g(2) (0) � 2, which is a result
we already encountered from Yang-Yang thermodynamics.

These results are valid as long asj�j � gn or equivalently, T � TCO (by injecting the
degenerate gas equation of state into the condition on the chemical potential).

1.4.3 Quasi-condensate

Now turning to the quasi-condensate phase (assuming T � TCO , condition one can
verify a posteriori), bunching is suppressed by the presence of repulsive interactions in
the system but phase �uctuations remain. These two characteristics are present in the
second and �rst order correlation functions respectively. The g(1) (z) and g(2) (z) were
computed by Mora and Castin [108] without neglecting density �uctuations and in-
cluding quantum �uctuations. However, most of the features of the density and phase
�uctuations relevant experimentally can be captured in an approach which neglects
quantum �uctuations 7.

Density �uctuations

Density �uctuations can be conveniently estimated in the following approach. Since we
cannot resolve the structure of the density-density correlation function, we restrict the
discussion to the �uctuations h�n2i, by treating the cases of low-energy (or phonon) ex-
citations and high-energy (or particle) excitations separately. For k � � �1 the phase/density
representation is appropriate. Following [21] and starting from the Hamiltonian of a
1D Bose gas:

Ĥ =
~2

2m

Z
dz

�
(@z

p
n̂)2 +

p
n̂(@z �̂ )2

p
n̂

�
+

g
2

Z
dzn̂(z)2; (1.54)

7The condition for which quantum �uctuations can be neglected are different for �rst and second order
correlations, they will be discussed when necessary.



22 Chapter 1. Theoretical overview: one-dimensional Bose gases

and expanding up to second order in small parameters � n̂ = n̂ � n0 and @z �̂ , one
retrieves the Bogoliubov hamiltonian:

Ĥ bogo =
~2

m

Z
dz

�
1

8mn0
(@z� n̂)2 +

n0

2
@z �̂ )2

�
+

g
2

Z
dz� n̂(z)2: (1.55)

By expanding on sinusoidal modes 8, where �n j;k and � j;k are conjugate variables:

�n (z) =
q

2
L

P
k>0 (�n c;k cos(kz) + �n s;k sin(kz))

� (z) =
q

L
2

P
k>0 (� c;k cos(kz) + � s;k sin(kz)) ;

(1.56)

and injecting into Ĥ bogo 1.55, the Hamiltonian takes a quadratic form, as a sum of un-
coupled oscillators, with the dispersion relation � k =

p
Ek (E k + 2�):

Ĥ bogo =
X

i;k

g
2

�n 2
i;k +

~2k2

8mn0
� 2

i;k : (1.57)

Assuming a high enough temperature to apply a classical �eld approximation and ne-
glecting the quantised nature of operators �n j;k ,� j;k , and invoking the equipartition
theorem, the mean values of the �uctuations of the sinusoidal modes are:

h�n2
j;k i =

kB T
g

h�2
j;k i =

kB T
~2k2=(4mn0)

:
(1.58)

The contribution to the total density �uctuations of these phonon modes formally
reads:

h�n2i ph =
kB T
Lg

L=�X

i=1

1 : (1.59)

We �nally recover TCO in the expression of the relative density �uctuations:

h�n2i ph

n2 =
T

TCO
: (1.60)

Since �n � n we �nd that this condition is equivalent to T � TCO . For momenta
k � 1=�, the phase-density representation is not the most appropriate. A free particle
excitation with energy Ek = ~2k2=2m corresponds to a plane wave 	 = eikz =

p
L and

the Bogoliubov annihilation operator b̂k identi�es with the free particle annihilation
operator âk . Just as we did for the low-energy excitations, we assume âk can be treated
as a c-numberak which follows a Gaussian distribution

hjak j2i = kB T=Ek : (1.61)

8This expansion can be related to the transformation used in section 1.3.3: one can retrieve the previous
transformation with ak , ay

k as linear combinations of �n j;k ,� j;k .
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From the Bogoliubov transformation introduced in 1.3.3(f �
k � 1 for large wavevec-

tors),

�n k =

r
n0

L

�
akeikz + a�

ke�ikz
�

: (1.62)

Physically, this expression can be understood as the contribution of high-momentum
atoms to density �uctuations mainly arising from interference of the atomic �eld akeikz =

p
L

with low-energy spatial variations of density, of order
p

n. It leads to

h�n2
k i =

4mnkB T
L~2k2 (1.63)

by injecting the equipartition relation. Incidently, � is the typical distance over which
density �uctuations decay like 1=k2 and identi�es as the density correlation length.
With our typical parameters, this length is an order of magnitude below our optical
resolution. By summing over all wavevectors verifying k � 1=�, the total density
�uctuations from the free particle excitations are:

h�n2i particle

n2 =
T

TCO
: (1.64)

g(1) function

From the phase-density representation introduced above, and neglecting density �uc-
tuations (this is appropriate in the qBEC as we just argued), the �rst-order correlation
function becomes g(1) (z) = hei(� (z )�� (0)) i and re�ects the phase �uctuations of the gas.
By virtue of the applicability of Wick's theorem for a quadratic Hamiltonian, we are
left to compute g(1) (z) = e�h(� (z )�� (0)) 2 i=2 . From the expansion on sinusoidal modes:

h(� (z) � � (0))2i =
X

k>0

2h�2c;k i(cos(kz ) � 1)2 +
X

k>0

2h�2s;k isin 2(kz) (1.65)

Injecting the results of the equipartition of energy in each mode:

h(� (z) � � (0))2i =
4mkB T
Ln 0~2

X

k>0

1 � cos(kz)
k2 : (1.66)

Finally (after integration on k),

g(1) (z) / e�4� jz j=(n� 2
dB ) : (1.67)

This de�nes the phase correlation length in the quasi-condensate as l � = 2n� 2
dB , twice

the coherence length in a degenerate Bose gas. This is compatible with the fact that
in the qBEC only phase �uctuations contribute to the �rst-order correlations whereas
in the IBG both density and phase �uctuations contribute. Although we neglected
quantum �uctuations in the approach adopted here, they are generally irrelevant in
experiments probing 1D Bose gases.
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Summary

� Correlations functions are fundamental to describe many body quantum sys-
tem. First-order and second-order correlations have physical interpretations
and can be (more or less directly) observed in experiments.

� In the degenerate IBG gas phase the �rst-order correlations are exponentially
decaying on typical distances which vary depending on the degenaracy of
the gas. The second-order correlations can be directly related to the �rst-
order correlation function by Wick's theorem.

� In the qBEC one can also extract an analytical (also exponentially-decaying)
form for the g(1) function: the phase coherence length is twice the coherence
length of an IBG. As for density-density correlations, they decay on a typical
distance � and verify �n � n as long asTCO � T .



CHAPTER 2

Upgrade of the experimental apparatus

2.1 Overview of the experimental setup

The atom chip experiment in Palaiseau was �rst set up in 2003, and since the �rst con-
densate [7] several generations of students have brought technological and technical
upgrades, to gradually make the study of one-dimensional Bose gases the speciality
of the Atom Chip group. During the time of my PhD an important number of such
changes were made to the setup. Before describing in detail each component of the
experiment and the changes made, let me brie�y introduce the general structure of this
cold atom machine.

The heart of the experiment is the atom chip, mounted in a vacuum chamber with
ultra-high vacuum (UHV, P < 10�10 mbar). The �nal ultracold cloud of 87Rb is mag-
netically trapped with current �owing in wires on this chip (see 2.3). The layout of the
chip was modi�ed for compatibility with the new imaging system at the beginning of
my doctoral project, and is presented in detail in 2.3.

The vacuum chamber (a 7 cm cube) has optical access allowing the various necessary
laser beams (namely the MOT beams, the repumper, the optical pumping, and imag-
ing beam) to be shone on the atoms (2.2). The atoms come from dispensers on the
chip mount. The laser system, changed during this PhD work, is detailed below. The
complete vacuum system is inside a magnetic shield to avoid sensitivity of the on-chip
magnetic traps to magnetic �eld �uctuations in the environment.

The atoms are imaged with a high-resolution objective (NA = 0.39) recently designed
and installed on the experiment. After shining a resonant laser beam onto the atoms,
we recover the absorption pro�le of the cloud on a CCD camera. The new objective is
presented section2.4and the complete imaging setup in the next chapter.

This chapter concentrates on the various changes that were made on the experimental
apparatus. The experimental cycle and measurement techniques are delegated to a
subsequent chapter (Chapter 3). The changes presented here were motivated by two
aspects: improvement of the stability of the experiment (less free-space propagation
of laser beams, and more stable lasers which do not require frequent relocking), and
improvement of the signal over noise ratio and resolution of our images (which lead to
the conception of a new objective).

25
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2.2 The laser system

In this section I introduce the laser system used to cool, trap, pump and image the
87Rb atoms. All lasers described here are in the vicinity of 780 nm, corresponding to
the atomic transitions relevant to us. An additional laser (at 1530 nm) was added for
a periodic potential along the longitudinal axis for an optical lattice (see Chatper 6).
So-called "Master 1" remained as before but all others laser were replaced.

2.2.1 Implementation of a new setup: Master 1, Master 2, Repumper

The various frequencies required during the experimental sequence are achieved with
three lasers. Master 1 is the absolute frequency reference, locked on the D2 line of87Rb.
The repumper is locked 6.6 GHz away, and is used during the MOT phase to pump
the atoms back to the jF = 2 i state for cooling on the jF = 2 i to jF 0 = 3 i transition.
Master 2 is also locked on Master 1 and its frequency is swept electronically for the
different stages of the experimental cycle (MOT, molasses, imaging, which each require
a different detuning with respect to Master 1. These steps are detailed in Chapter 3).
The energy levels and corresponding transitions are represented �gure 2.1.

Figure 2.1: Level scheme of 87Rb and required lasers in the experimental sequence. Master 1 is
locked on the level crossing between jF 0 = 2i and jF 0 = 3i. During the MOT phase, the jF = 2i
to jF 0 = 3i is addressed, and the repumper locked 6 GHz from Master brings the atoms back to
the cooling transition if they fall in the dark jF = 1i state. Finally, many different frequencies
slightly detuned from jF 0 = 3i are required during the cycle. Master 2 sweeps this frequency
range of about 120 MHz.

Master 1 and repumper servoloop

Master 1 is an extended-cavity laser based on a design by the SYRTE laboratory1 [8].
In SYRTE lasers, anti-re�ection coated laser diodes 2 are placed in a cavity of about 10
cm where the light is ampli�ed. An interference �lter in the cavity allows to roughly
tune the wavelength of the emitted light. A Peltier module maintains the diode at the

1SYstèmes de Référence Temps Espace, component of the Observatoire de Paris
2Eagleyard EYP-RWE-780-02000-1300-SOT12 series
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desired temperature and a piezoelectric crystal “ne tunes the length of the cavity and
thus allows a “ne control of the frequency of the emitted light. The spectral bandwidth
of these lasers is around 100 kHz. The mechanical mount is home-engineered by the
mechanical workshop, and designed with Master student Aurélien Eloy and mechani-
cal engineer André Guilbaud [ 41]. Master 1 is locked on the D2 transition by saturation
absorption spectroscopy of 87Rb and a fraction of its light is taken to beat with the re-
pumper laser on a fast photodiode.

The repump light is provided by a distributed feedback diode (DFB) 3. This laser has
the advantage of compactness since the DFB diode itself acts as a cavity and provides
up to 100 mW of optical power at 780 nm. The TO3 mount also includes the Peltier
module for temperature control. However, the bandwidth is an order of magnitude
below that of a SYRTE mount (although this is not an issue for repump light), and
more problematically the spatial mode has important aberrations. The coupling ef“-
ciency into an optical “bre was so low that we had to install an additional slave laser,
injected by the DFB diode light. This provides a comfortable 60 mW of light in a close-
to-gaussian spatial mode, sent to the auxiliary input port of the “bre cluster and mixed
with the MOT light in one of the output ports (see below).

Figure 2.2: DFB diode mounted in a cage system. An aspheric lens shapes the strongly diver-
gent beam, which proved strongly aberrant.

The beating of the two lasers (Master 1 + Repumper) is detected by a fast photodiode
which monitors the frequency of the second laser with respect to Master 1. After beat-
ing with an additional electronic reference at 6 GHz, the frequency difference is con-
verted to a voltage, which is the “nal signal sent to a lock box (after amplication, [ 78])
containing a PID controller. This allows to counteract the current of the DFB diode to
“ne tune its frequency at the required 6.6 GHz from the level crossing.

Master 1 and Master 2 servoloop

The remaining power of Master 1 is injected into an optical “bre and brought onto the
main optical table for beating with Master 2. Master 2 is a laser identical to Master 1
in its mechanical mounting, but has a more powerful laser diode to inject a tapered

3Eagleyard EYP-DFB-0780-00080-1500-TOC03-0005 series
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ampli“er (TA, see below). A small fraction of Master 2 is aligned onto a fast photodi-
ode with Master 1 4, which monitors (just like for the repumper loop) the frequency
difference between both lasers. After ampli“cation 5 the signal is sent to a home-built
(by electronical engineer André Villing) lock box which counteracts the high voltage
applied on the piezoelectric of the cavity. This in turn “ne tunes the frequency emitted
by the laser. The frequency difference between Master 1 and Master 2 is of the order of
300 MHz, which is a frequency range accessible electronically.

Schematic of the complete setup

The following sketch gives an overview of the complete laser system (only the most
important elements are depicted here). The TA light and the repumper ( i.e the light
coming from the slave laser) are injected in the “bre port cluster, which splits the light
into four MOT beams (see below). The three lasers (Master 1, Master 2 and Repumper)
can stay locked for a whole day.

Lock on D2
PID

PID

PID

6 GHz 
beatnote

PID
300 MHz
beatnote

Repumper

Master 2

Master 1

TA

Pumping

Imaging

MOT

AOM 
for pulses

Slave

AOM for 
frequency shift

Figure 2.3: Schematic of the laser setup. The Master 1 laser is locked on the level crossing
between |F = 2 , F � = 2 � and |F = 2 , F � = 2 � by saturated absorption spectroscopy through a
Rb cell. A fraction of Master 1 is taken to lock the repumper 6.6 GHz away, another fraction
for the lock with "Master 2". Master 2•s frequency is varied during the experimental sequence
for the various frequencies required from the MOT phase to the imaging through the molasses
step and the optical pumping pulse. The optical power is provided by the tapered ampli“er
(TA), injected by Master 2.

4Thorlabs SM05PD2B
5The photodiode, reverse biased through a bias tee (Mini-Circuits ZX85-12G-S7) collects the signal

which is then ampli“ed (Mini-Circuits ZFL-500HLN+)
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2.2.2 More power and optical “bres

Tapered Ampli“er

Master 2 injects a so-called tapered ampli“er (TA), which provides the optical power
necessary (about 0.6 W injected in the “bre cluster) for the complete experiment. A
TA consists of a small chip with a semi-conducting medium which ampli“es incom-
ing light. Our particular chip 6 works at currents of the order of 1.5 A (2 A maximum)
and provides a nominal optical power of 1W; more than enough for MOT light, pump-
ing and imaging. The TA chip is mounted on a home-made mechanical setup, with
temperature control and water cooling, complete with aspherical lenses at input and
output. The "tapered" ampli“er produces an astigmatic beam which requires shaping
before diffraction by an AOM and injection into the “bre cluster. Indeed, after collimat-
ing the fast axis with the aspherical lens at the output, the beam still diverges in one
of its spatial directions. We use two cylindrical lenses to collimate the slow axis at the
right diameter to produce a square-shaped beam.

Figure 2.4: The TA chip is nested in a home-made mechanical mount. It contains a Peltier
module for temperature control, to avoid too much heating, in addition to water cooling. There
are also two aspherical lenses: one at the input to focus the beam onto the gain medium, and
one at the output to collimated one of the axes of the ampli“ed beam.

Aspherical lens Cylindrical lenses

Figure 2.5: Shaping of the output beam. The gain medium is represented in red. The beam is
astigmatic, meaning that the two axes diverge differently. The so-called fast axis is collimated
with the aspherical lens on the TA mount. The remaining axis is then collimated at the desired
size with a couple of cylindrical lenses, giving a square shape to the beam.

We achieved 85% diffraction ef“ciency and 50% coupling into the input “bre of the
cluster using this shaping method. The light from the TA is separated in three paths:
the injection of a “bre cluster, the light for the optical pumping and “nally the beam for

6Eagleyard EYP-TPA-0780-01000-3006-CMT03-0000
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the imaging probe.

Another dif“culty related to the TA is the heating of the neighbouring optics: a steady
state is reached after about 30 minutes, with water cooling.

Fibre cluster and MOT light

Previously the optical power was provided by a single slave diode, but the MOT beams
were propagating over a large distance before reaching the atoms. To improve the sta-
bility of the experiment and avoid painful alignement, we installed a Schäfter & Kirch-
hoff “bre cluster 7.

After injection into the input port, the “bre cluster splits the light in four output ports
(our MOT beams re”ect off the chip surface, such that four beams are required for the
trap rather than the usual six, see below). The coupling ef“ciency from the input “bre
to each output “bre is of the order of 80 %, and the balance of the output power in
each port can be controlled with �/ 2 plates included in the cluster. Each output “bre
is connected to 2 inch “bre outcouplers 8 installed close to the vacuum chamber, thus
minimising free propagation and sensitivity to a slight misalignement upstream. The
repump light injected in the auxilary input port is mixed into one of the output ports,
and “nally on the atoms.

Figure 2.6: Output power of the TA for different injection powers from Master 2. To reach the
nominal 1 W, the ampli“er needs to be injected with about 20 mW of power. We usually work
at 1.5 A current.

7Fibre Port Cluster FPC
860FC-0780-4-M125-54. These outcouplers include an optional�/ 4 plate built-in to directly produce

circular polarisation.
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Summary

� The laser system was almost completely upgraded for more power and sta-
bility.

� For stability, a DFB diode (whose wavelength is very stable compared to an
extended-cavity) is used for the repumping light, and an electronic control of
the wavelength of Master 2 (rather than a double-pass acousto-optical mod-
ulator like before) was implemented. So far these upgrades have proven
useful as the lasers seldom require relocking.

� Also for stability, we decided to install optical �bres for the MOT beams
(rather than free space propagation). We now hardly realign those beams,
however the price to pay is more optical power to inject the optical �bres.

� For power, we installed a TA. The MOT seems to contain more atoms than
before (although we have no quantitative measurement of atom number).

2.3 The heart of the experiment: the atom chip

Atom chips were �rst developped in the late 1990s with the idea of integrating and
miniaturising matter-wave optics: they consist in a small electronic circuit printed
on a surface, containing nanofabricated wires used to engineer magnetic potentials.
The �rst attemps were to guide atoms along macroscopic wires to trap them in sim-
ple geometries [39], and gradually with fabrication methods the wires became micro-
wires [54] and atom chips appeared along with their versatility of magnetic poten-
tials [53]. After a �rst condensate on a micro-device in 2001 [70, 115], a certain num-
ber of atom chip experiments were developped and now routinely exploit ultra-cold
atomic gases for various purposes [55]. Because the atomic cloud can be brought very
close to the microwires, large trapping frequencies can be achieved which makes them
ideal for the study of one-dimensional systems [125].

2.3.1 Chip layout and trap con�gurations

Principle of magnetic trapping

Consider a 87Rb atom in a magnetic �eld ~B . A neutral atom interacts with an external
magnetic �eld via its magnetic moment ~� m . The magnetic moment ~� m rapidly pre-
cesses around the magnetic �eld axis at angle � at the Larmor frequency ! L . The atoms
adiabatically follow changes in the magnetic potential if the �eld's direction changes
slowly compared to the Larmor frequency ! L = � m j ~B j=~ (typically 1 MHz). In these
conditions ~� m stays aligned with ~B and the potential felt by the atoms is:

V = �j ~� m j � j ~B j; (2.1)

Quantum mechanically, the energy levels of an atom with angular momentum F in
an external �eld ~B are V (mF ) = gmF � B j ~B j, mF being the component of F along the
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quantisation axis de�ned by the direction � of the �eld. The ratio mF =F replaces the
classical interpretation of scalar product ~� m � ~B = � m B cos� . Depending on the sign
of gmF , the atoms will seek maximal or minimal j ~B j. However, since a maximum of
magnetic �eld is forbidden in free space (according to Maxwell's equations), only states
with positive gmF can be trapped. The larger this product, the stronger the potential,
so we chosejF = 2; m F = 2i: with g = 1=2 in F = 2 only positive mF states can be
trapped.

Magnetic traps existed before the idea of atom chips appeared; with coils quadrupolar
or Ioffe-Pritchard traps can easily be implemented (for instance to reach condensation
[42]). However, the main advantage of trapping with microwires is that important
con�nement strengths can be achieved with reasonable currents, by bringing the atoms
close to trapping wires. The potential strength near its minimum is indeed given by the
gradient of ~B , naturally inversely proportional to the distance from the wire squared.

Loading traps: U, Z con�gurations

Several classic (U and Z) trap con�gurations and an original type of AC trap is imple-
mented with the current atom chip on our setup. The base ingredient of U and Z traps
is the wire guide, which consists of a wire and a transverse homogeneous magnetic
�eld. This produces a transverse quadrupole at a height h0 above the wire:

h0 =
� 0

2�
I 0

B0
(2.2)

(a)

Figure 2.7: Principle of the wire guide. A current I 0 �owing through an in�nite wire creates a
rotationally invariant �eld, whose intensity is inversely proportional to the distance from the
wire. By adding a perpendicular bias �eld, the �eld cancels at a certain height h0 above the
wire, and around this minimum the �eld is quadrupolar. Figure adapted from [125].

A longitudinal component can be added to ~B by bending the wire to break the trans-
lational symmetry along z. Typical shapes are so-called "U" and "Z" con�gurations.
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Whether the wire is U or Z shaped determines, with the current ”owing in the perpen-
dicular bars, if the trap is a quadrupole (with a zero magnetic “eld minimum), or an
Ioffe-Pritchard trap (with a “nite | �B | at the bottom of the trap).

x

y

z

z z0 0

z = 0

(a) U wire

z z

z = 0

0 0

(b) Z wire

Figure 2.8: Adapted from [ 125]: magnetic “eld components along the trap axis. In the U con-
“guration, the z component to the “eld cancels at the centre of the central bar, and since the
current in the side bars ”ows in opposite directions a locally quadrupolar “eld is created. In
the Z wire, with the current ”owing in the same directions in both side bars, the z component
of the magnetic “eld has a non-zero minimum.

The U wire is used to create the quadrupole “eld for the on-chip MOT, and is a 500
µm thick strip. This creates a quadrupole at a height of about 0.5 to 1 mm for a bias
“eld of a few Gauss and a current of about 5 A. The Z trap is an intermediate loading
step before the “nal modulated guide, with a wire thickness of 100 µm. The atoms are
trapped about 200 to 500 µm above the chip for currents of 3 to 5 A and a bias “elds
ranging from 10 to 40 G. The role of these two traps will be detailed in Chapter 3.

Final trap: modulated guide

The Ioffe-Pritchard already produces an elongated cloud (the aspect ratio is quite large
with � � � 1 kHz vs � z � 5 Hz). To achieve higher trapping frequencies the cloud
needs to be brought closer to the wires, which would require to further increase the
bias “eld or further reduce the current ”owing in the wire. However, to reach more
strongly interacting regimes, the linear density must be decreased (since � is inversely
proportional to 
 ). At these rather small chemical potentials the density pro“le is sen-
sitive to the roughness of the micro-fabricated wires. To overcome this issue, a new
type of trap was implemented on the experiment, initially in 2007 during J.B Trebbia•s
PhD [141,142], and in 2011 in its current form [ 3,78]. Another interesting feature of this
novel trap is the independence of longitudinal and transverse con“nements.
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Although fabrication techniques evolved to improve the quality of the wires (using
for instance evaporation instead of electrodeposition), imperfections remain, slightly
distorting the magnetic “eld lines and roughening the trap bottom by adding a noisy
longitudinal component �B z to the “eld [ 45]:

V (z) = µB (B0 + �B z) (2.3)

If the current in the wire creating �B z is reversed, the potential roughness is also re-
versed [93]. By running an AC current trough the wire, the atoms see a time-averaged
potential where the roughness is suppressed:


V (z)� = µB B0. (2.4)

In practice, the modulated guide consists of three wires connected in series (see “gure
2.9) along with a longitudinal bias “eld B0. This creates a two-dimensional quadrupole
at a certain height h0 above the wires. The three wires are equally spaced, the current
in the two outer wires is ŠI (t), and I (t) in the central wire, creating a tight trap at a
distance h0 = d/ 2 above the chip plane, where d is the distance separating the two most
distant wires (see “gure 2.9). The current is modulated at 400 kHz. Strong transverse
con“nements (up to 100 kHz in principle) can be reached for currents of the order of 1
A with h0 = 15 µm [79].

The longitudinal con“nement comes from four additional lateral wires, creating a lo-
cally harmonic trap of a few Hz. This is the “nal trap in which we take data. For the
weakly interacting regime we typically use � � = 2 kHz and � z = 6 Hz. In practice, we
use currents such that the trap is harmonic around its centre but in principle different
con“gurations like quartic traps are accessible 9.

x

y

30 µm

15 µm

(a)

x

z

(b)

Figure 2.9: Left: view of the quadrupole trap above the small wires. The “eld created by the
central wire cancels exactly the “eld created by the two outer wires where current ”ows in the
opposite direction. With the three wires in series this con“guration in easily achieved and the
position of the modulated trap is stable. Right: view of the small wires and the additional
wires for longitudinal trapping. The latter is independent of the transverse trap and can be
engineered with the four wires available.

9The possibility of a quartic trap was interesting to decrease the effect of an external potential. However
we now plan to install a Digital Micromirror Device (DMD) which could be used to create a homogeneous
optical con“nement, see the last chapter for more on this aspect.
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Choice of the modulation frequency

We recently installed a new power supply for the small wires: previously the current
was modulated at f m = 2! m =2� = 200 kHz, we now modulate at 2! m =2� = 400
kHz with a home-designed and produced power supply (courtesy Frédéric Moron).
The lower bound for f m is given by the stability condition of the trap: modulation
needs to be faster than the transverse motion at ! ? , typically in the kHz range for
weakly-interacting samples [20]. The upper bound for f m is given by the adiabaticity
condition: the atomic spin should follow the instantaneous magnetic �eld orientation
to prevent losses via spin-�ip transitions, or equivalently: 2! m � ! L . These qualitative
arguments show that modulation frequencies in the 100 kHz range are suitable.

Now consider a weak radio-frequency �eld added to the modulated trap, polarised
along ~x, like during evaporation for instance. The atomic Larmor frequency ! L is now
modulated in time, or, equivalently, the RF �eld is frequency modulated at a given po-
sition in the trap (in the rotating wave approximation, [20]). The RF �eld contains a
carrier plus sidebands at multiples of 2! m , and coupling to untrapped states are reso-
nant at positions rn which verify (b 0being the quadrupole gradient at peak current):

~! RF = � B B0 +
� B b02r 2

n

4B0
� 2n~! m (2.5)

The RF �eld is thus resonant for different trap locations with energies every 2~! m =kB .
The potential energy difference between two resonances for a 200 kHz modulation is
3 kB �K. For temperatures above this limit, resonances inside the cloud induce loss by
spin-�ip. For this reason, precooling before loading the modulated guide is necessary,
and increasing f m to 400 kHz gives more margin for loading and cooling, by increasing
the frequency window in which evaporation without hitting a resonance is possible.

New chip layout

A new chip mask was designed for compatibility with the new imaging system (see
following section for more on the new objective). On the previous chip the �nal trap
was not centered on the optical axis. The new objective installed on the experiment has
a much smaller �eld of view, the price to pay for a larger numerical aperture. For this
reason the �nal trap had to be shifted to the centre of the chip, which itself coincides
with the centre of the vacuum chamber and the optical axis.

The following �gure shows three zoom levels of the chip mask. Indeed, over the ex-
perimental sequence the idea is to gradually bring the atoms closer to the chip and trap
them in smaller volumes: from the MOT to the modulated guide, through the Z trap.

2.3.2 From the cleanroom to the vacuum chamber

A word on the fabrication

The current generation of chips on this particular experiment are Aluminium-Nitride
(AlN) based, chosen for its remarkable heat-conducting properties [4]. The wires are
deposited by evaporation on the AlN substrate, and then covered by an insulating layer
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(a) (b)

(c)

Figure 2.10: (a): Complete chip layout (2.5 x 3.5 cm), the conducting wires are shown in
white. There are eighteen connections in total, nine at each extremity (two extra connections
are required for the dispensers, adding up to the twenty connections in total on the electrical
feedthrough), several wires share connections. The U-wire (blue), Z-wire (green) and modu-
lated guide are highlighted. (b) Zoom on the central region: the U-wire, the Z-wire, and wires
for the �nal trap. (c) Close-up of the �nal trap: three so-called small wires form the modu-
lated guide used for the transverse con�nement, and four vertical wires (orange) add a slowly-
varying longitudinal con�nement. The small wires are 1.5 mm long and the �nal cloud extends
over less than 200�m in the centre of the smallwire region.

(the resist we use is BCB10). Finally, a thin layer of gold is evaporated on the surface.
This layer acts as a mirror for infrared light, and is required for the mirror MOT phase
and the imaging. Since the probe beam to image the cloud is re�ected off this mirror
the surface quality of the chip and is quite crucial, meaning that the insulating layer
should have as little defects as possible.

10Benzocyclobutene, chosen for its resistance to heat and weak surface tension for spin coating, as well
as its good planarisation properties
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Au 3 µm
10 µm

500 µm

Figure 2.11: Simpli“ed sketch of the layers of the atom chip: on the heat-conducting AlN wafer
(500µm thick), the wires are evaporated and then covered by an insulating layer of BCB and
“nally a thin mirror of gold. The chip surface has depressions where the wires lie, which is
a drawback for the quality of the images, but allows us to image the wires on the chip with
incoherent white light, when installed on the experiment. This is of great help for alignement
and focussing of the imaging system.

The fabrication is carried out by Isabelle Bouchoule and Sophie Bouchoule, with the
help of undergraduate students, at LPN cleanroom 11 and Thalès cleanroom 12, the two
institutions having different types of equipment available. During this PhD project a
new chip was installed on the experiment, with similar technology as previously but
a different layout of the wires. A new fabrication process with a Silicium-carbide base
(SiC) is currently under investigation, for better heat conductivity and a better control
of roughness (since AlN is a ceramic it is formed by micron-sized grains which vary
from one batch to another). Unfortunately this new generation of chips could not be
installed yet due to technical complications.

Typically, the chip needs to be replaced every two years. One reason is that the dis-
pensers we get our 87Rb atoms from run out, but another less controlable phenomenon
is that the surface of the chip degrades over time: the atoms stick to the surface, af-
fecting the quality of the mirror and creating a slight rough potential which cannot be
suppressed by modulating the current in the wires.

Figure 2.12: Left: image of adsorbed Rb on the surface. This reduces the quality of the mirror
as can be seen on the picture shown right.

Mounting the chip on the experiment

After fabrication is complete the chip is soldered to a gold-plated copper mount which
acts as a heat sink (see “gures2.13 and 2.14 for photographs of the mounted chip).

11Laboratoire Photonique et Nanostructures, based in Marcoussis, about 20 km from Palaiseau.
12In their research centre just accross the street from us in Palaiseau.
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Since 2010 Indium is used to solder the AlN wafer to the copper for good heat dissipa-
tion from the wires to the heat sink, which is necessary since currents up to 6 A �ow
in the micro-fabricated wires. The copper mount itself is connected to a CF40 �ange
with an electrical feedthrough. The wires which connect the electrical feedthrough to
the wires on the chip have Brass-Berylium strips, and electrical contact is done with
a PEEK 13 grating screwed down onto the strips against the terminations of the wires
on the chip. The Rubidium dispersers (two altogether) are placed on the sides of the
copper mount. They release a vapor of 87Rb when a large enough current �ows in them.

The vacuum chamber simply consists of a small cubic (7 cm) chamber, an ion getter
pump and an additional Ti sublimation pump, the complete system having a relatively
small volume ensuring ef�cient pumping and bake-out. The simplicity of the vacuum
setup is crucial since the chip needs to be replaced at least every two years (or more
frequently if a technical problem arises), but is also an advantage stemming from the
smaller size of atom chip experiments compared to standard cold atom experiments.

Summary

� Our experiment has the speci�city of using an atom chip to trap the atoms
and create one-dimensional ultracold samples.

� The atom chip is micro-fabricated in a clean room and consists in a elec-
tronic circuit which allows to engineer magnetic potentials. Several trapping
con�gurations are implemented, corresponding to different stages in the ex-
perimental sequence from the MOT phase to the �nal gas.

� The layout of the chip was adapted for compatibility with the new imaging
objective.

13Polyether Ether Ketone, a polymer with good resistance to heat.
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Dispenser

 CF40 flange + 
feedthrough

Connections

Figure 2.13: Left: chip mount with electrical feedthrough, dispensers and connections. The
copper mount is covered with gold.

Electrical 
feedthrough

Chip mount

Figure 2.14: View of the chip mount in the vacuum chamber. The chip is facing downwards
at a 45� . There are four windows altogether: one visible on the picture, one opposite this
window, one beneath the chamber and one on the left of the image. The electrical feedthrough
is connected to all the necessary current supplies. The bias coils and MOT coils were removed
for bake-out when the picture was taken. The ”ange on the left is "reentrant" for the new
imaging objective to be close enough to the atoms, as detailed in the next section.
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2.4 The imaging system

2.4.1 A new high-resolution objective

The reason for the new chip layout is the installation of a new imaging objective with
a larger numerical aperture. After a short description of its technical speci�cations, I'll
describe some further changes which had to be brought to the setup to integrate this
new objective.

Technical speci�cations

The objective was home-designed, mounted and tested by former PhD student Bess
Fang, with the help of Yvan Sortais (assistant professor at Institut d'Optique), the opti-
cal workshop (Christian Beurthe) and the mechanical workshop (André Guilbaud). It
was inspired by the objective currently in use on our neighbouring experiment "Pince"
(supervised by Vincent Josse, also part of the Atom Optics group at Institut d'Optique),
itself inspired by the objective in use on the BEC experiment in M. Oberthaler's group
in Heidelberg [116]. The lenses were manufactored by LensOptics. Details can be
found in B. Fang's PhD thesis [49] but here I will give a quick overview of its char-
acteristics for consistency.

The objective consists of three lenses mounted in a custom (and home-built in the me-
chanical workshop) tube. The choice of the curvature radii came from an optimisation
procedure with optical design software OSLO. The main dif�culty in this procedure
comes from the BK7 3 mm thick window between the lenses and the vacuum: the aber-
rations introduced by this glass cell need to compensated for.

The �nal objective was tested with performances reaching expectations (working dis-
tance is 26:5 mm): Numerical Aperture (N.A) of 0.39, point spread function radius
(PSF) 1.2�m and a �eld of view of �380 �m. Figures 2.15and 2.16(taken from [49])
summarise the testing of the objective with a pinhole.

Figure 2.15: Measured PSF on axis (left) and cuts alongx = 0 and y = 0, adapted from [49].
The measured radius of the PSF is 1.2�m. The remaining decentering coma was found to be
uniform throughout the �eld.
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Figure 2.16: Normalised peak intensities off axis (with slight decentering along x or y), and
on-axis in the vicinity of the focal point. The horizontal dashed line corresponds to the PSF
intensity reduced by 20%. The imaging is close to diffraction limited up to 350�m off-axis, and
the longitudinal working distance is around �200 �m.

2.4.2 Required changes to the setup

Vacuum system

To achieve a higher numerical aperture, the objective needs to be brought closer to the
atoms. For this purpose a reentrant �ange with an indium seal replaced a standard CF
�ange with a window. The objective mount is then installed inside the reentrant �ange
and the distance between the objective and the atoms is greatly reduced. The �ange is
vacuum tight by the sole pressure difference between atmospheric pressure and UHV.
Before installation on the vacuum chamber, the indium wire is pressed between the
window and the edge of the �ange, and mechanically held by screws. After installing
on the vacuum chamber, bake-out can be carried out as usual and once the pressure
is low enough the mechanical mount maintaining the window and the seal can be re-
moved.

Figure 2.17: View of the reetrant �ange along with the mechanical system (a tube screwed on
the �ange) which initially presses the window against the indium wire. After bake-out, the
tube is removed and replaced by the objective.
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Lens

Flange CF40

Windo w

Lens holder

Figure 2.18: Sketch of the vacuum system, with the objective inside the reentrant ”ange (left).
Technical drawing of the reentrant ”ange (right). The lens holder is designed to be on a trans-
lation stage.

The new vacuum seal requires some caution during bake-out: since indium melts
around 140 	 C we decided to heat the chamber only up to about 110 	 C, so that the
chamber had to be kept hot for longer than before to achieve similar pressures (about
4.10Š 11 mbar). In fact during our “rst bake-out attempt with the new seal a small leak
appeared after some time, limiting the pressure in the chamber to 3.10Š 10 mbar.

Optical system

The tube containing the objective is “xed on a translation stage, for precise focussing on
the atoms. Because of the large numerical aperture of the objective, it strongly focusses
the MOT beam re”ecting off the chip (see “gure 2.19). To recover a reasonable beam
diameter at the position of the MOT, an achromat doublet is added on the optical path
just before the objective, inside the magnetic shielding. However, this lens should not
be used to image the atoms since the ideal imaging con“guration ( i.e diffraction lim-
ited) is the in“nite-conjugate con“guration through the objective. For this reason, we
placed the "MOT" lens on a vertical translation stage to remove the lens from the opti-
cal path during imaging. Since this lens needs to be very close to the objective, we had
no choice but to place the translation stage inside the magnetic shield. The translation
stage we purchased14 works with piezoelectric crystals: successive stick-slips translates
the device over macroscopic distances, in our case almost 10 cm, in times of the order
of a second. It was crucial that the translation stage wouldn•t work with conventional
(magnetic) motors.

The complete translation mount is “xed on the ion pump by a large cylinder tightly
maintained by two screws on the base (visible at the top of the photograph “gure 2.19.
We gradually found that the repetitive movement of the translation stage makes the
large ring move downwards, affecting the alignement of the MOT, so that current me-
chanical mount is slightly different than what is presented here. In the following chap-
ter, the testing of the objective on the atom cloud will be presented along with the
experimental sequence and measurement methods available to us.

14SmarAct series, sold by Trioptics in France
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Magnetic shield

Translating MOT lens

Figure 2.19: Left: photograph of the lens on the translation stage. Usually this part of the setup
is inside the magnetic shield, which lead to important space constraints when conceiving the
optical system. Right: sketch of the side view of the MOT lens and the vacuum chamber. The
translation stage removes the additional lens for the imaging. The thick beam represents the
MOT light, coming from the left side.

Summary

€ A new more performant objective was installed on the experiment. This re-
quired some adapting of the experimental setup.

€ The vacuum system was modi“ed with the use of a reentrant ”ange and an
Indium seal, to bring the objective closer to the atoms.

€ The optics for the MOT was also adapted: for a collimated MOT beam an
additional lens is required, but only for the MOT phase. The lens is “xed
onto a vertical stage and removed from the path of probe beam during the
imaging phase.





CHAPTER 3

Producing, probing and understanding the one-dimensional
Bose gas

In this chapter I introduce in more detail the experimental sequence, the imaging of the
�nal atomic cloud and the measurement tools available.

3.1 Producing: the experimental cycle

To produce a highly-degenerate ultracold cloud starting from an atomic vapour at
room temperature, a certain number of steps are implemented. The synchronisation
of the events is controlled by a home-made sequencer (introduced section 3.1.1). I then
describe the stages of the experiment up to the loading of the �nal trap and �nally
detail the characteristics of this modulated guide, the �nal trap used for the study of
one-dimensional (1D) Bose gas.

3.1.1 The sequencer: computer-experiment interface

Since the ultracold gas is destroyed after imaging (we employ a destructive absorption
imaging technique), the sample needs to be produced anew in identical experimental
conditions many times for statistics and pertinent measurements. The synchronisation
of all events in the experimental sequence is assured by a home-made (by electrical
engineer André Villing) "sequenceur" which receives instructions from a Matlab pro-
gramme and, in turn, sends signals to all power supplies and electronics on the exper-
iment. This home-made interface contains a certain number of TTL and analog (ramp)
cards, as well as a Direct Digital Synthesizer (DDS) for the additional RF �eld employed
during the evaporation phases. The sequencer and the related code were developed in
the very �rst stages of the Atom Chip experiment, and details on the architecture can be
found in [44]. The structure nowadays is essentially identical, except many upgrades
have been brought to accompany the increasing complexity of the setup.

The upgrades brought during my doctoral project are essentially of two types. Firstly,
the number of output channels per digital card was increased from 8 to 16, and sim-
ilarly the number of output channels on the analog cards was upgraded from 4 to 8.
Secondly, the maximal number of points (or bytes) to program the cards was increased
from 32 to 256, allowing to program more complicated ramps throughout the sequence.
These hardware changes implied some changes in the programme also.

45
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Figure 3.1: Con“guration of the MOT beams. The vacuum chamber (a cube) contains four
optical accesses: one beneath the cube, two facing each other perpendicular to the page plane
and “nally the objective (on the left on this sketch). The 45 � angle of the chip allows to have
the beams parallel or perpendicular to the optical table rather than at a more awkward angle.

3.1.2 Towards loading the “nal trap

External and on chip MOT

At the very beginning of the sequence, a vapour of 87Rb is released from the dispensers.
From this room-temperature vapour atoms are captured by an external magneto-optical
trap (MOT). In this initial trap, the magnetic “elds are produced by external coils as op-
posed to “elds created by on-chip wires. The 9 A current in the anti-Helmholtz coils
produces a 30 G/cm “eld gradient, creating a trap when combined with circularly po-
larised laser beams detuned15MHz below the

�
�5S1/ 2, F = 2

�
to

�
�5P3/ 2, F � = 3

�
transi-

tion. The speci“city of this MOT is that the beams re”ect off the chip surface, such that
only four of them are necessary to trap the atoms (“gure 3.1). The few 108 atoms in
the cloud are cooled down to a temperature of about 200µK, a few mm away from the
chip. This initial step of the experiment proved crucial for all the following steps in the
sequence. Indeed, with the 2" “bre outcouplers the MOT beams are signi“cantly larger
than before, greatly increasing the capture volume of the trap. We also have more opti-
cal power available. Although we have no quantitative measurement of the number of
atoms in the MOT, its size increased after the upgrades brought to the experiment, and
this lead to an apparent increase of the number of atoms in the next steps too.

The atoms are then transferred to a second MOT where the quadrupolar “eld is now
created by the U wire on the chip with an additional bias “eld as explained in Chapter
2. The atoms are captured from the external MOT with a large current ( 5 A) in the
U wire, and by compressing the trap (lowering the current in the wire down to 2 A
and increasing the bias “eld) the atoms are brought 500µm from the trap surface. The
number of atoms in this second MOT phase is of the order of several 107.

Optical Molasses and pumping

The temperature achieved with the MOT is not low enough to directly load a magnetic
trap. An additional molasses phase where sub-Doppler cooling occurs cools the atoms
down to temperatures low enough for subsequent magnetic trapping. By ramping the
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Figure 3.2: Screenshot of the compressed Z trap. The pixels are scaled such that the cloud is
more elongated than it appears. The colour bar gives the optical density and reveals the high
density of the gas. This image was taken with a pixel size of the order of 8 �m, much larger
than the ultimate pixel size used to image the �nal samples, because the cloud extends over
several mm.

detuning of the light down to far red-detuned values (about �80 MHz) the cloud is
cooled down to several tens of �K. After this phase the atoms are to be transferred
into a purely magnetic trap. However, they are equally distributed in the �ve Zeeman
sublevels of the F = 2 hyper�ne state. Since we chose to trap the mF = 2 sublevel,
we optically pump the atoms into this Zeeman substate. A circularly polarised beam
(along the quantisation axis) addresses theF = 2 ! F 0 = 2 transition in a few hundred
�s long pulse, during which the number of atoms captured in the trap increases by a
factor of about 3 1.

Z trap and ACDC trap

After the molasses phase light is no longer used to trap the atoms. They are transferred
into a magnetic trap produced by the Z-shaped wire on the surface on the chip (along
with a homogeneous bias �eld). The � 107 atoms of the molasses are almost entirely
transferred to a �rst Z trap con�guration, 500�m from the chip. This �rst deep Z trap
(600 �K deep) is created with a maximal current of 6 A and a relatively low bias �eld
of 13 G. With a decrease of the current �owing in the Z wire and and increase of the
bias �eld, the trap is transversely compressed and the height of the trap is decreased to
150�K, with a corresponding current of 3 A and a bias �eld of 40 G. The compressed
Z trap is very elongated in shape, the transverse frequency being of the order of 3 kHz
compared to a longitudinal frequency of a few Hz.

A �rst RF-induced evaporation stage cools the cloud in the compressed Z trap down to
a few �K with a remaining 3:105 atoms. The AC trap is then switched on and superim-
posed with the Z trap (to create the so-called ACDC trap 2). By matching the positions
of the Z trap and AC trap, and then lowering the DC potential, about 105 atoms are

1In principle since there are �ve sublevels we should gain a factor �ve but in practice the con�guration
which optimises atom number later corresponds to a factor 3 of increase.

2The atoms are on the highway to degeneracy



48 Chapter 3. Producing, probing and understanding the one-dimensional Bose gas

Figure 3.3: Illustration of "catching". The initial and “nal trap is the loose con“nement repre-
sented in black. When the cloud•s centre of mass oscillations brings the atoms to the far right,
the potential is quickly changed to the tighter and displaced red one. The cloud continues to
oscillate in this second potential and when it reaches the oscillation maximum on the far left,
we switch the potential back to the initial black con“guration and the cloud falls, at rest, into
the “nal trap.

“nally loaded into the pure AC trap, also referred to as the modulated guide. The pre-
liminary evaporation stage is necessary: because of the modulation of the magnetic
“eld the evaporation window available is very small (see Chapter 2 for more on this).

3.1.3 The “nal trap

Loading method

A total of 105 atoms are “nally loaded into the modulated guide. This “nal loading
stage is quite delicate since any stray homogeneous “elds will displace the centre of
the trap, creating a strong force on the atoms and heating the cloud [ 78]. Especially in
the last steps of the ramp decreasing the current in the Z wire and the bias “elds, the
slightest remaining homogeneous components tend to excite oscillations of the cloud.
To prevent this, we implement a "catching" scheme, illustrated “gure 3.3. After iden-
tifying the center and frequency of the centre of mass oscillations appearing when the
DC trap is switched off, the longitudinal trap is quickly turned tighter and displaced,
such that the new maximum of oscillation (where the cloud is at rest) coincides with
the previous centre of the looser trap. When the cloud reaches this position the longi-
tudinal trap is quickly switched back to its original con“guration, and the atoms fall, at
rest, in the centre. This is possible thanks to the decoupled longitudinal and transverse
con“nements of the AC trap: the scheme can easily be implemented by controlling the
current in the lateral wires which produce the longitudinal con“nement.

After the catching scheme, a second evaporation stage cools the atoms to a “nal tem-
perature in the 100nK range, with an atom number ranging from 103 to 104 depending
on the desired experimental con“guration. For transverse trapping frequencies around
a few kHz corresponding to weak effective coupling constants (see below), we can ac-
cess the ideal Bose gas regime, as well as deeply quasi-condensed gases, and explore
the broad crossover between these two asymptotic phases.

The experiment has proven to be quite stable so far: the number of atoms loaded in
the AC trap varies from one shot to another by 10 %. However, optimisation and read-
justements of loading parameters are required because of long-term drifts.
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Characteristics: trapping frequencies

After loading the “nal trap, we can turn to its characterisation and in particular the
measurement of the longitudinal and transverse trapping frequencies.

The longitudinal con“nement is provided by the lateral wires (baptised "d", "d•" and
"D", "D•" wires), which are perpendicular to the modulated guide on the chip. We have
four wires available, so that in principle one can engineer traps that take the form of
any arbitrary fourth-order polynomial. Except for measurements in momentum space
where the trap is required to be as harmonic as possible, we only use two wires to
create a locally harmonic con“nement. Indeed, the “nal cloud extends over maximum
200 µm, whereas the lateral wires are separated by a distance of 3 mm, leaving some
margin for the range over which the trap can be considered harmonic. A typical slowly-
varying trap is achieved with a current of 0.4 A in the D, D• wires and a longitudinal
�B = 1 G. By measuring center of mass oscillations (triggered by a kick in the longitu-
dinal potential), we get 8.6 Hz.

Figure 3.4: Left: reminder of the position of the wires providing the longitudinal con“nement.
Right: center of mass oscillations in the trap. A “t gives a longitudinal trapping frequency
� z / 2� = 8 .6 Hz.

The transverse con“nement is provided by the modulated guide: three parallel wires
with alternating current at 400kHz ”owing through them. To access the transverse fre-
quency experimentally, several methods are available. One can do parametric heating,
where the idea is to modulate the transverse trapping frequency. For modulation fre-
quencies verifying f mod = 2 f � ,AC /n with n integer, parametric resonances will result
in a sharp dip in atom number. Experimentally, we observe such a dip at a frequency
f � = 8 .7 kHz (“gure 3.5).

The measured trapping frequencies are important in the characteristion of the ultra-
cold samples: they will be used later for thermometry. The longitudinal frequency is
required to “t the longitudinal density pro“le with an equation of state in the local den-
sity approximation while the transverse frequency directly gives the effective coupling
constant g1D = 2aS� � � (with aS the s-wave scattering length).
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Figure 3.5: Parametric heating of the cloud to measure the transverse con“nement: a clear dip
in a atom number appears around 4.35 kHz.

Summary

€ The “rst steps of trapping and cooling are the now classic MOT and molasses
phase. The atoms are gradually cooled and brought closer to the chip surface
to then be con“ned in on-chip magnetic traps.

€ However at this stage they are not yet cold enough to be loaded in the “nal
modulated guide. For this reason we “rst compress (to bring the atoms yet
closer to the surface) and cool the atoms by RF-induced evaporation in the
so-called Z trap.

€ Finally, when the atoms are at a temperature of a few µK and about 10 µm
from the chip surface, they are loaded in the AC trap (or modulated guide).

€ In this trap, after a second cooling phase the 1D Bose gas reaches quantum
degeneracy. The high transverse trapping frequency (about 4 kHz) ensures
the sample is 1D.

3.2 Probing: absorption imaging

Now that we presented the protocol to produce the ultracold 1D Bose gas, in this sec-
tion I will present the method used to image the produced cloud: absorption imaging.
This technique is very common in the cold atom community [ 86] and presents better
signal over noise when the resolution of the imaging system is improved, which I will
discuss after presenting the general method. I will then present the very “rst images
of the cloud made with the new objective, to discuss calibration of atom number and
optical resolution.
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3.2.1 Principle

After conducting the desired experiment (produce a cloud at equilibrium, or excite the
cloud in any manner and then letting the system evolve), the integrated two-dimensional
density distribution is recorded by shining a resonant laser beam onto the atomic cloud,
and measuring the absorption pro�le on a CCD camera after being re�ected off the
chip surface (�gure 3.6). In other words, the less photons collected locally, the more
important the local optical density.The decrease of intensity along the line of sight is,
according to the Beer-Lambert law:

dI
dz

= ��(x; y; z )� (I )dz: (3.1)

� (I ) is the absorption cross-section, in general dependent on the probe intensity I , and
� the three-dimensional density. If the interparticle distance becomes of the order of the
probe wavelength, this expression no longer holds as non-trivial reabsorption events
effectively reduce the absorption signal.

The absorption cross-section � (I ) not only depends on the probe beam intensity, but
also on the atomic level structure, and a possible Zeeman effect which shifts the levels
and the polarisation of the probe beam. For a two-level atom (in our case jF = 2 ; mF = 2i
and jF 0 = 3 ; mF 0 = 3i, addressed with � + light), the absorption cross-section takes the
form

� (I ) =
� 0

1 + I=I sat
; (3.2)

where

� 0 =
3� 2

2�
(3.3)

is the low-intensity cross-section and the saturation intensity reads

I sat = �
~!
2� 0

: (3.4)

� = 2� � 5:7 MHz is the natural linewidth of the considered transition. In general, the
cross-section is not straightforward to determine and in principle one must solve the
optical Bloch equations describing the light-matter interactions [78]. In an approximate
model [126] corrections including effects of a more complex level structure, an external
magnetic �eld and arbitrary polarisation of light, deviations from above expressions
are included in a dimensionless parameter � :

� ef f =
�� 0

1 + I=I sat
: (3.5)

In addition, on our setup the cloud in so close to the chip that it sees both direct and re-
�ected light with different polarisations. We determine this parameter experimentally.
To account for deviations from the Beer-Lambert law in the case of dense clouds, we
also implement a scheme which will be detailed in the relevant sections below (3.2.3
and 3.3.1).
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Figure 3.6: Example of an image. Its re”ection in the chip surface (which acts as a mirror for
the imaging probe) is also visible. The colour bar shows optical density.

x 10CCD 

Figure 3.7: After the light crosses the atomic cloud the photons are collected on a Charged Cou-
pled Device (CCD) camera. The image is formed at a distance f � from the achromat doublet.
The camera and doublet are mounted on translation which in principle allow for different imag-
ing con“gurations. For instance, a smaller magni“cation (corresponding to a smaller f �

doublet )
is useful to image the optical molasses, in which case we adjust the position of the camera.

The complete imaging system consists of the previously described imaging objective
(Chapter 2), and a doublet, which sends the image of the cloud on a CCD. For in situ
imaging, the cloud is at the focal point of the objective and we image in in“nite con-
jugation. However, we also take images after a time-of-”ight where the cloud is no
longer at the focal point of the objective. This imaging con“guration is less performant,
this is considered section 3.3.2. The working distance of the objective being 20.5 mm,
with f �

doublet = 250 mm the pixel size in the imaging plane is � z = 1 .8 µm.

Since the imaging probe re”ects off the chip surface a good surface quality is crucial for
clean imaging. The probe beam is in fact an imaging sheet to match the very elongated
shape of the imaged cloud and ensure a relatively homogeneous intensity over the
sample.

3.2.2 Improving the SNR

The motivation for replacing the imaging objective was the improvement of the signal
over noise ratio (SNR) of our absorption imaging. The resolution of the optical system
is max(�, � z), � being the radius of the point spread function (PSF, the response of the
optical system when imaging a point).
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