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Chapterl

General Introduction






Introduction Géneérale(in French)

'PYHORSSHU XQ QRXYHO RXWLO DQDO\WLTXH SRXU O¢YD
organométalliques plus efficaces représente un défi majeur aux applications trées nombreuses.
Pendant longtemps, legprocédés en catalyse organométalliqgue homogene étaient
essentiellement basés sur les colteux métaux dibles» tels que le platine, le palladium et

le rhodium. Ces métaux sont non seulement difficiles & obtenir en raison de leur faible
abondance, malsur approvisionnement ne peut étre garanti a moyen terme. Leur production

a partir de minerais pose de graves problemes écologiques et leur prix varie énormément. ||

est donc tres important pour l'industrie chimique de pouvoir remplacer ces métaus par de
métaux «communs» plus abondants et plus facilement accessibles tels que le zinc, le fer ou

OH FREDOW 'fXQH PDQLqUH SOXV JpQpUD Qéttes®pduldp YHOR S
catalyse, comme [l'utilisation de la lumiere visible en photocatalgst fortement

recommandé.

Les exceptionnelles performances obtenues en catalyse avec les métaux nobles résultent de la
QDWXUH GH OHXU pWDWV GYR[\GDWLRQ SUplpUHQW,LHOV T
Rh()/Rh () HWF« /HVYWSNXYR FKLPLTXHV GH IRUPDWLRQ RX G
impliquant deux électrons, ces métaux sont donc particulierement bien adaptés pour catalyser

la formation et la rupture des liaisons. Les métaux communs, appartenant a la premiere ligne
des métaux H WUDQVLWLRQ GDQV OH WDEOHDX SpULRGLTXH R
SUpPIPUHQWLHOV TXL GLIIQUHQW GIXQGEo WIHXOH (INQLWp )l
Contrairement aux métaux nobles, ces métaux de transition ne peuvent pas faciliter des
processus classiques a deux électrons, a moins qu'un deuxieme site ne soit prévu pour stocker
ou donner un second électron. Des recherches récentes ont montré que des ligands « non

innocents », tels que les ligands bis(imino)pyridineisterpyridines, pewent accepter ce



second électron, et ces ligands ont été utilisés dans diverses réactions catalysées par des
complexes & base de fer ou de cob@les systémemoléculairent été étudiés emétailspar

un large éventail de techniques, mais leur instébilen solution et leur trés faible
FRQFHQWUDWLRQ GH VXUFURLW DX VHLQ GTXQ PpODQJH F
sont potentiellement présents, rend extrémement difficile leur étude et leur caractérisation a
ODLGH GH QRPE UH XnnteMalds telds Que TaxrésonandeSmagnétique nucléaire
(RMN), la résonance paramagnétique électronique (RPE) ou la diffraction des rayons X. Cela
signifie que la nature précise d'une grande partie de ces intermédiaires reste encore mal
connue. Par exemgl l'implication d'états électroniques qudégénérés dans l'un des
systemes les plus importants en catalyse au fer, le complexe [Fe(bis(imino)pyridine)], rend

difficile la détermination de sa structure électronfque

Les techniques de dissociation paptcae d'électrons (ECD) et par transfert d'électrons (ETD)
VRQW OHV PpWKRGHYV OHV SOXV XWLOLVpHVY SDUPL OTHQVH
de masse et regroupées sous le terme génériqgue de méthodes de dissociation activée par des
électrong ExD). Ce sont des techniques de fragmentation récentes qui ont montré un trés fort
potentiel pour 'analyse de peptides ou de protéir&s.ECD et ETD, un polycation est
SDUWLHOOHPHQW UpGXLW SDU XQ pOHFWURQ FYHVW j
électronique est a couche fermée est transformée en un intermédiaire cationique a couche

ouverte, ce dernier subissant une fragmentation.

Le (ou les) mécanisme(s) exact(s) impliqué(s) dans un tel processus est(sont) encore source de
nombreuseguestions et discussions dans la littérature, et une meilleure compréhension de ces
PpFDQLVPHY V{DYqUH QpFHVVDLUH SRXU XWLOLVHU DX PL

application$ Une des principales questions non encore résolue est de connaitre le s

4



G{DWWDFKHPHQW GH O pOHFWURQ DMRXWp FH TXL SHUPI
fragments observés. Une autre question est liee a la question précédeitpossble
GIREWHQLU XQH GHVFULSWLRQ DSSUR Stdictprd élddtvgnigh® XQ W FE

de ces cations radicaux & partir des méthodes actuelles de chimie thébrique ?

ID TXHVWLRQ IRQGDPHQWDOH GX VLWH GH UpVLGHQFH GF
réduction électronique se pose non seulement pour les protélasgpeptides (les molécules
étudiées le plus fréquemment par les technigues ExD), mais aussi pour les complexes
organomeétalliques. Pour ces composés, I'électron ajouté peut étre sur le centre métallique, sur
un ligand ou un groupe chimique spécifique digand, ou bien il peut également étre partagé

entre ces différents sites. Cette question fondamentale peut avoir des implications importantes
dans le sens ou la connaissance et la compréhension précise de la structure électronique des
espéces chimiques leng d'un processus catalytique facilitent son amélioration, permettant
ainsi une conception rationnelle de nouveaux ligands et de nouveaux COMpPOSEés
organométalliques possédant les propriétés structurales et électroniques adaptées. Ceci est tout
particulierement approprié pour les complexes organométalliques possédant des ligands non
innocents. En effet, la capacité des ligands-inooncents (ou ligands redox) a piéger et/ou a
fournir un ou des électrons au centre métallique des complexes organométddigues
confére un intérét chimique incontestable, et ce type de complexes a démontré sa pertinence
dans le développement de nouvelles méthodologies de synthése. Ceci est parfaitement illustré
par les complexes de métaux de base tels que Fe ou Cu, contplesest alors bien adaptés

pour participer a des procédés catalytiques pour lesquels deux électrons sont nécessaires, ceci
étant rendu possible par la participation rédox de leurs ligdmitsur de tels procédés, il est

donc fondamental de comprendreskaucture électronique du complexe mdigdnd pour

donner un apercu de leur activité catalytique.



Dans ce contexte, notre travail a consisté a développer une nouvelle méthode analytique pour

les complexes organométalliques permettani)der¢duire de complexes organométalliques

réduits en phase gazeuse, @) €aractériser leur structure électronique en combinant
DSSURFKHV H[SPpULPHQWDOHYVY HW WKpRULTXHV /TREMHFW
méthode notamment pour distinguer entre la rédnalu métal et la réduction des ligands

pendant le processus catalytique.

Apres cette introduction générale (chapitre 1), le chapitre 1l décrit le fond méthodologique et
théorique utilisé dans le cadre de cette these. Cela concerne les instrumentseaiquéxim

ainsi que les méthodes de calcul.

Le chapitre 1ll traite de la formation d'ions a charges multiples en phase gazeuse et de leur
UpGXFWLRQ pOHFWURQLTXH DYHF OHV PpWKRGHV GIDFW

dissociation par capture d'électsogt la dissociation par transfert d'électrons.

/IH TXDWULqPH FKDSLWUH H[SORUH OYDSWLWXGH GHV Pp
nombreuses fonctionnelles développées dans le cadre de la théorie de la fonctionnelle de la
densité (DFT), a déterminer $dructure électronique de composés organométalliques réduites

formés dans le chapitre précédent.

Dans le chapitre V, nous avons évalué la précision des fonctionnelles de la DFT, et en
particulier les fonctionnelles hybrides a séparation de portée qubrderévélées tres
pertinentes pour décrire la structure électronique au chapitre 1V, pour reproduire les spectres

infrarouges. Nous avons de plus déterminé et quantifié leur marge d'erreur.

Dans le dernier chapitre (chapitre VI), a l'aide des connaissaumsnulées dans les
chapitres précédents, nous avons détaillé la caractérisation de onze complexes radicalaires de

zinc et de ruthénium en combinant les approches expérimentales et théoriques.
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General Introduction (in English)

Developing a new analytical tool fowilding efficient catalysts with transition metals
that has immense potential of applications throughout the homogeneous catalysis is a relevant
but challenging task. For a long time, reported processes in homogeneous organometallic
catalysis were exclugely based on using the expensive precious metals such as platinum,
palladium and rhodium. These metals are not only difficult to obtain due to their low
abundance, but also their supplies will probably be exhausted in the medium term. Their
production fran ores is environmentally catastrophic and their price varies wildly. Therefore,
it is very important for the chemical industry to replace these expensive metals with more
DEXQGDQW DQG HDVLO\ REWDLQHG EDVH" PHWé&eea VXFK I
way, developing greener approaches for catalysis, such as the use of visible light in

photocatalysis, is highly recommended.

The exceptional catalytic competence of the precious metals arises from the nature of their
preferred oxidation states, whi generally are separated by two electrons (Pd(0)/Pd(ll);
Rh()/Rh(IIl); etc). As the bonanaking and breaking processes involved two electrons, these
metals are uniquely well adapted to catalyze bonds formation and cleavage. The base metals,
from the first row elements, which should ideally replace the precious metals, have preferred
oxidation levels that are separated by only one electron such as (Fe(ll)/Fe(lll) and
Co(ID/Co(lll)). Unlike noble metals, these transition metals cannot easily supporicalass
two-electron processes unless a second site is provided for storing or delivering an electron.
SHFHQW UHVHDUFK KO\Q YRKREZQWW KOW DIIRQ VXPKan®V ELV I
terpyridines® can accept this second electron and these ligandsbeaveused to assist iron

and cobalt centers in various catalytic reactibnsThese systems have been studied
extensively by a wide range of techniques, but their instabilities in solution, their often low

concentration in mixture, their complexities and the eleetaparated nature of their
9



intermediates rule out analysis notybly diamagnetidriendly techniques such as NMR, but

also by other techniques such asa¥ analysis and EPR. It means that the precise nature of
many of the catalytic species or intermediate remains in doubt. For instance, the involvement
of neardegeneate electronic states in one of the most important [Fe(bis(imino)pyridine)]
systems make the determination of the electronics of the system particularly difficult to

delineate’

The Electron Capture and Electron Transfer Dissociation (ECD/ETD) technicudseanost
used methods among the Electron activated Dissociation (ExD) techniques in mass
spectrometry. They provide new fragmentation techniques that have shown a profound
potential for the analysis of peptides or protéils ECD and ETD, a multiplyliarged cation
is partially reduced by receiving an electron, thereby going from a efdsdddspecies to an

intermediate catiomadical that undergoes fragmentation.

The exact mechanism(s) implicated in such a process are still a matter oflesctivgsion and

a better understanding of them is required to expertise their applicaresmain issue is to

know the location of the added electron in order to be able to answer the question of the
nature of the observed fragments. Another issueaseeto this former question: how can a
proper and timefficient description of the electronic structure of such radical cations be

obtained from theoretical chemistry methods ?

The fundamental question of the residence site of an added electronlécteoné reduction
process arises not only for proteins and peptides (the molecules most frequently studied by
ExD techniques), but also for organometallic complexes. For these compounds, the added

electron can be on metal, on a ligand or a specific atargroup of a ligand or it can also be

10



shared by multiple ligands or between ligands and metal. This fundamental question may have
important implications in the sense that the knowledge and understanding of the electronic
structure of the species alongcatalytic process facilitate its improvement by a rational
design of new ligands and organometallic compounds able to tune the reactive properties.
This is particularly true for organometallic complexes with-imorocent ligands. The ability

of noninnocert (or redox) ligands to delocalize and/or provide electrons to the metal center of
organometallic complexes confers them an undisputable chemical interest, and they have
provedtheir valuablesin the development of novel synthetic methodologies. Thigiscgally

well exemplified in the way that typical base metals, like Fe or Cu, can be adapted to
participate in catalytic processes for which two electrons are required by means of a redox
participation from their ligandS. For such processes, it is thusiamental to understand the
electronic structure of the medgdand complex to provide insights into their catalytic

activity.'!

From this background, wevorked todevelop anew analytical methodor organometallic
complexes, that is (i) to produce electr@duced organometallic complexes in the gas phase,
and (ii) to characterize their electronic structure with combined experimental and theoretical
techniques. This will allow setting up a novel method to distinguish between metal reduction

and ligand redction during catalytic process.

After this introduction (Chapter I), Chapter Il is used to describe the methodological and
theoretical background used along this thesis. This concerns experimental instruments as well

as computational methods.

Chapter 1l eeals with formation of multiphcharged ions in the gas phase and their electronic
reduction with electron activated methods such as electron capture dissociation and electron

transfer dissociation.

11



The fourth chapter explores the ability of calculatiarsng various density functional theory
methods, to determine electronic structure of typical reduced organometallic metal species

formed in the previous chapter.

In chapter V, we assessed the ability of DFT functionals, in particular-sepgeated hyi
functionals which seems to perform well for the electronic structure as observed in chapter IV,
to properly reproduce the infrared spectra, and we have established and quantified their error

margin.

In the final chapter VIusing knowledge accumulated previous chaptersye detailed the
characterization of opeshell radical species with eleven specific examples of zinc and

ruthenium complexes.

12
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Part A: Experimental Methodology

[1A.1. Introduction

In this chapter, we described the theoretical background of computational calculations,
methodology and instruments used for performing the IR spectroscopy ctelasted ions.

The aim of the thesis is to pide an analytical tool for characterizing the electronic structure

of reduced metal ions in the gas phase via combination of mass spectrometry, infrared

spectroscopy and DFT calculations.

In general, the organometallic complexes have been studied eetgn®iv the purpose of
homogeneous catalysis by utilizing the expensive noble metals such as platinum, palladium

and rhodium. These metals are not only difficult to obtain with their abundance, but also their
supplies will probably be exhausted in the mediterm. Their production from ores is
environmentally catastrophicTherefore, for past few years, it has been a keen interest to
UHSODFH WKHVH H[SHQVLYH PHWDOV ZLWK PRUH DEXQGDQ!

zinc, iron or cobalt.

However,the utilization of these "base" metals in catalysis requires high redox properties of
the ligands. Nevertheless, the experimental methods such as NMR, EPR, cyclic voltammetry
and UV/Vis spectroscopy could not provide sufficient information in the solptiase at the
molecular level. However, it is also very difficult to analyze when a species presents in the
mixture of ions, having low concentrated solution and/or ion is unstable. Focused on this
prospect, we aimed to develop an analytical tool to studhsition organometallic complexes
containing norinnocent ligands in the gas phase with the combination of spectroscopic

techniques and computational calculations.
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Experimentally, the idea is to selectively isolate the ions of interest using mass spagtrom

then to reduce these ions with the available fragmentations techniques, and further to irradiate
them with infrared light. Different instrumental approaches have been developed and works
have beerreported onphotodissociation of trapped ions in raaspectrometer’ Methods

such as Linear or quadrupolar radiiequency iorAraps as well as Penning ion traps have
been used, and many recent developments have been aimed at trapping ions at low

temperature.

Particularly, the tandem mass spectrometeN WDOOHG DW &HQWUH /DVHU ,(C
(CLIO) is coupled with two tunable infrared lasers and an auxiliary l&@€&r. The first laser

is the Free Electron Laser of the CLIO and is tunable in thenfriared from ~100 to ~2000

cm™. It is routinely usé to derive IR spectra of gghase ions in the 868000 cnT range.

The second tunable infrared laser is a tabletop Optical Parametric Oscillator/Amplifier
(OPO/OPA) laser. It is efficiently tunable in the 256000 cm' nearinfrared spectral range,

which is useful for characterizing the NH and OH stretching modes, and in particular their

spectral shifts which are characteristic of hydrogen bonding motifs.

An important factor to convince people of using IR activation for analytical purpose is the
irradiaion time. When using the IR Free Electron Laser, the irradiation time is typically of the
order of few 100 ms. Tabletop laser is less powerful in comparison with the Free Electron
Lasers and the irradiation time may have to be increased up to 1s dependihg
dissociation energy threshold of the molecular ion. In this case, an auxiliarla§%D can be

used for enhancing the fragmentation yield.
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lIA.2. Tandem Mass Spectrometry

[1A.2.1. General View

Tandem mass spectrometry (MS/MS) is a powerful analytical technique used to quantify
known materials and to identify unknown compounds within a sample. The complete process
involves the conversion of the sample into gaseous ions, with or without fragimenidtich

are then characterized by their mass to charge ratios (m/z) and relative abundances.

Our experimental saips are based on two commercial tandem mass spectrometers; both of
them are equipped with an Electrospray Source lonization (ESI). Omeniest, a Bruker
SolariX is based on 9.4 Tesla at our laboratbahoratoire de Chimie Moléculaird. CM),

Ecole Polytechnique, which we used for our preliminary studies as this instrument facilitated
with electron capture dissociation (ECD) and electransfer dissociation (ETD), collision
induced dissociation (CID) fragmentation techniques. The second instrument is from
Laboratoire de Chimie PhysigeCP), Orsay, is a Bruker Apex Qe, and is based on a 7 tesla
Fourier Transform lon Cyclotron Resonan@el-ICR) mass spectrometer. This instrument
facilitated with CID and ECD techniques, and coupled with Infrared multi photon dissociation
spectroscopy (IRMPD). CLIO has practical advantages for using commercial instruments. In
the context of our work, the st important advantage is that CLIO provides a conventional
way to perform the Electron capture dissociation (ECD) of rmeakscted ions. This is
particularly important for probing the structures of fragments for example, reactive
intermediates involvedithe peptide sequencing proceBle following sections have been
covered the detailed intrinsic technical aspects of the instruments that have been used for our

research work.
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P )7A,&5 PDVV VSHEOWURPHWHU VHW

One of the mass spectrometers used during the thesis work is a hybrid 7 FTESR tahdem

PDVV VSHFWURPHWHU %UXNHU $3(; 4H W LV FDOOHG 3K
and hexapole (Qh) interface between the high pressure ion source regtbe aigh vacuum

region containing the ICR cell. The instrument is equipped with a conventional external
electrospray ionization source (ESI). A scheme of the mass spectrometer which integrates the

ICR is shown in Figure 1.1.

Figure 1.1: Schematic vieaf FT-ICR mass spectrometer (Bruker APEX Qe). The source, theiDh
(Quadrupole and hexapole), the transfer optics and the ICR cell are shown. The typical pressure of
each region is specified in mbar

The ESI source is the standard atmospheric pregsusource for the measurement of singly
charged samples such as benzodiazepines, and multiple charged samples such as proteins,
peptides, and nucleic acids. The sample solution is introduced through the nebulizer assembly
into the spray chamber, wheragtsubjected to the ESI process by means of an electrical field

between the inner chamber wall and the spray shield, and with the aid of a nebulizej).gas (N
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The heated drying gas §Nwhich flows in the opposite direction of the stream of droplets
entes in the spray chamber. Here, it's used to aid volatilization, then for the ionization, and

later to carry away any uncharged material.

The continuous flows of electrosprayed ions is guided through Qh towards the ICR where ion
manipulation takes place, atiten before ions are sequentially ejected towards a conventional
electron multiplier detector. This Qh interface consists of a linear quadrupole for mass
selection and a linear hexapole ion trap. The latter is fitted in a pressurized (riér of
Argon) cell and its purpose is fourfold. Hence, a weak abundant species from a complex
mixture can be masselected using the quadrupole, and then accumulated in the hexapole ion
trap. Secondly, the thermalization of the ions is ensured through multiple cdl&ighe ions

with the argon buffer gas. As a result, thermalized ions are injected in the high vacuum region
of the ICR celf This is important since only radioactive cooling could occur in this low
pressure region. Eventually, ionolecule reactionsan also be performed between the

trapped ions and neutral seeded in the Argon line.

The third component of the mass spectrometer is the lon Cyclotron Resonance (ICR) cell
which is located in the ultraigh vacuum part of the instrument. The pressure g ghirt is
routinely of the order of ~5.200 mbar in the instrument used. These low pressure conditions
have to be maintained in order to minimize-iaolecule collisions which would perturb the

trajectory of the ions and in turn the ion detection.

The first FTI-,&5 H[SHULPHQW zZDV SHUIRUPHG E\ &RPLVDURZ DQ(
RQ HDUOLHU GHYHOR & PShgeWhén, Ls@nificaqtimproveidents have been

made, especially in terms of resolution and mass range.

The basis of ion cyclotron nion is derived from the interaction of an ion with a spatially

uniform magnetic field. An ion of chargg and massn, moving in a magnetic fiel@, will
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experience a magnetic Lorentz force F that is perpendicular to both the direction of the ion

velocityv, and the magnetic field (Equation 1.1).

Figure 1.2. The path of a positive ion moving at a constant velocity in a magnetic field is bent into a
circle by the Lorentz magnetic force. Thdirection is defined as the vector pointing into the plane of
the page.

( = mass acceleration 1:%(;: M>x n (1.1

As a consequence of this force, the ion path will bend into a circle of radius r in the plane
perpendicular to the magnetic field (Figure 1.2). The Lorentz magnetic force is equal to the
product of the ion mass and the angular acceleration in the xy pl@R@p= R Nresulting in

Equation 1.2.

= M3 B (1.2)

By substitution of the angular velocity about thexis, i = R/ N Equation 1.2 becomes
Equation 1.3, which can be rearranged to give the equation for ion cyclotron ifigjication

ZKHUH &F LV WKH F\FORWURQ IUHTXHQF\

| #*Ne M NB (1.3)

le=— (1.4)
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Thus, the motion of the ion within an ICR is dependent only on amidrend the strength of

the magnetic field, which is kept constant for-ECR. It is independent of the initial kinetic
energy from ion formation or transfer, which means that translational focusing is not required
for precise determination ofi/z® The magnét field of FT-ICR mass spectrometer used is 7.4

Tesla, It allows for a high mass resolution which is proportional to magnetic field strength.

lon manipulation, including trapping, masslection, ejection, and maasalysis, is

essentially based on theatgtron motion. The working principle of ion detection is illustrated

in Figure 1.3. Different configurations have been proposed for the ICR cell, and the Bruker
LQILQLW\ FHOO KDV D F\OLQGULFDO VKDSH PDGHMRI WZR \
SODWHV" DQG WZR 3H[FLWDWLRQ SODWHV"™ 'XH WR WKH F\I
alternative image current can be detected on the two detection plates (Figure 1.3). For this
purpose, ions are excited to a large cyclotron orbit radius usiegamant RF excitation
YROWDJH DSSOLHG WR SH[FLWDWLRQ HOHFWURGHV"™ ,Q SUI
(RF) signal is used for the excitation over a large frequency rargen{/zrange), and a

transient image current is detected, whichaisombination of the image current of all
individual ions. Hence, the mass spectrum can be derived by Fourier transform of the image
current, as proposed by Comisarow and Marshall in dss selection in the ICR cell can

be achieved using a dedicated broadband excitation signal in order to increase the orbital
radius of all ions except for those with a given frequemafg)(range. As a resultlahe non

desired ions are neutralized on the electrodes.
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Figure 1.3: Detection and analysis of the ions in the ICR cell. The cyclotron orbit radius of the ions

FDQ EH LQFUHDVHG E\ DSSO\LQJ DQ 5) H[FLWDW L RdgpeRd@nW KH 3H[F
LPDJH FXUUHQW FDQ EH GHWHFWHG RQ WKH SGHWHFWLRQ SODW
transform methods applied on transient image current

For performing IRMPD spectroscopy, the laser beam is mildly focused and aligned along the
magnetic field axis. A detailed discussion of the-laser overlap issue is also provided, and

the beam waist is of the order of one milliméeter.

The consequence on development of commercial analytical instrumentation demonstrated that
ion-molecule reatons were not limited to FTCR-MS, but were also compatible with most
modern mass analyzers; such as, ion aiple fruadrupol€, quadrupoleTOF° and orbitrap

instruments?

lIA.3. Fragmentation Techniques:

A typical MS/MS experiment, as illustrated Figure 1.4, involves isolation of the desired
precursor ion, characterized by a spedaifiz followed by activation and dissociation into
product ions. The resulting product ions are then mass analyzed in the ICR cell. There are

many different MS/MS tdmiques that have been developed over the years and each method
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distinguished by the different modes of activation of the precursor ions and by the types of

products that are formed.

Figure 1.4: A typical MS/MS experiment involves isolation of precuss, followed by fragmentation, and detection of
fragment ions.

Searching for the most informative fragmentation patterns has led to the development of a
vast array of activation modes that offer complementary ion reactivity and dissociation
pathways. Collisional activation of ions using atoms, molecules or surfacé wédsults in
unimolecular dissociation of activated ions, still plays a key role in tandem mass
spectrometry. The discovery of electron activated dissociation methods, such as electron
capture dissociation (ECD), electron transfer dissociation (ETD) dadir@n photo
detachment dissociation (EPD) showed a significant impact, especially for structural analysis
of large biomolecules. Similarly, photon activation opened promising new frontiers in the
fragmentation of ion, owing to the ability of tightly doslled internal energy deposition and
easy implementation on commercial instruments. lon activation by photons includes slow
heating methods such as infrared multiple photon dissociation (IRMPD) and-badgk
infrared radiative dissociation (BIRD) and theds like with highenergy photos ultrgiolet

photodissociation (UVPD).
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[IA.3.1 Electron Capture Dissociation (ECD)

Electron capture dissociation (ECD) has been developed as an efficient ion fragmentation
technique in tandem mass spectrometry (MS/M8)s was first described by Zubareval
in 19982 and has proved as a valuable MS/MS fragmentation technique for biomolecular

analysis>

In the instrumentation process of ECD, the 4a&iduced multiply protonated ions for
example peptides and proteind4nH]"™ capture a lowenergy (<0.2eV) electron to produce

the oddelectron ion [M+nH{" *which is not observable. However, it has been illustrated
from literature thats odd-electron ion is accompanied by hydrogen loss, and forms [M+(n
1)H]™ 4 The mass of the reduced ion is essentially equal to that of the parent ion (differing
by the mass of an electron), with a charge that has decreased by one. Consequently, it is
essential that the precursor ions must be at least doubly charged, othervirea elgature

leads to neutral radical species which are undetectable via MS. Thus, theharding
capability of ESI makes the combination of ECD and-EBICR-MS very desirable. ECD is

a fragmentation technique and is more often used for analysis sHtraaslational
modifications of proteins. It is also preferentially used fordogvn analysis of proteins with

size no larger than 35kDa. The principal of operation is shown in Figure 1.5 below. The
electrons produced by the hollow cathode channel alseg into the ICR cell, which causes
fragmentation of the ions (already trapped in the ICR cell). We performed ECD experiment
on organometallic species with the mass spectrometers at our laboratory and at CLIO. Both of
these instruments have been faatkd with the ECD fragmentation technique. The typical
parameters of ECD in mass spectrometry at CLIO are as follows: The ECD pulse length of the

electron beam can vary from 0.2 s to 0.001s with ECD bias (ionization energy of electrons) of
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~1.03.0V. ECD lens parameter allows focusing of the electron beam and has a standard

setting of ~15.0V, and ECD heater value of1.8A.

Figure 1.5: Schematic representation of an electron injection system into an ICR cel for electron
capture dissociation experiment.

Because of the concomitant charge reduction, the sensitivity oflE&88Bd MS/MS is lower
than in traditional MS/MS. Furtherore, not all precursor ions should be allowed to capture
electrons to avoid excessive neutralization of the fragntenhe average ECD efficiency

for peptides may vary about 20 to 50%, but can be higher for prdfeins.

lIA.3.2. Electron Transfer Disscciation (ETD)

Electrontransfer dissociation (ETD) is also a method of fragmenting multiparged
gaseous macromolecules in a mass spectrometer and introduced few years later than ECD

Similar to electrorcapture dissociation, ETD induces fragmentatafnlarge, multiply
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charged cations by transferring electrons to th®min particular, ETD is more often
employed than ECD for peptide and protein structure analysis. The main reason is the
implementation of efficient ETD MS/MS on relatively affordableyust and widespread ion

trap mass spectrometers, which deliver proteowiasle performance, especially when
coupled with high resolution mass analyzers, such as Orbitrap FTMS ooftitight TOF-

MS.* In contrast, ETD has received broad commercial impleation more on Fourier
transform ion cyclotron resonance mass spectrometerdsQRTMS), which are powerful

instruments, but are more complex to use and maifftain.

We were access to perform ETD experiments only in mass spectrometer at our laboratory and
unfortunately, there is no availability of ETD technique in the mass spectrometry at CLIO,
consequently, to study them further by IR spectroscopy. In principle, The ETD ion/ion
reactions in the ESETD instrument use a single reagent species aneelgdtion anions are
generated within a chemical ionization (Cl) source mounted on the source octopole and
transferred into the collision cell. These anions interact with multiply charged cations isolated
in quadrupole, and after ETD fragmentation, the resuttingiply charged fragments and any
remaining parent ions are transferred to the lon Cyclotron Resonance (ICR) cell for detection.
As shown in Figure 1.4, both the API and CI ion sources operate simultaneously. However,
analyte and reagent ions are trangf@rconsecutively. First, the multiply charged analyte
cations are isolated and accumulated. During this period, the reagent anions from the CI
source are blocked via the gate lens. For accumulation of reagent anions in the collision cell,
the ion optics perate only partially in negativéon mode. The API source is maintained in
positive mode to ensure an undisturbed spraying process. Once reagent anions and multiply
charged cations are trapped together in a combination of RF fields, tlmmioFactionoccurs

as long as the reagent accumulation continues and for a defined reaction time. The resulting
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multiply charged fragments and any remaining parent ions are then transferred to the ICR cell

for detection.

Figure 1.6: A Schematic representation of elactron injection system into an ICR cel for electron
capture dissociation experiment.

Overall, the major applications of electron activated dissociation methods such as ECD and
ETD have been widely explored in the field of peptide and protein anaysis as the
analysis of postranslational modifications including-carboxyglutamic acid* N- and O
glycosylation???® phosphorylatiorf?®> and topdown sequencing. ECD has also been applied

to protein folding analysis. Few studies have shown their use for cationized oligosaétharide
and phosphocholiiéfragmentation, as well as for the generation of reduced cation species in
water clusters. Specifically, the utility of these fragmentation techniques have not explored
of their necessity in the organometallic chemistry, Recently, Asakawa and coworkers have
promptly used these electron dissociation methods for the description%f Gii*- ard
Zn*%-polyhistidine oligomer complexes in the absence of remote prétotrsthis view, we
motivated to use these techniques to study of electronic structure of our metal species

presented in this thesis. Indeed, these electron activated methods hkee vary efficiently

to generate radical cationic complexes from dicationic complexes.
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lIA.4. Infrared Multi -Photon Dissociation (IRMPD)

[1A.4.1. General View

The vibrational spectrum provides a wealth of structural information about an ion or a
compound, such as on the location of charge (e.g. proton), the presence or absence of

chemical moieties, its symmetry, and its hydrogen bonding interactions.

The first use of tunable lasers in combination with ion trapping approaches in mass
VSHFWURPHWU\ ZDV LQ TV -vbkerQirrdelldtBdXiénk D BhS PRriég F R
trap of a Fourier transform ion cyclotron resonance-ER) mass spectrometer with the

outptt from a linetunable CQ laser (9251085 cn').>®> Among gas discharge lasers in the
infrared, CO lasers are also useful, as they cover the 4800 cn range®.. These lasers

were employed later in elegant laser spectroscopy studies on ions by Lezvamidkers. In
WKHLU ppPHVVHQJHUYTYT WHFKQLTXH DQ LQHUygddl\wRP H J
cold complex formed in a supersonic expansion, and is detached due to the absorption of a
single infrared photoff The loss of the tag also resulin a change in mass, which is
detected by the mass analyzer. It took until the emergence of powerful and widely tunable free

electron lasers (FELs) in 2000 to see a renaissance in IRMPD spectroscopy.
lIA.4.2. Principles

Since the beginning of mass speatetry, gaphase physical chemists have continuously
showed a particular interest for the structures, energetics, and chemistry of gas phase ions.
Infrared spectroscopy has long been considered a method of choice for structural
characterization. IR abgation spectra are derived by monitoring the ratio between the

transmitted infrared light {) and incident infrared light ). Such direct absorption
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spectroscopy usually requires'i@on/cn? or higher density numbéf. Direct absorption
spectroscopy is thus impossible in a Paul or in a Penning ion trap where the maximum number
of ions is 106 ions, within a small volume (few MHmAlternatively photon absorption can be
probed by monitoring the IR induced fragmentatiothe trapped ions. It is worth to say that
dissociation threshold for typical molecular ions is of the order of li.eVan order of
magnitude larger than that of an infrared photon. One immediately sees that multiple photons
have to be absorbed in orde induce ion dissociation. This photon absorption is considered

WR SURFHHG VWHSZLVH DQG LW LV QDPHG 3, QIUD5HG O0XOW

Figure 1.3: Multiple Photon Absorption through a single IR active vibrational mode assuming that the
potential is harmonic (left) or anharmonic (right).

The energy potential associated with the vibrational pumping mode is shown in Figure 1.7.
7KLV YLEUDWLRQDO PRGH LV FDOOHG 3UHVRQDQW PRGH”™ R
pumped into the molecularon through this vibrational mode. If the energy potential
associated with this mode is assumed to be harmonic, multiple IR photons could be absorbed
consecutively. Nevertheless, due to the anharmonicity of the potential, only few photons can

be sequentiafl absorbed depending on the laser spectral width relative to the anharmonicity.

7KLV LV RIWHQ UHIHUUHG WR WKH *DQKDUPRQLF ERWWOHQ!
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Figure 1.8 illustrates the general understanding of the-cnberent multiple photon
absorption process. Assuming tha¢ thnharmonicity associated with the pumping mode is
large compared to the width of the laser, only one photon could be resonantly absorbed by the
pumping mode. Prior to the subsequent photon absorption, it is assumed that there is de
H[FLWDWLR Q the pumpirigImode and redistribution of the internal energy into the
other vibrational modes of the molecular ion. This diffusion of the energy is known as
Intramolecular Vibrational Redistribution (IVRj, and it is crucial for allowing subsequent
photon #&@sorptions. After partial or completeg( statistical redistribution of the energy) IVR,
WKH UHVRQDQW PRGH FDQ DEVRUE DQRWKHU SKRWRQ WKUI
The multiple photon absorption process can be seen as successiveinyohesg IR
absorption in the pumping mode followed by IVR. As a result, there is a stepwise increase of

the internal energy of the ion as shown in the bottom panel of Figure 1.8.

Figure 1.8: Schematic representation of the multiple photon absorptomesgs. It is assumed thas

energy raise can be understood as successive cycles involving resonant one photon absorption (red
arrows) and intramolecular vibrational energy redistribution (IVR, represented as arrows in blue).

This can be represented usi'l§ KH YLEUDWLRQDO HQHUJ\ OHYHOV RI WKH 3S)
time as in the top panel. The evolution of total energy of the ion as a function of time is given in the
bottom panel.
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The nature of the absorption of multiple IR photons has lensively discussed in the

literature in the seventi€d.Highly intense lasers were used to investigate whether the
fragmentation of neutral molecule could be isotopically selective or not. It was suggested that

the multiple photon absorption mechanisnogeeds through three steps, evolving with the

density of vibrational states. The earlier steps of the process were supposed to follow a
coherent multiphoton absorption process, and the laser peak power was shown to b# critical.

This coherent multiple a8WRUSWLRQ SURFHVV ZDV QDPHG 3,5 0XOW
(IRMPD)EI In order to make the distinction with this coherent IRMPD process, the
incohereQW ,503' SURFHVV DW SOD\ LQ RXU FDVH LV WKXV

GLVVRFLDWLRQ’

The first attempt of modeling the multiple photon absorption process by a molecular system
irradiated by an IR FEL was proposed by von Helden and cowotkéms phase mgral C60

was irradiated with the FELIX IR FEL and thermal emission of electrons was monitored. It
was observed that the excitation was much more efficient when the IR radiation was chirped
to lower frequencies during the macropulse. A model was used derstand these
phenomena. More recently, Parneix and coworkers proposed a kinetic model of the energy
absorption and distribution (IVR) during the macropulse of an IR ¥EIAll the steps
including absorption, stimulated emission, spontaneous emissiodjssatiation were taken

into account. Monte Carlo simulations of the IRMPD process relied on anharmonic potential

energy surfaces calculated using quantum chemical calculations.
lIA.4.3. IR -Free Electron Laser (FEL)

In 1976, the first paper wgsublishedthatrelated to IR Free Electron Lasers (FEL) by the
group of Smith at Stanfortl. They showed that amplification of infrared radiation of a,CO

laser could be achieved with relativistic free electrons passing through a spatially periodic
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transverse magnetifield called undulator. A year later, the same group showed that IR
photons can be generated and amplified using free electrons passing through the undulator
which was placed within an optical cavifyindeed, photon emission relies on the deviation

of the trajectory of quagkelativistic electrons. The electrons beam was tuned at 24 MeV and
an IR beam centered at 3.4Fn with a width of 0.008"n and an average power of 360 mW

was obtained. As stressed in the introduction, the electron medium is umitgesense that

it allows a wide tunability and constitutes at the same time the amplification nﬁiium.
Nowadays, the FELs under operation produce Ultra Violet and Infrared up to far IR kght. X

ray production is currently being developéd.

A schematic view of the Infrared FEL is providedFigure 1.9. The trajectory of the electron
beam is modified when it passes through the magnetic cavity or undulator, where the photon
emission occurs. The IR FEL beam is then extracted through a hole in one of the cavity
mirrors. The amplification and theoherence of the IR FEL beam is the subtle result of the
interaction or the electrons and emitted light stored in the optical cavity. The wavelength of
the IR FEL beam depends on the energy of the electrons and of the period and strength of the

magnetic feld.

Figure 1.9: Magnetic cavity of the CLIO IR FEL. Two magnetic benders (or electrostatic dipoles) are
used to direct the electron beam (in black) into the undulator and extract it towards a beam dump at
the exit of the undulator (north and south pdlesiolet and red, respectively). Under the influence of
the alternative magnetic field, the quasi relativistic electrons bundle onto a snacking path which is at
the origin of the photon emission. The interaction between the electrons and IR photavg) (yell
beams is at the origin of the IR beam amplification.
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The temporal structure of the IR FEL shown in Figure 1.10 is induced by that of the electron
beam. The CLIO laser produces trains of IR pulses, called macropulses, at 25 Hz. These
macropulses are ogposed of picosecond long pulses at 62.5 MHz. It should be noted that
two consecutive picopulses are separated by 16 nanoseconds, which is the order of magnitude
of the lifetime of excited vibrational state, typically ranges from picosecond to nano4&cond.

It is thus conceivable that there is enough time for IVR to proceed between two consecutive
pico-pulses. The efficient noncoherent multiple photon absorption process observed with IR

FEL may thus not only due to its high intensity, but also to its psisadture*®

For a given electron energy, continuous tunability can be obtained @don2Owith a
relatively constant laser power. The laser mean power is routinely higher than 1 W which
corresponds to macropulse (picopulse) energy of 40 mEBThe bandwidth of the IR FEL
strongly depends on the laser cavity length. Bandwidth e2Ql@ni* in the 8002000 cm'

range is generally used.

Figure 1.10: Temporal structure of the CLIO IR FEL at Orsay. Trains of pulses (called macropulses)
are delivered at 25 Hz as illustrated in the top of the Figure. Each individual macropulse is composed
of ~1 picesecond pulses separated by 16 nanoseconds as illustrated in the bottom of the Figure
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The operation of the FEL at CLIO started in 1991, and ctigzei+M. Ortega is the in charge

of CLIO. Presently, the CLIO FEL is mainly used for IRMPD spectroscopy. The
development towards longavelength is an important research topic. CLIO has an important
characteristic, which could be used for tplooton IRMPD experiments: there are two
independent undulators which allow for lasing simultaneously at two different wavel&hgths.
Beside the IRMPD saips, there are two others: one uses the IR FEL for Second Harmonic
Generation (SHG) experiments for probing @agsion phenomena on surfateswith
applications in Electrochemistf§. The second experimental agi couples Atomic Force
Microscopy (AFM) with IR CLIO FEL which provides another dimension to AFM. These
methods have wide range of applications mainlyhimiological systems such as bacféria

and phenomena at the soéllular level®®

In particular, free electron lasers (FELS) are uniquely placed to carry out IRMPD experiments,
given their continuous and wide tunability, as well as high spectral brgghtfie., peak
power > 10 MW). Currently, there are three free electron lasers in the world where IRMPD
experiments are routinely carried out: the Free Electron Laser for Infrared eXperiments
(FELIX) near Utrecht in the Netherlandfsthe Centre Infrarougkaser Orsay (CLIGY near

Paris in France and FERUT (Tokyo, Japan). Construction of a similar FEL is under way at

the FritzHaber Institute (Berlin, Germany). FELIX and CLIO operate as user facilities.
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[IA.5. Non-innocent ligands

[1A.5.1. General view

In catalytic system, ligand plays an important role by allowing-fimeng of reactivity and

selectivity through steric or electronic interactions all along the catalytic cycle. However, the
optimization of a catalytic system often needs deeper a@hs®ve structural modifications.

To date, a ligand mostly known as well characterized clskedl molecule that shows well

defined tasks, and in this prospect, the less defined and intriguing electronic structure of non
innocent ligands (NILs) holds pmuses as to their use in innovative organometallic
catalysis® Numerousnoninnocentligands are known at present and their numbers are
increasing each year: new types of ligands are being synthesized and already known ligands
are shown to beorrinnocent> 7KH ZRUG QQRBHQW’  ZDV LQLWLDOO\ FR]
seminal work done by JorgenS8nVWDWLQJ WKDW 30LJDQGV DUH LQQR
RILGDWLRQ VWDWHYVY RI WKH FHQWUDO DWRP WR EH GHILQH
is not. This satement clearly indicates that NILs are essential molecular scaffolds that are
capable to delocalize part of the electron density of the complexes to which they belong. The
reasons for this are the higher energy HOMO orllgng LUMO levels (excluding théone

pair that coordinates to the metal center) of these ligands as compared to those of typical
ligands, and NILs will therefore participate in electronic transfer through bonding prdcess.

This specificity can enhance the scope of redox events thaetal man perform by
overcoming the limitations imparted by its original electronic structure. Since their
introduction in the field of organometallic chemistry, NILs and complexes thereof have
attracted much attention, mainly devoted to the identificatiextensive studies, and

rationalization of their unusual electronic properfriesHowever, NILs are now emerging as
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synthetically useful and attractive scaffolds with broad and exciting perspectives as their uses

could open up the field of reactivity ofsly accessible base metals.

[1A.5.2. Structural evolution

%HIRUH ZH VWDUW WBnighbeerigawd WKW MWH QM FHVVDU\ WR LQ
terms:formal oxidation stateind physicalor spectroscopic oxidation stat&éhese two terms

are, at fist sight, very similar but not identical. Tharmal oxidation statef a given metal

LRQ LQ D PRQRQXFOHDU FRRUGLQDWLRQ FRPSRXQG LV FRP
on the metal after all ligands have been removed in their normal, «dbs#iccoriiguration +

WKDW LV ZLWK W RHarlexairplel, FhsothiaiQoxi8ddianUstateof the iron in a

neutral [Fe(acag) (acac = acetylacetonato) is +3, because when calculatindothwl

oxidation stateone removes three acac ligands as usual air ttlosedshell anionic form

leaving the charge +3 on the metal.

On the other hand, it is sometimes possible to determine the electronic configuration of the
metal in the complex directly by various spectroscopic methods. To determine the oxidation
stateof the metal in iron complexes, for example, it is usual practice to afffyM6ssbauer
spectroscopy. By knowing the electronic configuration of the metal in the complex, one can
immediately calculate the oxidation state of the metal ion. In 1969 Jérysnggested that

the oxidation state of the metal ion, which is determined from its known electronic
configuration, should be specified as thieysicalor the spectroscopic oxidation stateA
Mdossbauer spectrum recorded on [Fe(agamnfirms thephysical oxidation statef iron to

be +3%8
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Although both, theformal and thephysical oxidation statef the iron in our example

[Fe(acacy] were shown to be the same, it is not always the case. In 1966 Balch and Holm
reported the reaction of nickel chide with o-phenylenediamine in agueous ammonia
UHVXOWLQJ LQ WKH IRUPDWLRQ RI D QHXWH@EHRRFSOH[ ZL
KLFK VWUXFWXUH FRUUHVSRQGV WR WKH JLYHQ (EUXWWR'

metal in this complex ?

Let us first apply the rules for determining tf@mal oxidation statef the nickel. Two

SFODVVLFDO" VWUXFWXUHVY FDQ EH GUDZQ IRU WKLV FRPSO

StructureA comprises twm-benzoquinonediimine neutral ligands, while structBreonsists

of two o-phenylerediamido(z+ GLDQLRQV %RWK OLJDQgEeH ligddds. S QR UP I
After removing the ligands in their closstiell form, we obtain théormal oxidation statef

the nickel. For structurd, theformal oxidation statef the nickel is zero, while fortsicture

B we obtain the unusually higlbrmal oxidation state-4 (?). Certainly we can speculate that

the complex contains two types of the ligand: ambenzoquinonediimine and one
phenylenediamido(®, but several methods, including single crystaiay analysi$? confirm

that the two ligands are identical.

On the other hand, it was shown by various spectroscopic methods and DFT calculations that
the electronic configuration of nickel in [Ni§84(NH),);] and related complexes i€ dnd
consequently, thehysical oxidation statés +2°' It is important to note that thformal
oxidationstateof the nickel determined to be 0 or +4, depending on the proposed structure,
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does not agree with thghysical oxidation statbeing +2. In the xample [Ni(GH4(NH)s)]
discussed above. If the oxidation state of the nickel is +2 and two coordinated ligands are
identical, then botl-phenylenediamineéerived ligands should possess the chatijeBoth
ligands in electronic structurdsandB shown abve are in their closeshell forms, while the

+2 oxidation state of the nickel forces the two ligands to be-spel radical monoanions

(electronic structur€).

Such an electronic structure of [Nfl€4(NH),).] was proposed by Balch and Holm in 1996.

Ligands that have several, at least two, different oxidation states available at common redox
potentials are callediorrinnocent Since two redox forms of such ligands are associated
throughone electron oxidaictJ HGXFWLRQ SURFHVV RQH UHGR[ IRUP R
closedshell, and the other one is therefore ophall radical. Three redox forms of an

phenylenediamine derived ligand and their relationship are shown in scheme 1.

Scheme 1 Different redox states of tlephenylenediamine derived ligand

Instead, many coordination chemists still prefer to operate with ckisgtligands andS

back donation schemes, even when the clebedl terminology is not appropriate any more.
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'"HVSLWH RI LW WKH QXPEHU RI DUWLFOHY DUH NQFUHDVL
innocent &RPSOH[HV RI WUD @dnrinmotariipaRds AréOdD partuldy iterest

with regard to their electronic structures. Since late transition neiaisnonly have several

oxidation states available, ambiguity of oxidation state determination may arise with transition
metal coordinated to theorrinnocentligand. In this Context, It is always been a question on

what would be the electronic structurenoétal complexes with nemnocent ligands and how

the oxidation state of metal atom plays during the catalysis
[IA.5.3. Role of nontinnocent ligands in organometallic complexes

Multidentate ligands have the advantage that they can simultaneously increase the electronic
density and stabilize the coordination sphere of transition metals. In particular, thetyircer
species, referring a tridentate coordinating ligand framewdek# significant opportunities

to play the steric and electronic properties of transition metal comgfexasnerally, the side

arms of a pincer ligand contain neutral, telectron Lewis donor moieties (e.g..RRIR;, or

SR), which are connected thrdug linker group (mostly CHor O) to a neutral or
monoanionic anchoring site (e.g: pyridyl or phenyl group). In the past decade, various
research groups have employed such kind of ligands for stabilizing low valent transition metal
complexes. For examplAryl-substituted bis(imino)pyridinés,have emerged as a prominent
class of ligands due to their ease of synthesis, steric and electronic modularity, and ability to

stabilize a range of transition metal and alkali metal %ns.

One of major challenges inrganomettalic chemistry is to replace noble metals with more
common transition metals from the differences in electronic structure on their prominent role
in the industrial preparation of many chemicals. A noble metal like platinum often favors two
electron redox changes to promote bond making and breaking events. For the base metals,

oneelectron redox changes occur more frequently and present challenges for controlling
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reactivity and stabilizing or maintaining the function of the catalyst. From recektdooe

by Chirik and ceworker$®, it has been known that the donation of an electron from ligand
changes the oxidation state of the metal through and leads in changes in electronic structure
RFFXU DW WKH PHWDQQ RKHIOW W ©andid@@l complexes have

more energetically accessible levels that allow redox reactions to change their charge state
during catalysis. For example Irdrased bis(imino)pyridine ligamd$[(Ar-PDI)Fe] (Ar-PDI

= 2,6(2,6'PrCsHsN=CMe)CsHsN), Sodium amalganreduction of the ferrous dihalide
complexes, (APDI)FeX, furnishes an unusual iron bis(dinitrogen) complex, -(Ar
PDI)Fe(N). (Scheme ﬂ During the course of the reduction reaction, intermediate- four
coordinate iron monohalide compounds, -ADI)FeX, found to be with quarteBE 3/2)

ground state® Particularly, (ArPDI)Fe(N,) is an effective precatalyst for the hydrogenation

and hydrosilation of olefins with synthetically useful turnover frequencies apgermillion

catalyst loadings in nonpolar meﬁa.

Scheme 2Formation of four (AfPDI)FeX coordinated by the reduction of {RDI)FeX

One interesting feature of (ADI)Fe(N), is its NMR spectrum, where resonances are
observed over a 15 ppm chemical shifige®® Salient features include observation of an
imine methyl group centered at 13.61 ppm anpdpgridine resonance at 2.58 ppm (benzene

ds, 23 °C, 1 atm B). These observations suggest energetically accesSiblke states, an
unexpected electronic ciiguration for an iron(0) center. These observations explained that
the bis(imino)pyridine ligand is responsible for the unusual properties in catalysis. It is how

well-established that chelates of this type are both chemiCadlygl redox activé® potentally
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accepting up to three electrons in the conjugat&dystem’> The ability of bis
(imino)pyridines to serve as electron reservoirs may ultimately prove useful in designing new
catalysts or reagents for small molecule activatfoiThe reduction of théerdentate chelate
populates molecular orbitals of the bis(imino)pyridine fragment that arebamding with

respect to the imine but bonding with respect to the carbon backbone. As a consequence, the

Nimine Aimine bONds elongate while the.Ge Lipso distances contrﬂ (Scheme 3)

Scheme 3 General mesomeric electronic configurations of bis(imino)pyridine in Iron coordinated
complexes.

Along with the Chirik.'s bis(imino)pyridine [NNN]Fe@{ complex ( in Figure 111), other
research groups have applied different types of ligand systems to stabilize other low valent
iron complexes. Danopoulos and -workers reported a bis(carbene)pyriglinigand
stabilizing the bis(dinitrogen)iron [CNC]Fef complex Il .’* (Figure 1.11) (Dipp = 2:6
Diisopropylphenyl inl andll) It has also been shown that pinséabilized iron(0) complexes

are the active species in catalytic reactions such as alkemeshyidtion and asymmetric
hydrogenation of ketones and imines by isolating theirchibonyl complexe§. Recently,
Milstein and ceworkers demonstrated the nomocent behavior of bipyridinbased PNN

pincer ligands with iron biscarbonyl complesx#s.”
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Figure 1.12 Examples of iron(0) complexes for catalytic applications.

In addition to their interesting structural features, bis(imino)pyridines based iron complexes
emerging high catalytic activity for different reactions such as hydrogerfafion,
hydrosilylatiorlfl79 and hydroboratiof® dehydrogenative CH activati$h and also proton
reduction with a Nbis(imino)pyridine complex, alcoholxaation by Zn and Cusalen
compound$? and water oxidation by Rhipyridine complexe&. Another interesting
applications of Rtbipyridine complexes as photoredox catalyst in crossed [2+2]
cycloadditions of acyclic enoné%®® and asymmetric alkylationf@aldehyde$® Stephenson

has shown that radical species generated by photoredox catalysis can be intermediates in

highly efficient in tinfree radical dehalogenation reactidhs.

As mentioned, apart from their emerging catalytic applications, it has almegn a question

on the electronic structure of such metal complexes. In this regards, we have chosenr few non
LQQRFHQW ELGHQWDW HbigridihB, Qan\de @QrD &st¢1O function§ll group
substituted bipyridines, 4.8iazafluorer9-one, 1,16phenartroline, andbis(imino)pyridine

type tridentate ligands to investigate the electronic structure of reducedligatal complex

to provide more insights into their catalytic activity.
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Part B: Computational Methodology

1IB.1. General View

Many quantummechanical (QM) methods have been developed over the years. For
optimizing the geometry of a molecule and calculating its properties, such as its vibrational
spectrum, each method and basis set combination has its own figures of merit. It is thus of
interest to recall the main features of the density functional method that used for our study.

More detailed descriptions are available in number of b&tKs.

$V DQ H[DPSOH D VWDQGDUG PHWKRG LQ FRPSXWDWLRQDC
Single and Duble excitations, plus a perturbative treatment of connected Triples [CCSD(T)].

It is often used as a reference for quantitative energetics, however it suffers from being
computationally very expensive for systems larger than about ten atoms. Densiigriainc

Theory (DFT) is often the choice for calculations on larger systems however it has limitations,

e.g. most early functionals fail to describe weakly interacting systems. DFT is still developing

at high pace, are the Minnesota series of functifmaG *ULPPHYV HPSLULFDO FRU
dispersior* A less intensive alternative is the Hartfeeck (HF) formalism which provides

molecular orbitals, and is a starting point for CCSD(T) (Figure 1.12). Intermediate in
complexity is MgllerPlesset perturbatio (MP) theory in which second order perturbation

theory is used to add to the single HF configuration, the effect of excited configurations in an
approximate manner. Understanding the basic theory in each casehegrgify the reasons

for successes and drawbacks of each approach. However, there remains the need of calibration
on every new system to be studied, i.e. running calculations and then using the end result to

determine whether a method and basis set catibmis suitable or not.
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Figure 1.12: The HF model as a starting point for more approximate or more accurate treatments

The following theoretical background was adapted by various books of quantum chemistry

and molecular mechanié$?*** and also scientific articles that will be mentioned in the text.

We present the methods and tools used during the thesis work. Unlike classical mechanics,
guantum mechanics is probabilistic. Indeed, according to the Heisenberg uncertainty
principle, it isimpossible to determine the position and velocity of the particle at a given time

t simultaneously. However, it is possible to calculate the probability P(r, t) of a particle is in a
SRVLWLRQ U DQG DW JLYHQ WLPH W ,Wiskie Wwalel gt GV WR

obtained by solving the time dependent Schrédinger equation forelainistic particle:

ANP2:"4; L & !f‘@; (1.5)
ZKHUH p U W LV WKH +DPLOWRQLDQ RSHUDWRU IRU WLPH
In steady state, the Schrodar equation is
R2:m L 2:m (1.6)
where E is the energy of the system at a stationary state.

The Hamiltonian operator for poellectron is written as the sum of kinetic energy (T) and

potential energy operators (V):

AL @E & (1.7)
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with

&L FAfpoS F Al ? (1.8)

where M represents the sum of the kinetic energy of nuclei ffassis number of electrons,

and
N ~ ~ Q) ~ z ~ 5 ~ ~ Q)Q(

where representing terms Coulomb electnoigleus attractions, Coulomb electrelectron

and nucleusiucleus repulsion respectively.

Except for the hydrogen atom and hydrodj&e ions, the exact resolution of the Schrodinger
equation is currently impossible because of two electron term. A sgippbximation was
used to allow closer to exact resolutions of equafio6). Few of those and which we have

used in this thesis from quantum chemistry are presented below.

1IB.2. Density Functional Theory (DFT)

Density functional theory has become thest popular quantum chemical method over the
last two decadﬁj The premise behind DFT is that the energy of molecule can be
determined from the electron density instead of wave function, hence the name density
functional theory comes from the use of functionals of the electron deriBRy. has been

very popular for calculations in various branches since the 1970's. However, DFT was not

considered accurate enough for calculatiorrqu'antum chemistiuntl the 1990's, when the

approximations used in the theory were greatly refined to better m0(1el><dh|ang pand

correlationinteractions and computational costs are also relatively low when compared to

traditional methods. It solves for the eslectron density of a molecular system, which is
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known to contain all informatimabout the electrons of the system. While the eleg¢itmteus
attraction and the Coulombic electrelectron repulsion operators can be readily expressed in
terms of the onelectron density, this is true neither for kinetic energy nor for electron
electon exchange interaction energy. Thus the very simple and appealing formal basis of
DFT has led to rather complicated developments in order to bring to its present status. Those
terms for which there is no simple expression known are globally named thangec
correlation energy, include the effects of quantum mechanical exchange correlation, self
interaction corrections, and the difference of the kinetic energy between a fictitious non
interacting system and the real one. There have been several gemelaldf increasing
complexity to approximately describe the exchange correlation correction. In the local density
approximation (LDA), exchange correlation functional is determined solely from the density
at concern location, while in the generalized gratdapproximation (GGA), the gradient of

the density is included in addition to the local density. In hybrid functionals also include some
fraction of Hartreemock exchang® while the metsGGA approximation amounts to
including terms that depend the kileeenergy in addition to the density and the magnitude of

the gradient of the density.

The DFT was developed from the two seminal work by Hohenberg and Kohn, the electronic
HQHUJ\ ZLOO EH FRPSOHWHO\ GHWHUPLQHG E\ WWKH GHQV
inspired by the Thomasermi model showed that the external potential, wherein move of
interacting particles are determined by the electron density. Thereby, energy is a density

functional
XL XPE SOPE RO (1.10)

where 7>1@ LV WKH NLQHWLF +0Q@ UM R R XORIE&YIH RPIEME R Q

energyand e>'@ LV &R X O Rbkdeus @tiaétion @rie@y.
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R67L FAG LB g (1.11)
E| ?a
7>1@¢>9@ LV DQ XQNQRZQ |XQd MohedRiggrdddamiuctinn FixD 0@ H G
The electrorelectron Coulomb repulsion is separated into two terms:
cB?L XPE ' 492! @ (1.12)

ZKHUH ->!'@ LV WKH &RXORPE WHUP ZLWK WKH H[SUHVVLRQ

L2112 @y o (1.13)

andEq>'@ LV DQ XQFRQYHQWLR Q D @ntér&pw ddirdetiow éxBhange Q F O X C

and electron correlation but has no known analytical writing.

Unlike the Hartred~ock method, the Coulomb interaction of an electron with itself can not
compensate exagtiwith the exchange interaction. The conventional DFT therefore has an
error of self interaction. This is usually negligible, but it can become substantial for specific

molecular systems.
The functional of Hohenberg and KoRpk[ ] then as an expression:
(4 3>67?7L 6%67E ,%7E ' 45787 (1.14)

7KH VHFRQG WKHRUHP RI +tRKHQEHUJ DQG .RKQ VWDWHV W
HQHUJ\ RQO\ LI WKH GHQVLW\ ! LV WKH VDPH DV WKDW RI \

determined using the variatial principle:
' B7R 4%, (1.15)

The limit of Hohenberg and Kohn model is that the specific formrrgf>'@ LV QRW NQRZ

However, Kohn and Sham proposed a new expressibpgof ' @ GHQRWHG E\ )>'@

671 667E 67E ' 567 (1.16)
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where T4 !] is the kinetic energy of the fictional system consists of particles without

interaction andexd| '] is the exchangeorrelation energy which is expressed as
'Ne7L (6%7F 6267 E I (E7F %7 (1.17)

The functionalExc>!'@ W KH H[D F Wsi@nQsDudkndnnFis Hy¢Eethl/\split into two
separate terms, one is functional exchange which is associated with the edésttoon
interaction energy of same sgig>! @ DQG WKH RWKHU LVEWK@ ERURKHOWDYV

associated with the opptesspin electrorelectron interaction:
'Rne?L ' jE7E 67 (1.18)

Approximate writingsEx>'@ BEQG@ VKRXOG EH LQWURGXFHG WR FDOF
approximations to estimaigc>'@ ZKLFK WKXV LQWURGXF dep¢edbRUYV LQ
the class of functional considered, and will also be directly related to the accuracy of
functional. Articles and reviews testing the functional quality have been pubfhed.
Minimizing energy amounts to solving the KeBham equations to detemai (r) called

Kohn-Sham orbital and@is the energy associated KeBham orbital. The iterative process
DOORZVY WKH UHVROXWLRQ RI WKLV VHW RI HTXDWLRQV Il
fictitious system imposed equal to that of the real sysie expressed by definition from(r)

orbital

N L Ay QN 6 (1.19)
In the work presented in this thesis, all theoretical results were obtained using calculations by
DFT methods. In general, DFT methods are used to find low energy strucharebesr
energies from optimized geometries and to perform single point energy calculations if

necessary with higher basis sets. Vibrational frequencies are also obtained at the optimized

geometries.
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1IB.2.1. Local Density Approximation (LDA)

This approach introduces the model system on which virtually all approximate exchange
correlation functionals are based. At the center of this model is the idea of a hypothetical
uniform electron gas This approximation is a good physical model when styggdsn atom or

molecule in which the electron density varies slowly as simple metals such as sodium. The

shape of the functional exchangerrelation energy is known exactly
PAZ%E2L T 618 ke B oG’ (1.20)

The exchange parg derived by the relationship of Bloch and Dirac

%oer;L F 88 (1.21)

The analytical expression of the correlation energy is not known. However, highly accurate
numerical quantum Mor#€arlo simulations of the homogeneous electron gas\aiahble

from the work of Ceperly and Alder, 1980. Several expression&,0é:&; have been
proposed in the literaturé.Taking into account of spin polarization, the electronic density

expression as
eRLéE BREE B (1.22)
In the simple casd,e. when é :I& equals to é : &, there are sphoff. But in cases where

e KB is different fromé :& then there is spin polarization. This effect is included in the

correlation energy is estimated by a spin polarization parameter:

LLLR;:& (1.23)

Then, there is the Local Spin density approximation (LSDA). The equdtdd) becomes

'Rl a8 gl i 6BY%,@ (B Eé BAGR (1.24)
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The functional LDA does not deal with ndocal correlation and actually the elem gas is
not homogeneous. Therefore, other functional have been constructed to take account of these

two effects.
1IB.2.2. The Generalized Gradient Approximation (GGA)

In this generation of functional, there is not only to consider the electron dendihat a
particular point in spacdbut also its gradient! Q&) to consider the inhomogeneity of the
electron density. Equatidid.24)then becomes:

Ahb gL iBé& dedée @ (1.25)
However, the GGA functional aren-local approximation methods because they depend on

the density and its first derivatives at a given point only.

The exchange functional of GGA usually has to first term exchange functional of LDA plus a

corrective term:

. - 9
CRATL AV ER G (104 @R (1.26)
the function F is theeduced density gradientRU VSLQ 1

oL & (1.27)
7 &

S:is to be understood as a local inhomogeneity parameter.

The exchange functionals of GGA are coupled with the correlation functior@king that
only a few combinations are used. Possible corrections for exchange functional, that we find
the most used Beck and the Perdew, Burke and ErnzerfiofRegarding the correlation

functional, Lee, Yang and Pafand PerdeW" are most commonlysed to my knowledge.
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1B.2.3. Meta-GGA functional

MetaGGA functional, which are an extension of GGA functional depend more explicitly the
Laplacian of the spin densitj~é :1& or the density of kinetic energy : &% There are

several possible definitions of kinetic energy density including:
i IN L—zAU TOyN ~ (1.28)

Compared to GGA, met@GA have a serdbcal density dependence, its first derivatives and

orbital KohnSham and at a given point in an interasdund this point.
1I1B.2.4. Hybrid functional

Hybrid functional were built to correct the mistake of getéraction ando better address the
nortlocal correlation phenomena due to the approximations made in classical functionals,
LDA and GGA. Indeed, bythe construction, these two classical functionals,-looal
correlations cannot take into account such as van der Waals interactions, and they lead to an
electronic omshoring. To consider these ntwtal correlations explicitly, Becke introduced
hybrid functional; part of the energy exchange of exact Haifffiazk model is introduced in

the energy exchange and correlation of the EffThe expression of exchange correlation of

energy as
Rl TRGTE = @O0 e (1.29)
The paraneter =, can be set by theoretically or using experimental data such as atomization

energies, ionization potentials or proton affinities. The most popular hybrid functional is

known as B3LYPwhich stands for Becke three parameter-YeagParrand owns 20% of

éUL LU

HF exchangg:
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The density functional used in the thesis to obtain results presented3ayd® BCAM-
B3LYP, LC-BLYP (hybrid GGA) functional, M062X (hybrid metaGA) functional and

ZBI7X-D.
1IB.2.5. Long-range Corrected functional

In DFT, electronic states are usually determined by solving the nonlinear-$am
equation with an exchangmrrehtion density functional. The most remarkable characteristic
of DFT is the exchangeorrelation energy part that is approximated by a-aleetron
potential functional. Hence, calculated DFT results depend on the form of this exchange
correlation functionla The uniform addition of a part of the exact HartFeck exchange
model can reduce only partial séiteraction error. Thus, another functional category was
developed, it is long range corrected functional (Re®gearated Hybrid. RSHY? Unlike in
conwentional hybrid functional, the percentage of Harffeek exchange will increase along
with the interelectronic distance. This growth will be governed by the attenuation parameter,

as shown by the expression of the electronic repulsion operator

5 cpd & ;
5 tpda

g 5?cpd &, (1.30)

a. a. a.

where erf is the Gaussian function error alg=|N + M 7KH & SDUDPHWHU GHI
YHORFLW\ DW ZKLFK WKH YDOXH RI LV UHDFKHG E\ WKLYV }

the more the transon from the KohrSham exchange to the exact HarFeek exchange.

The equation X ZDV JHQHUDOL]HG E\ <DQDL HW DO LOWUR
parameters®

0_5 L ‘>’c°pd a ; E 57 >‘°cp:d a ;? (1.31)

a a a
VXFK WKDW . 7 " DQG " 7"
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There are different approaches to account dispersion effects that are missing in the DFT.
Among them, (i) certain functional explicitly include a term of nonlocal dispersion, (ii) other
are set as the functional Minnesota, and (iii) Another approach asidoa term empirical
dispersion patch. The discussion in this section is centered on the point (iii). The functional

that we used this correction B97X-D.

Grimme has proposed a form of correction for the treatment of missing dispersion effects in
the DFT and is currently the most used. This correction is made by adding empirical

corrective terms depending on the number of atoms N, the dispersion coefficient for the pair

of atomsi and j is 0/_AJ,\’(the interatomic distanced;,ya factor O scale ad a damping function
Baakdy@
Such that

'1/2(;t>1/2|- 'Ai?l/z(;iE "1 (1-32)
Where ' ,is the dispersion energy and:

. 5 5 00
,L FO AE@’-’; A$@--,, 5?2% 63 2a.40v (1.33)

With
5

AL
5>d .7\—’7—,

.is a parameter, andl,is the sum of the atomic radii Van der Waalfs.

Baxid; L (1.34)

1B.3 Basis Sets

All of the methods described above rely on a representation of theleoteon wave
functions (molecular orbitals) or density. Development as a linear combinatpredsfined

basis functions is used nearly universally, and Gaussian basis functions are by far the most
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common. A molecular orbital is thus described as a linear combination of Gaussian basis
functions whose coefficients are determined using the iteragifeconsistent field method
(SCFm Since individual Gaussians are not good models of atomic orbitals, linear
comhnation of Gaussians are used instead, often with predefined coefficients for part of them
(called contracted Gaussians). Several series of basis sets of varying sophistication have been
developed. For light main group elements, the most prominent seeighase of Poplet

al.®"and of Dunninget al*?®

1B.3.1. Atom-Centered Basis Sets

Basis functions are used to create the atomic orbitals (AO) or molecular orbitals and are
usually expanded as a linear combination of such functions with tHécmods to be

determined. These basis functions can be ¢ledsnto two main types:

X Slatertype orbitals, also called STOs, have thonential dependence@ 'eand are

very close in their mathematical expression to the real AO:
STO: Nrn-lei rY|m( . I\D ()

where N is a factor of normalization,is the exponent. r, and N are spherical
coordinates and (¥ is the angular momentum part (function describing the shape).
Finally n, | and m are the classical quantum numbers: principal, angular momentum

andmagnetic, respectively

X Gaussiartype orbitals, also known as GTOs, which have the exponential

dependence’ ?:

GTO= N)éymzﬁei .r2 O

where N is, as previously, a normalization factor, x, y and z are Cartesian coordinates.
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Linear representations of omdectron functions are usually adopted, and these combinations

are often calledontracted Gaussians

a

f=1 2T :N
@b

Despite the fact that, STOs reproduce much better the wave function in the proximity of the
nuclei, their use has become less and less frequent in favor of GTOs, for which the calculation

of multi-center two electron integrals is essentially simpler.

Some of the terms used to describe localized-a@ntered basis sets:
1B.3.1.1. Minimal Basis Se

The minimal (or minimum) basi¥ set is one in which, a single basis function is used for
each orbital on each free atom. However, each atom in the second period of the periodic table
would have basis functions of p type which are added to the basis functions corresponding to
the 1s and2s orbitals of the free atom. So, a minimal set consists of a 1s function for
hydrogen and 1s, 2s, and 2p (five functions: two s functions and three p functions) for Li. . .
Ne atoms. Minimal basis sets are known to give surprisingly good results for tggome
searches but are large contaminated in energy calculations, however they are much cheaper

than their larger counterparts.
1B.3.1.2. DoubleZeta (DZ) and TripleZeta (TZ) Basis Set

The doublezeta basis set is obtained by considering two basis functownsach atomic
orbital of the occupied sheﬁSo, replacing each STO of a minimal basis set by two basis
functions differ in their orbital eponents (zeta). For instance, 2 functions for H or He, 10
functions for Li. . . Ne, and 18 functions for Na. . . Ar. The tripda is the same as double

zeta but three basis functions differ in their orbital exponents are here applied.
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1B.3.1.3. SplitValence (SV) Basis Set

Since the valence electrons take principally part in the bonding, it is also common to represent
valence orbitals by more than one basis function (each of which can in turn be composed of a
fixed linear combination of primitive Gauas functions). This basis sets are called split
valence basis and it uses generally two STOs for each valence atomic orbital and only one
STO for each inneshell atomic orbitat'® Since the different orbitals of the split have
different spatial extents, the combination allows the electron density to adjust its spatial extent

appropriate to the particular molecular environment.
1B.3.1.4. Polarization (P) Basis Functions

To give addional flexibility to the description of molecular orbitals (MOs), polarization
functions™ can be added where for example-fupction is added to light atoms (hydrogen
and helium). Similarly, dype functions can be added to a basis set with valenceitplerb
and ftype functions to a basis set withtype orbitals, and so on. These are auxiliary
functions with one additional node, and are denoted by an asteriskp asterisks**,

indicate that polarization functions are also added to light atomso@ml and helium).
1B.3.1.5. Diffuse Basis Functions

Another common addition to basis sets is the addition of diffuse funcB@n33) denoted by

a plus sign,'+'. They are formed by the addition of four highly diffuse functiong{gp on

each norhydrogen atom. Two plus signs, ++, indicate that a highly diffuse s functions are
also added to light atoms (hydrogen and helium). A highly diffuse function is one with a very
small orbital exponent. This type of addition is so applicablafions and compounds with

lone pairs of electrons in order to have significant electron density at large distances from the

nuclei and improve the accuracy of the basis.
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We have used both series, at the valence dolildeel with various types of polaation
functionals and also diffuse functionals in the case of anions. In particular, the polarized basis
set 631G (d) and a basis set polarization and diffusi816G (d,p), split valency basis set

Def2-SVP and LANL2DZ which includes the effective camatential term.

All computational results present in this thesis are obtained using the Gaussian09 software

Packagé’? Structure display and manipulation were made using the Chemcraft software.
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[11.1. Introduction

Mass spectrometry (MS) has developed rapidly in the last two detddds.makes it a
modern analytical methods, which plays a crucial role not only for qualitative and quantitative
analyses but also for structural characterization.A large variety of different mass
spectrometer designs are commercially available todamed at different research
applications. For example, tandem quadrupole and ion trap mass spectrometers often serve as
highly specific and sensitive detectors for chromatography, mostly for identification and
guantification of known compounds. OrbitrapdaFourier transform ion cyclotron resonance
instruments (FTICR)* provide high resolving power and high mass accuracy at sub parts
permillion (ppm) levels; they can be readily combined with a wide range of ion activation
and fragmentation techniquéssuch as infrared multiphoton dissociation (IRMPDand
electronbased ion fragmentation techniques (ExD). The latter includes electron capture
dissociation (ECD) and electron transfer dissociation (ETD) methods, which have been vastly
used in proteomic searct?® ECD and ETD methods, which require multiply charged
molecules, have been mostly applied to peptides and protéiriéwhich are easily obtained

as multiply protonated cations through electrospray ionization (ESI). On the opposite, the use
of these fragmentation techniques for other chemical compounds, such as organometallic
complexes, remain scarce. Many small molecules generate-simgiged species after ESI in
positive ion mode, which of course would result in charge neutralization afténoeleapture

and no possibility for mass spectral analysis. Negative ions formed by ESI can also be studied
through electron activated dissociation techniques, such as negative electron transfer
dissociation (NETDY or electrondetachment dissociation (ED** methods, but their use is

less frequent. In many cases however, it seems possible to form rmacitigstyed

organometallic species in the gas phase. Therefore, ECD and ETD techniques would be well
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adapted methods to be applied on organometallic congbaxe to possibly generate reduced

radical species.

An important aspect of electron activated methods is the internal energy imparted into a
molecule by the incoming electron. It is clear that ECD bring significantly more internal
energy than ETD procesAs a result, using these methods with organometallic complexes
should lead to various mass spectra. In particular, the ECD mass spectrum may show
additional peaks via the opening of new competitive fragmentation channels. In the most
common implementatioof ECD on FFICR MS, it is possible to define the average electron
energy by varying the potential difference between the electron emitting surface (cathode) and
the ion=electron interaction in the ICR céfl,Nevertheless, to produce sufficient flux of
electrons for efficient ECD MS/MS it is practically very challenging to reduce electron energy
below 1 eV!*'” The influence of the use of ECD versus ETD methods on the formation of
reduced radical organometallic complexes will be discussed with exampless fiolltdwing

parts of this chapter.

In the course of our work, we have been especially interested to study organometallic species
containing noAnnocent ligands. Series of ligands, including bipyrieliyyge bidentate and
bis(imino)pyridine type tridentatéggands have been chosen for this work. With these ligands,
we therefore plan to form and study in the gas phase a series of organometallic complexes
with zinc and ruthenium metal centers. Doubly charged organometallic species should be
produce by electrgsay ionization and subject to charge reduction using two different types

of electron activated methods, ECD and ETD. InfraRed Multiple Photon Dissociation
(IRMPD) action spectroscopy has emerged recently as an efficient and generally applicable
techniquefor the analysis of isolated ions through measurement of their IR spetiese
HUDFWLRQYY VSHFWUD Bésthadte@ivsaimion dfEnultifleURRphatsnsRatan

active vibrational mode of a masslected ion, and take the form of a plot @fgimentation
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abundance as a function of photon wavelength. IRMPD has been used previously to study
interaction of metals with redeactive ligands generated by electrospray ionizafioA.
combination of ECD and IRMPD techniques has also allowed the swuofuan even
electron ECBgenerated peptide fragment to be established by IR action spectréSadyy.
detailed experimental procedure of ECD and ETD fragmentation techniques and of IRMPD
spectroscopy has been explained in the methodology chapter (Ciaptethis chapter, we
describe our work related to the reduction of dicationic organometallic species with the ECD
and ETD fragmentation techniques. IRMPD spectroscopy studies of these complexes will be

described in chapters V and VI.

I11.2. Principle s and organometallic complexes choice

Our main goal in this part is to prepare reduced organometallic complexes in the gas phase.
For this, we need to form multiplgharged organometallic complexes with fiobnocent

ligands and to study their reductigsrocess in the gas phase through ECD and ETD
techniques. On the basis of difficulties to study and stabilize the radical species in solution,
we indeed planned to form and characterize them in the gas phase. Several requirements have
to be achieved in ordeto successfully form and characterize reduced organometallic

complexes in the gas phase, which is the main goal of our work:

1. We first need to be able to form multiply charged organometallic species in the gas
phase through ESI. This requires that we haveour disposal the organometallic
precursor species in solution. To that end, we have developed collaboration with

Duncan Carmichael, who is an experimentalist in our laboratory. Depending on our
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needs, Duncan Carmichael and his student Eleonore Paykn @aranderie have
synthesized the chemical species in solution we needed.

. These compounds should be easily useable. This means that they should not be too
sensitive to air and moisture because it seems difficult, before the source, to maintain
the soluton under an inert atmosphere. Indeed, some experiment performed with
iron(Il) complexes of bipyridine have shown that these compounds are degraded
within a few minutes in a water/acetonitrile solution under air atmosphere. On the
opposite, Ru(ll) and Zn(Jlcomplexes are stable for months in such conditions.

. The synthesis of compounds should not be too complex, and above all, we have sought
to use quickly synthesizable compounds. This has focused our interest to zinc
complexes. Indeed, mixing [Zn(B);] and N-donor ligands in a water/acetonitrile
solution, which could be done in a mass spectrometry laboratory, allows after few
minutes to observe [ZRtdonor ligands)?* complexes through ESI. On the opposite,

Ru complexes have to be synthesized in d-eglipped chemistry laboratory.

. A difficult task was to use organometallic complexes well adapted for the experiments
we have planned. This mean that, beyond the formation of the multiply charged
species in the gas phase and its reduction through ECDireepés, the subsequent
IRMPD experiment requires easy fragmentation under irradiation and, if possible,
characteristic IR signatures. This has mainly driven the choice of ligands that we have
used, which are depicted on Scheme 3.1.

. We plan to use modebmpounds to develop our experiment, but we also wanted to

study compounds of chemical interest, eg for catalysis.
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Scheme 3.1ligand systems used to prepare metal complexes.

The nature of the complexes we have studied has been driven by these vauoesents.

During this work, we have focused on zinc complexes, which serve as model, and on
ruthenium complexes which are used in photocatalysis and belong to the same group as iron.
We have selected bipyridyl{6) and bis(imino)pyridingype 6-9) ligands (Scheme 3.1The
numbering of the ligands has been used throughout this thesis manusaimt.5 were
selected because they are wealbwn bidentate ligands. We expected a characteristic IR
signature for the CO stretch df 2 and4 were synthesized because they should combine a
characteristic CO stretch and they should induce more easily fragmentations under irradiation
due to their amide and ester substitue@ts. the ligand, which has been used extensively in

iron catalysisby KH &KLULNYV JU B & bygrbiddct,offhe synthesis®fwhereas
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the less sterically crowded aryl substituents7@and8 where expected to facilitate formation

of [M(7)2]** or [M(8),]** because [M¥),]*>* cannot be obtained.

Based on these emicals, we explore in this chapter the influence of the structure of the

complexes on the nature of radicals that we can form and isolate after ECD and ETD.

111.3. ECD and ETD on dicationic complexes

[11.3.1. Reduction of homoleptic dicationic complexes

We are able to observe both [zit" and [Znly]?* dicationic complexes when the mixture of

one ligand (L) and zinc(ll) metal center (Zn) was electrosprayed #CRT Only [Ruls]?*

FDQ EH REWDLQHG LQ WKH JDV SKDVH Z LW &ntpleGesl @AW DWH /
REWDLQHG ZLWK WULGHQWDWH /Y OLJDQGV 7KHVH LRQV
accumulated in the collision cell of our #TR apparatus. From these complexes, upon
capture or transfer of one electron, we expect to obtain radidahsdML,] *. A key issue

when adding one electron is the potential fragmentation of the organometallic complex, and in
particular the dissociation of one ligand from the metal center. To describe the typical

behavior of the molecules that we studied, sewamples are presented below.
111.3.1.1. ECD of [Zn(1)]]**

Dicationic complex [Zn{)s]** was formed in an electrospray source inrlER tandem mass
spectrometer. The [Zh)fs]** ion with mass m/z at 266 was isolated in the quadrupole and
accumulated in theollision cell. Figure 3.1 shows that electron capture dissociation (ECD)
on this dication leads to the formation of [Zp{ * (peak at m/76) and [Zn{)] * (peak at

m/z 220) radical cations.
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Figure 3.1 Electron capture dissociatioRT-ICR masspectrum of [Zr)5] ** at m/z266.

The mass spectrum of the electron capture dissociation od)ffi(shows that it is not
possible to form [Zr)s] ¥ by this approach. The loss of one or two ligands observed during
the reduction process of [ZHg]** results from the high internal energy provided on the metal
complex by the ECD fragmentation method. To explore in more details the effect of the
reduction method and of the nature of the complex, we scrutinized various parameters of the

experiment:

() The energy of the electron provided in the reduction step can be altered, using
ETD instead of ECD. Indeed, in the electron transfer dissociation (ETD) method,
an electron is transferred from a reagent anion, such as the radical anions derived
from fluoranthengto dicationic complexes whereas the ECD technique is based on

the capture of near thermal energy electrons;
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(i) The nature of the metal atom (Ru versus Zn), in order to modify the-hgeatiadl
bond strength. Indeed, DFT B3LYPA.+G(d,p) (LanL2DZ on Rugalculations
on [Ru@)]?* and [Zn@)]*" (n = 2, 3) indicate that the dissociation of the first
ligand from [Ru()s]** is more difficult than from [Zr)3]?". Indeed, the calculated
binding energies are respectively 404 and 305 k3mol
(i)  The nature of thégands, which can be either tridentate or bidentate. Expectedly,
the tridentate ligands are more strongly coordinated to the metal center than
bidentate ligands.
All these aspects are detailed in the following experiments. One objective of these
investgations is to determine the conditions to form a gas phase radical octahedral complex,

ie a complex which has retained the coordination sphere of it had before reduction.

1.3.1.2. ETD of [Zn(1)5]**

Figure 3.2 Electron transfer dissociatioRT-ICR masspectrum of [Zr);] ** at m/z266.

78



The electron transfer dissociation spectrum of IJit" is shown in Figure 3.2. Interestingly,

we observe the formation of a radical cationic complex including a complete coordination
sphere, [Zn()s] ¥, at m/z532, but as a minor product. We also observegh{ at m/z376

with the loss of one bipyridine ligand whereas loss of two bipyridine is not observe.
Surprisingly, the major product corresponds to the adduct betweed)fZn(and Q,
[Zn(1),+O,] ¥, at m/z 408. Since the experiment was performed in normal conditions, we
suspected that Qs present in low amount in the quadrupole were the ETD process takes
place. As a biradical, Oreacts easily with the formed radical organometallic complex. It
shouldhowever be noted that we do not observe formation ofl}ZaQ-] *, which can be an
indication that @ occupies the vacant coordination site on the radical cationic organometallic

complex.
111.3.1.3. ECD of [Ru(1)%]*

Application of electron capturdissociation on the dication [RL§]** generates the spectrum
given in Figure 3.3. We observe an unique product, JRU{, at m/z414. This indicates that

the gas phase moradectron capture process induces the release of one, and only one,
bipyridine Igand. Comparison between the experimental results observed for the Ru and Zn
complexes in the ECD process agrees with the bond strength between metal and bipyridine
comSXWHG DW WKH ') 7306 K¥ndlOD G@ AI4@8 kBmof). More strongly

bonded ligands in the cationic species are more difficult to eliminate during the ECD process.
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Figure 3.3 Electron capture dissociatioRT-ICR mass spectrum of [RL)¢** at m/z285.

111.3.1.4. ETD of [Ru(1)3]*

Electron transfer dissociation on [R)*" results in the formation of the radical cation
[Ru(1)s] * (m/z 570), which has a complete coordination sphere (Figure 3.4). In addition, we
also observed the formation of another radical cation wheradBecule is coordinated to the

ruthenium complexfter loss of one ligand, [Ri)+O,] *, found at m/z46.
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Figure 3.4 Electron transfer dissociatioRT-ICR mass spectrum of [RL¢]*" at m/z285.

We have been able to achieve the formation of various radical organometallic complexes.
ETD processallows the formation of complexes with a complete coordination sphere. ECD
process provides more internal energy to the dicationic complexes, leading to the dissociation
of ligands to the metal center. It should be noted however that it is not possdaepied

ETD and IRMPD experiments because the ETD fragmentation technique is not available at
CLIO. So we will be able to study by IRMPD spectroscopy, for complexes with bidentate
ligands, only complexes with one and two ligands. We then explore the @ffedtidentate

ligand, as well as the effect of having two different ligands coordinated to a metal center.
111.3.1.5. ECD of [Ru(7)]*

When electron capture dissociation is applied on a ruthenium metal complex bound with two
tridentate bis(imine)pyridie type ligands, we observe the formation of a radical cation, which
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corresponds to the reduced dication without loss of any ligand. This can be seen in Figure 3.5.
The addition of an electron by ECD on [Rp{?* (m/z 364) generated a radical cation at
[Ru(7)2] ¥ (m/z 728), showing that the internal energy provides by the ECD process is not

sufficient to decoordinate a tridentate ligand..

Figure 3.5 Electron capture dissociatioRT-ICR mass spectrum of [R{){] ** at m/z364.

111.3.2. Reduction of heteroleptic dicationic complexes

We were interested to form radical complexes with different ligands. To that end, we use a
mixture of two different bidentate ligands (L and L") with the zinc metal cation. The formation
of dicationic complexes such a8l(L)(L)]?*, [M(L)(L) 2]** or/and [M(L)(L")J** is expected.

From these species, it should be possible to form heteroleptic radical complexes, in particular
[Zn(L)(LY] *. This is shown with an example in which we use &tuné of bipyridine {) and
phenanthrolineq) ligands.

82



111.3.2.1. ECD of [Zn(1)%(5)]*":

Mass spectrum obtained after the capture of an electron by the dicationic complex
[Zn(1)2(5)]*" (m/z 278) is shown in Figure 3.6. It indicates the formation of two radical
cations. One radical is [Zh)(5)] * (m/z 400), which results from the loss of one bipyridine
moiety, and the second radical is [B)}¢ (m/z 244), which is formed by the loss of two
bipyridine moieties. This result agrees with our DFT calculations performed on the
dissociation process of the ligands in the heterolepticl}ZB)]*>* complex. Indeed, B3LYP/6
31+G(d,p) calculations reveal tHats more strongly bonded to the zinc cat{®62 kJ.mof)

than 1 (546 kJ.mot) in [Zn(1)(5)]*, explaining the preferential loss df upon ECD

experiment.

Figure 3.6 Electron capture dissociatioRT-ICR mass spectrum of [ZD§(5)] ** at m/z278.
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111.3.2.2. ETD of [Zn(1)(5)]*":

Figure 3.7shows the ETD spectrum of [ZB§(5)]** (m/z 278). We observe the dissociation
of one bipyridine ligand, leading to the formation of the radical cationljZ®){ * (m/z 400).
The radical further react with @uring the ETD process, leading to the fotiora of a second

radical at m/zA432.

Figure 3.7 Electron transfer dissociatioRT-ICR mass spectrum of [ZD§(5)] ** at m/z278.

111.3.2.3. ECD of [Zn(1)(5),)*":

Electron capture dissociation on -dicationic complex containing one bipyridine armdot
phenanthroline molecule (m290) generates three radical cations. The major compound is
[Zn(5);] ¥ (m/z 424), which corresponds to the dissociation of one bipyridine ligand, in
agreement with our DFT calculations indicated above. We also observed formation of
[Zn(5)]* (m/z 244), which means that the loss of one bipyridine and one phenanthroline
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ligands ispossible. Surprisingly, despite its larger interaction energy with zinc dicatman
dissociate beforé upon ECD experiment on [Z1)(5),]*, leading, as a very minor product,
to the formation of [ZnK)(5)] * (m/z 400). The presence of two phenanthreliligands in

[Zn(1)(5),]** probably explains why it is possible, to a low amount, to dissoBiagforel.

Figure 3.8 Electron capture dissociatioRT-ICR mass spectrum of [ZH)(5),] ** at m/z290.

111.3.2.4. ETD of [Zn(1)(5),])*":

The electrontransfer dissociation of dication [Z1)(5)2]*" results in the formation of the
radical cation [Zr),] * (m/z 290) with the loss of the bipyridine moiety. In addition, we also
observed another radical cationic species that coordinated with oxygen molecule

[Zn(5),+0,] * (M/z 456), as shown in Figure 3.9.

85



Figure 3.9 Electron transfer dissociatioRT-ICR mass spectrum of [Z5)(5),] %" at m/z290.

111.3.2.5. ECD of [Zn(1)(5)F":

In Figure 3.10, the dication [Zb)(5)]*" dissociates on electron capture dissociation. It leads
to two radical cationic species, which are @h¢ (m/z 244) and [Zn{)] * (m/z 220) with the
loss of bipyridine and phenanthroline moieties respectively. The relative intensity &f][Zn(

and [Zr(5)] * agrees with the bond strength computed previously.
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Figure 3.1Q Electron capture dissociatioRT-ICR mass spectrum of [ZB(5)]** at m/z200.

111.3.2.6. ETD of [Zn(1)(5)]"":

[Zn(1)(5)]** dicationic complex reduced through an electron transfer dissociation process
induces the formation of [Z&)(5)]* (m/z 400) and [Zn§)]* (m/z 234) as well as their
dioxygen additive products [ZB)(5)+O,] ¥ (m/z432) and [Zn%)+O0,] * (m/z 276)as shown in

Figure 3.11.
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Figure 3.11 Electron transfer dissociatioRT-ICR mass spectrum of [ZB)(5)]*" at m/z200.

l11.4. Conclusions

The fragmentation techniques such as electron capture dissociation and electron transfer
dissociation available in FICR allow as expected the formation of reduced organometallic
complexes in the gas phase. The nature of the parent dicationic compléx partitular the
metatligand bond strength, and the internal energy provided by the eldmssad method

induce the formation of various radical species. It is now clear that the choices of the ligands
and of the metal are crucial, in particular if tipeal is to form a hexacoordinated reduced
organometallic complex in the gas phase. Based on these experimental findings, our objective
to characterize in the gas phase reduced organometallic complex seems reachable. To that
end, we will perform IRMPD spé&oscopy experiments, which will described in chapters V

and VI. Interpretation of IRMPD spectra requires in most case a computational support.
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Therefore, before the experimental work, we have studied the ability of DFT functionals to

describe the electramstructure of reduced organometallic complexes.

89



90



111.5. References

[1]. G. L. Glish, R. W. Vachetjat. Rev. Drug Discoveyg003 2, 140450.

[2]. R. Aebersold]). Am. Soc. Mass Spectro2003 14, 685695.

[3]. R. P.Rodgers, A. M. McKennanal. Chem 2011, 83, 4665#4687.

[4]. I. J. AmsterJ. Mass Spectroni1996 31, 13254.337.

[5]. Y. Qi, P. B. Ofonnor,Mass Spectrom. Re2014 33, 3338352.

[6]. E. de Hoffmann, V. Stroobant, Mass Spectrometry : Principles and Applicafiiley,
Chichester, John Wiley, Hoboken, N2DO7.

[7@ "3 /ILWWOH - 3 6SHLU 0 : 6HQNR Rnad%Ch2m&RQQRU
1994 66, 28092815.

[8]. R. Zubarev, K. Haselmann, B. Budnik, F. Kjeldsen, F. Jerts&n,J. Mass Spectram
2002 8, 337849.

[9]. Y. Qi, D. A. Volmer,Mass Spetrom. Rey, in press, DOI10.1002/mas.21482.

[10]. P. PerezHurtado, P. B. @Fonnor,Mass Spectrom. Rg2012 31, 609625.

[11]. H. J. Cooper, K. Hakansson, A. G. Marshiliss Spectrom. Re2005 24, 201222.
[12]. R. A. ZubarevMass Spectrom. Rev003 22, 5747.

[13]. J. J. Coon, J. Shabanowitz, D. F. Hunt, J. E. Syk&m. Soc. Mass Spectrqor2005
16, 880882

[14]. B. A. budnik, K. F. Haselmann, R. A. Zubar&hem. Phys. Lett2001, 342, 299802
[15]. Y. O. Tsybin, J. P. Quinn, O. Y. Tsybin, C. L. Hendrickson, A. G. Marshalim. Soc.
Mass Spectrom2008§ 19, 7627 71.

[16]. H. J. Yoo, N. Wang, S. Zhuang, H. Song, K. Hdkans3oAm. Chem. Sq011, 133
1679046793.

[17]. M. Huzarska, |. Ugale, D. A. Kaplan, R. Hartmer, M. L. Easterling, N. C. Polferal.
Chem, 201Q 82, 28732878.

[18]. (a). T. D. FridgenMass Spectrom. Rew2009 28, 586607; (b) J. R. EylerMass
Spectrom. Rey2009 28, 448#467; (c). N. C. Polfer, J. OomendassSpectrom. Rey2009
28, 468#494; J. RoithovaChem. Soc. Rex2012 41, 547559.

[19]. (a) P. Milko, J. Roithova, N. Tsierkezos, D. SchroderAm. Chem. Sqc2008 130,
71867187; (b). P. Milko, J. Roithova, D. Schroder, J. Lemaire, H. Schwarz, M. C.
HolthausenChem. £Eur. J, 2008 14, 4318#4327; (c). P.Milko, J. Roithovdnorg. Chem,
2009 48, 11734A1742; (d). L. Duchackova, V. Steinmetz, J. Lemaire, J. Roithoweag.

91



Chem, 201Q 49, 88978903; (e). L. Duchackova, J. Roithova, P. Milko, Jbi&g N.
Tsierkezos D. Schroddnorg. Chem 2011, 50, 771482.

[20]. G. Frison, G. van der Rest, F. Turecek, T. Besson, J. Lemaire, P. Maitre, J. Chamot
Rooke,J. Am. Chem. Sq2008 130, 14916#4917.

92



Chapter IV
Electronic structure of reduced radical

species: a survey of DFT results
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IV.1. Introduction

N-donor bidentate ligands (L) such as Hpipyridine (bpy) and phenanthroline form
complexes with many transition metal. Their remarkable coordination behavior has been
intensively utilized in organometallic and supramolecular chemistiye photophysical and
photochemical properties of thesestal polypyridyl structures allow the design of complexes
with interesting luminescefit or nonlinear optical propertiésThese complexes can also
undergo reversible redox processes, which make them attractive system for use in artificial
photosynthesr® or visible light photocatalysi§® Efforts put towards a better understanding

of the structure and properties of these complexes have combined theoretical caltalations
condensetf and gasphase experiments.For examples, Nose and Rodgers have recently
used a combination of DFT studies and mass spectrometry measurements in order to
determine sequential binding energies of various transition metals dications with dy,
Weber and Xu have recorded absorpspectrum of a ruthenium(¥gpquo complex in vacuo,
allowing to resolve several electronic bands contrary to what is obtained in condensed

phase:

Similar studies have been performed on singly reduced analogues. These radical species,
obtained by a singlelectron transfer, are strong reductants which are difficult to isolate in
solution due to their high reactivity. Gphase mass spectrometry studies offer an attractive
experimental strategy to form these species and access their properties in mar.e\bietil

cation such as ScTi*, Cr, Mn", F€, Co’, Ni* or Zn" can be generated in a continuous
directcurrent discharge by Arsputtering of a cathode made from the metal of intéfest.
[M(L) ,]" complexes (n=1, 2 or 3, L N-donor bidentate ligand) in ¢fr ground electronic

state are then obtained by condensation bfridtal cation with one or more neutral L ligands

in a flow tube ion sourcE. Alternatively, [Ru(bpy)]" complex has been obtained in the-gas
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phase by reduction of [Ru(bp}j* in collisiond electron transfer from cesium atoffs.
Structural properties, such as gdmse UV/Vis spectroscopy and sequential ligainding
energﬂ as well as reactivity toward sCand HO,'” have been explored for these singly

reduced complexes.

However, the question regarding the electronic structure of [Ji(ldomplexes remains
controversial. Zinc complexes have been described as’an&tal centercoordinated by
neutral ligands, ZT(LO)nB On the contrary, it is now well established that the Ru and Fe
metal center keep theif donfiguraton in [Ru(L)]" and [Fe(L}]" complexes, the additional
electron being on the ligand, and most probably on a single ligand, which corresponds to the
[IMZ*(LYo(L™Y)4] formulation. It has however to be noted that DBILYP calculations leads

to structures Wwh three equivalent ligands, each carrying 1/3 of a spin, which correspond to a
delocalized single electron over the three Iigands?*([le)g]Ij’ The reliability of DFT

functionals for describing these radical species is thus questionable.

DFT methods are known to induce an overly disperse spin density after-aegii®nic
reduction or oxidation of closeshell system&® Our group has shown recently that the
description of the ground state electronic structure of siregluced doubly protonated
SHSWLGHV LV D SUREOHPDWLF FDVH IRU 3FRQYHQWLRQDC
density approximation (LSDA) functionalsgeneralized gradient approximation (GGA)
functionals,metaGGA and most of the global hybrid (GH) functionals. Indeed, they show
excess delocalization of the spin density, comparable to what is observed intciastgr
excited states, due to the inm@xt longrange behavior resulting from the selferaction error
(SIE)® An accurate description of the ground state with DFT methods is observed only if the
functional included a full HartreEock exchange at loaginge interelectronic distance, even

if this prerequisite is not always sufficiéfitOthers problematic cases have been described in

the literature, such as iron nitrosyl compleXe$o the best of our knowledge, the influence
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of the functionals on the electronic description of sirmgiguced sedshell [M(L)]?*

complexes remains to be studied.

It has been shown that the variation of the intramolecular CC and CN bond length8 as bpy

a function of its charge n (rZ, -1, 0) reflects the bonding and antibonding interactions of the
bpy’ 3 orbital (lowest unoccupied molecular orbital, LUM&)This structural signature can
thus be used to reveal the electronic population of the ligands in [M@9mplexes, and by

the way the electronic structure of the complexes. This requires a high msolutay
crystallography structure, which unfortunately is not always available, as for example for
[Ru(bpyk]” and [Fe(bpyj]". Geometrical structures can be obtained alternatively through
DFT calculations, but the DFT functional accuracies regardinggeasaim bond lengths after

electronic reduction remains to be estimated.

In the present chapter, a panel of excharmeelation DFT functionals is used to investigate
both the structural changes and the electronic structures of-satiylgedN-donor bidetate

ligands and their complexes. Some coudksster calculations have been additionally
performed as an attempt to benchmark the DFT results. We have examined two heteroleptic
four-coordinate zinc complexd8™ and 1™ (n = 1, 2), which are built fronthree N-donor

bidentate ligandsl( 2 and4).
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Scheme 4.1Zn complexek|l and Ndonor bidentate ligand$, 2 and4 studied in this chapter.

I\VV.2. Computational methods

Calculations in chapter IV were carried out with the Gaussian09 p&clamgkall structures

were fully optimized without any symmetry constraints at the DFT level. Eleven different
exchangegFRUUHODWLRQ IXQFWLRQDOV ZKLFK FRYHU GLIIHUH!
rangeseparated hybrid (RSH) functionals based on the uamof HartreeFock (HF)

exchange have been applied for these calculations. This includes three different families of

functionals:

() 7TKH 3% /<3 IDPLO\ LV EDVHG RQ WKH %HFNH H[FKI
1988 and the Le&angParr correlation functional This series includes 4
functionals: one generalized gradient approximation (GGA) functional BLYP

which has 0% of HF exchangéthe hybridGGA B3LYP?Z® which includes 20%
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of HF exchange; and the RSHs CABBLYP?® and LGBLYP,?’ which include
19/65 and 0/100% of HF exchange contribution at shortftange, respectively.

(i)  The Minnesota suite developed in 2006 by the Truhlar group. Its includes also 4
functionals: one met&GA functional MO6L (0% of HF exchang®),and three
hybridmetaGGA functionals M08> M06-2X** and MO6HF** which includes
27, 54 and 100% of HF exchange respectively.

(i) 7KHZ% °~ IDPLO\ GHY HO R SEdedas \gravik RISHsDWhshLigludes
three RSHs functionalsZB97X-D,** ZB97X*® and ZB973* These functionals
present a growing fraction of HF exchange with increasing 4ekectronic
separation, with a 22.2/100, 15.77/100 and 0/100% of HF exchange contribution at
short/longrange, respectively. More importantly, the speed of the transition from
Kohn-Sham exchang®tHF exchange is governed by the attenuation paranzeter
whose value is 0.2, 0.3 and 0.4 a.u. for these three functionals, respectively. These
Z values imply thatZB97X-D has somewhat higher sétiteraction errors than

ZB97X and especiallyZB97.

The basisset def2SVP, developed by Weigend and Ahlrichis)as been used for geometry
optimization for all atoms. For each stationary point, we carried out a vibrational frequency
calculation at the same level to characterize their nature as minima. In ordgaréeanthe
energy values, single point calculations were performed on optimized geomettie®, df

and! with higher triple ] basis set defZZVPP3*

The optimized geometry of ligardin its neutral and reduced forms was also computed at the
CCSD coupleetluster method’ In that case4’ and 4* were constrained in their ,¢
geometries, which were obtained in all cases at the DFT level without constrain, and split

valence defSVP and 631+G(d,pf® basis set were used to define all atoms.

99



In order toascertain that the wave functions of ojs#ell species correspond to the minimum,
WKHLU VWDELOLW\ KDV EHHQ WHVWHG ZLWK WKH 3VWDE
Calculations on all opeshell species (nhegative ligands and monocationic complexed) us

the spinunrestricted formalism. In all DFT calculations, contamination by higher spin states

was negligible to modest (the spin opera@f2values are between 0.75 and 0.81), whereas it

was significant for all CCSD calculatiorét 2values up to 1.50 The spin density populations

DUH REWDLQHG IURP W KWSG Q|-EaaQralHod-obiaIHMBQ) atomic

charges computed at the same DFT level of calculation with the NBO program implemented

in Gaussian09.

I\VV.3. Single reduction of the ligands

We started this chapter with the study of ligahd® and4 and their moneelectronic reduced
forms 1%, 2! and 47, respectively. The geometries of these neutral and anionic forms have
been optimized with the eleven functionals selected irs tthapter. All geometry
optimizations at the DFT level have been performed with the-8@R basis set. As
expected® 1° and 2° present a twisted structure at the CC bond between-thentbered
rings, whereas their anionic forms, as welld&snd4™, show almost planar geometries (but

the C(O)NE$ substituents fo™).
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Figure 4.1 Bond length variations between neutfiabind singlyreduced1™. Experimental values
from ref. See Scheme 4.1 for the definition of bonds a

Figure 4.2 Bond length variations between neut2and singlyreduced2™.
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Figure 4.3 Bond length variations between neutrdl and singlyreduced 4*. (a) geometry
optimization at the CCSD/def2VP level. (b) geometry optimization at the CCSEI6G(d,p) level.

The single reduction of neutr&l-donor bidentate ligands, 2 and4 induces change in the

CC, CN and CO bond lengths. This is illustrated in Figures4®81for 1, 2 and 4,
respectively. All DFT functionals indicate that the incoming electron locates roughly in the
LUMO of the neutral system df, 2° and4°, which therefre nearly correspond to the SOMO

of the anionic form (Figure 4.4). Consequently, the CC, CN and CO bond length variations
upon reduction correspond to the bonding or antibonding nature of these bonds in the LUMO
of the neutral systent|Despite the good qualitative agreement between the results obtained
using the various functionals, which agrees with the similar nature of the LUMO for all
functionals (Figure 4.5), small quantitative differences can be observed in the bond length
variations upon reduction. We noticed for example that the lengthening of the CC bond 'f' and
the shortening of the CC bond 'g' 1ff relative to 1° slightly depends on the functionals
(Figure 4.1). Careful examination of these data indicates that the highamiments of
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HartreeFock (HF) exchange in the functional, the higher the 'f' and 'g' bond lengths

variations. Very similar trends are obtained I@nd4 (Figures 4.24.3).

Figure 4.4. Lowest unoccupied molecular orbital (LUMO)XJf2 and4 (A), and he singly occupied
molecular orbital (SOMO) in their respective monoanionic reduced form (B) computed at the BLYP
level.

Figure 4.5 LUMO of 2 at the BLYP (A) and LBLYP(B) level.

Based on the previous studies in our group relative to the abiliyFdf to describe the

electronic structure of singiyeduced peptidgsf™| we can postulated that lomgnge

corrected DFT give the most satisfying results. However, it would be preferable to have other
comparative data. Comparison with experimental valueg ferpossible as Xay structures
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of neutral1® and anionicl™ bipyridine have been publisHédThe comparison is difficult
because the result pends on the bond which is considered. Therefore, differences and
similarities between experimental and theoretical bond lengths are not sharp enough to
conclude on the required best level of HF exchange, even if a significant high amount seems
to be bette Higher level calculation methods can also be used to benchmark the DFT levels.
However, to be reliable, these calculations must be performed at least at a -chugited

level with a large basis set. We have therefore selected the CCSD level. Daartertiory
demand of this method, we could make these calculations only for the figamck it has &,
symmetry for both the neutral and anionic form. We could unfortunately not use a triple zeta
basis set for these calculations because our computercesalid not allow it. Therefore, we

have used both the de®/P and 631+G(d,p) basis set (Figure 4.3). Again, the comparison is
not easy because the result depends on the bond. For example, a higher amount of HF
exchange induces DFT results which aresetoto CCSD results for 'h' and 'i', whereas the
opposite is observed for 'g'. The former case seems however to be more frequent, which
argues for the longange corrected DFT, even if this conclusion remains to be confirmed. It
should furthermore be no#éd that CCSD calculations of* suffer from large spin

contamination, which makes these results difficult to be used as reference.

These various bond length variations reveal weak differences in the electronic structure of the
singly-reduced systems deming on the functionals. Indeed, the increase of the amount of
HF exchange induces a small decrease of the single electron delocalization over th& whole
system. The unrestricted nature of the wave functions leads therefore to larger amount of
atomic Dand Espin density on the carbon and nitrogen atoms of thensixbered ring
(Figure 4.6). Similarly, the delocalization of the spiensity over the amide moiety & is
significantly lowered with the functionals such as CA4LYP, LC-BLYP or MO6-HF,

which presents high amount of HF exchange (Figure 4.6). It is significant that these
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differences arise only from the reduction process, as the LUMO of the neutral systems does

not depend on the functional (Figure 4.5).

Figure 4.6. Spin density (isosurface @t0025 a.u.) and NBO spin density populatia® £ for 1* and
2 computed with the BLYP (A) and {BLYP (B) functionals.

In addition to the geometric and electronic structure, we have examined the effect of the
functional on the energy associated vitik reduction process. To that end, we calculated the
vertical (EA) and adiabatic (E4 electron affinities of the neutrals, 2 and 4 and the
relaxation energy (& associated with the geometry variation due to the addition of one
electron (Figure 4.7)Energy values were obtained first with the d&\2P basis set at the
geometries obtained at the DFT/d&¥YP level. Furthermore, singf®int energy
calculations were performed with the d&fiZVPP basis set at the DFT/de®/P geometries.

The values obtaed for 1, 2 and 4 with the eleven functionals are indicated in Table 4.1

(DFT/def2SVP levels) and Table 4.2 (DFT/defZVPP//DFT/def2SVP levels).
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Figure 4.7. Definition of vertical (E4 and adiabatic (EA electron affinities and relaxation energy
(ER).

All functionals agree that the electron capture is an exothermic process, Hutviibr the
def2SVP basis set for most of the functionals. Nevertheless, the trends observed with def2
SVP and defZ'ZVPP basis sets are similar and only the latter tesull be discussed. For

all functionals, the order of electron affinity 46> 2 > 1. The amide electron withdrawing
group induces higher adiabatic electron affinityZarompared td. by about 45 kJ.mdl and

the carbonyl bridge irt further improvesthe electron affinity by roughly 70 kJ.niol As
expected, the planar structure 4fin both its neutral and anionic forms induces lower
recombination energy upon reduction comparedl tand 2 for which the reduction step

induces rotation around theG+C-N link.

Table 4.1 Computed relaxation energy and vertical and adiabatic electron affinitles2of
and4 (in kJ.mol") at the DFT/defSVP levels

1 2 4

EA, EA: Er EA, EA: Er EA, EAs Er
BLYP 27 -2 26 24 53 29 96 110 14
B3LYP 27 4 31 24 54 30 105 122 17
CAM-B3LYP -46 -6 39 5 38 34 92 112 21
LC-BLYP -58 -10 48 -7 34 41 82 106 24
MO6L -12 14 26 40 69 29 114 129 15
MO6 -20 11 32 33 61 28 109 126 17
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MO06-2X -39 -2 36 15 46 31 99 121 21

MO6-HF -63 -16 47 -8 32 42 90 116 27
B97 -54 -8 46 -5 35 40 82 106 23
BI7X 53 -9 44 -4 34 39 86 109 22
BI7X-D -48 -6 41 5 40 34 94 115 21

Table 4.2 Computed relaxation energy and vertical and adiabatic electron affinities2of
and4 (in kJ.mol") at theDFT/def2TZVPP//DFT/def2SVP levels

1 2 4

EA, EAs Er EA, EA: Er EA, EAx Er
BLYP -2 17 19 49 67 18 122 133 11
B3LYP -5 20 25 45 66 20 125 139 14
CAM-B3LYP -22 10 32 26 51 25 114 131 17
LC-BLYP -32 8 40 17 49 33 107 127 20
MOG6L -8 13 21 45 68 23 115 127 12
MO6 -8 17 25 44 64 20 118 130 12
MO06-2X -19 12 31 33 58 24 116 134 19
MO6-HF -31 11 42 24 60 36 117 141 24
B97 -36 4 39 12 45 33 100 120 20
BI7X -34 3 37 13 44 31 103 122 19
BI7X-D -32 3 35 21 a7 26 107 124 17

Once again, quantitative differences can be observed between the various functionals. We
have seen previously that the bond length variations upon reduction depend on the DFT
functionals. In particular, we observe in most cases that the higher the ambudis
exchange, the larger the bond length variations, and then consequently the larger the
computed relaxation energy. We also observe that larger amount of HF exchange induces
smaller vertical electron affinities. This is related to the effect of theektithange on the

electronic delocalization. A higher percentage of HF exchange induces that the added electron
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is more localized, so that the Coulomb repulsion term is stronger, which is unfavorable to the

electron capture.

The study of the DFT functionaffect on the electron capture byNadonor ligand reveals
relatively small changes which are purely quantitative. Qualitatively, all functionals give the
same trends in terms of bond length variation, spin density variation or electron affinity. We
then tun our interest to the single reduction of the two heteroleptic-doardinate zinc

complexes [Zr)(4)]** and [Zn@)(4)]**, named respectively” andll #* (Scheme 4.1).

I\VV.4. Single reduction of the zinc complexes

As for the ligands, we first examine for complex&5and Il >* the bond length variations
upon reduction at the eleven DFT functionals. The results obtainéd éoe shown in Figure
4.8. Similar results have been obtained Iff and they will therefte not be discussed. As

previously, the bond length variations depend upon the DFT level.
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Figure 4.8 Bond length variations between dicatiohf¢ and singlyreduced! *. See Scheme 4.1 for
the definition of bonds.

In most cases, only the variation intensities depend on the functional, even if the differences
can be significantly larger than for the free ligands. For example, upon reduction, the bond
length of 'g' for4 decreases by0.034 and-0.041 A at the BLYP ah LC-BLYP levels,

respectively, whereas it is shortened 4y025 and-0.068 A inll. We also observe that

UHYHUVH ERQG OHQJWK YDULDWLRQ FDQ EH REBWDLQHG

corrected DFT. In particular, the A% bond length between ligaridand the metal cation is
shortened upon reduction at the BLYP, B3LYP and MOG6L levels whereas it is lengthened
with the other functionals. We also observed that the bond lengths remain almost unchanged

in ligand1 of | for all methods but BLYP, B3LYP, M@6and MO6.

The explanation of these significant geometrical differences can be deduced from the
examination of the SOMO (or the spin density) after reduction, depending on the functionals

(Figure 4.9). Indeed, at the BLYP, B3LYP, M06 and MOG6L levels, taed electron in the
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optimized geometry of * is delocalized on the two ligands. On the opposite, for all other

methods, the added electron is only located on the ligand

Figure 4.9. SOMO of ¥ computedat the B3LYP (left) and LBLYP (right) level

Table 4.3 NBO spin density population of andll * after vertical and adiabatic reduction of
12" andll #*. Calculations at the DFT/def@VP level®

Vertical Adiabatic Vertical Adiabatic

reduction reduction reduction reduction

1 4 1 4 2 4 2 4
BLYP 0.43 0.55 0.41 0.57 0.39 0.60 0.36 0.63
B3LYP 0.40 0.59 0.32 0.67 0.35 0.63 0.22 0.77
CAM-B3LYP 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99
LC-BLYP 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99
MO6L 0.43 0.57 0.39 0.60 0.39 0.61 0.34 0.65
MO6 0.38 0.60 0.19 0.81 0.33 0.65 0.04 0.95
MO06-2X 0.12 0.87 0.00 0.99 0.00 0.99 0.00 1.00
MO6-HF 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99
B97 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99
BI7X 0.00 0.99 0.00 0.99 0.00 0.99 0.00 0.99
B97X-D 0.00 0.99 0.00 0.99 0.00 0.99 0.00 1.00

2 Spin density at the zinc metal center is in all cases lowest than 0.01 electron.
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Closer examination of the spin density distributionidnand Il * show interesting trends.

Both after vertical and adiabatic reduction, the added electron is located only ordligéhd

the CAM-B3LYP, LC-BLYP, MO6-HF, ZB97, ZB97X and ZB97X-D functionals. MO&2X

shows almost the same behavior, except for the verédaiction ofl>* for which a partially
delocalized electron on both liganiisand 4 is computed. BLYP, B3LYP, MO6L and MO06
show spin density on both ligands in all cases. It is noticeable that the amount of spin density
on1(in1¥) and in2 (in I ¥) is related to the amount of HF exchange on the functional.
Indeed, B3LYP and M06 show lower spin densitylaamd2 compared respectively to BLYP

and MO6L. We also noted that the delocalization on the two ligands slightly decreases upon

geometry optimization.

Data on Table 4.3 also show that ligahcontain in all cases the majority or the totality of the
spin density. This agrees with its higher electron affinity comparddatad 2. However, we
observed tha2, which has a higher electron affinity compared.t has a lower spin density

compared td. We do not have any explanation for this observation.

These differences in the spin density distribution explain the difference in bond length
variation. The [ZA'(19(4Y)] electronic structure off ¥ computed with the longange
corrected functionals explains tha} the bond lengths id remain almost unchanged upon
reduction; {i) the ZnrN bond lengths between Zn adddecrease, inducing lower Lewis
acidity of the metal center and thus a longerNZibond length between Zn ardd On the
opposite, the [ZF (1Y% (4] electronic structure given by standard DFT induces that both

ligands are more tightly bounded to the metal center.

Last, we computed the vertical and adiabatic electron affinitrethése dicationic complexes.

The results are indicated in Table 4.4.
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Table 4.4 Computed relaxation energy and vertical and adiabatic electron affiniti&sanid
11 2* (in kJ.mol%).

2 1P e

EA, EA, Eg EA, EA. Eg EA, EA. Er
BLYP 739 747 8 749 755 6 704 717 12
B3LYP 731 742 11 737 746 9 706 720 14
CAM-B3LYP 701 730 29 707 735 27 684 715 31
LC-BLYP 698 733 34 706 739 32 684 719 35
MO6L 757 766 9 745 752 7 727 740 12
MO06 734 746 12 729 738 9 711 728 17
MO06-2X 704 733 29 707 735 28 688 719 30
MO06-HF 690 724 35 706 739 33 677 712 35
B97 694 728 33 696 728 32 679 713 34
ZBI7X 697 728 32 698 728 30 681 714 33
ZB97X-D 703 731 29 702 729 27 686 717 30

2 Computed at the DFT/def8VP level” Computed at the DFT/defPZVPP//DFT/def2SVP
level.

For these cationic species, we observe that the DFF&VPP//DFT/def2SVP and
DFT/def2SVP levels give almost similar values forTherefore, regarding the extended size

of II, calculations with thedef2TZVPP basis set have been performed only IfoiThe
difference in electron affinity betwedA* and1l 2* is about 20 kJ.mdlin all cases, which is
smaller than the difference between the electron affinities between the ligands. This agrees
with the observation that the added electron is only (or mostly) located on ldaite
difference between the various functionals is not large for these calculations, however we
noted that the relaxation energy is significantly smaller with the standard DFJaoeainto

the longrange corrected functionals. This agrees with the fact that, with the latter,-the Zn
bond lengths show larger variations because one ligand becomes more tightly bonded whereas

the other is less tightly bonded.
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IVV.5. Conclusion

Based onthe literature survey and previous work in our group, we suspected that the
electronic structure determination of radical reduNetbnor ligands and their organometallic
complexes can be a problematic case for DFT methods. The results obtained inpt@s cha
confirm this hypothesis. Geometrical and electronic structures of 3 bipyyjlylligandsl, 2

and4 and two of their tetracoordinated zinc complexes were studied in theirstieeand
singly-reduced opesshell states by various density functiaahnging from GGA to RSHs.
Depending on the functionals used for the calculations, various electronic structures have been
obtained for the reduced species, inducing diverse bond length variations upon reduction and
electron affinities. These observatioren be explained on the basis of relationship between
the amount of HF exchange involved in the applied DFT functionals, and in particular at long
interelectronic range, and the localized/delocalized behavior of the added electron. Indeed,
seltinteraction error promotes a delocalized single electron whereasrbonge corrected
functionals leads to structure with a more localized spin density. In particular, for
>=Q / 74yp@ structures, a [ZA(L™* /9] electronic structure is obtained with RSH
functionals (CAMB3LYP, LC-BLYP, ZB97, ZB97X, B97X-D) and MO6HF, whereas a
delocalized [ZA'(L™Y? /4?)] electronic structure is computed with BLYP, B3LYP, MO6L

and MO06 functionals. Results from the MBR functional are almost similar to those
obtainal with the former, even if a partly delocalized electron on both ligand is observe when
[Zn(1)(4)]* is vertically reduced. Comparisons of these diverse results with experimental data
from X-ray studies and with high level theoretical calculations arelynaioonclusive, even

if they suggest, in agreement with previous studies on others molecular systems, that a high
level of HF exchange is more desirable. In view of these difficulties of DFT calculations, it

would be very interesting to obtain experimémadence of the electronic structure of these
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radical organometallic species that we are able to form and isolate in the gas phase. Therefore,
the measure of infrared signatures of these species would allow not only to characterize them
experimentally, bt also to assess the reliability of DFT functionals. This is achieved in

chapters V and VI.
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ChapterV
Characterization of dicationic metal

complexes
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V.1. Introduction

InfraRed Multiple Photoissociation (IRMPD) spectroscopy produces the infrared signature

of gaseous molecular ions trapped in the high vacuum cells of mass spectroriéers.
technique emerged at the beginning of this ceftuand is recognized as a powerful tool for
distingushing between isomers and conformers of organic, inorganic and biological $pecies.
In most cases, the IRMPD band assignments that allow structural characterization are made
through comparison with model spectra that are predicted by modern electraotarstr
calculations such as density functional theory (DFT). The accuracy of these calculations is

essential to use of the technique.

Agreement between experimental IRMPD and calculated spectra is generally satisfying, in
particular for band positions, bsbme small differences are often observed. When IR spectra
are calculated by DFT methods that include harmonic approximations, discrepancies can arise
from anharmonic and finite temperature effects. Methods to model IR spectra that inherently
include thes effects have therefore been devised for both cla¥@atl quanturhmolecular
dynamic simulations. Anharmonic effects can also be included for high level calculations with
methods such as VSEBr GVPT2? However, static DFT calculations remain thetésst and

most convenient and common way to model IR spectra, their main drawback being that they
require the use of a scaling factor to obtain the correct vibrational frequencies. Numerous
studies in the literature report vibrational scaling factors #nat appropriate for a given
combination of DFT functionals and basis s8she numerical values of these scaling factors

can vary slightly as a function of the database used to establish the scaling factor; for example
the values of 0.96 %} 0.9664" and 0.980¢ have been recommended in different studies at

the B3LYP/631G(d) calculational level. consequently, these empirical scaling factors

introduce a degree of uncertainty, which is expressed in the predicted vibrational
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frequencies>'* For example, for a band computed Xt 1800 crit* at the B3LYP/631G(d)

level, the values obtained after scaling by 0.9614 (173%) @m0.9800 (1764 ci) differ by

33 cm?, which is highly significant figure in terms of interpretation. Beyond the standard
approach of applying a uniform scaling factor over the whole infrared spectral region,
different strategies have also been developed to improve the accurdbg gfedicted
vibrational frequencie&*® Two different scaling factors can be used forlemergy (< 1800
cm™) and highenergy (> 1800 cif) vibrational moded’ Scaling equations or specific (or
local) scaling factors have also been determined for spefamily of compounds or

vibrational modes®

These scaling factors are based on experimental infrared absorption spectra, and it is known
that IRMPD spectra, which are g&KDVH 3DFWLRQ™ RU 3FRQVHTXHQFH" \
redshift relative to clasical absorption spectra. Nonetheless, classical scaling factors are
commonly used to assign IRMPD bands and to distinguish between different isomers and/or
conformers. Specific scaling factors have been determined for gas phase spectroscopic studies
of biomolecules?® and the relative performance of different DFT functionals has been
evaluated in several studig€?*> A mean error of around 10 chis obtained for the best
functionals, which include B3LYP. However, these calibrations have generally bekn ma
upon small libraries of compounds and are only available for a restricted range of functionals.
An improved understanding of the nature of the difference between experimental and
calculated IRMPD spectra would obviously be of significant interest: sescavhere a
computed spectrum does not fit exactly with an experiment, it would clarify whether the
discrepancy arises from inaccuracies of computation or from the fact that the calculated

structure does not correspond to the experimentally observed one.

For some years, our group and others have been interested in the measurement and modeling

of IRMPD spectra of fragments that result from electron capture or transfer dissociation
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(ECD/ETD) processes?*?®> ECD and ETD are mass spectrometry fragmentation adsth

that rely on the adjunction of one electron to a muliifigrged gas phase cationThe
fragmentation mechanism of ECD and ETD is still a matter of conjetititeand
considerable debate surrounds where the incoming electron is first attached arethe p
polycation. It has been demonstrated that-isédraction error prevents conventional
exchangecorrelation functionals such as B3LYP from properly describing the intermediate
radical protonated peptides that are generated by ECD and®H{@vever, angeseparated
hybrid (RSH) functionals improve the description of these peptides significantly. Our work
described in the previous chapter (chapter 1V) shows also the influence of the functionals on
the description of reduced organometallic complexeis. therefore important to understand

the accuracy of RSH when they are used to model infrared spectra, because these spectra will

allow the site of electron attachment to be defined adequately.

The following section (section V.2) presents our initial afiesnto record IR vibrations of

metal complexes through IRMPD action spectroscopy experiments. In view of the poor
agreement between the experimental and theoretical spectra obtained for the reduced species
with two different functionals, as well as withREH functional for all complexes, we then
decide to perform an evaluation of the functional accuracy on our molecules of interest. These

benchmark calculations are describe in section V.3

V.2. IRMPD spectra-First attempts

Infrared multiple photon dissodian is a unique spectroscopy technique allowing to record
IR vibrations of ions in the gas phase. Our work described in Chapter Il allows us to perform

IRMPD studies on two different families of complexes: (i) dicationic organometallic
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complexes directlfformed through ESI and selected in the quadrupole of theCRT (ii)
singly-reduced monocationic organometallic complexes, obtained after electron capture by the
former (through ECD method) and isolation in thelER cell. One example of such studies

in presented for each family of complexes in sections V.2.1 and V.2.2, as well as the
comparison of the experimental IR spectra with calculated IR spectra obtained with a standard

(B3LYP) and a RSH (LEBLYP) functionals.

V.2.1.Dicationic complex

A 3:1 mixture of phenanthroline (liganl) and Zn(BFR), in a 1:2 water/acetonitrile solution

has been prepared and transferred in the gas phase through ESI. Among the numerous ions
which are obtained, we observe the ion at m/z = 302, which correspond to the dicationic
complex [ZnB)s]**. This ion is then masselected in the quadrupole, transferred in the FT

ICR cell and irradiated with monochromated IR photons inl8@32000cm™* range. The ion

can absorb multiple photons if its vibration is resonant with the laser frequency. In that case,
multiple photon akorption induces fragmentation of the ion. For the dicationic complex
[Zn(5)5)**, the fragmentation corresponds to the loss of a neutral phenanthroline ligand to

yield product [Zn§),]** ion at m/z =212as shown in Figure 5.1.
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Figure 5.1 IRMPD mass gectrum (lon intensity in arbitrary units) obtained after mass selection of
[Zn(5)s]*" (m/'z 302) in the quadruple (a); after irradiation by the free electron laser at 1427 iom
the FFICR cell (b).

Gasphase IR action spectroscopy of [Bpa{** was performed several times in th800+

2000 cni* region, as shown in Figure 5.2, which allows to identified 5 IR bands. The average
values of the IR experimental bands are 1113, 1162, 1427,a®1%3575 cril. More about
these vibrations will be discugbe section V.3.

As a preliminary study, we have computed the IR spectra o6J4fi{at two DFT levels of
calculations with the 81+G(d,p) basis set. We used a hybrid (B3LYP) and a RSH (LC
BLYP) functionals in order to evaluate their ability to reproduce the experimental spectra.
Figure 5.2 shows that B3LYP reproduces nicely the expeatahspectra, whereas LBLYP

has a much morgignificant discrepancy
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Wavenumber (cih)

Figure 5.2 Experimental IR action spectra (A) and DFT computed IR spectra ob)}fi( at the
B3LYP/631+G(d,p) (scaling factor 0.978) (B) and LBLYP/631+G(d,p) (scaling factor 0.94) (C)
levels.

V.2.2.Reduced metal complex

Following our IRMPD experiments performed on a dicationic complex 1$elssted in the
quadrupole to record its IR spectra, we explore the possibility to obtain IR action spectra of a
radical cation. This requiresoupling two successive processes in tAel€ER cell, i.e. an
electronic reduction through ECD followed by mass selection of the radical cation and then its
irradiation by the tunable laséfhe principle is simple. Its achievement is complicated by the

need to have sufficient intensity of the i@d allowing to observe its fragments after
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irradiation by the laser. This requires having sufficient intensity of the parent dicationic

complex and to finely adjust the ECD parameters.

In this strategy, we have obtained the reduced metal sgeci€®,] * by the one electron
reduction through ECD on the dicationic metal compl&r(2)s]>*. This radical is then
isolated in the FAICR cell. Subsequently, IRMPD experiments performed on this isolated
species reveal four intense band<301, 1428, 1481 ant670 cni (average values of the

two experimental dataas shown in Figure 5.3.

Wavenumber (ci)

Figure 5.2 Experimental IR action spectra (A) and DFT computed IR spectra oR)}n(at the
B3LYP/631+G(d,p) (scaling factor 0.978) (B) and LBl YP/631+G(d,p) (scaling factor 0.94) (C)
levels.

Contrary to what is observed for the dicationic comdEr(5)s]?*, comparison between

experimental and theoretical IR spectra show very pomeagent, which in principle does
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not allow to explain the experimental spectrum and furthermore does not permit to determine
which electronic structure (localized or delocalized) is the correct one. On that basis, we
decide to evaluate more deeply the igpbf functionals to reproduce experimental spectra of

organometallic complexes.

V.3. Benchmark DFT calculations for IRMPD spectra

Estimating the precision with which DFT methods can model infrared spectra requires a solid
body of experimental IRMPD refence spectra that, under ideal circumstances, would be
associated unequivocally with one specific conformation of a chemical compound. This is a
difficult constraint to meet with peptides, but it is normally nicely satisfied by metal
complexes whose geatries are usually wettharacterized and clearly defined. In this
section, we have therefore measured IRMPD spectra of ten organometallic complexes that
contain bipyridyitype ligands, and computed their infrared spectra using standard and RSH
functionals The comparison between the theoretical and experimental results is used to define
scaling procedures that can be used to provide satisfactory interpretations of IRMPD gas
phase studies involving cations, as well as to evaluate the degree of confidenuasgible

to expect when these functionals, basis set and scaling procedures are used to model infrared

spectra.

V.3.1. Computational details

V.3.1.1. DFT calculationsAnalysis tools

Calculations were carried out with the Gaussian09 padkagel all structures were fully
optimized without any symmetry constraints at the DFT level. Five different exchange

FRUUHODWLRQ IXQFWLRQDOV ZKLFK FRYHU GLIITHUHQW F
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separated hybrid (RSH) functionals , have been apjbtiethese calculations: (i) the hybrid
GGA functional B3LYP*! which includes 20% of Hartreleock exchange (¥); (ii) the
hybrid metaGGA functional M062X,** which includes 54% of %; (iii) the RSHs CAM
B3LYP,** LC-BLYP,* and ZB97X-D,* which present a gwing fraction of X' with
increasing interelectronic separation in the6B9 0100 and 22.200 range, respectively. The
speed of the transition from KotBham exchange to"k is governed by the attenuation
parameterZwhose value is 0.33, 0.47 and 020. for these three functionals, respectively.
Three valence doubl¢ basis set have been used. The first one, notedS)#2 used the
def2SVP splitvalence basis set developed by Weigend and Ahlrichs for all &fofise
second and third basis set, ribteespectively 81G(d,p) and €81+G(d,p), used valence
double ] Pople basis séf,without or with diffuse function on heavy atorifstor all atoms

but Ru for which the LanL2DZ pseudopotential and associated baSikaebeen employed.
For each stationanyoint, we carried out a vibrational frequency calculation at the same level
to characterize their nature as minima. Stick spectra, as well as Lorentzian line shapes, with a
full width at half maximum (fwhm) of 5 or 10 ¢cmwere used to generate the cédted IR

spectra.

V.3.1.2. Analysis tools

For each level of theory and each protocol used to obtained unscaled theoretical vibrational
frequencies, the predicted frequency values are obtained following two various strategies.
First, we used the traditiohapproach which consists to determine (or select in the literature)

a scaling factor and to multiply the unscaled theoretical vibrational frequencies by this scaling
factor (ide infrg. In a second strategy, the unscaled theoretical vibrational fregsese
plotted against the determined experimental vibrational frequencies for the 68 vibrational
modes Q A linear correlation is then used to determine a linear relationship (y = ax + b)
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between experimental and theoretical values. The equation (1) cesodbe predicted

frequency vaIues)@redictfrom the unscaled theoretical vibrational frequencisc.

(1)

The accuracy of the predicted frequency values is analyzed by two numerical tests. First we

use the meaabsolute error (MAE) given by equation (2).

(2)

Second, the roeneansquare error (RMSE, equation (3)) between the experimental and

predicted frequency values has been calculated to evaluate the prediction capabilities.

(3)

Since the errors are squared beforeythee averaged, the RMSE gives a relatively high

weight to large errors compared to MAE.
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Three different scaling factors have been estimated for each level of theory and each protocol
used to obtained unscaled theoretical vibrational frequencies. Rastidual scaling factors

sf@have been obtained for each of the 68 vibrational md@®g dividing the experimental

value X%Xp by the corresponding calculated vald&.. The arithmetic averaging of the
individual scaling factors is used to determid¢KH 3DYHUDJH  VWED@4§EB.IDFWR U

Scaling factors which minimize the MAE (gk) or the RMSE (sfuse) have also being

obtained.

V.3.2. Studied complexes

The ten complexekX that are depicted in Figure 5.5 have been studied in this benchmark.
They are mainly dicationic zincl4VIll ) and ruthenium IK) complexes, but one
monocationic ruthenium compleX]) is also included. All are hexacoordinated, and each
complex includes deast one of the bipyridytiype ligandsl-5 describe previously in Chapter

lIl (for clarity, they are drawn again in Figure 5.5). They therefore comprise a series of

geometrically related homoleptit-¥) or heteroleptic\{I-X) complexes.
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Figure 5.5. Complexes-X studied in this benchmark study.
V.3.3. Experimental details

Ru(bipy:Cl, (1 eq.) and AgBF (2 eq.) were mixed in acetonitrile and heated at 60°C
overnight, the mixture was filtrated and thémwasadded to the filtrated solution and stirred

for 2h.1X is observed in the full mass spectra obtained from the diluted crude solution.

Ru(bipy):Cl, complex was stirred for 2h in acetonitrile soluti¥nis observed in the full mass

spectra obtained fromehdiluted crude solution.

Solutions for zinc complexdsVIlIl andXl were prepared in a 1:2 water/acetonitrile solution

by mixing one or two ligands and zinc(ll) tetrafluoroborate.

Zinc and ruthenium complexes were formed in an electrospray source in positive mode and
observed by high resolution mass spectrometry with a 7T Fourier Transform lon Cyclotron

Resonance (FTCR) tandem mass spectrometer (Bruker Apex Qe). The ion of intsess
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isolated in the quadrupole with an isolation windown#z 0.5-10.0 and accumulated in the
collision cell for between 0.5 to 2.0 seconds. This ion is then transferred to the ICR Cell and
irradiated for between 0.15 to 2.0 seconds with an IR lasbradénal spectra were obtained

in the 9002000cm™ region by IRMPD using the FICR spectrometer coupled to a tunable
IUHH HOHFWURQ ODVHU DW WKH &HQV?PUﬂ-IIRMP‘DI—BUtiomQIUDUR
spectroscopy, when the laser wavelength becomesaeswith a vibrational transition of the
massselected species, a sequential absorption of multiple photons that is coupled to fast
intramolecular vibrational redistribution can deposit internal energy within the species up to
threshold energy for fragmetion. The intensity of parent and fragment ions after laser
irradiation are monitored as a function of the excitation wavelength, with the
photofragmentation yield being calculated for each wavelength accordimfltgren{ (Iparent +

ltragmeng]. At €ach wavelength step, 4 to 6 mass spectra were averaged.
V.3.4. Experimental spectra database

The IRMPD spectra of-X have been recorded over a 900 cni range. To ensure the
accuracy of the measurements, at least two spectra have been obtairexh fooraplex on
different days, so as to eliminate calibration errors. These representative spectra recorded for
|-X are given in Figures 5:6.15. The largest bands are observed in every spectrum of a given
compound, but lower intensity bands may be abser#tome spectra. These variations of
detail reflect how variables such as laser alignment, intensity of the parent ion, irradiation
time or laser attenuation affect the precise nature of the fragmentation process that occurs

within the parent ion and gigeise to the IRMPD.
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Figure 5.6 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundl scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cm® (fwhm) Lorentzian linewidth function.

Figure 5.7. Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundll scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cni* (fwhm) Lorentzian linewidth function.
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Figure 5.8 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundlll scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cm® (fwhm) Lorentzian linewidth function.

Figure 5.9 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundlV scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cmi* (fwhn) Lorentzian linewidth function.
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Figure 5.10 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundV scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cm® (fwhm) Lorentzian linewidth function.

Figure 5.11 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundVI scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with &cmi* (fwhm) Lorentzian linewidth function.

136



Figure 5.12 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundVIl scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cm* (fwhm) Laentzian linewidth function.

Figure 5.13 Experimental IRMPD spectra (A) and B3LYR/G+G(d,p) computed IR spectra of
compoundVIll scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with &cmi* (fwhm) Lorentian linewidth function.
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Figure 5.14 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundiX scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cm® (fwhm) Lorentzian linewidth function.

Figure 5.15 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundX scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cmi* (fwhn) Lorentzian linewidth function.
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Figure 5.16 Experimental IRMPD spectra bflrradiation time: 500 ms (blue and green lines) or 250
ms (brown line).

Eight bands, noted |_a to |_h, have been clearly identified for comgo(igure 5.16) and a

total of 68 bands have been obtained from compolmsComparing different spectra from

a given compound shows that slightly different wavenumbers can be obtained for any given
band, and this serves to illustrate the degree of wogrtthat is associated with the IRMPD
experiment. For example, the band |_b is observed at 1073 and 1078 ¢wo different
measurements df Differences are normally smaller than 10%rbut quite large variations

(of up to 29 crit for band I1l_g)are occasionally observed. The mean of the different values

is taken here to be the experimental wavenumber of each band.
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V.3.5. Vibrational modes assignment

Assignments of the vibrational modes, which have been made through comparison with
B3LYP/6-31+3(d,p) computed IR spectra (Table 5.1), are in agreement with the selution
phase spectra obtained for similar zinc and ruthenium complexes including bipmdiyl

related ligand4:*2

Table 5.1 Observed IRMPD resonances fexX and their assignments.

Band Wavenumbe

name (cm?) Vibrational mod@

| a 1027 ring breathing,ECH outof-plane ()

I b 1076 ring breathing 1)

e 1176 ECH in plan @)

| d 1318 XCGCings XCNring, ECH in plan ()

| e 1441 XCCing, XCNiing, EEH in plan ()

| f 1474 XCGCings XCNring, ECH in plan ()

| g 1577 XCCiing, XCNring (1)

| h 1591 XCGCing (1)

Il_a 1235 AN-CH, + ECH3 antisymmetric
Il_b 1288 XCCing, XCNring (2)

Il_c 1315 Twist CH,

I_d 1444 XCNamide ECH: (Scissors)

Il_e 1605 XCGCing (2)

||_f 1657 )C:Oamide
l_a 1011 XC-Oestes XC-Cester
l_b 1129 XC-Oegstes ring breathingJ)

l_c 1259 XC-Ogstes XCCiings XCNiing, ECH in plan B)
l_d 1281 XC-Oestes XCCiings XCNiing, ECH in plan B)
l_e 1312 XC-Ogstes XCCiings XCNiing, ECH in plan B)
_f 1401 ECHz symmetric (umbrella), wag CH
I g 1757 YC=pster
IV_a 1104 ring breathing,ECH in plan @)
IV Db 1249 XCGCing, XCNiing, ECH in plan @)

IV _c 1416 XCGCing, ECH in plan @)
IV_d 1569 XCCing, XCNiing (4)

IV e 1742 XC=0 @)

V_a 1113 ring breathing,ECH in plan )

V_ b 1161 ECH in plan b)

V_c 1427 XCGCings XCNring, ECH in plan 6)

V d 1515 XCGCings CNiing (5)
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V e 1579 XCGCiing, CNiing (5)

VI_a 1021 ring breathing,ECH outof-plan (1)
VI_b 1284 XCCiing, CNiing (2)
VI ¢ 1322 Twist CH,
Vi _d 1444 XCNamide ECH: (scissors)
VI_e 1597 XCGCing (2)
V|_f 1661 XC=Camide
VIl_a 1028 ring breathing 1)
VIl_b 1113 ring breathing +ECH in plan &)
VIl_c 1176 ECH in plan @)
Vil _d 1261 XCGCings XCNiing, ECH in plan @)
VIl_e 1325 XCGCings XCNring, ECH in plan ()
VIl f 1419 XCGCing: ECH in plan é)
VIl_g 1446 XCCing, XCNiing, EEH in plan ()
VIl_h 1478 XCGCiing, XCNiing, EEH in plan ()
VILi 1592 XCCing, XCNiing (1 and4)
VI j 1756 XC=0 @)
VIIl_a 1112 ring breathing +ECH in plan @ and5)
VIII_b 1160 ECH in plan b)
VIIl_c 1259 XCGCing, XCNiing, ECH in plan & and5)
Viil_d 1352 XCGCing: XCNring, ECH in plan 6)
VIII_e 1428 XCGCing: EEH in plan @ and5)
VIII_f 1524 XCCiing, *CNiing (5)
VIll_g 1588 XCGCing, XCNiing (4 and5)
VIII_h 1630 XCGCing (5)
VI i 1758 XC=0 @)
IX_a 1011 )C'Oester )C'Cester
IX b 1131 XC-Ocgstes Fing breathingJ)
IX_c 1266 XC-Oestes XCCiing, *CNring, ECH in plan B)
IX_d 1318 XCCing, XCNiing, ECH in plan B)
IX_e 1745 xC=0 @)
X a 1029 ring breathing {)
X b 1173 ECH in plan @)
X ¢ 1249 XCCiing, CNiring (1)
X_d 1271 XCCiing, XCNring (1)
X e 1316 XCGCings XCNring, ECH in plan ()
X_f 1456 XCCings XCNring, EEH in plan @)
X_ g 1600 XCCiing (1)

& X= stretching; E= bending; wag = wagging; number in parentheses indicates the bidentate
ligand on which the vibrational mode operates.
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In depth comparison of the various complexes indicates that the vibrational modes of each
ligand are largely independent of the nature of the complex, so that they can be assigned quite

easily for each ligand-5 (Figure 5.17).

Figure 5.17. Assignment of vibrational mode wavenumbers for neutral ligas&lgn organometallic
complexes.

V.3.6. Posttreatment of calculated spectra

In an initial study, IR spectra of-X were modeled at the B3LYR&L+G(d,p) level.
Comparison between experimental and theoretical spectra (see Figufed5).6eveals a
satisfying qualitative agreement. As expected, because IRMPD spectra are traced as a
function of molecular fragmentation rather than dipole changes,diiensities are not well

reproduced. This is nicely illustrated by the |_a band which has the largest intensity in the
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experimental spectrum, but not in the theoretical one, whose line intensity is plotted as a
function of IR absorption. We also note ttzafew of the bands that should be theoretically

present at low intensity are not observed in the experimental spectra. In the subsequent
discussion, we will restrict our comparison to those peaks that are observed in the

experimental spectra.

Figure 5.18 Unscaled calculated IR spectraladit the B3LYP/@1+G(d,p) level. Convoluted spectra
obtained using a 10 (A) or 5 (B) &nffwhm) Lorentzian linewidth function, and stick bars spectra (C).

Different strategies have been used to compare the exgeeahand theoretical vibrational
frequencies quantitatively. Whilst the experiments produce broad bands having a linewidth of
c.a. 1615 cni', the DFT calculations furnish stick spectra that can be convoluted using
Gaussian or Lorentzian profiles. We haelored four different protocols for treating these
theoretical data in ways that transform them into single vibrational frequencies that are

suitable for comparison with the experimentally observed bands. Initially, we identify the
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wavenumber range irhé computed spectra that correspond to each experimental band. For
example, bands |_e and |_h are associated with all of the unscaled theoretical vibrational
frequencies in the 1468478 and 16371649 cni ranges, respectively (Figure 5.18). In the

first treatment protocol (P1), the largest peak of each range in the theoretical spectrum is
considered to determine the unscaled theoretical vibrational frequency corresponding to the
associated experimental band (Figure 5.18C, in red), and this attributes otli#478 and

1638 cm' to |_e and |_h, respectively. The second protocol (P2) differs from the first one
when several peaks are computed in the same region, and these have an intensity that is at
least equal to half of the most intense local peak, atisituthat occurs in the 1631649 cnm'

range ofi. In this case, the mean of the different values of these computed peak frequencies is
taken (Figure 5.18C, in orange). The third (P3) and fourth (P4) protocols involve convoluting
the theoretical spectra thia 5 (Figure 5.18B, in green) or 10 trFigure 5.18A, in blue)

(fwhm) Lorentzian linewidth function, respectively. If several peaks still appear in the
convoluted spectra (see |_h in Figure 5.18B), the most intense is then used to determine the
unscale theoretical vibrational frequency, and if a band is convoluted with a neighboring
band, then the same unscaled theoretical vibrational frequency is attributed to both bands (see

| gand | _hin Figure 5.18A).

The ability of these different data managem@motocol to generate satisfactory band
frequencies was evaluated using unscaled B3L¥8RM5(d,p) theoretical vibrational data
(Table 5.2). Firstly, we observe that changing the protocol (P1 to P4) that is used to transform
the theoretical vibrational déquencies into single band frequencies for quantitative
comparison with the experimental spectra has a negligible influence on the scaling factor that
is required for subsequent correction to the experimental values. The associated mean absolute
error (MAE) and rootmeansquare error (RMSE) also show a minimal dependence upon the

protocol employed, except in the case of protocol P4 which generates slightly greater values
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of both RMSE and MAE. Equally, the mathematical treatment employed to obtain thg scalin
factor (which involved either averaging the individual values or the minimization of MAE or
RMSE), also has a minimal effect on the scaling factor, which ranges from 0.9766 to 0.9786
when using P2. The variation of MAE and RMSE values when used with $halng factors

are small, with their values being 10.2 + 0.2cfor MAE and 13.3 + 0.3 cthfor RMSE.
However, it should be noted that the use of imprecise scaling factors can lead to significant
deviations, as shown in Figure 5.19. For example, asing or decreasing the scaling factor

by 0.01 increases the errors by roughly 50 %.

Table 5.2 Scaling factors, linear correlation values and associated MAE and RMSE obtained
at the B3LYP/631+G(d,p) level of calculation for different data management.

P1® P2 P3 P4

Sfave 0.9786 0.9786 0.9787 0.9786

Averag@ MAE 10.08 10.07 10.07 10.28
RMSE 13.47 13.40 13.32 13.58
sfvae 0.9777 0.9776 0.9782 0.9782

MAE® MAE 9.99 9.98 10.04 10.24
RMSE 13.26 13.17 13.19 13.47
Sfrvse 0.9767 0.9766 0.9767 0.9765

RMSE’ MAE 10.14 10.18 10.21 10.43
RMSE 13.17 13.09 13.03 13.26
a® 1.0621 1.0635 1.0625 1.0641

b® -53.4 -55.1 -54.0 -56.0

Linear -

correctio R 0.9977 0.9979 0.9979 0.9978

MAE 7.53 7.28 7.18 7.32

RSME 10.08 9.77 9.82 9.88

2 Protocol used to associate calculated peak with experimental bands (se8 $eat)ng
factor obtained as the arithmetic averaging of the individual scaling fattscajing factor
selected to minimize the MAE:scaling factor selected to minimizeetiRMSE:® predicted
frequencies values obtained from the linear correlation analysis, Xyith: = ( Xaic - b)/a;f

linear correlation coefficient.
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Figure 5.19 Variation of MAE and RMSE depending on the scaling factor, at the B3I131PGB(d,p)
levelwith protocol P2.

V.3.7. Scaling factors vs linear correction

Figure 5.20 shows the unscaled theoretical vibrational frequencies that are generated by
protocol P2 at the B3LYP/81+G(d,p) level and their relation to the experimental vibrational
frequencés. A clear, and very convincing, linear correlation (coefficient of determinafion R

= 0.9979) is observed, as would be expected given the widespread use of scaling factors to fit
experimental data of this kind. However, the linear correlation equatkas the general

IRUP \ DI E ZKHUH E - DQG WKLV LQGLFDWHY WKDW W
optimal for the prediction of experimental values from the theoretical vibrational frequencies.
Indeed, Figure 5.20 suggests that a simplalimerrection is likely to be a better option than

a multiplicative scaling factor. Calculations of MAE and RMSE using the linear correction
confirm this (Table 5.2), in that the errors are then reduced significantly, by about 25%, when

compared to the besalues obtained using the scaling factor. Comparing the results from the
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various protocols used to transform the theoretical vibrational frequencies from the calculated
spectra into single bands shows slightly larger errors for P1. Large individuad emer
particularly undesirable when comparing experimental and theoretical spectra. Consequently,
RMSE appears to give a better accuracy diagnosis compared to MAE. Protocol P2, which
shows the lowest RMSE (9.77 dn is therefore employed to define thearal band

positions in the remainder of this work.

Figure 5.20 Experimental vs unscaled theoretical vibrational frequencies computed at the B3LYP/6
31+G(d,p) level with protocol P2.

V.3.8. Evaluation of the DFT functionals

Calculated MAE and RMSE for a variety of basis sets and DFT functionals are provided in
Figure 5.21 and scaling factors and linear correlations that best correct the output from each
method to the reference experimental spectriXfare provided in Tabl®&.3. In all cases,

using the linear correlation instead of a scaling factor decreases the errors in the predicted
frequencies significantly, which implies that the traditional procedure is not the optimal one.

This can be visualized at the B3LYP level fmmpoundsl-X in Figures 5.65.15. Three
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double ] basis sets have been evaluated with the B3LYP functional. TheSt#t2basis set

shows larger errors than the Pople basis set, with the best predicted frequency values being
displayed when diffuse functions are included on the heavy atofB$+®B(d,p)). BLYP
outperforms the other functionals M@&, CAM-B3LYP, LC-BLYP and ZB97X-D, with
LC-BLYP showing the lowest accuracy. Within the RSH cla&397X-D gives the smallest

errors, even if they are 70% larger than those for B3LYP (with a RMSE for the linear
correlation of 16.5 vs 9.8 cf). It should be noted that the linear correlation coefficient (Table

5.3) can also be used as a measure of accuracy, in that it varies in the same ways as MAE and

RMSE.

Figure 5.21 MAE (A) and RMSE (B) calculations betwesperimental and predicted vibrational
frequencies at various DFT levels.

Table 5.3 A comparison of determined parameters to be used to computed predicted
frequency values from unscaled theoretical values.

Functional Basis set a b? R*P Stave

B3LYP def2SVP 1.1010 -102.6 0.9948 0.9769
B3LYP 6-31G(d,p) 1.0743 -65.1 0.9971 0.9754
B3LYP 6-31+G(d,p) 1.0635 -55.1 0.9979 0.9786
MO06-2X 631+G(d,p)  1.1399 11345 0.9894 0.9629
CAM-B3LYP 6-31+G(d,p) 1.1208 -107.3 0.9924 0.9617

148



LC-BLYP 6-31+G(d,p) 1.1776 -152.1 0.9815 0.9412
ZB97X-D 6-31+G(d,p) 1.1227 -110.8 0.9940 0.9624

% predicted frequencies values are obtained from the linear correlation analysiswith=
( %acc- b)/a;® linear correlation coefficient.

V.3.9. Confidence interval

The calculated MAE and RMSE with respect to the experimental data for compixxes
FDOOHG KHUHDIWHU JOREDO 0$( DQG 506( FDQ EH WDNHC
vibrational frequencies predicted by the respective functionals. We then wondernthesiee

error values could be used as an indication of the reliability of a calculated structure. In other
words, as to whether, when a difference is observed between the experimental and
theoretically predicted spectra of other molecules, if this disnpgpaesults from an intrinsic

error of the functional or is due to the fact that an incorrect structure is calculated. To that end,
we first compute the individual RMSE, i.e. the RMSE for each individual conipleat all

DFT levels, using the linear rélanship parameters (Figure 5.22). The lowest individual
RMSE are obtained at all DFT levels fdrwhereas the largest individual RMSE are found

for Il (CAM-B3LYP), IV (B3LYP), IX (LC-BLYP) or X (M06-2X and ZB97X-D). The
deviation relative to the globalN&SE reaches a maximum of 75% for all DFT levels, i.e. all
individual RMSE ofl-X are in the [global RMSE*(B/4); global RMSE*(1+3/4)] range. It
means that if the RMSE between the experimental and theoretical spectra are within this range
for any studied mlecule, then the deviation agrees with the accuracy of the used DFT level
and the computed structure could corresponds to the experimental one. On the opposite, it
suggests that if an individual RMSE is outside of this range, then the computed structure

should probably be checked. This range can therefore be seen as a confidence interval.
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Figure 5.22 Computed individual RMSE based on the linear correlation analysis for each individual
complex!I-XIl at various DFT levels. The global RMSE values for the 68 vibrational modes whole
dataset (complexdsX) are indicated by the horizontal black line. The error bar indicates the [global
RMSE*(£3/4); global RMSE*(1+3/4)] range

To finish, we have studieivo other compounds, namely [2)4]%" (XI) and [Zn@)] * (XII),
in order to compare the results obtained on our databXsé other compounds studied
independently. The experimental IRMPD spectrumXbfhas been recorded following the

same experimentarocess used fdrX and is given is Figure 5.23.
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Figure 5.23 Experimental IRMPD spectra (A) and B3LYR/B+G(d,p) computed IR spectra of
compoundXl scaled using the linear correlation method (B) and by a factor of 0.9786 (C) after
convolution with & cm® (fwhm) Lorentzian linewidth function.

The experimental IRMPD spectrum ¥fl has been included in this comparison because it
has been published recentfiTheoretical spectra ofl andXIl have been computed with the
different DFT levels used previously. The comparison between the experimental IRMPD
spectra and the predicted theoretical spectra leads to individual RMSE values which are
indicated in Figure 5.22. For boXl andXIll , all individual RMSE are within the confidence
interval (i.e. within the [global RMSE*{B/4); global RMSE*(1+3/4)] range), suggesting that

the computed structure correspond to the experimental one. In other word, it means that even
if the ZB97X-D calculated IR spetra of Xl shows significant deviation compared to the
experimental one, with an individual RMSE value equal to 258, ¢the computed structure
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should be considered as the correct one because this error value is lower than the global
RMSE for this metho (16.5 cn1) increased by 75% (16.5*%(1+3/4) = 28.9 > 25.8). This
agrees with the fact that for all DFT levels, the computed structufé ahdXIl corresponds

respectively to a tetrahedral zinc(ll) complex and to a plareoatidinated Zn(l) complex.

V.4. Conclusion

In this Chapter, we have presented primary experiments of IRMPD and we have explored the
ability of various DFT functionals to reproduce IRMPD spectra of organometallic complexes
presenting a weltlefined structure. For this purpose, we énagcorded a set of experimental
benchmark data for ggshase IR frequencies containing 68 vibrational modes for 10
molecules. These spectra were used as reference for comparison with the calculated spectra
obtained with three basis set and five diffeRT functionals. Standard B3LYP and MO06

2X functionals have been tested, as well as the G8UYP, LC-BLYP and ZB97X-D RSH
functionals, which are of interest if the electronic structure of a molecule, in particular
radicals, is imperfectly described duetke selfinteraction error. The comparison between
experimental and theoretical spectra allows to define scaling factors for these level of
calculations well adapted for gabase studies. Moreover, we showed that the universal
procedure of scaling fac®ris not the most efficient for comparing experimental and
theoretical spectra. Indeed, a linear correlation analysis allows obtaining predicted spectra
which, compared with the experimental spectra, have both MAE and RMSE errors lowered by
about 30% relate to spectra predicted with a scaling factors. With #34-6G(d,p) basis set,

the order of accuracy of the functionals to predict IRMPD spectra are B3LYB9#X-D >

CAM-B3LYP > M062X > LC-BLYP with RMSE computed for the whole dataset equal
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respectivey to 9.8, 16.5, 18.5, 21.9 and 29.0 tnCalculation of individual RMSE for-X
indicates relatively dispersed results with an error margin of +75% relative to the global
RMSE. The study of two other complexes confirms that+75%range from the global
RMSE may be considered as a confidence interval for a calculated structure. If the deviation
of the individual RMSE relative to the global RMSE is less than 75% of the latter, the studied
structure can be considered relevant, while for a larger differeheestructure should

probably be rejected.

Based on this work, we are now equipped to study reduced organometallic complexes for

which the electronic structure is questionable.
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ChapterVI

Characterization of reduced metal complexes
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VI.1. Introduction

In the previous chapter of this thesis manuscript, with have shown that:

Electrospray ionization (ESI) can be used to form in the gas phase dicationic zinc
and ruthenium complexes containimgrrinnocent ligands (Chapter III).

Electron capture dissociation (ECD) and electron transfer dissociation (ETD)
methods applied on these ligands induces the formation of siediiced metal
complexes containing nennocent ligands. In most cases, tbeniation of these
radical compounds is accompanied by the dissociation of one or two ligands from
the parent dication, preventing to obtain some complexes (Chapter IlI).

Infrared multiple photon dissociation (IRMPD) action spectroscopy method can be
applied both on dicationic and on reduced monocationic complexes, providing IR
signature of these compounds. The fragmentation upon irradiation, mostly one
ligand dissociation, is often more difficult for the latter because their formation
already go along witha ligand loss. Furthermore, the intensity of the reduced
compounds is always low, which induces that the IRMPD spectra of the reduced
monocationic complexes are noisy. (Chapter V)

Rangeseparated hybrid (RSH) functionals, such Z2897X-D, LC-BLYP and
CAM-B3LYP, as well as the MGBX functional, provide IR spectra that are in
modest agreement with experimental IR spectra, compared to the B3LYP
functional. A confidence interval for these methods has been established for the
calculation of IR spectra, based d@dhe study of closedhell organometallic
complexes (Chapter V).

The electronic structure of reduced radical organometallic species are, at least for

VIVWHPV VXFK BV/>#0 / EGRQWDWH OLJDQGV SURI
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DFT methods. Indeed, depding on the amount of Hartré@ck (HF) exchange,
in particular at long interelectronic distance, a localized {@t /9]) or
delocalized ([ZA'(L™Y* /93]) electronic structure can be obtained. We
hypothesize that RSH functionals give ttegrect electronic structure, unlike more
3VWDQGDUG” IXQFWLRQDOV
On the basis of these results, we describe in this chapter the characterization-stedpen
reduced organometallic complexes by combining IRMPD experiments and DFT calculations.
In sectionVI.2, we reproduce the manuscript we have published recently in the Physical
Chemistry Chemical Physics journal, which demonstrates the capability of our approach to
characterize a reduced zinc complex coordinated by a single bidentate ligand. Irothiadoll

sections, we extend this study to other organometallic complexes.

V1.2. Proof of Concept

Following our work in Chapter IV in which we have shown that the electronic structure of
>=Q / 7% @problematic case for DFT methods, we have lookea fsimpler radical
system for a first experimental characterization. This was found for [Zh@ginplexes for

which all DFT methods give the same electronic structure with the single electron located on
the zinc atom. We therefore decide to start oushystf radical species by one of these radical

for which there is no computational problem. For this first proof of our approach, we select
the zinc complex with ligand becausdt's C=0 stretch is characteristic. The publication
which has resulted from igstudy is reproduced in the following pages, as well as the most

important data which were put in the supporting information.
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VI1.2.1. Manuscript

Combining electron capture dissociation mass spectrometry and infrared multiple
photon dissociation action spectroscopy allows the formation, selection and
characterisation of reduced metal complexes containing neimnocent ligands. Zinc
complexes containing diazafluorenone ligands have been studied and the localisation
of the single electron on the metal atomn the monoligated complex has been
demonstrated.

Despite the ubiquitous nature of electronic reduction processes, the question of where the
reducing electron becomes localized on the recipient molecule often remains unanswered.
Addressing thisfundamental question is crucial to the understanding of many chemical
processes, such as the site(s) of the electron attachment to biological molecules after exposure
to ionizing radiation, which leads to cell damager, the implication of innocents. non-
innocent ligands in coordination chemistrgnd organometalli@ or enzymatic catalysfs.
Several experimental methods including NMR, EPR, cyclic voltammetry and UV/Vis
spectroscopy are available for addressing this issue in solution, but most drth@worly
adapted to the analysis of trace components in complex mixtures, such as catalytic
intermediates in ongoing reactions, and often provide only partial information.

Electronbased methods in mass spectrometry (MS) are fragmentation techniquiehaxdec

shown profound potential for the analysis of peptides and protdihey are also used to
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bring important information on native protein structtimong them, electron capture and
transfer dissociation (ECD/ETD) attaches an electron to muitimyged
electrosprayedcations and treats the subsequent fragmentation of the reduced radicalcation
products’ Obtaining a good experimental electronic description of the product radicals
remains an open and challenging isSubeyt, recently, coupling ETD tonearUV
photodissociationtechniques has allowed the nature of some -papbide radical
chromophores to be resolv@dThe application of ECD/ETD to transiton metal
organometallic cations has mostly focused on meeatide complexe¥:*! although some

suudies have shown their use for cationizedoligosacchdridged phosphocholifid
fragmentation, as well as for the generation of reduced cation species in water tusters.
Metal complexes of polyamidoamine dendriniémnd oligonuclearmetalisupramolecular
complexe&®!” have also been subjected to ECD studies, providing some evidence of electron
capture on a bipyridyl IigarEIThe capacity of ECD/ETD techniquesto generate specifically
reduced organometallic radical ions was not explored in these studies.However, a method
employing gas phase electron transfer from cesium atoms has been used recently to reduce a
dicationic Ru complex, and the structure of the reduction product was studied by UV
photodissociatior®

InfraRed Multiple Photon Dissociation (IRMPD) action spectroscopy has emerged recently as
an efficient and generally applicable technique for the amalgkiisolated ions through
measurement of their IR specﬁga,WKHVH SDFWLRQ™ VSHFWU bedothhiceJHQHUL
absorption of multiple IR photons at an active vibrational mode of a-sedeassted ion, and

take the form of a plot of fragmentation abdance as a function of photon wavelength.
Whilst the nature of the multiple photon excitation mechanism can cause the IR action spectra
to differ from the calculated linear IR absorption spectra, particularly with respect to relative

line intensities? the resulting experimental spectra are ideally adapted for comparison with
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DFT-derived computational data, which represent isolated gas phase ions well. They therefore
allow the nature of the product species to be verified with precision. IRMPD has been used
previously to study interaction of metals with reelmtive ligands generated by electrospray
ionization?* Acombination of ECD and IRMPD techniques has also allowed the structure of
an everelectron ECDgenerated peptide fragment to be established by ati®on
spectroscopy’

Herein, we demonstrate the possibility to combine sequentiallyECD and IRMPD processes to
select organometallic species from mixtures and characterize the electronic structures of their
reduction products in the gas phase. Zn complexe$,5diazafluorer9-one (abbreviated

here as dafo), a ligand which incorporates two typical functionalities that are widespread in
FRRUGLQDWLRQ DQG RUJD GRyitiw Bi@ @D, wekeHRisahWod the |

study.

Figure M1. B3LYP/631+G(d,p) calculated IR spectra (scaling factor 0.97) of-digzafluoren9-one
(bottom) and its reduced form (top). Inset: the SOMO (top) and spin density (bottom) of{dafo)

B3LYP/6-31+G(d,p) calculations on both free neutral (dafo), which at this lewelofilation

has an adiabatic electron affinity of 149 kJ.thahd its anion radical reduced form (daitfé)
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show that the C=0 stretching vibration shifts from 1737 to 1553 gpon accepting an
electron (FigureM DQG FRQILURanth&nDing natktddf t&e singly occupied
PROHFXODU RUELWDO 6202 GHORFDOL]HV WKHyse@QSDLUHG
Whilst the bipyridyl unit in the neutral dafo molecule features four -selarated bands
around 1580 (mainly CC and CN stretches), 1393 (QOttling), 1265 (CC stretches and CH
bending) and 1083 (CH bending) ¢ma more complex signature including many different
bands (mixed CC and CN stretches, and CH bending) between 1000 and 15appears

for the reduced radical anion (dafé‘Xsee the Spporting Information for a complete
description of the calculated bands).

Subjecting a simple 3:1 mixture of dafo and Zn{Bfn a 1:2 water/acetonitrile solution to
electrospray ionization generatéster alia, the gasphase [Zn(dafa)*" complex (Wz 305).

This ion was masselected and irradiated with monochromated IR photons. When these were
on resonance, multiple photon absorption induced dissociation of the ion, with the loss of a
neutral dafo ligand to yield a product ionmalz 214 (see MS spectmuin the SI). IR action
spectroscopy of [Zn(dafglf* was performed in the 108D00 cni* region (FigureM2) and

five bands, centered at 1090, 1229, 1407, 1559 and 1741 am revealed in the
experimental spectrum. These lie close those calculated &Rhdevel for the octahedral
[Zn(dafo)]** complex wherein all three ligands are equivalent; the C=0 stretching frequency
of 1740 cnf* (DFT: 1776 crrfl) is close to the calculated value for the free ligand dafo (1737
cmﬁ), whilst theother bands (C@ndCN stretchingand CH bendihglsooverlap nicelywith

those of the freeligand. Coordination to the zinc(ll) center therefore has minimal influenceon

theligand spectroscopicsignature.
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Figure M2. Experimental IR action spectrum (a) and calculatedalfsorption spectrum at the
B3LYP/631+G(d,p) level (scaling factor 0.97) (b) of [Zn(dajd)

Application of ECD to effect reduction of tH&n(dafo)]**dication generated the spectrum
given in FigureM3. One unique product having awz of 246 is observed, so that gas phase
monoelectron capture is associated with the release of two neutral dafo ligands, and the
product is [Zn(dafo)]. This fragmentation is consistent with B3LYF3&+G(d,p)
calculations that prediat) a vertical electro affinity for [Zn(dafo)]** of 717kJ.mol* andb)

that the dissociation of the two neutral ligands is endothermic bixBdiol*.

Figure M3. ECD mass spectrum of [Zn(daf8). The peak at m/z 101.679 is the third harmonic of the
parent ion.
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N-donorchelating ligands of the bipy family are important because of their ability to accept an
electron to form bipyridyl radical anions, in [Ru(bigly) and related complexé3.This is

well known in solution, where the solvent can stabilize the ligand adi@lranion, but has
also been evidenced recently for gas phase metal co &sgjually, Zrf* is apt for the
capture of an incoming electron in Peptide systm$™ The generation of thiZn(dafo)]*
radical aboveaallows its electronic structure and the electron localization on the two potential

(Zn anddafo) sites to be probed experimentally through IR action spectroscopy.

Figure M4. Experimental IR action spectrum of [Zn(dafb)[a) and its calculated IR absorption
spectrum (b), SOMO (c) and spin density (d) in the ground state at the B3RY¥gd,p) level
(scaling factor 0.97). Note the intensity differences between thepbdeicted classical IR spectrum
and the IRMPD generat experimental spectrum.

The observation of one intense band at 1415 amd four low intensity bands at 1104, 1245,
1581 and 1756 cfhin the IR action spectrum of [Zn(dafd)[Figure 4), along with their
similarity to the IR action spectrum of [Znfd%]**, indicate that the dafo ligand in
[Zn(dafo)]* does not take the electron: both the C=0 stretching mode and the delocalized CC
and CN stretching and CH bending modes remain unperturbed, so it is the zinc center that is

reduced. This is confirmed WYFT calculations, which give an electronic ground state having
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the single electron located on the metal center and provide a calculated IR spectrum for

[(Zn ¥)(dafo)] that matches the experimental IR action spectrum well (Figdje

Figure M5. IRMPD mass spectrum obtained after mass selectiofzmfdafo)]* (m/z 246) and
irradiation on resonance at 1415 én

The fragment that is observednatz 182 when [Zn(dafo)] (mVz 246) is photon irradiated at
appropriate resonance frequencies (FightB) results from the collapse of [Zn(dafd)]
through loss of neutral Zn(0) to form the free ligand radical cation (tiafa)similar
fragmentation process has been observed recently in colimioced dissociation of
[Zn(bipy)] Fcomplex?* B3LYP/6-31+G(,p) calculations indicate that this fragmentation
channel (i) is more favorable by 80 kJ.fthian the formation of Zhand neutral dafo; and

(ii) is significantly more endothermic (237 kJ.niplthan the loss of one dafo ligand from
[Zn(dafo)]?* that was observed above (157 kJ.Mgland this explains the relatively noisy IR
action spectrum, despite prolonged IR irradiation (2 seconds) compared to that used for
[Zn(dafo)]?* (0.45 s). Both the localization of the incoming electron in the [Zn(d&fo)]
radical cation and its fragmentation pathway are therefore established.

The experiments demonstrate that a desired organometallic complex can be selected by
electrospray MS from a mixture and then maaduced in the gas phase, where its vibrational
spectra can be obtained. This provides an IR spectroscopic signature ofcedreaetal

ligand ensemble which can then be compared e#thaith spectra observed in noaduced
systems orb) with DFT computational results. Further, coupling ECD and IR action
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spectroscopy constitutes an approach that is likely to be particulargntageous when
studies of highly reactive radical complexes that are unstable in solution are required.
Likewise, the means to generate simple monoligated metal centers for study, that this
methodology provides, obviously constitutes a particularly ddsiramplification for
interpreting any ML interactions that may be essential to catalytic processes. Finally, the gas
phase signature of these species has been shown to reveal intimate details of the localization
of the single electron within the compleomparison with solvated ions should allow the
influence of solvent molecules or counter ions in the electronic structure of reduced species to

be identified and optimiseqa.

VI.2.2. Supporting Information

Figure S5 IRMPD mass spectrum (lon intensity in arbitrary units) obtained after mass selection of
[Zn(dafo)]** (m/z 305) in a 7T Fourier transform ion cyclotron resonance-IER) tandem mass
spectrometer (Bruker Apex Qmllowed by irradiation with tunable free electron laser IR radiation
on resonance at 1408 ¢n
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Methods

Experimental methods

The solution was prepared in a 1:2 water/acetonitrile solution by mixindidzafluorenone

9 and zinc(ll) tetrafluoroborate. i€ationic complex [Zn(dafe)** was formed in an
electrospray source in positive mode and observed by high resolution mass spectrometry with
a 7T Fourier Transform lon Cyclotron Resonance-[ER) tandem mass spectrometer
(Bruker Apex Qe). The [Zn(dafgl}* ion was isolated in the quadrupole with an isolation
window of m/z 5 and accumulated in the collision cell for 2 seconds. The radical cation
[Zn(dafo)]* was obtained by Electron Capture Dissociation (ECD) experiments performed on
the massselected [Zndafo)s]?* ion with an indirectly heated cathode at 1.6 A. The ECD pulse
length was set at 0.1 second, the ECD Bias at 6 V and the ECD Lens at 10 V. The radical
cation [Zn(dafo)] was masselected in the ICR Cell. The ion of interest is then irradiated fo
either 0.45 ([Zn(dafa)*") or 2 seconds ([Zn(dafo)) with an IR laser. Vibrational spectra
were obtained in the 1062000 cnf* region by IRMPD using the FICR spectrometer
FRXSOHG WR D WXQDEOH ITUHH HOHFWURQ )C(([]_‘{O)Lz@ iDW WKH
IRMPD action spectroscopy, when the laser wavelength becomes resonant with a vibrational
transition of the masselected species, a sequential absorption of multiple photons that is
coupled to fast intramolecular vibrational redistributiam cleposit internal energy within the
species up to threshold energy for fragmentation. The intensity of parent and fragment ions
after laser irradiation are monitored as a function of the excitation wavelength, with the
photofragmentation yield being calated for each wavelength accordingtg! paren{ (Iparent +

ltragmentg]. At €ach wavelength step, 4 mass spectra were averaged.
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Computational Methods

Calculations were carried out with the Gaussian09 paékamel all structures were fully
optimized without any symmetry constraints at the DFT level by means of the B3LYP
functional®® The 631+G(d,p) basis set was applied for all atoms. This level of calculation

was shown previously to provide reliable structure and IR sp€d&ar. each stationary point,

we carried out vibrational frequency calculation at the same level to characterize their nature

as minima. To get accurate geometries and energies, the SCF convergence criterion was
systematically tightened to £Gu, and thedrce minimizations were carried out until the rms

force became smaller that (at least) 1 X IDX 3WLJKW  RSWLPL]DWLRQ NH\ZRL
7KH 38OWUD)LQH™ JULG UDGLDO VKHOOV DQG DQJXOD
the calculationsas recommended when using Gaussian 09. It should be noted that almost
identical results (in terms of geometries, relative energies and IR frequencies and intensities)
KDYH EHHQ REWDLQHG XVLQJ WKH GHIDXOW 3)LQkeULG"’
shell). Lorentzian line shapes, with a full width at half maximum (FWHM) of 10, onas

used to generate the calculated IR spectra. A scaling factor ﬁ)\% applied to the

calculated IR frequencies.

Vertical electron affinity of [Zn(dafe)?* has been computed as the difference between the

energy of [Zn(dafa)?" in its optimized geometry and the energy of [Zn(dgfb)in the

optimizedgeometry of the dication.
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V1.3. Extension of the study to other complexes

This first successful characterization leads us to extend our study to other complexes, i.e to
complexes with different ligands with similar or different denticity, with differaninber of
ligands, and with different metal centers. All these characterization are described in the

following.
V1.3.1. [ZnL] ¥ type complexes (L= bidentate ligand)

We have shown that the electronic structure of 4Ari(is [Zn"(4%)]. So we wondered ithe
same electronic structure is observed for other bidentate ligands. To answer this question, we
studied complex [Z®)]*. This radical cationic species was prepared from @[

dication, after reduction by ECD which induces loss of one ligand.

173



Wavenumber (ci)

Figure 6.1: Experimental and computed (B3LYR®B+G(d,p) and B97xD/6-31+G(d,p) levels) IR
spectrum of [Zrf)] *. Linear correction as indicated in Table 5.3 is used for the computed spectra.

Figure 6.1 shows the gahase IR spectraf [Zn(2)] *. It indicates only two peaks at 1419
and 1664 cni, due to low fragmentation (Figure 6.2). Two fragments are observed upon
irradiation on resonance, atz 319 and 255. The former and more intense fragment comes
from the G,~C(O)NEb bond beaking and subsequent capture of a hydrogen. The latter is
obtained from the lasof neutral Zn(0) from the m&19 fragment. This shows that, contrary
to what was observed for [Z)] *, fragmentation of [Zr)] * benefits from the presence of

substituerd on the bipyridyl ligand, even if it remains weak.
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Figure 6.2 IRMPD mass spectrum obtained after mass selection of2[Zh((m/z 418) and
irradiation on resonance at 1664 ¢n

The experimental bands correspond approximately to the two most intense bands computed at
both the B3LYP andB97X-D levels. Therefore, these computational methods give deviation
from the experimental spectra which are inside the confidence interval defi@hapter V

(Table 6.1). Similar agreement between experimental and theoretical results is obtained at the
CAM-B3LYP, LC-BLYP and M062X levels. The fact that the calculated electronic structure

is the same for all DFT methods, with a [Z7)] descripion (Figure 6.3), explained their

agreement.
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Table 6.1 Computed individual RMSE for each individual radical complex at various DFT
levels after linear correction of the computed frequency vélues.

Reduced RMSE (cnff)
Complex B3LYP/ | CAM-B3LYP/| LC-BLYP/ | MO06-2X/ | ZB97X-D/
6-31+G(d,p)| 6-31+G(d,p) | 6-31+G(d,p)| 6-31+G(d,p)| 6-31+G(d,p)
[Zn(2)17 13.1 18.5 21.3 18.1 17.0
[Zn(4)]* 9.2 11.2 21.4 25.7 23.1
[zn(8)]* 28.6 44.0 28.3 36.4 38.7
[Zn(9)]* 13.5 25.2 42.7 19.7 25.8
[Zn((2)3] * 49.1 26.8 20.8 20.6 20.6
[Zn(3)]] ¢ 48.8 30.9 35.2 20.9 26.1
[Zn(1)(@3)]* 32.5 21.4 36.6 13.6 13.2
[Zn(2)(3)1* 51.7 5.3 9.2 11.8 9.2
[Zn(3)(5)] 25.9 8.6 14.3 12.8 10.5
[Ru@)(3)1* 16.4 23.3 55.5 30.7 24.7
[Ru@)(4)]* 14.5 19.6 53.1 44.4 20.7
Confidencenterval | 2.4 +17.1 | 4.6 324 | 7.3450.8 | 554383 | 4.1 +28.8

2 The values in red correspond to the one outside the confidence infeasalletermined in

Chapter V.

Figure 6.3 SOMO (a) and spin density (b) of [2)[* in the ground state at the B3LYF3&+G(d,p)

level.

From this result and the previous one observed for4)Zh( we conclude that the added

electron is located on the metal in [Zn(f)complexes with L being a bipyridyype

bidentate ligand. We thewondered if similar results are obtained for tridentate ligands, as
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their greater electredonation to zinc will probably reduce the electron affinity of the metal

center.

VI.3.2. [ZnL'] * type complexes (L'= tridentate ligand)

Our collaborator inthelakK DYH VIQWKHVL]HG IRU X8-9. FotdlLobthe@@WDWH O
ZH KDYH WULHG WR REWDLQ ,iSOZHVZLHQIEDVW)X(lEHHR/IVBs&Q RIQ@\
and9 )YRU Mland7 ZH IRUP WKH UDGLFDO® HeRWweSvwRr¥ Qnable toQ /1 @
observeany fragmentation upon irradiation by the tunable laser in the-2000 cni* range.

The IRMPD spectra of [Z8]]* and [zn@)]* are depicted in Figures 6.4 and 6.5,
respectively. These ions were obtained after isolation of 8JgA{ and [ZnE)(9)]*",

respectively, and their reduction by ECD which induce loss of one ligand.

Wavenumber (cih)

Figure 6.4: Experimental and computed (B3LYR®+G(d,p) and B97XD/6-31+G(d,p) levels) IR
spectrum of [Zrf)] *. Linear correction as indicated in Table 5.3used for the computed spectra.
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Wavenumber (ci)

Figure 6.5: Experimental and computed (B3LYR®B+G(d,p) and B97xD/6-31+G(d,p) levels) IR
spectrum of [Zr)] *. Linear correction as indicated in Table 5.3 is used for the computed spectra.

IRMPD spectra of [zZn§)] * and [Zn@)] * are very similar, with 4 bands at about S84,
1125, 1250 and 1470 ¢éThe spectra of [28] * is significantly less noisy, due to an higher
intensity of the radical ion relative to the baseline and an daa@nentation. Both ion (m/z
433 for [Zn@)] * and 545 for [Zng)] ) losses a Ciimoiety upon photon irradiation (Figure
6.5 and 6.6), with fragments at m#18 and 530, respectively. Contrary to the former, the
latter undergoes further fragmentation wihks of an aryl (26Pr,C¢H3) group andormation

of a fragment at m/370.
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Figure 6.6 IRMPD mass spectrum obtained after mass selection of8[Zh((m/z 433) and
irradiation on resonance at 1249 é¢n

Figure 6.7 IRMPD mass spectrum obtainesfter mass selection of [Z9) * (m/z 545) and
irradiation on resonance at 1123 ¢
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A good agreement is obtained between the experimental and the B3B¥RZ&d,p)
computed spectra for [Z8)] ¥, with a RMSE equal to 13.5 émSurprisingly, this isiot the
case for [Zn®)] * with a RMSE equal to 28.6 clmainly due to the large discrepancy for
the band with the lowest frequency (943 vs 986'crSimilar results are obtained with the

ZB97X-D method, with good agreement with the experimental specy for [Zn@)] *.

We do not find any explanation for the poor agreement for§ff(and the good agreement
for [Zn(9)] * . Indeed, these molecules present similar geometrical and electronic structures, at
both the B3LYP andB97X-D levels. The addakelectron is located in the bis(imino)pyridine

ligands8 or 9 (Figures 6.8 and 6.9).

Figure 6.8 SOMO (a) and spin density (b) of [B){* in the ground state at the B3LYP36+G(d,p)
level.

Figure 6.9 SOMO (a) and spin density (b) of [B)* in the ground state at the B3LYFP36+G(d,p)
level.

This electronic structure obtained for [LBD](:c and [ZnQ)] * indicates a significant difference

between complexes with bidentate and complexes with tridentate ligands, the former being
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Zn(l) complexes whereas the latter are Zn(ll) complexes. We also noted that the SOMO of
both [Zn@)]* and [Zn@)]* has a strong component on the metal center, whereas the zinc
atom does not possess any spin density, which is explained by the unrestricted nidweire of

wavefunction.

After these studies on zinc complexes with a single bidentate or tridentate ligand, which show
that the ligand denticity has an important role on the oxidation number of the metal, we now

focus on zinc and ruthenium complexes bearinglisdentate ligands.

V1.3.3. [Zn(LY)(LD)]* type complexes (L, L% = bidentate ligands)

We first start our study on zinc complexes. These systems are particularly interesting, as
shown previously, because we know that for such complexes, the various Diddsngive
different electronic structures. We have therefore studied five different complexes, namely
[Zn(2)2] ¥, [zZn@)]*, [Zn@WE@)]*, [Zn(@)(3)]* and [Zn@)(5)] *. These radical complexes
have been obtained from [Z2)§*, [Zn(3)3]*", [Zn(1)(3)2]%, [Zn(2)(3)2]** and [ZnR)2(5)]*
dications after ECD process, respectively. Their IRMPD spectra are depicted in Figures 6.10

6.14.

181



Wavenumber (ci)

Figure 6.10: Experimental and computed (B3LYRB+G(d,p) and B97XD/6-31+G(d,p) levels) IR
spectrum ofZn(2),] *. Linear correction as indicated in Table 5.3 is used for the computed spectra.

Wavenumber (cih)

Figure 6.11: Experimental and computed (B3LYR®+G(d,p) and B97XD/6-31+G(d,p) levels) IR
spectrum of [Zr§),] . Linear correction asndicated in Table 5.3 is used for the computed spectra.
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Wavenumber (ci)

Figure 6.12: Experimental and computed (B3LYR®+G(d,p) and B97XD/6-31+G(d,p) levels) IR
spectrum of [Zr{)(3)] . Linear correction as indicated in Table 5.3 is used forcthmputed spectra.

Wavenumber (cih)

Figure 6.13: Experimental and computed (B3LYR®+G(d,p) and B97XD/6-31+G(d,p) levels) IR
spectrum of [Zr#)(3)] . Linear correction as indicated in Table 5.3 is used for the computed spectra.
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Wavenumber (ci)

Figure 6.14: Experimental and computed (B3LYR®+G(d,p) and B97XD/6-31+G(d,p) levels) IR
spectrum of [Zrg)(5)] *. Linear correction as indicated in Table 5.3 is used for the computed spectra.

It can be noticed that these spectra show in most case a noisy baseline, mainly resulting from
the low intensity of the parent radical in the IRMPD fragmentation process, as well as, in most
cases, from the difficulty to fragment these radical species.ald@ observe that some
expected band could not be observed. For example, the C=0 stretch of the ester group of
ligand 3 has been seen without doubt only for [D8)] * and [Zn@)(5)] *, even if the ligand

3is present in two other complexes.

The fragmerdtion observe upon IRMPD indicates mainly loss of one ligand, as shown in

Figure 6.156.19.
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Figure 6.15 IRMPD mass spectrum obtained after mass selection of2[Zri( (m/Z772) and
irradiation on resonance at 1301 ¢

Figure 6.16 IRMPD massspectrum obtained after mass selection of B¢ (m/z 664) and
irradiation on resonance &t241cm®.
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Figure 6.17 IRMPD mass spectrum obtained after mass selection oflJ@|* (m/z 522) and
irradiation on resonance at 1231 ¢

Figure 6.18 IRMPD mass spectrum obtained after mass selection oR)@* (m/z 718) and
irradiation on resonance at 1235 ¢
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Figure 6.19 IRMPD mass spectrum obtained after mass selection of3J@)|* (m/z 544) and
irradiation on resonance at 1229 én

The largest fragmentation is observed for @ (m/z 664) which shows the loss of one
ligand ([Zn@)]* at m/z364), as well as its furtherdgmentation by loss of one (m/z 336) or
two (m/z308) GH4 moiety from the ester substituents. This good fragmentation of li§and
by the loss of gH, moiety has prompted us to use it for most of the complexes (as well as for
the Ru complexes, see the next section). However, this fragmentation was observed only f
[Zn(1)(3)] * as for the other two cases, ligaBddissociates from the zinc center. Similar

dissociation of one ligan@) is observed for [ZrR)2] *.

Comparison between the experimental and theoretical spectra (Figure6.18l10s not
straightforward as a large discrepancy exists between the experimental and the computed
data. Significantly fewer bands are observed in the experimental spectra, compared to the
calculated ones. In particular, intense bands observed in spectra computed at the B3LLYP leve
are absent in the experimental spectra (see the band at ~14Dfrcizn(1)(3)]* and

[Zn(3)(5)] ), a situation which has not been observed previously in-slosk systems at this
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level of calculation. Furthermore, B3LYP spectra show intense barchwahe significantly

shifted compared to the experimental bands. This is for example observed for the band at
1215 cm' in the computed spectra of [Z)§] ¥, whereas the experimental band has a 1301
cm® frequency value. Significant discrepancy is alésesved for [Zr#),] * (1203 vs 1241

cm?), [Zn(W)@B)]* (1113 vs 1168 ci) or [Zn@)(3)]* (1391 vs 1493 ci). As a
consequence, the RMSE computed between the experimental and the B3LYP theoretical
spectra are large for all these radical species (> @519 and is outside the confidence
interval defined for this level of calculation. On the opposite, spectra obtained ZB 97e-

D show smaller discrepancy with the experiments, even if the agreement is far from perfect.
The RMSE is between 9 and 21 ¢ni.e. inside the confidence interval for tB97X-D/6-
31+G(d,p) level. Calculations have also been achieved at the2MO6AM-B3LYP and LC

BLYP for most compounds, and in all cases, the RMSE is inside their confidence interval
(Table 6.1). This clearlyndicates that the B3LYP functional has a problem for these
tetrahedral radical zinc complexes, whereas this is apparently not the case for the other

functionals.

An explanation of this difference in the ability of these functionals to reproduce expelimen
IR spectra can be found in the electronic structure observed for these systems at the various
DFT levels. Indeed, has observed previously in Chapter IV, B3LYP leads to a delocalized

L2 /%3] structure), whereas the othemttionals indicates that the

single electron ([Zf(
single electron is localized only on one ligand §Zb™ /%] structure). This is illustrated in
Figures 6.20 and 6.21 for complexes [®a[* and [Zn@)(3)] *. Similarly, the single electron
is located on one of the twiigands 2 in [Zn(2).]* and in ligand3 in [Zn(2)(3)] * and

[Zn(3)(5)] * with the M0O6 and RSH functionals, whereas it is delocalized at the B3LYP level.
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Figure 6.20 SOMO and spin density of [Z3)§] * in the ground state at the B3LYF38+G(d,p) and B97X
D/6-31+G(d,p) levels.

Figure 6.21 SOMO and spin density of [Z)(3)] * in the ground state at the B3LYP3a+G(d,p) and BI7X
D/6-31+G(d,p) levels.

Therefore, our IRMPD spectroscopy data and their comparison with the calculated data are
proof of the correct electronic structure of these complexes, with the single electron located
only on one ligand. This work also demonstrates that B3LYP fail to describe the electronic

structure of these molecular systems, contrary to-E@&r RSH functionals.
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One last pointdeserves our attentidsefore closing this section. Our calculations indicate that
the single electron is located on the lig&id [Zn(1)(3)] ¥, [Zn(2)(3)] *and [ZnB)(5)] *. This
suggests that, in these radical complexes, the li§andhich has a negative charge, should be
more tightly bound to the metal center than the other ligdn@ ¢Or 5) which is neutral.
However, the IRMPD fragmentation indicates only (for [2(®)]*and [Zn@)(5)]*) or

mostly (for [Zn()(3)] ) a dissociation of this ligand, furthermore as a neutral moiety. We do
not have satisfactory explanation for this apparent discrepancy between the observed
fragmentation and the calculated electronic structure. Our calculations show that vacant low
lying S orbitals are available on these radical spedise hypothesis, which remains to be
studied, is that the energy required to achieve fragmentation of the ion, which is reached
through the intramolecular vibrational relaxation (IVR), is greater thamrleegy necessary

to electronically excite the radical cation, inducing fragmentation which is not related to the

ground state electronic structure.

V1.3.4. [Ru(LH(L?)]* type complexes (I, L? = bidentate ligands)

To complete this study of the reducednexes, we have examined ruthenium compounds,
namely [Rul)(3)] ¥, whichwas prepared from dication[RL§(3)]**, and [RuB)(4)] * , which

was obtained from [R8}(4),]**. The fragmentation of these ions upon photon irradiation are
similar, with first theloss of one gH, moiety (Figures 6.22 and 6.23). Further fragmentation
induces the loss of a seconeHz group or the loss of CO +J8, as well as loss of both of
them. Here again we findhat the Religand bond is stronger than the -Egand binding,

since, unlike the previous case, we do not see the loss of a neutral ligand.
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Figure 6.22. IRMPD mass spectrum obtained after mass selection ofLlJ@)(* (m/z 560) and
irradiation on resonance at 1304 ¢n

Figure 6.23.IRMPD mass spectrum obtained after mass selection of3J@)(* (m/z 584) and
irradiation on resonance at 1263 ¢
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Based on the intensity of these fragments, we have obtained the IRMPD spectra of
[Ru(1)(3)]* (Figure 6.24) and [R@j(4)]* (Figure 625). Following our work on zinc
complexes, it was surprising to observe good agreement between these experimental spectra

and the calculated IR spectra at both #B897X-D and B3LYP levels.

Wavenumber (ci)

Figure 6.24: Experimental and computed (B3LYRB+G(d,p) and B97XxD/6-31+G(d,p) levels
with LanL2DZ ECP and basis set for Ru) IR spectrum of JR8) *. Linear correction as indicated
in Table 5.3 is used for the computed spectra.
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Wavenumber (ci)

Figure 6.25: Experimental and computed (B3LYR®B+G(d,p) and B97XxD/6-31+G(d,p) levels
with LanL2DZ ECP and basis set for Ru) IR spectrum of 3R4) *. Linear correction as indicated
in Table 5.3 is used for the computed spectra.

This agreement can be understoslden viewing the electronic structure of these radical
cations (Figures 6.26 and 6.21)seems that for these Ru complexes, the DFT methods do
not suffer defects previously observed for similar zinc complexes. Indeed, all methods give
the same electronistructure which corresponds to a distorted square planar Ru(l) complex
with by two neutral bipyridytype ligands. Singly occupied molecular orbital and spin density

for the radical cations indicate that the added electron is located at the metal center.
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Figure 6.26 SOMO (a) and spin density (b) of [R)B)] * in the ground state at the B3LYP/6
31+G(d,p) (LANL2DZor Ru) level.

Figure 6.27. SOMO (a) and spin density (b) of [R)@)] ¥ in the ground state at the B3LYP/6
31+G(d,p) (LANL2DZor Ru)level.

VI1.4. Conclusion

This chapter is a culmination of the research project developed during the thesis. It uses the
information acquired in the previous chapter to address the most difficult and interesting

cases: the characterization of reduced nustaiplexes.

Elevendifferent radical cationic complexedivided into 4 distinct families were studied: (A)
two zinc complexes with one bidentate ligand; (B) two zinc complexes with one tridentate
ligand; (C) five zinc complexes with two bidentate ligarats] (D) two ruthenium complexes

with two bidentate ligands. For all these complexes, we record the IRMPD spectra and
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computed its IR spectra at various DFT levels. The comparison between the experimental and
theoretical data allows to show that the addedteon is located on the metal center in types

(A) and (D) complexes, whereas types (B) and (C) complexes are characterized by a bidentate
ligand which bears a charge -df. This shows that the electronic structure of reduced Zn and
Ru complexes with nemnocent ligands depends on the nature of the metal center and of the
number of bonds to the metal. The electron affinity of the metal center is large enough to
capture the added electron when it has a small number of bonds (two for zinc, four for Ru). A
larger number of ligands around the matducesdecrease of its Lewis acidity and therefore

its capability to trap the added electron which is consequently located on a kgaaily, we

have shown that when several ligands are present, the eleciawaligzed on only one of

them. This is in agreement with the electronic structure given bynsetiction error (SIEx
corrected functionals, whereas functionals with a low amount of Hdftrele exchange, such

as B3LYP, fails to describe such systems.

195



196



VI.5. Reference

[1]. E. AlizadehL. SancheChem. Rev012 112 55785602.

[2]. (&) A. I. O. Suarez, V. Lyaskovskyy, 8. H. Reek, J. I. van der VIugB. de Bruin,
Angew. Chem. Int. EQ013 52, 1251012529;(b) T. Buttner, J. Geier, G. Frison, J. Harmer,
C. Calle, A. Schwiger, H. Schénberd;l. Gritzmachegcience2005 307, 235238.

[3]. (a)P. J. Chirik,K. WieghardtScience201Q 327, 794795; (b) S. Blanchard, E. Derat,
M. DesageEl Murr, L. Fensterbank, M. Malacrid{. MouriesMansuyEur. J. Inorg. Chem.
2012 376389;(c) O. R. LucaR. H. Crabtre€zhem. Soc. Re2013 42, 14401459.

[4]. (a)J. Stubbe, W. A. van der DonEhem. Rev1998 98, 705762; (b) J. W. Whittaker,
Chem. Rev2003,103 23472363.

[5]. R. A. ZubarevMass Spectrom. ReX003 22, 57-77; (b) H. J. @oper, K. Hakanssow,.
G. Marshall,Mass Spectrom. Re2005 24, 201-222; (c) L. M. Mikesh, B. Ueberheide, A.
Chi, J. J. Coon, J. E. P. Syka, J. ShabanoWit#. Hunt,Biochim. Biophys.Act2006 1764
18111822;(d) K. O. Zhurov, L. Fornelli, M. D. Wodrich, U. A. Laskay. O. Tsybin,Chem.
Soc. Rev2013 42, 50145030.

[6]. (a)K. Breuker, F. W. McLaffertyAngew. Chem. Int. EQ003 42, 49004904;(b) S. R.
Harvey, M. Porrini, A. Konijnenberg, D. J. Clarke, R. C. Tyler, P. R. R. Langi8igeh, C.
E. MacPhee, B. F. Volkman, P. E. BarranPhys. Chem. B014 118 1234812359.

[7]. (@) J. SimonsChem. Phys. LetR01Q 484, 81-95; F. TurecekR. R.Julian,Chem. Rev.
2013 113 66916733.

[8]. (a) A. I. Gilson, G. van der Rest, J. Charioke, W. Kurlancheek, MdeadGordon,
D. Jacquemin,G. Frison,J. Phys. Chem. Let2011, 2, 14261431; (b) V. Riffet, D.
Jacquemin, E. Caudg. Frison,J. ChemTheory Comput2014 10, 33083318.

[9]. (&) C. J. Shaffer, A. Marek, R. Pepin, K. SlovakpkaTurecek,). Mass Spectron2015
50, 470475; (b) H. T. H. Nguyen, C. J. ShaffeF. TurecekJ. Phys. Chem. B015 119,
39483961.

[10]. (a)X. Chen, W. YK. Chan, P. S. Wong, H. S. Yeurig W. D. Chan,J. Am. Soc. Mass
Spectrom201], 22, 233244.

[11]. T. G. Flick, W. A. Donal, E. R. Williams,J. Am. Soc. Mass Spectrok013 24, 193
201.

[12]. (a)J. T. Adamson, K. Hakanssofinal. Chem2007, 79, 29032910;(b) L. Han, C. E.
Costello,J. Am. Soc. Mass Spectr@dl1], 22, 9971013.

197



[13. 3 ) -DPHV 0 $ 3HUXJLQLAM5S08. Mass2Spedird208 19, 978

986.

[14. (a): $ 'RQDOG 5 ' /HLE - 7 29%ULWl@amsProc.68latl+tROP (
Acad. Sci. U.S.2008 105, 1810218107;(b) : $ 'RQDOG 5 ' /HLE - 7 2T%U
Williams, Chem. Eur. J2009 15, 59265934;(c) W. A. Donald, M. Demireva, R. D. Leib,

M. J. Aiken, E. R. WilliamsJ. Am. Chem. So201Q 132, 46334640.

[15]. M. A. Kaczorowska, H. J. Coopel, Am. Soc. Mass Spectro2@09 20, 674681.

[16]. (a) M. A. Kaczorowska, A. C. G. Hotze, M. J. Hannon, H. J. CoapeAm. Soc. Mass
Spectrom.201Q 21, 300309; (b) C. Gutz, R. Hovorka, N. Struch, J. Bunzen, G. Meyer
Eppler, Z. W. Qu, S. Grimme, F. Topic, K. Rissanen, M. Cetina, M. Engeser, A. Ldtzen,
Am. Chem. So014 136, 1183011838.

[17]. R. Hovorka, M. Engeser, A. Litzelmt. J. Mass Spectro@013 354-355, 152158.

[18]. C. S. Byskov, J. M. Weber§&. Brondsted Nielse®®hys. Chem. Chem. PhyQ15 17,
5561-5564.

[19]. (&) T. D. Fridgen,Mass Spectrom. Re009 28, 586607; (b) J. R. Eyler,Mass
Spectrom.ReR009 28, 448467;(c) N. C. PolferJ. OomensMass Spectrom. Re2009 28,
468494;(d) J. RoithovaChem. Soc. Re2012 41, 547559.

[20]. N. C. PolferChem. Soc. Ref2011, 40, 22112221.

[21]. (a) P. Milko, J. Roithova, N. TsierkezoB. SchroderJ. Am. Chem. So2008 130,
71867187; (b) P. Milko, J. Roithova, D. &rdder, J. Lemaire, H. Schwark]. C.
Holthausen,Chem. Eur. J2008 14, 43184327;(c) P. Milko, J. Roithova,Inorg. Chem.
2009 48, 1173411742;(d) L. Duchackea, V. Steinmetz, J. Lemaire). Roithova,lnorg.
Chem. 201Q 49, 889%8903; (e) L. Duchackova, J. Roithova, P. b, J. Zabka, N.
TsierkezospP. Schroder|norg. Chem2011, 50, 771-782.

[22]. G. Frison, G. van der Rest, F. Turecek, T. Besson, J. Lemaire, P.,Mai@Bamot
Rooke,J. Am. Chem. So2008 130, 1491614917.

[23]. B. Noble R. D. Peacocknorg. Chem1996 35, 16161620.

[24]. N. S. RannuluM. T. Rodgers,). Phys. Chem. 2012 116 13191332.

[29]. J. Gu, J. Leszczynskitl. F. Schaefer [lIChem. Rev2012 112 56035640.

[26]. R. Prazeres, F. Glotin, C. Insa, D. A. Jaroszynski, J. M. Orkaga,Phys. J. 1998
3,8793.

[27]. M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb, J. R.
Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. Petersson, H. Nakatsuji, M.

198



Caricato, X. Li, H. P. Hratchian, A. F. 1zmaylov, J. Bloino, G. Zheng, J. L. Sonnenberg, M.
Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O.
Kitao, H. Nakai, T. Vreven, J. A. Montgomery, Jr., J. E. Peralta, F. Ogliaro, M. Bearpark, J. J.
Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov, R. Kobayashi, J. dodn K.
Raghavachari, A. Rendell, J. C. Burant, S. S. lyengar, J. Tomasi, M. Cossi, N. Rega, J. M.
Millam, M. Klene, J. E. Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts,
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelky.JOchterski, R. L.
Martin, K. Morokuma, V. G. Zakrzewski, G. A. Voth, P. Salvador, J. J. Dannenberg, S.
Dapprich, A. D. Daniels, O. Farkas, J. B. Foresman, J. V. Ortiz, J. Cioslowski, D. J. Fox,
Gaussian, Inc., Wallingford CT, 201Baussian 09 (Revisidd.01).

[28]. (a) A. D. Becke,J. Chem. Physl993 98, 56485652; (b) A. D. BeckePhys. Rev. A
1988 38, 30983100; (c) C. Lee, W. Yang, R. G. PdPhys. Rev. B988 37, 785489.

[29. A. M. Rijs, G. Ohanessian, J. Oomens, G. Meijer, G. von HeldeGpmpagnon,
Angew. Chem. Int. EQ201Q 49, 233222335.

199



200



General Conclusions and Prospectives

The objective of the thesis was to gain more insights into the electronic structure-chefien
reduced organometallic complexes with aonocent ligands. Currently; these one electron
reduced species have been keen importance in the field of orgalicnoetaplexes. For
example, such ruthenium complexes are chemical intermediates in recently developed visible
light photocatalysis processes, and such complexes of base metals like Fe, Cu, Zn are used in
organometallic catalysis to replace organometaitalysts containing noble met&ue to
enormous difficulties to study the very unstable organometallic complexes in the solution
phase as well as difficulties with separation of these complexes in mixture, we developed an
analytical method to study thermation and characterization of reduced metal complexes in

the gasphase.

Different state of art techniques such as mass spectrometry and electron activated dissociation
techniques were played vital role to prepare the desired organometallic complexes.
addition, we have used the coupling of these techniques with actigpeliroscopy in order

to characterize isolated reduced ions in thepesse.

Multi charged organometallic complexes with selected chemical components, i.e zinc and
ruthenium dicatioit metal centers with bipyridine and bis(imino)pyridine type ligands, have
been prepared. These cations are obtained in the gas phase through electrospray ionization in a
Fourier transform ion cyclotron resonance {IER) mass spectrometer. Two fragmerati
techniques, the electron capture dissociation and the electron transfer dissociation, available in
FT-ICR have allowed us to induce meatectronic reduction of these dicationic metal
species. We showed that electron capture dissociation method irahsceflat least one
bidentate ligand for zinc complexes. On the contrary, using electron transfer dissociation

method, which provide less internal energy to the ion, and ruthenium complexes which have
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stronger metaligand bond, permits reduction withoubsk of ligands. These different
possibilitieshave been observed for varioc@mplexes, depending on the nature of the metal,
the structure of the ligand as well as its denticity. Anyway, icades, moneationic open
shell complexes in the gas phase ¢e isolated in the FICR cell and further study by

IRMPD spectroscopy.

Density functional theory methods have been used to characterize the organometallic species
under study along with the experimental findings. The use of these modeling methods has
faced a major issue. On one hand, we have shown that the nature of the ground state of open
shell reduced ligands and zinc complexes in function of the amount of Hadcke
exchange, which parallels known failure of DFT methods due to théntedactionerror.

This has suggested that rarggparated hybrid functionals should be use to study the reduced
complexes, even if, at this stage, it remains to be demonstrated. On the other hand, range
separated hybrid functionals showed great inaccuracy to pri&lispectra. Therefore, no
functional seems able to provide us both the correct electronic structure and the IR spectra of

reduced organometallic complexes.

To overcome the problem, we made benchmark calculations to find the suitable range
separated hybridensity functional in order to corroborate with the experimental data. For this
purpose, we generated a set of experimental data as a reference for the theoretical calculated
IR spectra.These studies gave us new prospect for analyzing the experimetaalita
computed evidences. Indeed, we showed #BQ7X-D is the best SHeorrected functional,

among those we tested, for prediction of frequency values and we determined a confidence
interval for this functional and others on their ability to model piectra. Furthermore, we
showed that the universal procedure of scaling factors is not the most efficient for comparing

experimental and theoretical spectra. Indeed, a linear correlation analysis allows obtaining
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predicted spectra which on comparison wite experimental spectra, have errors lowered by

about 30% relative to spectra predicted with a scaling factors.

Last, we combine our ability to form radical opgmell organometallic complexes in the gas
phase, the possibility to obtain IRMPD spectra of these species, and our knowledge on the
accuracy of the functional to characterize eleven sirgflyiced complexed'he agreement,

or disagreement, between experimental and theoretical spectra allows demonstrating that,
depending on the complex, the added electron can be |lasitttedon the metal center or on

the ligand. In case of low coordination, i.e. high Leadsdity, the singleslectron is located

on the metal center. On the opposite, higher coordination induces that the electron goes to one
ligand. Last, we demonstrate, for complexes with a tetracoordinated zinc center by two
bidentate ligands, that B3LYP Faito describe its ground state. Indeed, our results clearly
establishthat the selinteraction error in standard DFT makes them totally ineffective to
describe the electronic structure of ol singlyreduced organometallic species studied

in this thesis.

The overall results enriched our knowledge on the redox properties of ligated metal cations
through an appropriate experimental and theoretical framework. This work opens various

prospective, among which:

- The formation and characterization of otleeganometallic complexes with different
metal center (P&, AI** « DQG OLJDQGV

- The extension of our spectroscopic study to UV/Vis spectroscopy thanks to the tunable
laser which should be coupled soon to thelER in or lab.

- The determination of the be$unctional to describe excited states of gas phase

reduced organometallic complexes throughDBT calculations
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Formation et caractérisation de complexes métalliques réduits en phase gazeuse

Mots clés: methodes DFT,spectrométrie de masse, chimie computationnelle, structure electro

spectroscopie IR, ligands namocents

Résumé La caractérisation complét
GILQWHUPpPGLDLUHYV UpDFWLER
procédés de catalyse homogene est une tache
en raison de leur réactivité et de leur fait
concentration. Ceci est particulierement vrai pour
espéces radicalaires telles que les comple
organométalliques  réduits, qui sont c
intermédiaires en photocatalyse ou lorsque
complexes possedent digands norinnocents. Pal
conséquent, leur structure électronique est encore
comprise, sachant que I'électron ajouté peut étre :
sur différents sites de la molécule.

Dans ce contexte, nous avons développé une mét
d'analyse pour étudier en pbasgazeuse de
complexes organométalliques radicalaires. |
complexes organométalliques multichargés du zin
du ruthénium avec des ligands bidentes de 1
bipyridine ou tridente de type bis(imino)pyridine ¢
GIDERUG pWp REWHQXV us&V &
VRQW HQVXLWH UpGXLWYV DYt}
par un électron spécifigues a la spectrométrie
masse, la dissociation par capture ou trans
GIpOHFWURQ (&' (7' SHUPHW

former des especes métalliques radicalai
monochargées. Cellgs sont enfin isolés et leu
VSHFWUH LQIUDURXJH HVW |
VSHFWURVFRSLH GYDFWLRQ ED
SDU OTDEVRUSWLRQ GH SOXVLI
(IRMPD). Les méthodes DFT fournissent |
complément pour modéliser la structure électroniqu
le spectre IR de ces espéces. Les challenges a re
pour développer ce nouvel outil d'analyse étaient
deux ordres. Tout d'abord, nous devions étre en me
d'obtenr les complexes souhaités en phase gaze
Ceci nous a conduit a examiner de multip
SDUDPgWUHY WHOV TXH OD QI
LQWHUQH GpSRVpH ORUV GH
deuxiéme défi portait sur l'utilisation des méthodes
modéliVDWLRQ 1RXV DYRQV PRQV
des méthodes standards de modélisation pour déci
la fois la structure électronique et le spectre infraro
des complexes réduits. Les données expérimen
obtenues durant ce travail ont donc étésdtds comme
références pour identifier les fonctionnelles DFT
SOXV DSSURSULpHV SRXU Of
radicalaires.

Formation and Characterization of Reduced Metal Complexes in the Gas Phase

Keywords : DFT methods, Mass spectrometG§omputational chemistry, Electronic Structure, IR spectrosc

Norrinnocent ligands

Abstract : The complete characterization of reacti
intermediates in homogeneous catalytic processe
often a difficult task owing to their reactivity and lo
concentation. This is particularly true for radic:
species such as reduced organometallic comple
which are intermediates in photocatalysis, or wt
these complexes included nromocent ligands.
Consequently, their electronic structure in the groi
state isstill poorly understood, knowing that the add
electron can be located on different sites of

molecule.

In this contat, we developed an analytical method
study radical organometallic complexes in the |
phase. We started with formation of suitable mu
charged zinand rutheniunorganometallic complexe
in the gas phase from mixture of zinc metal cation .
bipyridinetype bidentate or bis(imino)pyridin
tridentate ligands. Under ideal circumstances tr
complexes were isolated and reduced in the gas p
to form monocationic metal species. Electr
activated methods such as electron cap
dissociation (ECD)

and electron transferred dissociation (ETI
technigues, available in FICR mass spectrometer
have been used to that end. The resulting Zn anc
radical cation complexes are then isolated in the
phase and probed via infrared multi phot
dissociation (RMPD) action spectroscopy. In suppo
DFT theoretical calculations were performed to mo
their electronic structure and IR spectra

Two main issues were faced during the developn
of this new analytical tool. First, we had to be able
obtain the desed complexes in the gas phase. T
has lead to monitor various parameters, such as
nature of the ligands or the internal energy provic
by the reduction step. The second challenge dealt
the use of modeling methods. We have shown

standard radelling tools lack the accuracy to pred
both electronic structure and spectral signatures
reduced complexes. The experimental data gather:
this work have therefore been used as benchmark
the identification of DFT functionals that are mc
appropriate for the study of these radical complexes
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