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Be it wood, rock, sand or skin, porous materials are commonly found in nature. Such 

materials usually contain, in their asperities, moisture in equilibrium with their surrounding 

environment. This liquid may be subjected to changes in atmospheric conditions such as a variation 

in temperature, humidity, external pressure or air velocity. Such changes inevitably result in the 

material losing or gaining moisture to re-establish equilibrium with its environment. These 

transitioning mechanisms are usually named after drying for fluid removal and imbibition and 

adsorption for fluid sorption; these phenomena have been extensively studied over the past 

century.  

 

Familiar to anyone who ever filled a sponge with water and left it to dry, these transitions can 

affect the aspect, the integrity and the durability of the material. Sometimes, they may also 

fundamentally change the material’s nature; this particular property is probably the main reason 

why drying and imbibition are found widely used in industrial processes. In fact, drying applies to 

a plethora of industry sectors where products are first prepared wet, as this liquid or pasty state 

enables easy formulation, mixing, and transport, then dried to transition into their final aspect. For 

the reasons mentioned just above industrial drying may convey technological or productivity 

issues depending on the nature and purpose of the material, here are a couple examples: 

In the building industry, materials such as concretes, plasters or paints etc. are required to dry 

rapidly to keep up with productivity deadlines on site but also to maintain their integrity to keep 

their structural or aesthetic properties. Currently, the most effective way to eliminate drying 

induced defects in these materials, such as cracks, remains to apply extremely slow drying rates; a 

slow process leaves time to the material to re-equilibrate and dissipate the incremental stresses that 

builds up during desiccation. However, slowing down evaporation is time consuming and 

incompatible with a fast material production.  

In the pharmaceutical and health industries, traces of solvent residues in pills may cause health 

problems to patients. Removing these traces of solvents to an acceptable level is difficult, 

oftentimes because of water retention in the smallest pores. 

Recently in the state of art microfluidic manufacturing industry, the need for synthesis of 

amorphous nanoparticles triggered the use of supersonic air flow to dry droplets fast enough to 

prevent crystal nuclei formation; such flow rates are difficult to achieve and accurately control.  

 

Surprisingly, despite drying applying to advanced applications, in many instances it remains a step 

empirically controlled which results in industrial drying being energy intensive and to represent 

9% of the global energy consumption. Specifically, a significant amount of this energy is used to 

remove moisture in particulate materials with strongly hydrophilic surfaces or sub-micron pores. 

 

Similarly, imbibition is found involved in a variety of industrial processes, in the previous 

applications, it may be used in the pre-processing phase to formulate wet mixture. Additionally, 

this mechanism is seen particularly employed in desalination, functioning of nano-porous batteries 
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electrodes, electrophoresis, oil recovery, food processing, impregnation, chromatography, 

agriculture and more. Imbibition is a faster process than drying, its driving mechanism being 

highly dependent on the structure of the porous network and less affected by the atmospheric 

conditions. Therefore, the physics of imbibition are rather well documented and the phenomenon 

considered as model to study liquid flow through capillary forces, especially in sub-micron pores 

where a great scientific challenge still stands.  
 

The reasons behind the little knowledge in the field of liquid flow in sub-microporous media may 

stem from the existing challenge in building a model material representative for the physics in the 

great variety of the real systems; but also the difficulty to observe and measure the dynamics of 

the confined fluid with microscopy technics. Due to the high impact of this particular field on 

energy consumption in scattered industrial applications, it is crucial to gain greater understanding 

over the physics of drying and imbibition in confined porous media.  

 

This manuscript aims at contributing to the understanding of the physics behind the kinetics and 

the flow of water in sub-micron porous media, with a strong focus on the transition from micron 

sized to nano sized pores; it also to opens up new research perspectives in this field. This research 

is based on the study of drying and imbibition in model porous materials we specifically 

engineered to cover the need of a generalist approach. The model aspect of these materials stem 

from the homogeneity of their internal pore structure, the ability to tune their average pore size 

and to make them responsive to drying stresses, allowing a variety of deformations such as 

shrinkage, cracking, delamination etc. to develop and therefore to study. Note other materials are 

also studied. All materials are examined under a series of MRI imaging technics and may benefit 

from Electron Microscopy imaging (EM). Finally, this research was driven by two main purposes: 

gaining greater understanding in the phenomenon observed and quench a personal curiosity.  

 

This manuscript develops along the following lines: 

 

To clarify the scientific positioning of this study, the first chapter consists in reviewing the current 

understanding of the physics of drying in porous media initially saturated with water or a single 

phase of pure liquid and the physics of spontaneous imbibition in porous media. 

 

The second chapter focuses on describing the materials synthesized and used, as well as the 

functionalities of the set-ups we built and the functioning of the measurement tools we used. 

 

The third chapter of this thesis aims at bringing understanding to the kinetics of drying induced by 

sample deformations (cracking, shrinking etc). This section particularly features the analysis and 

modelling of the drying kinetics of homogeneous nano-porous gels, being highly responsive to 

drying stresses; as well as the a study of drying in sponges exhibiting various pore size distributions 

and special surface properties. 

 

The fourth chapter consists in presenting the advance we achieved in the understanding of fluid 

transfers and vapor removal in submicron porous media during drying. We present a multiscale 

approach enabling to compare between the drying behavior of 10 model porous media each of 

them exhibiting a homogeneous structure with an equivalent pore size ranging from a few microns 

to a couple of nanometers. 
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Eventually, the fifth and last chapter of this manuscript reveals some new mechanisms for 

spontaneous imbibition in submicron materials, specifically probing the possible influence of 

liquid films or adsorption on the imbibition kinetics; this last piece of work opens up new 

perspectives for the study for the imbibition process in nanoporous media. 
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This first chapter aims at probing the scientific advance in the different fields we decided to 

investigate and explain the theoretical knowledge currently reached through the study of applied 

systems. 
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In the present section we describe the existing knowledge of the physics of water drying in 

atmospheric conditions within tubes with various geometries and a porous media. 

 

 

1 -  Evaporation from an air-water interface 

 

Evaporation is a vaporization phenomenon and is the driving mechanism for water removal during 

spontaneous drying porous media filled with water. It occurs from the surface of water into the air, 

when the latter is not saturated with the evaporating substance. As a matter of fact, air can carry a 

certain amount of water molecules, this quantity is usually measured in terms of vapor density and 

denoted  #$%&. 

Evaporation from a liquid surface will proceed until thermodynamic equilibrium between the 

liquid and the gaseous phases is reached, i.e. until the air becomes completely saturated with water 

molecules; in this case, the equilibrium vapor density is reached and  #$%& ' #(%).  The equilibrium 

vapor density increases non-linearly with temperature according to Clausius-Clapeyron relation 

and takes the following values: 7*+,-.. at 5 ̊C,  23.4/*+,-.at  25 ̊C and 150/*+,-.at 60 ̊C.  

From the ratio between the current to maximum vapor density can be inferred a familiar variable, 

the relative humidity of the air:  

 

0 '
#$%&
#(%)

/ 1 23+34 
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Therefore, when 0 5 3661, the system is out of equilibrium and water molecules diffuse from 

the surface of the liquid to the air, leading to a mass transport phenomenon toward the dryer region 

described by Fick’s Law as: 

 

/78 ' 9:;+ <#/ 3+"  
 

where :; is the diffusion coefficient of vapor water through the air; at 25 ̊C, :; '
"+=+ 36->/,?+ @-A. Desiccation can be a very slow process therefore its study often requires to 

accelerate the rate of evaporation of the liquid; for this purpose, air is often blown at the sample 

surface; this is called convective drying (see Fig1-1).  

 

Figure 1-1 : Scheme of evaporation for convective drying of a water, air is blown  parallel 

to the air-water interface. 

When an air flux is blown over a wet surface S, water molecules are removed rapidly from this 

wet surface resulting in an acceleration of the evaporation process. Seen form a fluid dynamic 

perspective, blowing air alongside a wet interface in a laminar regime leads to the formation of a 

gradient in air velocity, perpendicular to this surface [7]. If the vapor density of the air blown 

#$%& ' #; is inferior to #(%), a gradient in vapor density appears within this boundary layer, [8], 

see Figure 1-1. For drying considerations a rough approximation [9, 10], consists  in considering 

that this vapor gradient is constant in a region of thickness δ of the order of this boundary layer 

while the vapor density (#;) is maintained constant in the region of nearly uniform velocity (see 

Fig1-1). In that case, from (Eq1.1 and Eq1.2), we obtain the following expression for the rate of 

evaporation BC (in D+ E-A4: 

BC '
F
#G

' :;+
#(%)
#G

+
20 9 34

H
3+I  

 

Where #G ' 3666JK+D-. is the liquid water density and 0 the relative humidity of the convective 

air (see Eq1.1). This approximation well describes the drying rate recorded for any type of wet 

material put to dry when their surface exposed to the airflow remains covered by a significant layer 

of liquid water, but not only. In fact, Suzuki and Maeda [10], showed that the drying rate of a 

uniform liquid sheet and its counterpart presenting dry patches at its surface, can be identical if the 

Velocity vector

Air + Vapor,  ρ
sat

Free stream, ρ
vap

δ

Liquid Water, ρ
w
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spacing between dry patches remains greatly inferior to L. Therefore, (1.3) is verified as long as L 

remains greatly superior to the characteristic length of the surface roughness or heterogeneities. 

 

 

2 - The mechanisms of moisture transport in a dry region. 

 

Although a porous medium with its hierarchy of pore diameters and junction structures is clearly 

much more complex than a cylindrical tube, the consideration of an individual channel as a model 

system to understand basic transport phenomena has often proven to be a useful and relevant 

model, [11]. In this section, we first describe the mechanism of transport in a circular tube during 

drying; we further consider a polygonal tube and probe the effect of the corner of the geometry on 

the drying process. This step by step approach enables to study individually crucial phenomena 

playing roles in the drying kinetics of porous materials. 

 

i. Case of a large cylindrical tube 

 

 

 
Figure 1-2 : Scheme of convective drying from a cylindrical tube. A boundary layer of 

thickness L forms at the tube entrance where air is blown 

 

The system is a circular tube of length M;/and cross section N;/as sketched in Fig1-2, the tube 

diameter is large enough so that the liquid-gas interface can be considered flat at all time, i.e. 

presenting no curvature. O/is the height of the air-water interface measured positively from the to 

the top to the bottom of the tube. Low vapor density air, #;,  is blown perpendicularly to the tube 

at its open end giving rise to the formation of a boundary layer of thickness L at this location. In 

these conditions, drying is seen to drive the air-water interface to recede within the tube; therefore, 

the distance a molecule of vapor water needs to travel to exit the system is L P O. From the 

previous section we can express the drying rate of the tube and the evolution of the interface height 

with time: 

Z

L
0

δ

Air

Water

Vapor + Air



! "#!

BC '
3
N;
+
QD
QR

' :;+
#(%)
#G

+
0 9 3
H P S

/ 3+T  

 

with D ' #G + N;+ 2M; 9 O4  being the mass of liquid water remaining in the tube. We therefore 

deduce the following differential equation for Z: 

#G? +
QO
QR
+ L P O ' :;+ #(%) + 0 9 3 3+U  

 and the solution is: 

O R '
":;#(%)
#G?

0 9 3 + R P L? 9 L 

Remark that as soon as the height of the dry region becomes greater than/L we can make the 

following approximation O P LVO, and the equation (1.5) becomes 

 

#G? +
QO
QR
+ O ' :;+ #(%) + 0 9 3  

Finally, the solution is: 

O R '
":;#(%)
#G?

0 9 3 + R 

 

We observe O W / R, which shows that a diffusion process takes place for the development of the 

dry region; note that the drying rate evolves inversely proportional to the square root of time : 
XY

X)
W

A

)
. 

 

 
3 - Effect of capillary forces and surface roughness on drying kinetics 

 

When the diameter of a tube is decreased to a couple of micrometers or the geometry of the tube 

presents angle, a substantial curvature of the air-water interface is observed. This curvature 

originates from the affinity between each component of this liquid-solid-gas system and defines 

the wetting property of a solid surface by the liquid. Wettability is a crucial parameter that governs 

moisture flow in porous media; it is oftentimes studied through the shape a droplet adopts when 

put in contact with this surface. 

  

i. Wettability 
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As articulated by Young, when a small liquid droplet is put in contact with a flat solid surface at 

given temperature and pressure, two different equilibrium situations may be found depending on 

the value of the contact angle ZG observed (see Fig1.3). Specifically: partial wetting with ZG [ 6 

(see Fig1.3a and b) or complete wetting when ZG ' 6/(see Fig1.3c).  

 
Figure 1-3 Schematic showing a sessile droplet on a flat solid substrate exhibiting (a) and 

(b) partial wetting, (b) stronger wetting than (a); (c) complete wetting. On the right side of 

each droplet is the conventional force balance used to derive Young’s equation.  

If partial wetting is encountered, a three-phase contact-line forms between the solid, liquid and the 

equilibrium vapor phase. The corresponding equilibrium angle is determined by a balance of solid-

vapor, \]^, solid-liquid_ \]`, and liquid-vapor,//\`^, surface tensions (thermodynamically defined 

as the respective free energy per unit area for each interface, [12]). This equilibrium can be written, 

as a projection on the x axis (see Fig1.3), as follow: 

\]^ 9 \]` 9 \`^ + ab@ ZG ' 6 3+c  

At 25°C and atmospheric pressure, the surface tension for water is \`d /= 71.97 De+D-A, this 

value decreases with increasing temperature. For water, a wettable surface, also termed 

hydrophilic, corresponds to ZG f 90° whereas a non-wettable surface, hydrophobic, corresponds 

to ZG 5/90°. In the following array we present examples for contact angles on rough surfaces for 

a water droplet on well-known materials:  

 

 

Phases (L-S) Contact Angle θw  

Water - Teflon ~110º 

Water - Glass ~110º 

Water - Silica ~180º 

 
Table 1-1 : Values for the contact angle observed for water on well-known materials,  [13]. 

As described by Wenzel, [96], the contact angle observed for a liquid on a flat solid surface greatly 

depends on the roughness of this surface, for instance a polished Teflon exhibits a 180° contact 

angle with water in air [13].   
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4 - Capillary pressure, Bond and Capillary Number 

 

When water wets the walls of a sufficiently narrow circular tube (of radius r), the interface between 

air and water presents a curvature define by gh the radius of the corresponding sphere: a meniscus 

is formed (see Fig1.4).  

 

 
Figure 1-4 : Shape of the air-water interface in a capillary tube filled with water and  made 

of hydrophilic walls. 

The pressure drop across this interface verifies the Young-Laplace relation: 

 

ij '
"\`^
gh

'
"\`^ ab@ ZG

g
3+=  

Often, for systems presenting strong wetting, the effect of surface tension on the shape of an 

liquid/air interface is likely to dominate the effect of gravity, this trend is assessed from the 

dimensionless Bond Number, defined as [14]: 

kl ' i#+ K+
M?

\`^
3+m  

Where/i# is the difference in density between the two phases at the interface, K is the gravitational 

acceleration and M the characteristic length of the system. A high value of the Bond number 

indicates that the system is relatively unaffected by surface tension effects whereas a low value 

(typically less than one) indicates that surface tension dominates. 

 

Surface tension forces may also compete with viscous forces when liquid flows (at a velocity B); 

it is of particular importance when liquid draining occurs through tiny films, as seen in the 

following section. For this reason, the capillary number quantifies the relative effect of viscous 

forces versus surface tension acting across a liquid and gas interface. 
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Where p is the dynamic viscosity, physically pointing at the resistance of a fluid measured from 

its gradual deformation. This value is temperature dependent; for water pG ' m+r6/s/36-t/jo/at 

25°C 

 

 

5 - Disjoining Pressure for thin liquid films 

 

Capillary pressure is not the only force one may encounter from wetting a surface. When a thin 

liquid layer ranging from fractions of a nanometer (monolayer), to several micrometers in 

thickness, wets and spreads on a surface, surface forces set up an additional pressure, the disjoining 

pressure, u. It defines the force of molecular interaction (per unit area) of bodies that are separated 

by a thin plane parallel interlayer. A positive value of v corresponds to repulsion and a negative 

value to a confinement. B.D.V and Kusakov measured the thickness of the equilibrium wetting 

aqueous film that forms when a gas bubble is pressed against a glass plate immersed in the liquid. 

In that case, u is the difference between the pressure in the thin film of liquid adjacent to the glass 

surface and that in the air interface, [15, 16], and is expressed as: 

 

u ' 9
w

cxyz.
3+r /

 

Where z is the film thickness, A is the Hamaker’s constant, w ' x?{#%#| defining the Van der 

Waals interaction between water and the solid surface with #%/and #|/the number of atoms per unit 

volume in the two interacting bodies; finally, C is a coefficient depending on the pairing interaction 

between particles. For a glass-water interface w } 3+=+36-?;~; for a silica-water interface w }
6+mU+36-?;~ . 
 

Previously, we studied evaporation in a large cylindrical tube where capillary effects can be 

neglected as the air-water interface simply slides at the tube walls. Let’s look at how capillary 

forces influence on the liquid distribution in a slightly more complex geometry i.e. a square tube.  
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6 - Case of a square cross-sectional tube 

In a porous media, pores are often considered as cylindrical tubes in analytical or computational 

studies but such simplification prevents the capture of the rich phenomenology associated to the 

roughness or corners of the solid matrix. Considering the pores geometry is crucial to realistically 

study capillary flow, accurately estimate liquid and vapor distribution and thus find the origin of 

the drying rate recorded. Drying a cylindrical and a polygonal tube leads to different results owing 

to the different liquid distribution along the tube walls (see figrue1.6), [17, 18].  

 

Figure 1-5: (a) Side view of the air-liquid interface in the square tube (c) between the 

dashed line and the top of the tube; (b) Scheme of tube cross section (dashed line) in (c); 

g; is the curvature radius of the tube’s rounded corners, gh is the in-plane curvature radius 

of corner menisci, and w is the thickness of the corner film, [9]. (b) 3D view of the air-

liquid interface receding in the tube during drying.  

Drying a solvent in a square tube results in the liquid interface pining the corner walls while the 

bulk menisci recedes toward the bottom of the tube (see Fig1-5). An almost similar situation as 

the one encountered for a cylindrical cross section; however, in identical drying conditions, the 

total desiccation time for square geometries appears much shorter (see Fig1.6). This sharp 

difference stems from the development of corner films that, when thick enough [19], provide a 

pathway for transporting the liquid from the receding bulk meniscus up to the film tips. Prat and 

al. [18],  followed the location of the film tips along desiccation and found the existence of 3 

different dynamic regimes associated to the corner films thickness : 

rc
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Figure 1-6: Comparison of the evolution of the menisci location during drying of circular 

(bottom curves, see graph) and square section capillary tubes, [18]. Here �; is the location 

of the bulk menisci and d the width of the tube. 

Fig1-6 presents the evolution of the location of the bulk menisci with time and indicates crucial 

moments related to the evolution of the corner films. We observe that in a first regime (R1) the 

level of the bulk interface recedes into the tube linearly with time (see Fig1-6), in parallel, thick 

liquid films pinning the tube entrance develop in the corners of the geometry (as sketched in Fig1-

5c) and are seen to progressively thin down with desiccation (see Fig1-7b, black curve in the main 

graph). For low Bond numbers, gravity effects on the interface curvature are neglected and its

shape can be considered identical to its quasistatic counterpart, [20]. Accordingly, the interface’s 

radius of curvature may be expressed as gh ' Q�I+==, where d is the width of the tube (see Fig1-

5b), and therefore the films thickness as � ' " 9 3 + gh 9 g; , [18]. Further drying triggers the 

transition to a second regime (R2); in this regime, the main menisci slows down and the liquid 

films depin the entrance of the tube (see Fig1-6 at “depinning”). This regime essentially constitutes

a transition phase to the third regime: (R3) where O; (the location of the bulk menisci) simply 

recedes as the square root of time (see inset of Fig1-6), similarly to the situation of a cylindrical 

tube. Let’s see how this 3 step process compares in terms of vapor removal and therefore drying 

rate.  

 
Figure 1-7: (a) Simulation of the distribution of vapor within a polygonal tube during the 

first regime (R1) identified in (b); the x axis represent the height of the tube in mm, black 

continuous lines represent the iso-surface for vapor density and dashed lines the location 

of the menisci;  here/RA f R?, [21]. (b) Rescale drying rate (���;/is the ratio of the current 
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to initial drying rate) as a function of the average liquid saturation of the tube (S) for a 

square tube, and evolution of the rescaled thickness of the corner  films w (see text), [17].  

As a first step toward greater understanding of the origins of variations in the drying rate recorded, 

it is necessary to look at how the vapor distribute in the system during the process. In Fig1.7a, we 

present the evolution of the vapor density field with time, calculated from 2D finite element 

modelling, [21]. This distribution shows that the gas phase within the tube, between the bulk 

menisci to the films tips is saturated with vapor except in a region very close to the tip of the liquid 

films (see Fig1-8a). Therefore, one can infer from (Eq.1.4) that the vapor transport by diffusion in 

the gas phase is only significant in the film tip region (where the gradient is the highest). Finally, 

the linear evolution of O; (the location of the bulk menisci) with time in this regime (see Fig1-6a) 

indicates that, as long as liquid films are thick enough, water preferentially flows through the films 

rather than diffuse in the gaseous phase between the bulk menisci to the films tips; in this region 

evaporation can therefore be neglected and the drying kinetics observed on Fig1-7b may further 

be explained. 

As a first drying regime (R1, see Fig1-7b) a period of slowly decreasing desaturation is maintained 

until the liquid films depin the entrance of the tube. This shows that as long as liquid films pin the 

tube entrance, liquid flows to the surface, evaporating from the film tips region. This slow decrease 

is likely due to the modification of the shape of the air-liquid interface [21], therefore to a 

modification of the contact angle (see Eq1.7) that entails a drop in capillary pressure at the pinned 

point, [22] and results in slower drainage. Further drying causes liquid films to become so thin that

viscous forces dominate over capillary forces and therefore drainage is prevented, [12]. This latter

situation gives rise to a falling drying rate (R2) and a slowdown in menisci rescission (see inset on 

Fig1-7b). Eventually, thick films depin the entrance of the tube (see Fig1-6) and a diffusive regime 

(R3) identical to the one we encountered in a cylindrical tube takes over (see inset of Fig1-5).  

Comparing between the drying kinetics of a cylindrical and square tube, we conclude that for a 

wetting liquid, the geometry of this tube can play a significant role in the drying kinetics observed; 

specifically, when a three phase contact line pins the entrance of the tube, liquid films can develop 

in the corners of the geometry and drain liquid toward it, resulting in a 3 phases drying process.

While increasing the tube roughness (g; � 6 in Fig1-6) have proven to extend of the period of 

regime R1, adding corners to the geometry have proven to increase the rate of drying in this regime, 

[53]; eventually both of these parameters are seen to reduce the total drying time. Considering a 

porous media as a simple bead packing made of holes and corners at the bead contact points (see 

Fig1-8), one may foresee that similarity in the mechanism of drying may exist and the importance 

for an averaging approach over the whole system.  

 

Figure 1-8: Scheme of the interface shape of the liquid wetting a couple of pores in porous 

media made of a spherical bead packing. Pinning points correspond to the corners of this 

geometry, [23]. 
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The physics behind drying of a porous media are ubiquitous, universal, and fairly simple. As 

evaporation proceeds, air progressively substitutes water within the porous structure. Evaporation 

drives the medium into a partially saturated state, which eventually empties. However, when 

scrutinized closely, this simple process exhibits rich phenomenology that arouse a plethora of 

intriguing wonders. 

 

 

1 - Architecture of a porous media 

 

A porous material is a three-dimensional structure presenting a solid matrix with asperities varying 

in size and distribution, these asperities are commonly named after: pores. Porous media are 

characterized by their porosity, denoted �, defined as the ratio between their total pore volume to 

their overall volume; their pore size distribution (probability density function); their specific 

surface area and pore connectivity as pores may be inter-connected or isolated.  

 

 

2 - Darcy’s law 

 

Liquid flows through a porous media is commonly described by Darcy’s law, [26], highlighting a 

linear relation between flow velocity (� ) and the pressure gradient (<j4/throughout the porous 

structure. For a directional pressure gradient along the z axis: 

 

� '
J
p
+
�j
��

3+36  

 

where p is the dynamic viscosity of the fluid. Note that � is the average velocity throughout a 

whole sample and �� as � ' �+ ��, the average velocity through the porosity. 
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3 - Models for Permeability 

i. Permeability for a fully saturated porous media 

The porous network of a material can be geometrically modelled to deduce the expression of its 

permeability: 

 
Figure 1-9: Schematic drawing representing the complexity of flow through a porous solid 

matrix (by Zbigniew Koza) 

When a porous media contains solvent in its pore network, one can define the ratio of the total 

volume of the liquid to the total pore volume as the average saturation, �. Note that this value 

constitutes an average over the whole the porous body. If all the pores are filled, the material is 

said saturated and � ' 3. For a saturated porous structure made of an homogenous pore size, the 

permeability is seen to scale proportionally to the square of the pore radius, [9]: 

J ' � � + g&? 

The function F(�4 takes different values depending on the geometric model adopted to describe 

the pore network:

 
Figure 1-10: Scheme for a pore network of a porous media:  (a) parallel ducts, (b) Tortuous 

duct, (c) connected tortuous ducts.  

The simplest model consist in modelling a porous media by a series of parallel cylindrical tubes 

of radius g& (see Fig1-10a). Under a pressure gradient the flow velocity may be calculated from 

the Poiseuille law, [27], and the pre-factor identified as �&l�( � ' ��m. However, this model 

remains very basic as it only describes unidirectional flow. Saffman model for porous media 

constitute a more realistic approach, starting from the previous model and implementing no 

restriction in canal orientation with space. In this case, �]%��2�4 ' ��"T ' �&l�(�I. The factor 1/3 

stemming from the 3-dimensional direction in space, [116]. 

No  ow zone
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However, both these models fail to express the tortuous nature of the porous network, illustrated 

in Figure 1.6.1 by curved streamlines for solvent flow. In fact, for a porous sample of length M, the 

effective average length for a flow line through the sample is MC f M (see Fig1-8b), the ratio of 

those two values defines the dimensionless tortuosity,/�, of the porous media : 

 

� '
MC
M
f 3 3+33  

 

Note that by definition the tortuosity is always superior to 1. Now taking into account Saffman 

model and the tortuosity factor, one may compute the new factor F and find/��2�4 ' ��"T�?. An 

more accurate geometric model would consist in adding the distribution of channel size, as of the 

porous media, for a distribution �2g&4, the permeability is expressed as : 

 

J '
�

"T�?
g&?+ � g& Qg& 

 

The limitation of this model falls into the knowledge of the material pore size and its distribution; 

these quantities being hard to measure accurately. The specific surface, w(, of the porous matrix is 

however easily measureable, especially when the porous structure is made of a homogeneous bead 

packing. The Kozeny-Carman model for permeability takes this parameter into account and has 

shown to be very reliable in a laminar flow regime: 

 

J '
w(g&?�.

3m6 3 9 � ? '
�.�?�?

3m6 3 9 � ? 3+3"  

 

where : is the particle diameter and � the sphericity of the particle in the packed bed (� ' 3 for 

a sphere). 

 

ii. Permeability for a partially saturated porous media 

 

When a porous medium becomes partially saturated with liquid its apparent permeability now 

depends on the permeability dictated from the structure of its solid matrix but also scales with a 

factor describing the hydraulic resistance of the liquid (� � 4. This parameter reflects the 

characteristic draining capability of the liquid network. Note that this implies this network being 

continuous throughout the whole sample. In this case and for a homogeneous distribution of liquid 

throughout the sample, J can be expressed as follow, [9]: 

 

J ' � � + � � + ��? 
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4 - The mechanisms of moisture transport through coarse porous structures during drying 

i. Historical understanding of the physics of drying in porous materials 

 

The very first scientific exploration of the physics of drying started in the 1920s. First, Lewis, [28] 

in 1921, followed by Sherwood, [29] in 1929, proposed a description of the drying mechanism 

based on vapor evaporation from the free surface in soap slabs and vapor diffusion through porous 

clay bricks using Fick’s Law. At that time a main hypothesis relied on the use of a constant 

diffusion coefficient for vapor appeared for both systems. This hypothesis was only proven wrong 

by Cunningham, [30] and Moyne, [31] in the 1980. However, already, in 1937, Ceaglske and 

Hougen, [23], demonstrated the limitation of the previous models highlighting the major role of 

capillary forces on water flow in granular packings. Twenty years later, in 1957 Philip and De 

Vries developed the theory for heat flux and thermal conductivity in partially saturated media. The 

most significant input was probably implemented in 1962 by Krisher, [32], who minutely 

described the different aspects of capillary transport, equilibrium, diffusion in the gas phase and 

for the first time highlighted a three step process for the drying kinetics under convective air flow 

through extensive experimental exploration of different material. In the following years, 

thermodynamic approaches were built to describe the three different regimes (Ludovik, 1966) and 

further knowledge was gained on the internal phenomenon (Marle, 1967; Slattery, 1967; Whitaker, 

1967; Gray 1975). In the late 1980s Scherer provided extensive theoretical knowledge on drying 

induced deformation and material failure, [33-38]. Further industrial needs encouraged in 2000 the 

development of a general scaling approach by Coussot, [9]. And finally, thanks to the development 

of novel measurement technics and model analogous systems, as polygonal tube, recent research 

have proven the importance of liquid film flow during drying, Pratt and Yiotis, [18]. 

 

Most models describing moisture transport in real porous media (wood, clay, concrete etc.) during 

drying rely on the differentiation of two regions within the liquid: the bulk region, or non-

hygroscopic region, where water is considered free from molecular or surface interaction with the 

porous matrix and a confined region (hygroscopic) consisting in a thin liquid layer around the pore 

walls where interactions exist between the liquid and the solid matrix. For water and glass this 

region was measured to 10nm, [39, 40]. While great understanding was achieved in the physics of 

drying for free water in large pores, very little understanding remains in the physics of drying at 

low moisture content, in nano-pores or even for adsorbed water layers. 
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5 - Drying regimes and water distribution for free water 

Surprisingly the removal of free water during convective drying of a porous media is very similar 

to the one earlier encountered for a square tube; it is modeled with 3 main periods: 

 
Figure 1-11: Evolution of the drying rate BX matched with the evolution of the water 

distribution within the sample for a porous media. Air is blown parallel to the free surface 

of the sample at all time as pointed out on the far right scheme representing the initial 

state. H here represents the extent of the dry region forming from the sample free surface. 

i. Induction period and isotherm drying 

An induction period is observed until the heat and mass transfer processes between the material 

and the surrounding atmosphere approach an initial steady state (note the very small decrease in 

the drying rate at the very beginning of the test in Fig1-10) and the boundary layer of thickness L
(seen in section 1) has fully formed. The duration of the induction period is usually insignificant 

compared to the time of the other drying periods. During this short transient regime, the material 

is considered fully saturated. In this study, drying will be performed at room temperature in 

isothermal conditions. 

ii. The constant rate period 

Following the induction period, a constant drying rate is observed as long as the sample free 

surface is maintained effectively wet. Here the gas-phase mass transfer is determined by the 

thickness of the boundary layer L and equation 1.1 applies. Evaporation only occurs from the free 

surface. Therefore, the extent of the constant rate period, depends on the material's ability to keep 

its surface wet enough, so to say to maintained a liquid network capable to drain enough water 

through the sample to the free surface for drying to remain boundary layer controlled (see Figure 

1-12). For this reason, the water is also said to be in a “funicular” regime.  

Air
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Figure 1-12: Liquid phase distribution during evaporation from a sand column obtained 

by synchrotron x-ray tomography. The arrangement of sand grains and liquid phase within 

the first scanned block (3.3 x 3.3 x 1.7 mm3) is shown for five time steps. Isolated liquid 

clusters were filtered out to highlight continuous liquid phase only. [117]. Note that this 

type of distribution is an example and is specific to the material studied, one can imagine 

other situations for water distribution, especially a more homogeneous distribution not 

including complete emptying of pores of network discontinuity, for instance in very 

hydrophilic porous media.  

Liquid flow is triggered by a pressure gradient that develops over a short distance near the sample 

free surface (measured in the scope of 2.5 times the tube diameter in a polygonal tube system,

[23]). In this region, water removal causes meniscus to progressively recede in the pores, 

increasing the local capillary pressure so that a pressure gradient develops in the sample. MRI

profiling measurements presenting the concentration profile of water in the height of a bead 

packing during drying (see Fig1-12a) shows that during the constant rate period, the water remains 

homogeneously distributed throughout the whole sample. As a matter of fact, air substitutes water 

in an abrupt way, its dynamic being depicted by Haines jumps, [41], directing flow from area of 

higher depression (following depression gradients within the sample), see Fig1-12b. This overall 

mechanism of water redistribution is named after capillary equilibration process.  

 

t1 t2

t3 t4

100μm
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Figure 1-13: (a) Saturation profile, at different times during desiccation, within a 

homogeneous bead packing, [42], the flat  profiles witness of an homogeneous distribution 

of water throughout the whole sample. (b) Confocal image of the capillary equilibration 

process during drying for an homogeneous bead packing, the fluid appears red because of 

a dye agent, beads appear in black, [43]; t1<t2<t3<t4, from t1 to t2, a first capillary 

equilibration step is observed in the circled area, from t3 to t4 a second one is observed in 

a different, but close area. 

This constant rate period is therefore encountered in the case of hydrophilic solid matrix where 

meniscus can develop. However, when the contact angle between the liquid and the solid matrix 

is too high (close to 90�), drainage is prevented and similarly to the case of a large cylindrical tube, 

a dry region starts to develop from the free surface toward the inside of the porous matrix as 

presented on Fig1-14. This figure particularly shows the development of an apparent dry region 

from the free surface of the sample (at 30mm) from the beginning of the test. 

 

 
Figure 1-14: (a) Saturation profiles during desiccation for water within a hydrophobic 

porous media, [42] 

Nevertheless, even for hydrophilic solid matrix, the constant rate period of drying is not always 

observed; typically, when drying system exhibiting very low permeability (as with extremely small 

pores for instance), this period may not be observed even if strong capillary forces exist (see Fig1-

15 in the next section). 

 

 

iii. The Falling rate period 

 

The third stage of drying is the falling-rate period or periods (see Fig1-15). Essentially, this is the 

period when the removal of moisture from the solid is dictated by the material itself. The transition 

between the constant and falling rate drying periods appears at an average moisture content called 

the critical moisture content or saturation, �h, which also corresponds to a critical capillary 

velocity, [9]. Note that past this point, the liquid network is assumed to become rapidly 

discontinuous [9].  Right before the regime transition, the flow of water within the sample remains 

dictated by Darcy’s Law, Eq1.10. At the top free surface of the sample, the capillary pressure is 

��g& (� being a constant depending on wetting properties), at a distance M from the free surface, 
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the total pressure in the liquid considering the local saturation � is � � P/#GKM where �2�4 is 

the corresponding capillary pressure. Therefore, using Darcy’s Law, the expression of the 

permeability for partially saturated system (Eq1.13), and providing that the driving pressure 

gradient is the difference of the former pressures divided by M; one can find the expression of the 

capillary velocity: 

 

�h%& '
� � + � � + g&?

pM
+ 2
�
g&
9 /� � 9 #GKM4 

 

At the free surface, the average meniscus curvature is higher than in the saturated area (located at 

L), therefore providing that � � � ���� : 

 

 

�h%& '
�+ � � + � � + g&

pM
9
� � + � � + #G+K+ g&?

p
3+3T  

 

Finally, in the case where gravitational effects on flow are negligible, the second term in Eq1.14 

is neglected and the critical capillary velocity be expressed as: 

 

�h '
�+ � � + � �h + g&

p+ M
3+3U  

 

where/�his the critical local saturation, at that point, the liquid is unable to flow and replace the 

evaporated liquid even along the liquid-limit of minimum curvature. Keey (1972) followed by 

Coussot (2000) respectively proposed and scaled two distinct falling-rate periods in the drying of 

a porous medium:  Initially, the moisture will recede to a position in the material where evaporation 

takes place with moisture supplied by capillary-driven flows. Usually this receded position remains 

close to the free surface, at distance � (see Figure 1-10), this first falling rate period is usually 

called after capillary regime. Inevitably, the drying time of this first falling-rate period depends on 

the size and distribution of the pores in the porous structure: macro pores extend this period of 

drying, [9]. 

 

Eventually, further drying will trigger a second falling-rate period, this transition known as the 

"percolation transition", triggers the propagation of a receding evaporative front and usually starts 

at low moisture content. In this regime specifically, the drying rate scales inversely proportional 

to the square root of the height of the dry region, �, as it was observed earlier in the case of a 

cylindrical tube (Eq1.4).  

 

q ' 9:&
#(%)
#G

� 9 3

L P �
3+3c  

 

Where :& is the diffusion coefficient of vapor through the partially saturated porous structure, 

:& ' ��:; and L ' :&�:;+ L the relevant length to take into account considering drying 

conditions. 
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6 - Effect of pore size on drying regimes 

 

Pore size is a crucial parameter that strongly influences the drying kinetics, [9]; for a porous media 

made of a close packing of spherical beads, the average pore radius can be approximated to 1/6 of 

the bead radius from geometrical considerations (space between 3 beads closely packed together 

in 3D). In this section, only porous media made of close packing of glass spherical beads are 

considered, note that the shape of the particle also plays a role in the drying kinetics one can 

observe [44], but this is beyond the scope of this study.  

 

 
Figure 1-15 Normalized drying rate (in this graph the average saturation of the sample is 

noted �) as a function of the average saturation in model bead packings filled with ethanol, 

[9]. 

Fig1-14 presents the evolution of the rate of drying during convective drying of homogeneous and 

compact (Vc6 9 cI14/bead packings filled with ethanol and made with a different bead sizes. 

We observe that during the so called constant rate period, the drying rate is not exactly constant 

but slowly decreases, as already remarked by Van Brakel [45] and seen earlier on with the 

polygonal tube; additionally for porous media made with bead diameter ranging from 34-200pD, 

in the drying conditions considered, we see that the same drying rate applies in this period 

regardless of bead size. In fact, in these drying conditions and this range of sizes, enough liquid 

can flow to the surface to cover the evaporation demand imposed by the airflow, regardless of the 

particle size. Going down to smaller pores, however, the data set shows that the drying rate of the 

materials decreases immediately from the beginning of the test and no CRP is observed. This trend 

is consistent with expectations from the Darcy’s law and may be explained by the expression of 

the critical capillary velocity in Eq1.15: the later relation shows that the smaller the beads, 

therefore the pore size, the smaller the critical capillary velocity (�h being directly proportional to 

the particles radii). Therefore, in systems where gravitational forces can be neglected to the 

capillary forces, the tinier the pores, the sooner the occurrence of the falling rate period, ultimately 

reached in the very beginning of the desiccation process. 

The drying rate in the final stage is seen independent of the particle radius and tends towards an 

asymptotic value. This is in agreement with the theory corresponding to the receding regime which 

predicts that the drying rate simply decreases with the distance of the liquid-limit from the free 
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surface of the sample, considering that the tortuosity and the porosity of the porous structure 

remain similar (Eq1.16). 

7 - Effect of pore size distribution on water distribution within the sample  

Capillary equilibration is a process observed during the CRP, [Coussot ketia] that enables liquid 

transfers toward regions of higher depression, in other terms considering the capillary pressure 

only (Eq1.7), transfers occur from bigger to smaller pores. In Fig1-15a we present a scheme 

principle: big pore empty first and water is pulled by the Laplace pressure toward the smallest

menisci (connection channels between pores are also called throat pores). In Fig1-16b NMR

concentration profiles of water within a biphasic porous medium show the direction of liquid flow 

during drying. Specifically, this porous structure is made with 2 different compartments consisting 

of compact bead packings with different bead sizes (big beads at the bottom and small beads on 

top); we observe that drying triggers the bigger porosity to empty first and water to be sucked by 

the tiniest pores (consistently with Fig1-16a). Note that this system is a model system, a 

homogeneous pore structure is rarely found for a real porous media. As a matter of fact, the pore 

size distribution of actual materials is usually wide, (due to the heterogeneity in grain sizes or 

shapes etc.); In this case, numerical simulation with a three-dimensional invasion percolation 

model (see Fig1-16c) showed that depending on the width of this distribution different 

heterogeneous water distributions along the vertical axis of the sample could be expected. In fact, 

if a continuous liquid network remains within the sample: it suggests that big pores would empty

first (probing higher equilibration velocities due to the lower permeability) even if they are located 

in the bottom of the sample (also seen on (b)) and water would be drained to the top surface in the 

partially saturated area by thick liquid films likely located in the smaller porosity. Note that this 

simulation suggests that the narrower the pore size distribution the smaller the vertical extend of 

liquid films during desiccation and therefore the earlier the formation of a dry region during the 

test.
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Figure 1-16: (a) Scheme for capillary equilibration in a porous structure presenting a wide 

pore size distribution. (b) 1D MRI profiles representing the water content in a porous 

media made of 2 homogeneous compartments each of them made of close bead packings 

with different sizes,[46]; (c) Numerical simulation suggesting the effect of the width of the 

pore size distribution of a porous media on its water content during drying, [47]. 

We conclude that heterogeneities in pore size may trigger different water distributions within the 

sample during drying and specifically possible liquid retention. Liquid retention may occur in the 

smallest porosity, or in the case of strongly hydrophilic surfaces, at the pore walls; in these cases, 

drainage through liquid films may be significant. Drawing a parallel with the previous study of a 

square capillary tube, one could expect a significant influence of draining films on the drying 

kinetics of the porous media considered. Let’s further look at the current knowledge on liquid 

films. 

 

 

8 - Liquid films, surface forces and viscosity 

 

Two types of liquid films have been identified and distinguished in real porous media depending 

on their draining capacity [19, 48, 49]: The “thick” films that are trapped by capillarity in the 

corners of the porous geometry and are still considered as draining, i.e. typically corresponding to 

the films previously seen in the corners of a polygonal tube walls in the former section; and thin 

films, referring to physically adsorbed water in the form of multi-molecular layers on the walls of 

the solid matrix by disjoining pressure effects (Van der Waals and electrostatic contributions). The 

hydraulic conductivity of thin films is very small [50], and therefore their effect on the drying rate 

is assumed to be negligible compared to that of thick films. Recently, Yiotis et al [51] have 

presented a pore network model of drying, based on numerical simulation, including the effect of 

thick films. In accordance with previous works, their simulations qualitatively confirm the 

significant effects of thick films on the drying rates of coarse porous media. Their research 

specifically shows that drainage from thick liquid films enhances the overall drying rate of the 

material. 

 

While drying free water, i.e. water retained in large pores by capillary forces, is well understood 

and gives rise to a 3 phase process, the physics behind drying of bounded water, referring to 

physically adsorbed water on the solid matrix remains unclear. The advance in the understanding 

we present therefore may remain rather qualitative.  

 

The distinction of bounded and free water was specifically put to the fore through neutron 

scattering experiments during imbibition, [77, 78]. In fact, neutron scattering measurements being 

sensitive to liquid’s viscosity, emphasized a partitioning of the diffusion dynamics of the 

molecules in the pores in two species: one component with a bulk-like self-diffusion dynamics and 

a second one which is immobile, sticky on the time scale of the experiment. While the rheology of 

the “sticky” water isn’t clear, simple rheology consideration on pore bulk water during imbibition 

testified the absence of any non-Newtonian behavior for this part of the liquid, [76, 118, 119]. In 

fact, the  disjoining pressure [15] as well as the structural peculiarities of the poly-molecular liquid 

layers are suspected to reduce mobility of liquid molecule, this is usually translated into an 
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increased viscosity for the wetting solvent. Additionally, recent computational investigation 

suggested that viscous flow may govern transport at the pore wall in adsorbed layers, [54]. 

Specific to our case, as we will be using silica surface and water in this study, we record studies 

performed with hydrophilic Vycor glass [76], that suggests the experimental existence of a sticky 

boundary layer of water at silica walls from macroscopic scaling. A conclusion which is supported 

by Molecular Dynamics studies on the structure of water boundary layers in silica pores [120-123], 

(see Fig1-19), or more generally the structure of water on hydrophilic surfaces [123-125]. In Fig1-

18a, we illustrate these results showing the computed density of water molecules in a nanotube 

probing the existence of two different regions with distinct densities and finally a water density 

profile at the pore wall in Fig1-18b. These former simulations specifically emphasise that the 

thickness of these bounded liquid films may approximate to a couple of molecules of water (see 

Fig1-19b). 

 

 
Figure 1-17: (a) Simulation of the average local densities of water in the horizontal plan 

(cross section of a tube) in 3nm diameter tubes simulated with silica walls with silanol 

groups concentration (chemical bounding of the water molecule to silica) of PL=2PH. The 

density scale is 0-4 K+ �D-.; (b) corresponding water density profiles #2g4 in pores (a) as 

a function of distance from the pore axis. The density profile of the silica matrix is also 

shown to locate the pore surface (partial and plain gray shadings for the PH and PL cases, 

respectively). 

 

The physics behind flow of bounded water remains a very delicate topic that may add complexity 

to our study specifically when pores become a couple of nanometric and the saturation of the 

porous structure becomes very low.  

 

 

 

9 - Drying stress and sample deformation for wetting porous media 

 

Not only capillary forces play a role in the flow of water within the porous media, it is also 

responsible for its deformation. In fact, the mechanisms of pore fluid loss during drying of a 

deformable porous medium are seen to play a key role in the onset of drying shrinkage and cracks. 

The major drying stresses behind these mechanisms are commonly identified as the capillary 

pressure, the osmotic pressure, the disjoining pressure, [38]. This section focuses on describing 

the deformation generated by capillary forces during drying of deformable porous media. Along 

a. b.
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desiccation menisci curvature increases giving rise to tension in the liquid phase. The maximum 

intensity of the capillary pressure is reached when the menisci curvature is small enough to fit into 

the pore i.e in the order of the pore radius. In certain cases, the latter pressure is so high that the 

sample is seen to shrink, warp or crack. In fact, shrinkage frequently occurs during drying and 

subsequently, in most cases, enhances the likelihood for the material to warp or crack. 

 

 

10 - Shrinkage and wrapping 

During the constant rate period, sufficient capillary tension may develop, depending on the pore 

size, at the sample free surface and provoke shrinkage of the solid matrix. The tension,  j_ draws 

liquid from the bottom face of the sample in an effort to produce uniform hydrostatic pressure. The 

local contraction of the porous body, ¡, may be expressed considering the young modulus, �, of 

the sample ¢'  j��_/£Im¤. Introducing the latter expression in Darcy’s law (Eq1.10), one can 

compute the characteristic length ¥ needed for the sample to equilibrate:  

 

 

¥XC� '
J+ �
p+ BC

 

 

Therefore, when ¥XC� ¦/i�  where i� represents the extent of the pressure gradient inside the 

porous body along the vertical axis, the whole sample homogeneously contracts; whereas when 

¥XC� 5/i�  only the part subjected to the pressure gradient contracts. This situation gives rise to 

a heterogeneous contraction of the sample. If the sample delaminates (manage to unstick to its 

substrate), it will warp. Note that if the permeability is high, the flux of evaporation liquid is readily 

provided with a small pressure gradient if the permeability is low the tension becomes much 

greater on one face than the other, ¥XC� 5/i�  and the sample will wrap. 
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11 - Cracking  

Formation and morphology of desiccation cracks have been extensively studied over the past 

decades. A classical approach to crack nucleation in solid mechanics consists in comparing the 

intensity of the induced stress on the solid matrix from drying to the failure criterion of the material 

[56, 85]; if the intensity of the stress overcomes this criterion, a crack is nucleated. A plethora of 

mechanistic models have been formulated to explain crack nucleation, a brief physical explanation 

for the major theories is reviewed in the following array: 

 

Figure 1-18: Mechanistic models for crack nucleation during drying, [56]  
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1 - Description of the phenomenon 

i. Capillary rise and Lucas-Washburn equation 

 

To establish the physical framework for spontaneous imbibition in porous media, it is interesting 

to look at the phenomenon of capillary rise within a cylindrical tube first. Liquid flow driven by 

capillarity and resisted by viscous losses and gravitational forces, was first analyzed by Bell and 

Cameron (1906), who showed that the position of the imbibition front (h) advances as the square 

root of time (t). Heber Green and Ampt (1911) and Lucas (1918) and Washburn (1921) a few years 

later computed the proportionality constant for the case of a cylindrical tube of radius g immersed 

in a reservoir filled with a liquid wetting the capillary tube with a contact angle ZG, see Fig1-20.  

 

 
Figure 1-19: Capillary rise experiment performed in a cylindrical tubes. The base of the 

tube is dipped in an infinite water bath. 

Under static conditions, the equilibrium height he of the liquid within a capillary is obtained by 

balancing the Laplace pressure j̀ ' "\`^ ab@ ZG �g by the hydrostatic pressure j§V#GKyC and 

finally the equilibrium height is found from the force balance equation: 

 

yC '
"\`^ ab@ ZG

#GKg
3+3=  

 

θ
w

2r

rc

h



! $%!

During capillary rise, the momentum balance equation of the liquid in the capillary can be written 

as :  

 

#Gx¨?+
�
�R

y R �y R
�R

' "x¨\`^ ab@ ZG 9 #Gx¨?y R K 9
xpGy R

J
+
�y R
�R

 

 

In this last equation, each individual terms refer to, (from left to right): the inertia, the surface 

tension (capillary pressure), the gravity and the viscous loss (assuming Poiseuille flow to apply, 

J ' ¨?�m being the permeability of the tube). If we assume that the liquid rises in the tube with a 

constant contact angle Z/ ' ZG, the latter equation can be written, inserting the equilibrium height 

yC /(see Eq1.17), as: 

 

�
�R

y R �y R
�R

' KyC 9 Ky R 9
3
�
+ y R +

�y R
�R

23+3m4 

 

Where � ' #GJ�p�. This differential equation (Eq1.18) cannot be easily solved analytically as is 

it, but numerical methods may be used. However, analytical solutions can be found for certain 

flow regimes where individual terms of Eq1.18 can be neglected (4 regimes can be identified 

depending on the predominance of each terms present in this equation). Here we only describe 

viscous dominated flow under capillary forces: if the influence of inertia and gravity can be 

neglected on liquid flow, Eq1.18 may be simplified as follow:  

 

y2R4
�y R
�R

'
"\`^ ©ab@ ZG J

pG
23+3r4 

 

Eventually, solving this ordinary differential equation by means of separation of variables with the 

initial condition y264 ' 6 leads to the well-established Lucas-Washburn equation:  

 

y R ' "+
\`^ ab@ ZG

¨
+
J
p
+ R 3+"6  

 

 

Note that, y R  depends on the radius of the tube and the properties of the liquid: viscosity, surface 

tension, and contact angle and follows a ªR-dynamic. Therefore, this model has limitations: at 

small times near zero the fluid velocity is approaching infinity, which is unrealistic, this 

discrepancy can be explained with the neglect of the inertia term.  

 

Liquid flow in a homogeneous porous media is described by Darcy’s law, which takes into account 

the influence of complexity of the porous network on flow properties through the permeability 

factor J ' J��/ in Eq1.18. Therefore, studying a porous media does not lead to modification of 

the previous equations and both physical scheme (capillary tube and porous media) are 

interchangeable with each other giving this permeability factor.  
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2 - Spontaneous imbibition in Nano-pores 

Large pores, typically over a couple of micrometers, require to take gravity as a significant 

parameter to resist capillary rise. As seen in Eq1.18, gravitational effect introduces a resisting term 

proportional to y2R4 which introduces the existence of an equilibrium height for the liquid in the 

porous media (see Eq1.17). Nevertheless, this study is limited to spontaneous imbibition in nano-

pores where gravitational effects do not interfere with imbibition kinetics. The study of the 

dynamic of water at the nanoscale is of particular interest as similarly to drying, it exhibits a 

particular phenomenology. 

i. Validity of Lucas-Washburn equation in nano-pores 

Pioneering experiments to probe transport behavior through pores a few nanometres across were 

performed by Nordberg and Debye, [70] and Cleland in the mid of the last century, [71]. As Abeles 

et al, [72] documented by an experimental study on toluene using nanoporous Vycor glass (thirsty 

glass), flow in nanoporous media can be driven by capillary forces (termed ‘spontaneous 

imbibition’) or by external hydraulic pressure (called ‘forced imbibition’); in this section we only 

focus on viscous flow driven by capillarity in nanoporous media.  

Theoretical studies and simulations of nano flow in a single pore channel, [73] and collective array 

of interconnected channels [74] unlocked great understanding in flow across nanoporous media. 

Most importantly, Gelb and Hopkins [74], reporting a simulation study on the capillary rise of 

xenon into empty Nano-sized cylindrical silica pores, found classical Lucas–Washburn capillary 

rise dynamics to apply for a pure liquid (dynamics typically observed at the macro scale for 

spontaneous capillary imbibition after the initial, inertial capillary entering regime, [75]): the 

meniscus height increases as a R (see Figure 1-26). 
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Figure 1-20: Normalized mass uptake m(t) of Vycor with two different pore radii (r0 = 4.9 

nm: triangles, r0 = 3.4 nm: circles) due to water imbibition as a function of time R in 

comparison with Lucas–Washburn R-fits (solid lines), [76]. 

ii. Fluid flow in nanopores 

As seen earlier in the drying section, a thin layer of water can be adsorbed at the pore walls (see 

Fig1-17). In fact, among others, G.Whitesides and al. [126,131] demonstrated, recording 

imbibition of a rectangular silica capillary channel and tuning its wetting properties, that the shape 

of the imbibing liquid on a surface with high \`^ shows precursor structures to precede 

macroscopic flow, whereas with low \`^, these precursor structures are absent. Specifically, 

possible shapes [127,130] of these precursor structures include slipping films (with or without 

shoulders, see Fig1-27a (a) and (b)) for high \`^ and non-slipping films (wedge or mesa, see Fig1-

27a (c) and (d)) or plug-flowing films (Fig1-279, (e)) for low \`^. For wetting fluids (our case of 

interest here), slipping films are characterized by “sliding” of the liquid layer along the surface, 

where the “support” liquid layer spreads freely (see Fig1-27b); From sliding, the advancing front 

moves with a new contact angle altered from its value at rest, the dynamic contact angle. For 

wetting fluids, the dynamic contact angle can substantially deviate from its static counterpart, 

especially at high flow velocity, therefore the rates of capillary imbibition can be greatly influenced 

(see Eq1.19). The extent of these precursor films is shown to a couple of pores ahead of the 

imbibition front, [128,129] (see Fig1.21b).  

Figure 1-21 : (a) Diagrams representing different shapes of spreading liquids in a 

capillary channel; (b) profile depicting the shape of the imbibition front  in a rectangular 

pore channel showing different advancing contact angles of the liquid on a wall free from 

precursor film (support) and with the precursor film (support) preceding the macroscopic 

flow, [126]. 

b.

a.
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iii. Front broadening 

During imbibition the liquid-gas interface advances and broadens due to local heterogeneities in 

pore sizes and shapes creating variations in the local bulk hydraulic permeability and in the 

capillary pressure. This broadening effect results in the coexistence of empty and filled pore 

segments at in the advancing front. For macro porous systems, this effect is well documented and

its physics benefit universal scaling features on large length and time scales, [1,2,3]. In the past 

most imbibition front broadening studies focused on sand and paper. In these systems, pores being

laterally highly interconnected, a flat, continuous liquid–gas interface rises up the porous structure; 

and front advancement is seen spatially correlated to the mass uptake, [79]. However, Gruener et 

al recently reported on the broadening of the imbibition front of water in nanoporous Vycor glass, 

[80]. For this porous medium imbibition front roughening manifests itself by a growing 

opalescence at the advancing front as seen on Figure1-23a. The latter phenomenon supposedly 

originates for light scattering from the coexistence of dry regions (air) and liquid-filled pore

segments on visible light length scales while the front broadens. However, it’s detailed study is 

remains challenging since the liquid/vapor interface is buried inside the matrix, [81]. Neutron 

radiography, [82], nevertheless, allowed Gruener et al to image this process and to document on

the interface width �2R4 evolution (see Figure 1-28b). The front width is to increase much faster 

than observed previously for imbibition front broadening in other porous materials such as sand 

and paper, here and scales as �2R4 /W /R« with «/ } /6+U+  

!

Figure 1-22:  (a) Direct observation of spontaneous imbibition of water into nanoporous 

Vycor glass using visible light (top row) and neutrons radiography (lower row). The filling 

degree is shown in grayscale and pseudo colors, respectively. Snapshots are recorded for 

a.

b. c.

a.

bbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbbb............... c.
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0.1 s (light) and 30 s (neutrons) about every 15 min. The lateral direction x and the height 

z, i.e. the direction of capillary rise, are indicated. The width and height of the sample are 

4.6 mm and 20 mm, respectively. (b) Evolution of the front width w(t) and fit of w  tβ (red 

line). : (c) Illustration of meniscus arrests during capillary rise in a network with elongated 

pores. ri and PL,i denote the radius and Young–Laplace pressure, respectively, in pore i; 

P0 denotes the hydrostatic pressure. In the right panel, < h(t) > and < PL > denote the 

average height at time t and the average Young–Laplace pressure, [6].  

Additionally, Sadjadi and Rieger, [6], revealed through pore network simulations, that dynamics 

of the imbibition front in spontaneous imbibition, crucially depends on the pore aspect ratio ¬ '
"go��Mo�_ where go� is the average radius of the pores and Mo� the average length between two 

interconnected nods, (see Fig1-28c). Among other, they showed that for short pores (small a), 

neighboring menisci merge leading to a continuous imbibition front; thus putting to the fore the 

smoothening effect of surface tension leading to slow broadening of the front. By contrast, for a 

large ¬ (like in Vycor) individual menisci form in pore space and the resulting strong broadening 

mechanism can be qualitatively understood this following way: at pore junctions, menisci with 

different Young–Laplace pressures compete, see Fig1-28c, the meniscus propagation in one or 

more branches can stop as soon as the negative Young–Laplace pressure of one of the menisci 

(here PL,2,) exceeds the hydrostatic pressure within the junction at height y6. These menisci arrests 

until the hydrostatic pressure in the junction, P0, becomes greater than the Young–Laplace pressure 

of the halted menisci. Because of the viscous-drag in the liquid column behind the advancing 

menisci, the junction pressure increases linearly with the distance of the moving menisci from the 

junction and this distance follows the Lucas–Washburn dynamics. Hence, the arrested menisci 

start to move, when the moving menisci have moved up from a distance, which is exactly 

proportional to R/. Identifying in this simple picture the width of the front with the maximal 

distance between arrested and moving menisci, the broadening of the front scales also as a R-law.  

 

It is important to stress that the strong imbibition front broadening found in the study on liquid 

imbibition in Vycor is not linked to the nanometer size of the pores. However, its experimental 

observation over large length and time scales significantly benefits from the dominance of 

capillary forces over gravitational forces, which results from the nano-sized pores. Therefore, 

strong broadening is a consequence of any spontaneous imbibition process in porous structures 

with interconnected elongated capillaries independent of their macroscopic extension and mean 

pore diameter. 
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This first chapter shows that a crucial parameter limits the current understanding in the physics of 

drying and imbibition: the knowledge of the evolution of the local state of saturation of the material 

during the whole processes. Therefore, we identify an opportunity to contribute to the 

understanding of these mechanisms by focusing on detailed observation of the water distribution 

and its evolution within homogeneous and heterogeneous (only during drying) porous medium, 

during both processes. To yield such information we use NMR and Electron microscopy technics, 

as described in the next section. Let’s be more accurate about the directions of this study: 

 

During drying, we saw that porous material may deform substantially under capillary forces. The 

variety of these deformation phenomena coupled with an undetermined water distribution in a 

sample that keeps evolving, give rise to poorly understood drying kinetics. For deformable and 

cracking medium, simple questions as to how these deformations could contribute to the drying 

rate of the material remain un-clear while studies on applied systems such as clay material [86] or 

cement pastes [87], bear empirical witness of a perturbation in the drying rate of cracking materials 

around their cracking events. These variations are usually assumed to be generated by the 

additional surface developed and thus newly available for evaporation. However, we saw [10, 88, 

89] that the drying rate of a uniform liquid sheet (such as at the top of a saturated porous medium) 

can be the identical to its counterpart presenting dry patches at its surface; therefore, one can expect 

that a material that significantly crack would still dry at the same speed as their monolithic 

counterpart (associating cracks cavities to those dry patches). Since this assumption seems to be 

in contradiction with the above preliminary results and reasoning, as a first axis of the research, 

we investigate the kinetics of drying of material adopting a complex shape or conformation during 

drying. In detail, we carry out a full characterization of the deformation we encountered in 

contracting nano-porous media and build a model for the drying kinetics observed depending on 

the degree of deformation of the material. 

 

Also, this first chapter emphasizes that during drying of a porous media, the exact conditions for 

which the FRP starts remains unclear as well as the evolution of the liquid distribution in the 

sample in that regime; it is generally considered that this regime is triggered when the evaporation 

rate from the free surface becomes larger than the critical capillary velocity but except in specific 

situations for which a receding dry front was imposed by external conditions (non-wetting liquid 

[133], accumulation of particles below the free surface [132]) the direct observations of the liquid 

distribution inside the medium during the FRP concerned particular materials and limited ranges 

of saturation [134, 136]. Therefore, in the second part of this manuscript we investigate the field 

through detailed MRI visualisation in homogeneous porous medium with pore sizes ranging from 

a couple of microns to a few nanometers, and down to full evaporation.  

 

Lastly, if great understanding is brought to the field of capillary propelled flow at the sub-micron 

scale during imbibition, this knowledge mostly relies on results from the theory or molecular 

simulations. Experimental proofs of the physical mechanisms remain very slim and concern 

systems with pronounced structural peculiarities, such as thirty glass (Vycor glass) that usually 

exhibits a low porosity, close to 30%. A plain and ubiquitous questions as to what are the dynamics 

of capillary rise within a homogeneous and compact porous structure cannot find a clear answer. 
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To contribute to the understanding of this field, we follow imbibition with MRI, measuring 

concentration profiles of water in the homogeneous porous media we designed (pore sizes ranging 

from a couple of microns to a few nanometers) all along the process. 
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This section is dedicated to the description of the materials we used, the set ups we built and the 

measurements we performed. Let’s first describe the functioning of at the measurement tool we 

use: electron microscopy and MRI, as we use them for material characterization. 

 

H!6!94-;(%4,4#$!$&&:;!

1 - SEM and TEM Imaging 

i. Technology 

 

In this study we use or synthesize materials with micrometric to nanometric structure details, to 

observe these details, we use electron microscopy (EM). An electron microscope uses a beam of 

accelerated electrons as a source of illumination; as the wavelength of an electron can be up to 

100,000 times shorter than that of visible light photons, the electron microscope has a higher 

resolving power than a light microscope and can reveal smaller structure details of an object.  

 

 
 

Figure 2-1: (a) Scheme for the architecture of an SEM (scanning electron microscope), 

microscope, by Johnatan Atterbery. 

A Scanning Electron Microscope or SEM produces images by probing the specimen under vacuum 

with a focused electron beam generated by an electron gun (see Fig2-1). More specifically, this 

gun generates free electrons and accelerates them to energy levels in the range 1 to 40 keV; the 

resulting beam is then sent through a set of electron lenses (see Fig2-1) to create a small, focused 

(condensed) electron probe on the specimen. When the electron beam interacts with the specimen, 

the latter loses energy by a variety of mechanisms. This lost energy from the beam results in 

emission of a plethora of distinct radiations from the sample, among others we observe: heat, 

emission of low energy secondary electrons (SE, <50eV) and high-energy backscattered electrons 

(BSE, greater than 50eV). All these signals carry information about the properties of the specimen 

surface, therefore, collecting (detector in Fig2-1) the desired portion of this radiation (note that 
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only secondary (SE) or backscattered electrons (BSE) are used in this study), and amplifying it, an 

image can be reconstituted and displayed on a TV screen or computer monitor. The resulting image 

is generally straightforward to interpret, at least for topographic imaging of objects. 

In this work we use 2 different types of SEM, the FESEM Supra55Vp (which functioning follows 

the above description) and the SEM EVO 55 both manufactured by Zeiss; the latter being an 

environmental SEM (ESEM) that among others, enables wet imaging (details on the instruments

can be found at http://cns.fas.harvard.edu/eSEM for both microscopes). Even if the EVO SEM is 

a direct descendant of a conventional SEM it is necessary to specify how it operates. 

The environmental scanning electron microscope (ESEM) permits wet and insulating samples to 

be imaged without prior specimen preparation (see next section), it does this by enabling a gas, 

here vapor water to be present in the sample chamber whilst retaining the rather high resolution of 

the standard SEM. A low pressure (up to 1500Pa) can be accommodated around the sample. When 

this gas contains vapor water, hydrated samples can be maintained in their native state. Also, as it 

is possible to dynamically tune the relative humidity of the air blown onto the sample as well as 

the temperature of the sample, cycles of imbibition (see Fig2-2a then b) and drying (see Fig2-2b

then c) can be performed.  To achieve sample saturation (in Fig2-2 a), we drop the sample 

temperature to just above freezing at T�{/(this is done by the use of a Peltier-chip controlled 

cooling stage), and increase the relative humidity of the air to 100%. On the other hand, drying 

(see Fig2-2b and c) is performed by dropping the relative humidity of the airflow to a couple of 

percent and heating up the stage to 50�{, in these conditions a pressure of 750Pa is necessary to 

obtain a workable image.  

Figure 2-2 ESEM image of one of our sponge sample (see Chapter 3), from (a) to (b) once 

can see sample imbibition, from (b) to (c) sample drying (same sponge). 

ii. SEM imaging in practise  

Obtaining the perfect image with SEM is a trade-off between many factors. There are a number of 

problems we encountered while imaging. This section aims at giving guidance toward good 

imaging practise. 

During EM imaging, one can encounter a lack of detail of surface structure. At high kV the electron 

beam penetration and diffusion within the sample become larger and result in signal (electrons 

a. b. c.
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coming out of the sample) being generated from deeper within the specimen. One can think of it 

as a use to reveal thinner topographic details, however, it may as well obscure fine surface 

structures. In fact, high voltage increases BSE and so the image can potentially start to show 

changes in contrast based on composition. The solution therefore, for obtaining fine surface 

structure is to exclude these backscattered electrons by using lower kVs such as 3-10kV. Hence 

lower energy actually provides better detail of surface structure.  

 

Edge effects may cause contrast issues. Edge effects are due to the enhanced emission of electrons 

from edges and peaks within the specimen. They are caused by the effects of topography on the 

generation of secondary electrons and are what gives form and outline to the images produced by 

the Secondary Electron detector. Electrons preferentially flow to and are emitted from edges and 

peaks. Poor signal intensity occurs in those regions shielded from the detector. Topographic 

contrast is also enhanced by Back Scattered electrons emitted from regions of the sample facing 

towards the detector. Lowering the beam kV can reduce edge effect. 

 

Charging is produced by build-up of electrons in the sample and their uncontrolled discharge, and 

can produce unwanted artefacts, particularly in secondary electron images. When the number of 

incident electrons is greater than the number of electrons escaping from the specimen, then a 

negative charge builds up at the point where the beam hits the sample. This phenomenon is called 

charging and it causes a range of unusual effects such as abnormal contrast and image deformation 

and shift. Sometimes a sudden discharge of electrons from a charged area may cause a bright flash 

on the screen. These make it impossible to capture a uniform image of the specimen and may even 

be violent enough to cause small specimens to be dislodged from the mounting stub. The level of 

charge will relate to the energy of the electrons and the number of electrons. The energy of the 

electrons is related to the kV (i.e. high kV = high energy) so reducing kV can reduce charging. 

The number of electrons relates to a number of parameters including, beam current, the emission 

level of the gun, the spot size, and the apertures between the gun and the specimen. So reducing 

the number of electrons by adjusting these parameters can also reduce charging.  

Charging is not as apparent in backscattered electron (BSE) imaging mode so that signal can be 

used or signals can be mixed (BSE and SE). A fast scan rate with frame averaging can be used to 

advantage in some circumstances too.  

In the case of constant high charging, an SEM with low vacuum capability or an Environment 

Scanning Electron Microscope (ESEM) can be used to gain greater control over charging.  

 

As seen previously, irradiating a specimen with an electron beam results in a loss of the beam 

energy to the sample in the form of heat and may cause specimen damage. A higher kV results in 

a higher temperature at the irradiated point and this can damage (e.g. melt) fragile specimens, such 

as polymers or very fine structures, eventually this can ruin a sample (see Fig2-3a and b). The 

solution is to lower the beam energy, sometimes down to a few kV. Increasing the working distance 

can also help since it produces a larger spot size on the sample for the same beam energy but this 

has the disadvantage of reducing resolution.  
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Figure 2-3: Example for sample (here silica) damage caused by high magnification (a) 

fine structure details can be observed, (b) the same sample melts. 

 

iii. Sample preparation 

 

Coating of samples is often required in the field of electron microscopy to enable or improve the 

imaging of samples. Thanks to a sputter coater, it is possible to spread a conductive layer of metal 

(here platinum, Pt) on the sample to inhibit charging, reduces thermal damage and improves the 

secondary electron signal required for topographic examination in the SEM (therefore increases 

the signal to noise ratio). Even if this technique would sensibly enhance resolution on our 

materials, as sputtered films for SEM typically have a thickness range of 2–20 nm, it would also 

cover the scale of the topographic details we are interested in or with wet imaging change the 

affinity between the sample surface and water; therefore, no coating was used in our SEM 

experiments.   

a. b.
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2 - Nuclear Magnetic Resonance techniques 

 

Magnetic Resonance Imaging or MRI is a non-destructive, non-invasive measurement technique 

that uses Nuclear Magnetic Resonance or NMR to locate a chemical species in space when the 

quantum mechanical magnetic properties of its nucleus allow it, [137]. In this study we use NMR 

spectroscopy to measure the quantity and relaxation behavior of H+ protons in water in porous 

media (i.e. proton NMR). We perform two types of measurements: one consisting in averaging the 

NMR signal over the whole sample, for instance granting access to details of the porous structure 

(pore size distribution); the second, consisting in measuring the NRM signal along small and 

successive cross sectional portions of the sample in a unique direction of space; this last technique 

enables to measure 1D concentration profile along the axis considered.  

 

The spectrometers we used are manufactured by the company Bruker, namely the minispec MQ20 

series equipped with a 0.5T permanent magnetic field and a proton probe of 20 MHz (we use this 

particular apparatus to measure pore size distribution) and the Avance 24/80 DBX MRI 

spectrometer delivering a homogeneous permanent magnetic field of intensity of 0.5T over 20cm 

along the vertical axis with field gradients of 0.05 T/m and equipped with a proton probe of 

20MHz. We use this last apparatus to yield 1D concentration profiles of water. 

 

 

i. Principle of NMR measurements 

   

Nuclear Magnetic Resonance allows one to probe the nuclear dipole moments within a material. 

Nuclei of certain atoms have an intrinsic spin with angular momentum that gives rise to a magnetic 

dipole moment and can be considered to be like a small spinning magnet. At rest, the average 

magnetization over a whole sample is zero, however when these nuclei are placed in permanent 

magnetic field k;/ oriented along the Z axis, the magnetic dipole of each atom experiences a torque 

that causes them to align with this field and this value changes. Let’s be more precise about the 

motion and orientation of those dipoles: 

The motion of the magnetic dipoles describes a precessional motion around the direction of k;/ 
analogous to the motion of a spinning top in the Earth's gravitational field. The frequency of this 

precession is known as the resonant or Larmor frequency (�;) and depends on the type of nuclei 

used and the intensity of the field  k;/. The equation for this relationship is  

 

�; ' \k; 
 

where \ is known as the gyromagneric ratio, a nucleus-dependent variable, for protons, \ '
"+c=U+36­E-A/®-A. The direction of this alignment needs to be further detailed, in our case, the 

quantum number of the hydrogen nucleus being I=1/2, its magnetic quantum number (which 

defines the possible orbital orientations in space) can take either values ¯3�". In sum, this result 

in two possible orientations for the Z component of the magnetic moment of each individual 

dipole: aligned or anti­aligned to the field direction k;/. At room temperatures there is a slightly 

greater number of aligned nuclei than anti­aligned so the sum of all the nuclear magnetic moments 
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results in a small ‘net’ magnetization °;//proportional to and in the direction of the permanent 

applied field k;/.  
 

It is possible to measure this magnetization °;/by firstly causing it to rotate in the XY plane and 

then detecting its precession using a pick-up coil (antenna). To rotate the magnetization a torque 

needs to be applied and this is done by applying another magnetic field perpendicular to k;/. The 

problem is that it would normally require a static field significantly larger than k;/to do this. The 

way around it is to move into the reference frame rotating at the Larmor frequency so that in this 

frame �; ' 6  and k; disappears. In this rotating referential, we can apply a torque to the apparent 

magnetization that now appears as stationary, this is made possible by applying a sinusoidal radio 

frequency (RF) signal perpendicular to k;/  (this new signal will be called kA/). The result of all 

this is that only a small magnetic field is required to interact with the spin system as long as it is 

synchronized: at resonance. The kA/ field pulse used to achieve this is known as a 90-degree pulse 

as it tips the magnetization by r6� into the xy plane. Once the magnetization has moved in this 

plane, the kA coil switches from emitter to receptor and the signal within this plane only, is 

recorded. The amplitude of the signal recorded with the latter coil progressively vanishes with time 

as the magnetization de-phases and returns to its equilibrium position along k;/. This is called the 

relaxation processes and specifically, this simple experiment is called the Free Induction Decay 

(detailed later on). 

Because of the complex movement of the magnetic dipole (precession), two uncorrelated process 

of relaxation exist, characterized by distinct relaxation times: to the longitudinal spin-lattice 

relaxation corresponds a characteristic time parameter, ®A, that quantifies the rate for 

magnetization to recover along k;/; the spin-spin relaxation or transverse relaxation, quantified 

with ®?, is a characteristic time parameter for signal decay rate on the transverse axis. Typically, 

for pure water ®A '4.5sec and ®?=2.5sec depending on the level of dissolved oxygen. Note that so 

called ‘®A’ and ‘®?’ relaxation processes appear as uncorrelated. As a physical constraint ®A ± ®?. 

Also both magnetization rates (decay or recovery) follow an exponential dynamic (seen later on).  

It exists a plethora of measurement protocols (sequences) to yield both the relaxation dynamics 

and the amplitude of a species, all of them consist in an interplay of pulses and delays, the main 

goal being to flip magnetization into the XY plane for measurement. NMR is frequently used in 

the field of porous media to study characteristics of their structures such as their porosity and pore 

size distribution; but also to follow dynamic processes such as its water saturation with time. In 

this study, we chose to work with ®? measurement over ®A for porous media. The reason behind 

this choice is that we are here measuring dynamic processes (imbibition and drying); NMR 

offering a trade-off between measurement time and measurement quality, because ®?/can be 

measured faster than ®A, studying relaxation through/®?/gives us an initial advantage.  

 

 

ii. Free induction Decay 

 

The simplest pulse sequence is already mentioned above. It consists of one r6�/RF pulse at the 

Larmor frequency. The resulting magnetization is called a Free Induction Decay (FID). Once the 

pulse is applied, as mentioned earlier, the coil switches from emitter to receiver, and the precessing 

magnetization, inducing a voltage in the same coil, is measured (see Fig2-4). In a perfectly 
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homogeneous k; field, the decay of the envelope of the FID (dotted line in Fig2-4) occurs because 

the transverse relaxation mechanism gradually destroys the transverse (visible) magnetic 

contribution.  

 
Figure 2-4: Free Induction Decay (FID) measurement, signal oscillates at the Larmor 

frequency; the dotted line corresponds to the envelop of the FID, its decay is exponential. 

Scheme inspired from [137]. 

Because the magnetic field can never be made perfectly homogeneous, not all spins in the sample 

precess at exactly the same resonance frequency. This gives rise to a dephasing mechanism, now 

if an ensemble of spins is considered, this leads to a loss of coherence. FID signal then decays 

faster than T2 (described by the Bloch Equations, [138]).  

iii. The measurement of ®? : Spin Echo 

In porous materials, the inhomogeneous broadening effect reduces the duration of the FID to 

typical times of 1ms. When the magnetic field heterogeneities are large, it can even be impossible 

to detect the induced voltage. If this is the case, the Hahn (June 9, 1921 – September 20, 2016) 

spin-echo pulse sequence, [139], may be employed to help recording a clear signal. This pulse 

sequence starts with a r6�/pulse and a resulting FID (see Fig2-5). In practice, when the FID has 

decayed significantly, a 3m6� pulse is applied. This pulse will flip the phase of all individual spins. 

Because it does not change the phase accumulation itself, it will result in a rephrasing effect and

at this precise point, the signal echoes. Looking at Fig2-5, consider a spin which had accumulated 

a net phase shift of � during the time τ between the r6� pulse and the 3m6� pulse. The 3m6� pulse 

will invert this phase into –/�. After this pulse, the spin starts to accumulate phase at the same rate 

as before the 3m6�/pulse therefore after a time 2τ the net phase shift is zero. This holds for every 

spin in the sample. Therefore, at Echo time R² ' /"�/the transverse components of all individual 

spins are aligned and give a maximum signal intensity in the RF coil. The signal is called spin 

echo and will have a shape like the continuous line described in Fig2-5 at "�. If the translational 

motion of the nuclei of interest can be neglected in the sample, the height of the spin echo is only 

influenced by the transverse relaxation mechanism, which will give a decay of z³�29R�®"4
(follow dashed line on Fig2-5), not affected by magnetic field inhomogeneities.  

90°

RF
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Figure 2-5: Scheme for the Spin-Echo sequence; as a signal (continuous line, see Fig2-4), 

the envelop of the FID is represented first, followed by the resulting spin-echo signal, 

[137].  

iv. NMR Relaxometry, pore sizes and CPMG sequence 

It is necessary to understand the relationship between the relaxation time of water and pore 

geometry (surface and volume) to further understand the reasons behind the design of our 

sequences and the need to adjust our measurement parameters during our experiments. Consider 

an arbitrary isolated pore with volume V and surface S filled with water. During an NMR 

experiment, the water molecules in the pore diffuse due to Brownian motion. If the transverse 

relaxation time for bulk water (®"

_

´µ¶J)  is on the order of seconds, it can largely decreases for 

molecules near the pore wall to a value on the order of microseconds. Brownstein and Tarr , 

[140,141] calculated the resulting relaxation time ®"

_

DzoE for such a model pore filled with a 

liquid: 

3
®?_YC%(

'
3

®?_|·¸¹
P
N
B
+ º?_(·»� "+3

where N is the wet surface of the filled pore, V the liquid volume,  º?_(·»�/is the surface relaxivity 

which reflects the capacity of the solid matrix to relax H protons from the liquid phase.When water 

content varies within a material (be it during imbibition or drying), the relaxation time, ®?_YC%(, of 

the sample varies according to Eq2.1. When water strongly relaxes on the solid matrix and all the 

more when the sample consider exhibits a large specific surface S, ®?_YC%(/ may become way 

smaller than ®?_|·¸¹ /(for water ®?_|·¸¹V"+U@¼a/4 and the first term in equation 2.1 becomes

negligible compared to the second. This probes that water molecules preferentially relax at the 

pore walls rather than in the bulk liquid. In this particular framework, one ®?/linearly depends on 

the ratio S/V in Eq2.1 and this equaiton may reveal some characteristic features of the porous 

network. 
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When surface relaxation dominates bulk relaxation, in the a single spherical pore system filled 

with water, the absolute pore size (N�B ' I�g&) can be directly inferred from the value of ®?_YC%( 
as:  

 

®?_YC%( '
g&

Iº?_(·»�
"+"  

 

The model of a single pore may be extended to a system of multiple pores under specific pore 

network connectivity conditions, [137, 142]. Particularly, in the limiting case of isolated pores or 

porous structures with small throat pore size (the pores being weakly couple), the total 

magnetization can be written as the sum of the magnetization of all individual pores, each with 

their own relaxation time ®?_� and volume B�, as B�¼½¾/29R�®?_�4� ). Finally for a continuous pore-

size distribution this sum may be converted to an integral over the whole range of ®? within the 

sample and the relaxation function for the nuclear magnetization is then the Laplace transform of 

the probability distribution of relaxation rates B/2®?4/(which gives the volume fraction of pores 

with their relaxation time ®?). Hence in this situation every pore contributes to the total 

magnetization with an amount proportional to its volume. This case is however very specific and 

usually applies to sedimentary rocks; in this study, we measure the spin-spin relaxation in porous 

media made with close packings of beads; in this case, the ratio S/V constitutes a complex 

averaging of the underlying heterogeneities in the pore domain (throat pores and pores) and masks 

the true distribution of pore-scale properties. However, the volume fraction of particle may be 

expressed as � ' ¿&�¿/ (where ¿/ is the apparent volume of the sample and ¿& the volume of 

particles), therefore N�B ' N�¿&+ ��23 9 �4. Therefore, for monodisperse spherical beads of 

radius R, similarly to Eq2.2, in the framework of surface relaxation Eq2.1 may be written:  
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And the mean distance between particles may be probed trough/�. We use a CPMG (Carr-Purcell-

Meiboom-Gill, [143, 144]) sequence over the whole sample (volume of V3�D.) to measure 

®?_YC%(. Specifically to this sequence, the dephasing of the spins after the spin echo is not different 

from the dephasing of the spins directly after the r6�/pulse, except that the magnetization has 

decreased by an amount of z³�29R�®?/4 as seen on Fig2-5, the same rephasing action as done with 

the first 3m6�/pulse can be done again. If a second 3m6� pulse is applied at a time 3τ, a second spin 

echo will appear at a time 4τ. Again, for an ensemble of static spins, the spin-echo intensity is not 

influenced by magnetic field inhomogeneities, but only by the transverse relaxation mechanism. 

Typical numbers of 3m6�/pulses and spin echoes are between 64 and 1024. This way of measuring 

®?/is much faster and accurate than the repetitive Spin echo with increasing interpulse time. 

However, a simple-echo sequence with variable echo time may be of better practice if very short 

relaxation times need to be recorded, as time sampling provided at short times by CPMG sequence 

is very crude. 
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v. 1D profiling 

Unidimensional profiles of proton density within a sample may be obtain through the various 

sequencing techniques earlier described when coupled with a spatial encoding method. In our case, 

because short relaxation times need to be recorded, we use a dual Spin-Echo profiling sequence; 

its architecture is illustrated on Fig2-6. To measure the local proton density #; �  with a resolution 

LÀ within a field of view  � along the vertical axis z, one technique consists in applying a constant 

field gradient (G) to the whole sample in the desired direction during the collection of the NMR 

signal during time intervals centred on Echo times (see Gradient 2 and 3 in Fig2-6). Note Gradient 

1 in Fig2-6 represents half of gradients 2 and 3, and is made necessary to produce gradient echoes 

at desired times. Along the z axis, the magnetic field then becomes kÀ ' k; P �+ � and kÀ ' �+ �
in the rotating frame. This results in a linear variation of potential resonance frequencies in that 

direction and in this rotating referential: �;À ' \kÀ. This gradient in magnetisation acts to setup a 

one-to-one correspondence between the resonance frequency and spatial position (this is known 

as frequency encoding). Finally, the recording of a NMR spectrum during gradient application 

provides a 1D picture of the sample (concentration profile), simply converting the frequency axis 

into space coordinates. 

Figure 2-6: Architecture of the dual Spin-Echo sequence providing unidimensional proton 

concentration profiles on the vertical or horizontal axis of our samples; all parameters are 

described in the text. 

Going into details, when the NMR signal is recorded, it fills up a mathematical space called the 

Fourier space or K-space, over a zero-centered domain  J with a sampling step HJ. During 

acquisition, the current position in k-space is related to measuring time through this space through 

J R ' \�2R 9 RChÁl4. The K-space is not directly readable but contains all the different 

information necessary to form the image of the sample. The K-space links to the acquisition space 

(real space); specifically, the spatial resolution (LÀ) and field of view of acquisition ( �4 are linked 

to their counterpart within the K-space by the Nyquist relations as: 

 J '
"x
LÀ
/o0Q/HJ '

"x
 �
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Recorded signal in the rotating frame at a given echo time may be written: 

 

E J ' # � ¼½¾ ÂJ�  

 

Where # �  is the 1D proton density at echo time, possibly diminished by relaxation effects. Note 

that E J /constitutes the Fourier transform of # �  and the latter can then be obtained through an 

inverse Fourier transform (IFT) and taking the norm of the result. 

In order to compensate signal loss due to relaxation, the dual echo sequence in Fig2-6, measures 

two echoes at  �A and �A P �?, thus yielding two profiles #A �  and #? �  corresponding to the 

signal of protons that has relaxed over these periods/of times respectively. 

In this study, the correctness of the (quasi-) exponential assumption for signal decay in each single 

pixel was verified experimentally. Using a sequence with a larger number of echoes, the evolution 

of NMR signal intensity for relevant echo times was followed for a few pixels, in the case of a 

partially desaturated sample which seems to us the most critical case. It was seen that for any given 

pixel, recorded data can be accurately fitted by a decreasing exponential function, within the noise 

level. Therefore, for a mono-exponential relaxation in each layer, we obtain: 

 

#A � ' #; � ¼½¾/29
�A
®?
4 

#? � ' #; � ¼½¾/29
�A P �?
®?

4 

 

Where #; �  is the unbiased proton density to be determined. In order to remove the contribution 

of spin-spin relaxation, the proton density is extrapolated using the following formula: 

#; � '
#A
? Ã
#? �

'
#A �

�ÄÅ�Æ
�Ä

#? �
�Ä
�Æ

"+T  

Note that this formula still provides a fair quantitative correction if T2 exhibits slight fluctuations 

inside each sample slice. Precisely, the extrapolation formula (Eq2.4) is not adequate when each 

slice in the sample exhibits a large distribution of various T2 values. However, provided echo 

times are short regarding the shortest relaxation time in the sample, it can be shown that Eq2.4 still 

performs close to a linear interpolation: 

 

#; � }
�A P �?
�?

#A � 9
�A
�?
#?2�4 "+U  

 

It is then still able to provide reliable estimates of #; � . In our work, all extrapolations were made 

with Eq2.4. An Scheme for the resulting measurement is presented in Fig2-7. 
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Figure 2-7: (a) Scheme for a porous media half filled with water, part (A) is filled, (B) is 

dry. (b) corresponding 1D NMR profile spotting the water concentration along the z Axis 

of sample (a). A dual Spin Echo sequence is used for the measurement (see text above). 

Filling is complete when the saturation is equal to 1. 

vi. High resolution for 1D profiling  

In this study, great attention is spent to measure 1D profiles at the highest resolution achievable

for all samples. In this section we describe our approach toward this goal, note that the resolution 

is limited by the intrinsic relaxation properties of the sample and therefore varies from one sample 

to the other. Here we present the most critical case (highest resolution reached overall) but the 

same scheme was followed to determine the experimental parameters in all measurements 

performed. The experiments are performed at the magnetic center of our gradient coil (a BGA26 

by Bruker, 26 cm inner diameter), which guarantees minimal profile distortion due to possible 

gradient nonlinearity (at least well under our space resolution). The gradient strength used for 

highly resolute experiments is G=40mT/m which is actually close to the maximum gradient 

strength available on our hardware. We used 500μs stabilizing time on the horizontal axis and 

300μs on the vertical axis and freshly tuned preemphasis which removes eddy effects at the end of 

this stabilizing time. Our echo time (which also more or less corresponds to the time length of each 

echo recording) reached a minimum of Vm+TDE, which according to the Shannon rules provides 

the theoretical space resolution: 

L)Á '
"x

®²\�À
} =6pD 

This estimate is however theoretical only, and may be impeded by field inhomogeneities through 

the sample due to magnetic susceptibility contrasts between the sample, air, and the setup Prior 

to the experiment, our magnetic field was shimmed to get a iÇ ' U6/�� large spectral line for 

our sample. The blurring to be expected on our NMR profiles due to field inhomogeneities is 

then:  
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Therefore, the maximum effective space resolution on our data may be estimated as: 

 

LC�� ' L)Á
? P L|¸·»

? } =cpD 

Our measurements were not subjected to any ®Aweighting, because the recycling delay between 

sequences (�», see Fig2-6) was always set to 5 times the spin-lattice relaxation time in our sample 

at the beginning of the experiment (and this time was not prone to increase during sample drying).  

 

 

vii. Smoothing method for 1D profiling  

 

If great care was taken to use appropriate echo times with regard to the ®?values of our samples, 

the limitation of the Dual Echo measurement is inevitably reached due to the couple effects of the 

process dynamics (offering a limited time to perform the measurement) and the reduction in proton 

content per layer within the material (water) during drying. In fact, the joint action of these 

phenomena gives rise to delicate measurements, where a minute trade-off between sequencing 

parameters (resolution, accumulation, sequencing time ect.) is needed to conserve a proper Signal 

to Noise ratio (SNR) on the profiles. Indeed, the need to tune parameters from one profile to the 

other may appear at very low moisture content. Therefore, when needed, it is useful to smooth the 

profiles to enhance the SNR to interpret the shape of the profiles. We smooth our profiles taking 

great care for them to conserve the closest shape to their original’s i.e the result of this smoothing 

is presented in Fig2-8 and one can observe that the red line (smoothed profile) closely describes 

the shape of the raw profile (black line), in a log-log representation. 

In practise, this filter corresponds to convolution by means of a Gaussian distribution (K � '
¼½¾/29�?�"È?4, where È, the standard deviation of the Gaussian, is empirically set to 1 to 1.75 

pixels in this study). Since the amplitude of measured profiles may suffer base-line overestimation 

at very low SNR, this filter is applied to the complex signal of each echoes before their amplitude 

is treated and prior extrapolation. Note that when this filter is applied, the resolution of the profile 

can be considered blurred and the new resolution is Ld-|¸·»V"ÈLÀ. 
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Figure 2-8: 1D profiling experiment performed on a sample made with 80nm particles 

during desiccation (black) raw profiles we (red) profiles smoothed with the Gaussian filter 

earlier described. On the last profiles the È ' 3+=U. Time between profiles for VIUDÂ0
initial spatial resolution LÀV"=UpD.  
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In this study we synthesize model porous media aggregating spherical colloidal silica particles 

together and sintering them. We also work with cellulose sponges. In all cases water is used as the 

liquid phase, protocols and measurement set-ups are described below. 

 

 

1 - Synthesis of model nano-porous soft gels 

i. Aggregation of colloidal particles  

 

Colloidal gels were prepared by adding a solution of sodium chloride (0.5mol/L) into a suspension 

of Ludox SM-30, HS-40 or TM-40 (initial particle volume fraction �~15%-23%-23% 

respectively) made with monodispersed silica beads of 6-12 or 40nm diameter respectively, in 

water.  

When embedded in water silica particles become submitted to 2 dominant forces: the attractive 

Van Der Waals forces due to their sub-micron size and, because they become negatively charged 

in water (due to the dissociation of silanol groups at their surface), the repulsive electrostatic 

interactions that enable particles to repel each other (see Fig2-9). According to the DLVO 

(Derjaguin, Landau, Verwey, and Overbeek) theory, [144], the ions adsorbed at the surface of 

colloidal particles suspended in water tend to diffuse slightly and counter ions tend to approach 

the particles, thus forming a so-called electrical double-layer (see Fig2-9) which more or less 

represents the distance of interaction between two neighbouring particles. The double layer 

thickness (É-A4/is expressed as: 

É-AV
�»�;JÊ®
"eËz?Ì

"+T  

 

where I is the ionic strength of the electrolyte (DÍ¶�D.), �» the permittivity of free space,/�;the 

dielectric constant,  JÊ the Boltzmann constant, eË the Avogadro number, z the elementary charge 

and ® the temperature of the electrolyte. This double-layer prevents the particles from a further 

approach which would lead to strong aggregation through van der Waals attractions. When salt is 

added in the suspension of charged particles, more counter-ions become available therefore the 

ionic strength (I, see Eq2.4) of the solution increases which reduces the double-layer thickness 

(É-A4 and thus screens electrostatic interactions between particles; the particles can therefore start 

to aggregate. The higher the salt concentration in this electrolyte, the higher rate of aggregation 

and the formation of the gel phase [145]; up to a point where a thixotropic behaviour is observed 

(over 0.7mol/L).  
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Figure 2-9: Scheme for the evolution of the electrical double layer thickness É-A (outer 

diameter in dashed grey line) with ion concentration within a aqueous suspension. 

Therefore, to obtain a fairly homogeneous final gel structure i.e. avoiding structural heterogeneity 

possibly caused by local gradients of rate of aggregation (sedimentation not applying here), we 

dissolved the desired quantity of salt into a volume of water resulting in particle volume fractions 

ranging from 5% to 20% after mixing the two homogeneous phases together. After preparation, 

the mixtures were poured as 5 mm layers in glass Petri dishes (10 cm diameter) and left at rest for 

their respective gelation time. The gelation time (®§) is determined following the behavior of G’ 

and G’’ respectively the elastic modulus (stress to deformation ratio) and the loss modulus (the 

viscous stress component in oscillations at low deformations), of the samples with time through 

steady rheology oscillation experiments (γ=0,0003, f=1Hz) on an Anton Paar rheometer with a 

20mm plate-plate geometry and a 0.5mm gap. These measurements enabled to record the phase 

transition within the sample, specifically the moment at which a network of aggregated particles 

starts to span the sample and an elastic behavior of the material builds up, since this corresponds 

to a transition from a simple liquid behavior (with large G”/G’ ratio) to a solid behavior (with large 

G’/G” ratio). We define ®§ as the time required for G’ to exhibit a clear steady state evolution. 

This definition means that beyond ®§ the gel structure negligibly evolves spontaneously. The 

typical values for G’ reached in this regime are 36./Î/36Ï/jo depending on the initial particle 

volume fraction of the gel. On Fig2-10, is presented the typical aggregation we record for such an 

experiment. One can observe a first phase during which G’’ is superior to G’, meaning that likely 

particles start pairing together but do not form a solid network throughout the sample yet (the 

length of this phase is seen dependent on the initial particle volume fraction, the higher, the 

shorter); later on a G’ overshoot is recorded, G’ crosses G’’, a solid network is formed and spans 

the whole sample. This structure further consolidate with time (G’ increases) until a plateau 

appears for both parameters and ®§ is reached. Note that the increase of G’ is not linear with time, 

this is supposedly due to aggregation of bigger and bigger clusters together, [145]. 
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Figure 2-10: Evolution of the (circle) storage and (square) loss modulus with time during 

aggregation of 12nm silica particles with initial volume fraction of 5%; Tg is indicated by 

a red continuous  line. Steady rheology oscillation experiments γ=0,0003, frequency 

f=1Hz, plate-plate geometry 20mm, gap 0.5mm. 

Once ®§ is reached we dialyze the gels prior to drying, extracting 97% of the salt initially 

incorporated and thereby avoiding phenomena generated by the presence of sodium chloride in the 

electrolyte during drying (crystallization, advection etc.). To dialyze a gel, we cyclically added de-

ionized water on top of the formed colloidal gel, waiting the necessary time for the concentration 

of sodium chloride to homogenize throughout this new biphasic system, and then carefully 

removed the fluid on top; the dialysis usually needs a few days of time to be completed and 10 

cycles. Each dialysis enabled us to remove roughly half of the quantity previously contained in the 

gel. The amount of NaCl extracted during each dialyze was evaluated by performing conductivity 

measurements on the dialysate; the mass calculated steadily corresponding to the 1/10 of grams to 

the mass measured further drying this same extract; the conductivity generated by the silica 

particles in water being negligible in our case.  

 

We also managed to dialyze the sample on the rheometer during the measurements thanks to a 

special set up allowing a water bath of the geometry (see Fig2-11a): a plastic dish is designed and 

sealed to the geometry with epoxy; water can be added and removed with a pipette. As seen in 

Fig2-11b, we recorded a drop of about 25% of the G’ value when water is incorporated in the 

curve, likely due to a structure modification of the gel generated by the osmotic pressure of de-

ionized water in the bath, but afterwards no further evolution of G’. This proves that we were able 

to keep a structural strength of the same order of magnitude as the un- dialyzed sample; this dialysis 

process does not significantly alter the sample.  

 

Tg
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Figure 2-11: (a) Dialysis set-up on the rheometer, (d) Evolution of the (circle) storage and 

(square) modulus with time during aggregation first (up to Tg, the gelation time) and 

during the dialysis protocol, for a 12nm silica particles with initial volume fraction of 20%. 

Four successive dialysis are performed and indicated by dashed lines (:�). Steady rheology 

oscillation experiments γ=0,0003, frequency f=1Hz, plate-plate geometry 20mm, gap 

0.5mm. 
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2 - Structure of gels  

 

To further characterize our gels, we look at the relaxation properties of their porous network with 

NMR relaxometry. In this section, the CPMG sequence we use features a shortest echo time at 

=UpE and a logarithmic distribution of Echo times up to VIEz�; 64 to 128 scans where performed 

for signal accumulation. Specifically, during desiccation, the gels we study shrink and end up 

reaching a close packing fraction (seen later on in Chap.2), we first start by characterising the 

evolution of the porous network during contraction.  

 

i. Evolution of the pore network during gel contraction 

 

Drying a gel made with 12nm particles at �; ' 3r+mT1 in the NMR tube and using the bulk NMR 

CPMG technique earlier described (see Chapter 2 -A -2 - iv. ), we follow the evolution of the pore 

structure during contraction. Note that during this phase the sample remains entirely saturated 

(result demonstrated in the Chapter 3) and spin-spin relaxation mainly occurs at the pore-wall 

/®?_YC%( � "+UEz� (as seen in Fig2-12). Therefore, the framework of Eq2.3 applies and the 

®?/value we measure linearly relates to the ratio V/S.  

Since our gel may be considered as a loose (initial state) or compact (final state) cohesive and 

saturated bead packing, its liquid and pore network may be considered as highly connected, [146], 

therefore, the ®?/distribution observed in Fig2-12 constitutes a complex average of the 

heterogeneities in the pore network (throat pores and pores) which masks the true distribution of 

individual pores to the global magnetisation (see Chap.2-A -2 - iv. therefore, V/S corresponds to 

an average in the whole domain explored by water molecules within the sample, within the time 

frame of the experiment. This measurement may however be useful to characterize gel contraction, 

estimate the volume fraction of particles within the sample when contraction stops and obtain an 

equivalent pore size.  

 

 
Figure 2-12: (a) Evolution of the T2 spectrum of a gel made with 12nm particles and �; '
"61 during drying. Only the phase of contraction (shrinkage) is shown, the measurement 

step is 0.5ms, between every measurement 22min is elapsed.  

Drying
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Fig2-12 shows the /®? distribution with regards to the NRM signal (arbitrary) within the gel sample 

at different stages during the shrinkage process of the material. Note that details on the numerical 

Inverse Laplace transformation performed is given in [147]. 

On this main graph, we observe a single NMR peak on the whole /®? spectrum measured at each 

stage of the drying process (note that Fig2-12 only presents the first 100ms of the spectrum as 

water does not relax slower in the system). Also, the amplitude of this peak decreases with the 

advance in desiccation which is relevant to liquid water evaporating thus protons leaving the 

system with time. Furthermore, this peak (see its center) displaces to lower ®? values with drying. 

At last, we observe that the width of each peak remains rather narrow (smaller than half a decade) 

with regards to the ®? distribution regardless of the stage of desiccation. 

In fact, the width of NMR peak could be related to heterogeneities in pore sizes within the gel as 

well as a degradation of the SNR (typically encountered when loosing moisture content). In 

standard measuring conditions (about 100 measured echoes in raw relaxation data, with about 100 

signal to noise ratio on the first data point), the contribution of measurement noise to the width of 

the NMR peak is about one third of a decade [148]. Since our peaks are no wider than this, our 

data suggest a very narrow level of heterogeneities on our sample, although this cannot be precisely 

quantified.  

Before drawing any conclusion on the sample structure, it is useful to probe the length scale 2M4 
considered for this experiment. The sequencing time being close to !?_/the equivalent diameter of 

the volume explored by a molecule of water within this timeframe may be approximated to  

MVª2c:G®?��4V36pD. Therefore, we conclude that at any stage of the drying process, the 

presence of a single narrow NMR peak probes the homogeneity of the porous structure over a 

length scale of 36pD and finally the contraction of the porous media can be considered 

homogeneous at higher length scales. Let’s now look at the additional structural information one 

can yield from this measurement. 

The surface relaxivity is assumed to be constant during drying (as seen later on in Chapter 4, the 

gel remains saturated) and controlled by the surface properties of the pore walls only, supposedly 

unchanged during the process. Therefore we may compute the relaxivity parameter from Fig2-12 

and Eq2.3 (as ®?_YC%( ' c=DE and �; ' 3r+mT1 ), and find º?_(·»� ' 3+3r/s36-ÐD+ E-A. 

Eventually this measurement grant us with the final volume fraction (���Ñ%¸4 when contraction 

stops (as ®?_YC%(V36+rDE, and from Eq2.3, � ' ¨�2Iº?_(·»�®?_YC%( P ¨)): ���Ñ%¸ ' c6+mU1.  

Note that the gel is very compact in its final stage as ���Ñ%¸ is very close to 64% (the maximum 

packing fraction for spheres in 3D); therefore the equivalent pore size may be approximated to the 

dimension of the gap between 4 spheres closely packed in 3D (geometrical considerations), i.e. 

g& ' ¨���Ñ%¸�c23 9 ���Ñ%¸4, so to say g&V"0D.  

 

We conclude that drying of those gels results in a homogeneous contraction leading to a compact 

homogeneous final structure. 
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ii. Gels substrates 

In this study we used gels made with 12nm particles (in Chapter 3) to measure and model 

deformation in porous media during drying. To influence on these deformations, one way is to 

tune the friction between the gel and its substrate (see Chapter 3). To do so we chemically treat or 

coat the walls of the petri dishes that contain the samples when it is needed. Gels are prepared in 

glass petri dishes of 10cm outer diameter; without any treatment the glass walls of the dish 

constituted a highly adhesive substrate; a very low friction substrate (later called non-adhesive 

substrate) was designed by coating the dish with a fluorinated grease (KRYTOX 205 from 

Dupont); lastly a chemical treatment of the dish walls with trichlorododecyl silane gave a highly 

hydrophobic substrate (later called semi-adhesive) seen to exhibit adhesive properties intermediate 

between the two previous substrates. To sum it up, 3 different substrates are designed to study the 

influence of the gel-substrate adhesion on the deformation of the gels during drying. 

iii. Strain sensitive substrate 

To yield qualitative information about the distribution of the local strains between the gel and the 

substrate and help us suggest an origin to the deformation of the gels we observe during drying, 

we designed a strain sensitive substrate. We do so by pouring a soft crosslinked gel (PDMS) into 

a glass petri dish, further gluing a thin (2mm thick) birefringent polymer sheet placed on top of it. 

Special care is taken to reduce the pre-constrain on the birefringent sheet. This new substrate sticks 

to the colloidal gels and is seen to exhibit adhesive properties intermediate between the semi-

adhesive and adhesive substrates previously designed (see just above). As neither the colloidal gel

nor glass is birefringent, if polarised light is projected through the system and strain is applied to 

the substrate, the polymer sheet will diphase light and the strain intensity can be visualised thanks 

to a polarizer lens and a camera (set up described in detail in C -1 - iii. Here we only use black and 

white imaging, so the main result we yield is the location of the strain.  

 

Figure 2-13: Picture of the petri dish (glass, 10cm outer diameter), containing the PDMS 

gel at the bottom and the birefringent polymer sheet on top (yellow color). 

3 - Synthesizing model porous media 

i. Viscous sintering, from gels to homogeneous porous media 
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We remarked that once our gels are completely dry, cohesion remains between the particles of the 

solid matrix, the latter is not friable. What is more, the smaller the particles, the higher the final 

cohesion in the material. This cohesion most likely stems from sintering (formation of a cohesive 

solid material from fragmented portions of this same material) occurring during evaporation. In 

fact, viscous sintering was seen to occurs during evaporation of aqueous suspensions of sub-

micron silica particles, [149-151]. Due to densification (shrinkage) through capillary forces the 

particles are pushed closely against each other triggering diffusion of the solid boundary onto the 

neighbouring particle. This process is called “necking”, it is characterised by the ratio of the radius 

of the neck disk (³) to the radius of particle (¨) and creates a solid bound between the particles 

(see Fig2-14a). The higher this ratio the higher the cohesion. Specifically, for a system of 2 silica 

particles embedded in water and drying, sintering follows the kinetics described by Kuczynski, 
[150]: 
 

³
¨

.

W
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"¨?

 

 

Where B is a constant specific to the mechanism of mass transport, [149,150] and depends on 

parameters such as the absolute temperature, the grain boundary diffusivity, the vapor pressure, 

the density of the liquid and its molecular weight etc. Note that for a system of the same chemical 

nature and considering a similar time scale, this equation points out that the bigger the particles 

the lower the sintering which confirms our experimental observation on cohesion of materials 

made with different bead sizes. Let’s look at the surface of our sample made with 40nm particles 

under the SEM (see Fig2-14b).  

 

 
 

Figure 2-14: (a) Scheme for the formation of a neck during viscous sintering between 2 

silica particles, [149]. (b) SEM image of the surface of our gels made with 40nm particles, 

inset zooms in a cavity of the main picture. 

Fig2-14b presents a SEM observation of the surface of a 40nm silica gel when fully dried. We 

observe that particle packing is very dense (Figure2-14b). The distribution of particle sizes seen in 

the inset is measured narrow, oscillating around 34nm+-7% (particle size can be measured on the 

microscope directly, green circles in the inset show 4 of these measurements). Moreover, looking 

a

R
x

a. b.
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closer, at the particle level, we distinguish the existence of bridges between particles, 

corresponding to the “necks” classically formed during viscous sintering. In this study, we use this 

technique to synthesise model porous medium with silica particles ranging from 1500nm to 6nm 

diameter. To avoid surface defect potentially occurring from advection of particles during drying 

of suspension (compaction front, [133] and interface buckling, [68,91]), we first consolidate the 

particle network as a gel (see B-1 - i. ) and further dry these gels on a non-adhesive substrate (B-2 

- ii. ). 

 

 

ii. Protocol for large particles 

 

As mentioned above, we synthesise homogeneous and compact porous medium by drying aqueous 

colloidal silica gels, as during this process particles sinter (see previous section). When particles 

diameter D<40nm, the protocol seen in B-1 - i. applies, however, when particles are bigger than 

40nm, a different protocol is employed to obtain the gel phase; specifically because all particles 

larger than 40nm in diameter are provided anhydrous (by Fiber Optics Center). Therefore, we first 

disperse these particles in water and stir the suspension during 24h to obtain a homogeneous 

suspension. We then centrifuge the suspension at 5000rpm for 25min and yield a concentrated and 

wet packing from the induced sedimentation. Subsequently, we dilute this extract with an aqueous 

solution of magnesium chloride at 0.05mol/L to trigger aggregation (due to the high ionic strength 

of this salt, very low quantity is necessary/V6+6=K on average for a 60ml sample). The amount of 

solution added is computed so that the initial volume fraction of the mixture reaches �;VU61+ 
Eventually, the mixture is placed in the same glass petri dishes (10cm outer diameter) treated with 

non-adhesive walls and rested until gelation is complete. Then samples are put to dry. 

Note that, in this second protocol we do not dialyse our samples prior to drying and there are 

several reasons for this: as very little salt is incorporated (V6+6=K on average) neither 

crystallisation nor advection of the salt (the Peclet number in our experiment is so low) should 

disturb the process; last but not least, as the samples are quite soft taking the salt out could alter 

their mechanical properties and trigger surface defects (see in Fig2-11b).  

 

 

iii. Pore size distribution in model porous media 

 

We study the/®? distribution within the compact porous structures synthesized as it may reveal  

important information on their porous structures. We measure spin-spin relaxation for samples 

made with 6nm, 12nm, 40nm, 80nm and 750nm particles with the CPMG measurement earlier 

described, when samples are saturated with water. Fig2-15 presents the ®?/distributions obtain 

from this measurement for: samples made with particles D<40nm (see Fig2-15a) and particles 

D>40nm (see Fig2-15b). For the sake of clarity the NRM signal (N) is rescaled on its peak value 

(NY%Ò). Note that we differentiate between these two sets of samples as the relaxation kinetics are 

seen to slightly differ from one set to the other; let’s be more accurate: 

First, one can notice that all peaks of Fig2-15 appear for ®? values situated decades away from free 

water (V"+U@¼a/4 therefore the process of relaxation mainly occurs at the pore walls in all samples 

(see Chap.2-A -2 - iv. and the framework of Eq2.3 applies. Since a single peak is observed, 

similarly to Chapter 2 - i.  the porous structures of the samples can be considered homogeneous 

over a scale of 10micons (the tortuosity of the porous matrix and echo times being in the same 
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order of magnitude than previously). However, note that the values for the peak in ®? for D>40nm 

are very close or smaller than the values measured for samples with smaller beads, which is 

unrealistic considering the similar compaction of the sample (computed macroscopically) 

measured in Table2-1 and the size of the beads. This slight discrepancy witnesses of a variation in 

the relaxivity of the silica particles, likely due to the different manufacturing process involved for 

their synthesis (different providers) and therefore slightly different surface properties.  

   

 
Figure 2-15: ®? distribution in model porous media made with (a), (black)  6nm, (dark 

grey) 12nm, (light grey) 40nm; (b), (red) 80nm, (pink) 750nm  particles. 

Looking at the NMR peak in the initial state (not presented here) of the gels presented in Fig2-15a, 

similarly to Chap. 2 - i. one can deduce the final volume fraction of those gels in their compact 

state (results are presented in Table2-2). For the samples presented in Fig2-15b, the initial state of 

the gels was not measured with NMR, therefore the only information on compaction we yield is 

macroscopic. Finally, the compaction of the porous media we synthesized are gathered in the 

following table: 

 

 
Table 2-1: Final compaction for each porous structure synthesized sintering them during 

drying depending on their particle diameter; these values are an average on at least tests 

(macro) computed from the dry mass and the apparent sample volume (NMR) computed 

from Eq2.3. 

a. b.

D/Compaction Macro NMR Macro NMR

6nm 57.0% 62.48% 300nm 53.0% X

12nm 55.1% 60.9% 750nm 55.6% X

40nm 55.1% 61.2% 1000nm 56.2% X

80nm 55.3% X 1500nm 56.3% X
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Note that we observe a slight discrepancy between the Macroscopic and NMR results but the 

compaction of all samples remains very high: f UU1. We conclude that using the phenomenon of 

viscous sintering through densification during drying shrinkage, we are able to form homogeneous 

and highly compact porous media of the same nature. 
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4 - Sponges 

In this work we also study cellulose sponges being soft materials responsive to drying stresses. 

Specifically, we study two different sponges, a green and a blue one; here we review their wetting 

properties, their pore size distribution while saturated and finally we image their dry solid matrix 

at the pore level.  

i. Surface properties 

When a 1pM water droplet is placed at the sponge surface, the green sponge absorbs it

instantaneously (therefore clearly hydrophilic) whereas on the blue sponge the drop stays still with 

a high contact angle, measured to cU�/ ¯ /c+I�/(see Fig2-16a).  

 

Figure 2-16: (a) contact angle between the blue sponge and a drop of water (25mg). (b) 

SEM (ultra 55) image of the surface blue sponge rugoses. 

Fig2.16 shows the shape a water droplet adopts when it is put in contact with the blue sponge (a) 

and a side view of the surface of this sponge (b). In fact, surface roughness can play a significant 

role in the value of the contact angle we measured in Fig2-16a: as expressed by Wenzel, [96], the 

actual contact angle of a drop on a rough surface can be expressed as : ZG ' ab@-A2Ó+ ab@ ZY 4
where Ó is the roughness parameter defined as Ó ' 3 P M�366 and L the characteristic length 

associated to the surface roughness. From the SEM picture in Fig2-16b showing a representative 

portion of the solid matrix of the blue sponge, one can measure MVU"6pD as an average on the 

height and spacing of the roughness details. Therefore we can compute that the actual contact angle 

is ZG ' cU�. Eventually we conclude that the blue sponge is also hydrophilic, but to a lower extent 

than the green sponge.  

ii. NMR analysis 

Similarly to Chapter 2 – 2 - one can decide to look at the pore size distribution within the sponges 

measuring their !?/once fully saturated (see Fig2-17).  

115°

a. b.
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Figure 2-17: ®?/spectrum for (a) the green sponge, (b) the blue sponge, both fully saturated 

with water. 

Fig2-17 shows the !?/spectrum we measure from both samples with the CPMG sequence seen in 

A -2 - iv. (note that in Fig2-17, the amplitude of the NMR signal is arbitrary and therefore cannot 

be compared between the 2 graphs). For the green sponge, the framework of surface relaxation 

applies ®? 5 "+U@¼a and therefore Eq2.3 applies. Due to the strong broadening of the peak, we can 

affirm that this material exhibits a large pore size distribution. However, looking at the blue 

sponge, the main NMR peak being located at ®? values close to 2.5seconds, it seems like water 

does not relax at the pore wall. It is necessary to obtain additional information on pore sizes to 

further characterise both materials. Let’s look at the sample macroscopically and measure pore 

sizes thanks to an image analysis software. 

 

                                                                                                                                                                                                                                                          

iii. Macroscopic pore size distribution 

 

For the sake of simplicity (relevant to this analysis), we assume that the pores in both sponges are 

cylindrical. Following this hypothesis, we measure the size of the holes spotted at the sponge free 

surface (considered as a representative cross section over the whole sample) and compute the 

equivalent diameter of holes (considered as pores). Specifically, we use an image analysis software 

developed on MATLAB (see in Pore size analysis software in Annexes) to obtain the equivalent 

circular radius of the pore measured. This program uses the Least-Squares criterion for estimation 

of the best fit to an ellipse from a given set of points in the same plane. An adaptive thresholding 

algorithm helps to separate the foreground from the background with non-uniform illumination 

and outputs a binary file. Independent holes in the image, considered as pores, are then filled in 

white (see Fig2-18b). Eventually, the coordinates of the independent white surfaces are extracted 

and fit to the closest ellipsoid (see colourful ellipses on Fig2-18b). we convert the ellipses 

dimensions to an equivalent circular radius and we yield the equivalent circular pore size. Counting 

pores over the whole sample, we establish the pore size distribution of the material (see Fig2-18). 

a. b.
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Note that heterogeneous illumination of the sample as well as change in the color of the surface 

(brightening) may introduce an error in the measurement. 

 

!

Figure 2-18: Example of pore detection and pore fitting from the software (a) represents 

the portion of the sponge analyzed (5.2cm x 3cm – photo cropped for size purposes) (b) 

detection and fitting results from the software. 

 
Figure 2-19: Histograms of the pore size distribution for the two samples in their initial 

state (sponges fully saturated), for the (a) green sponge, (b) blue sponge. The bandwidth 

for the histograms is 50pD, a pixel size being approximatively 5pD.  

Fig2-19 presents the number of pores spotted at each sponges’ free surface depending on their 

radius in a histogram representation with a bandwidth of 20pD; note that a pixel is 5pD wide and 

this measurement is performed when sponges are saturated. This figure shows the existence of a 

wide pore size distribution for the green sponge (see Fig2-19a) with pore diameter ranging from 

a.

a.

b.

a. b.
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6mm down to 100pD; and a narrower pore size distribution for blue sponge (see Fig2-19) as we 

observe a large majority of pores at 500pD diameter. 

If this measurement already yield great information on the pore structure, its resolution is limited 

due the set-up we used (detailed below in Chapter 2 -C -1 - i.  that prevents to observe the finest 

details of the structure. To complement this study, we image the structure with an SEM.  

iv. SEM Imaging of the porous structure 

Here we use the FESEM Supra55VP earlier described (see A -1 - this measurement enables to 

look at surface details once samples are dried. If the green sponge contracts up to 20% during 

drying, the contraction of the blue sponge is insignificant and lies under a couple of percent (seen 

later in Chapter 3). In the following figures we present images of sample in their final stage (dry), 

therefore contracted. Dry imaging is performed under vacuum (V366jo4 and grants access to tiny 

surface details for both samples.  

Figure 2-20: SEM images of the solid matrix of the green sponge once the sample is dry. 

Dashed rectangles indicated the areas we have zoomed in on the next picture. (a) is just a 

broader field of view from (b) in another area. 

Figure2-20 shows the porous structure of the green sponge is a dense network of pores of a wide 

range of sizes (Fig2-20a and b); In Fig2-20a to d particularly, we observed that a lot of pores are

in the range of 100μm and above. Now looking closer at the structure within the branches forming 

these pores we observe a very high density of tiny asperities (see Fig2-20e and d) of 

approximatively 10μm diameter.  

a b c

d e f
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Figure 2-21: SEM images of the solid matrix of the dry blue sponge. Dashed rectangles 

indicate the area zoomed in the next picture.  

Fig2-21 presents pictures of the structure of the blue sponge and shows that the pore size 

distribution seems quite narrow and to range between 500μm to 100μm. Note these are consistent 

with the image analysis presented in Fig2-21.  

Let’s sum up our finding on the sponges’ structures in the next section.  

v. Sponges structures and relaxivity 

We carried out a multi-scale study of the structure of both sponges with different measuring tools

that gave consistent results. Image analysis of the surface of the samples showed that the green 

sponge exhibits a wide pore size distribution with pores ranging from 5mm to tenth of microns, 

specifically, a very high density of finest porosity is observed; whereas the blue sponge shows a 

narrower distribution mostly comprise between 500pD to 100pD.  

On one hand, the analysis of the NMR spectrum of the green sponge correlates to the macroscopic 

observations showing a continuous distribution of  ®? ranging from a couple of seconds (likely 

corresponding to the water within the big pores of the structure) to lower ®?_ precisely a thousand

times smaller. Note that this range matches our optical observations and therefore this 

measurement shows that the relaxation in this sample is governed by surface effects. This is of 

particular interest as it may give the opportunity to look at the evolution of the water content within 

the different pore sizes during drying later on.  

On the other hand, the analysis of the ®? distribution within the blue sponge shows a dominating 

narrow peak situated right at the point of relaxation of free water, even if two very tiny peaks can 

be distinguish at lower ®?, the location of this main peak put in relation to the pore sizes observed

macroscopically tend to indicate that the spin-spin relaxation in the blue sponge mainly occurs in 

bulk and not at the pore wall. Note that the sponge has a low affinity with water and water does 

not relax at its surface, but these phenomena are not correlated. For the rest of the study, we assume 

that water does not relax at the blue sponge surface. 

a b c
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1 - Drying set-ups for gels and sponges 

i. Regular drying 

Convective drying is performed by blowing a controlled airflow (velocity and relative humidity) 

at the sample free surface. This is made possible by the following set up: 

Figure 2-22: Drying set-up, the sample is lightened, weighted thanks to the balance;

pictures are taken by the camera and air is blown either (a) perpendicular (b) parallel to 

the sample free surface.  

The sample is put under a fiber optic light (not heating the sample); weight and pictures are 

acquired thanks to a high resolution (black and white) CMOS camera USB2.0 for Thorlabs and a 

precision scale both linked to a computer interface running a MATLAB acquisition code (see 

Image and mass acquisition software). In this study, the air can be blown in two different directions 

(this parameter is always mentioned), either perpendicular (turbulent flow) or parallel (laminar 

flow) to the sample free surface. When the airflow is blown vertically on the sample the air induces 

an additional force on the scale that induce a maximum mass data uncertainty of 0.07g in the range 

of airflow velocity studied. The relative humidity of the air is controlled by an air dryer and the 

flow velocity by a flowmeter. 

ii. Drying set up in the MRI 

Drying in the MRI is performed using the geometry of the tool. The latter is composed of a long 

tubular (1m long, 20cm diameter) sample holder going through the spectrometer magnet. We 

therefore designed a piece of acrylic material (no metal being allowed near the tool) enabling to 

hold our air inlet and guide the air on the sample (the air arrives perpendicular to the sample 

surface). Similarly, an air dryer was used, here placed outside the MRI room, not to perturb the 

measurement. This set up was used for all in situ drying experiment. 



(#!

If NMR enables to spot the location of the wet interface within a sample in space, a critical 

information is the location of the free surface of this sample and how the two compare; this is of 

particular interest to measure sample thickness. We therefore place upon the central point of the 

sample a sealed tripod pot (3cm diameter) containing a solution with a similar NMR behavior; the 

sample to pot size ratio and the distance (3cm) between the pot and the sample are sufficiently 

large to negligibly affect the drying characteristics. Imaging the position of this pot provides the 

exact position of the sample free surface in time.  

iii. Imaging strain during drying 

As seen earlier on in 2.iii, we designed a dish equipped with a birefringent substrate to be able to 

image and locate strains at the gel-substrate interface. Birefringence polymer are strain sensitive 

polymers that diphase polarised light when they deform. On may simply use a polariser to recover 

the dephasing light and observe the regions where the gels pull on the substrate. 

Figure 2-23: Set-up built to  image strain at the gel-substrate interface thanks to a 

polarized light and lens 

2 - Critical point dryer 

We use this particular drying technique to eliminate all residue of water within our sample prior 

starting an imbibition test. Compounds which are in the critical point can be converted into the 

liquid or gaseous phase without crossing the interfaces between liquid and gaseous avoiding the 

damaging effects (due to surface tension mainly). The dehydration of the samples using the critical 

point of water is not easy since it lies at I=T/�{ and 229 bar and damages our samples (we observed 

that heat drying samples enhances the development of cracks in the porous matrix). To overcome 

this problem, water is replaced with liquid carbon dioxide ({Ô?), which critical point lies at I3/�{
and 74 bar which are easy conditions to maintain at the laboratory scale. However, {Ô? is  not 

miscible with water; therefore, water has to be replaced by an exchange fluid, here ethanol, which 

is miscible in both water and liquid {Ô?, (Ethanol cannot be used for critical point drying due to 
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its critical point temperatures: 241 °C). This is made possible by performing imbibition cycles of 

ethanol on our samples. After water is replaced with the Ethanol and in turn replacing this 

exchange fluid with liquid {Ô?, the liquid {Ô?is brought to its critical point and converted to the 

gaseous phase by decreasing the pressure at constant critical point temperature. We eventually

obtain a sample fully dry, ready for the imbibition experiment. 

3 - Imbibition set-ups

i. Regular imbibition  

Figure 2-24: Imbibition set-up, the sample is lightened and filmed, carried out by a holder 

sitting on the scale, its tip dips in a dish filled with water carried to the sample by an holder 

which does not touch the scale. Mass and picture are taken thanks to a computer interface.

Similar to drying, the imbibition process is followed by weighting the sample with a scale and 

taking picture of it with a camera. As seen in Fig2-24, the sample is carried by a holder sitting on 

top of a balance and put in contact with a water bath hold by a different holder not interacting 

with the scale. 

ii. Imbibition within the MRI 

In the MRI spectrometer, the sample, suspended by a holder made of acrylic, is simply put in 

contact with water.  
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In this chapter we study deformation during drying of soft materials such as sponges, with different 

surface properties and pore size distributions, and colloidal gels, varying their initial particle 

volume fraction. Drying of these materials with various boundary conditions is seen to trigger a 

plethora of deformations to develop such as shrinking, bending and different types of cracks. 
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1 - Drying rate for deformable nano-gels 

i. Drying protocol specific to this study 

 

Drying was performed on the set-up described in Chapter 2 -C -1 -  at 20°C +- 2°C in a controlled 

environment where the relative humidity was set to 45% +- 5% and airflow guided vertically 

toward the sample at a mean velocity of 6 m/s at a distance of approximatively 20cm from the 

sample free surface. Gel sample are contained in glass petri dishes of 9cm inner diameter. 

The initial water mass D2R ' 64 is measured from the difference between the initial weight and 

the weight after the end of the test and after two days in an oven at 115°C to remove possible 

residual water. 

 

ii. Drying curves 

 

Let us first look at the evolution of water mass contained in the gels with time, the drying curves, 

for different samples with different substrates. Since samples at different initial concentrations  

(� R ' 6 ' �;) have different initial water masses, in order to be able to compare the different 

curves obtained, the current water mass D2R4 and is rescaled by the initial water mass D2R ' 64. 
Moreover, since for the different tests we observe slight fluctuations of the initial drying rate (see 

Fig3-2) as a result of slightly different boundary conditions (sample roughness or exact free surface 

shape, exact position of the air flux with regards to sample free surface) we further rescale the time 

multiplying it by the ratio of the initial rate of evaporation (in K�E) to the initial mass of water 

contained in the sample. In such a representation two samples of different sizes or different initial 

concentrations, or subjected to slightly different air flows, but both undergoing a first constant 

drying rate period would exhibit similar drying curves along this regime.  

 

The drying characteristics of a non-shrinking model porous medium (glass bead packing) are 

independent of the substrate. As expected it shows first a constant drying rate period (CRP) 

followed by a falling rate period (FRP) during which the drying rate progressively decreases (see 

Fig3-1a). This period starts approximately form D2R4�D2R ' 64 /' 6+36. 
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Figure 3-1: Rescaled drying curves (see text) for different materials: (a) model porous 

media (sintered glass beads) (purple, diamond) and gels on non-adhesive substrates at 

�;=5% (light blue, triangles), �;=10% (light green, squares) and �;=20% (light yellow, 

circles); (b) �;=5%, (c) �;=10% and (d) �;=20% on either adhesive substrate (dark, 

triangles), semi-adhesive substrate (medium, squares) or non-adhesive substrates (light, 

circles). Larger filled symbols spot the occurrence of the first crack event respectively to 

its drying curve. The red area shows the period during which opalescence is observed and 

red diamonds indicate the time at which the opalescence has spread over the whole sample 

surface. Inset b’, shows the evolution of the drying date of all gels right after the 

opalescence has spread over the sample surface (corresponding to m(t)= DÕ&%.); the black 

discontinued line is a guide for the eyes.  
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In Figure 3-1 we present the evolution of the mass of water contained in the samples with time for 

the different samples studied. For all samples, we find first a period of drying at a high rate (regime 

A), followed by a rapidly decreasing drying rate period (regime B), i.e., we have a behaviour 

typical of that of porous medium. However, we also find perturbations in the rate of evaporation 

in the first period, the mass curves do not align to the red dotted line modelling a constant drying 

rate, as well as clear differences between the results for the different systems in this first period. 

For a given substrate (e.g. non-adhesive, see Fig3-1a) the initial solid fraction has an impact on

the time at which the transition between the two regimes occurs: it occurs earlier for more 

concentrated systems. We also remark that for a fixed concentration the higher the adherence 

between the sample and the substrate, the faster the drying (up to 35% faster for our systems, see 

Fig. 3-1b, c, d,). Indeed, we notice that the drying rate in the second regime (starting from the red 

diamond in the drying curves, corresponding to the moment where D R ' DÕ&%) seems identical 

for all samples and follows master-curve independent of the substrate considered (see Inset Fig3-

1b’). Good reproducibility of these results is observed (see Fig3-1c): the maximum relative 

difference on measurements for identical tests is about 6% both on time and mass.  

 
Figure 3-2: Drying rate (dm/dt) for different samples: the model porous media (sintered 

glass beads) (purple, diamond); gels on non-adhesive substrates at �;=5% (light blue, 

triangles), �;=10% (green, squares) and �;=20% (yellow, circles) and  �;=5%, (dark 

blue, filled triangles), on adhesive substrate. The shaded area represents the major crack 

events occurring for the latter sample. 

Let us examine data presented in terms of the drying rate as a function of the saturation (see Fig3-

2). This representation makes it possible to identify and quantify variations in the drying rate over 

short period of times (or associated saturation). For one sample to another, the initial value of the 

drying rate (after the possible fast initial decrease) may differ slightly depending on the exact 

surface conditions. Eventually, the main trends that can be extracted from such data, leaving apart 

the noise on data due to the short time fluctuations of mass measurements, are similar to those 

observed in our mass vs time curves: a constant drying rate that collapse at a low saturation for the 

simple bead packing and a slowly decreasing drying rate, for the gels, that collapses sooner for 
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higher initial particle volume fraction. On the other hand, looking closer into the localization of 

the crack events in relation with the drying rate variations of the 5% sample drying on an adhesive 

substrate, one could argue that major cracking events seem to trigger a local increase in the drying 

rate but actually the noise on data does not allow to be clear about that. Therefore, considering the 

significant measurement noise on such representation of data, it is difficult to be relevantly 

quantitative on the impact of the phenomena analysed in this paper. As a consequence, we will 

instead base our analysis on long time variations encountered on the drying curves such as those 

observed in the representation of mass vs time measurements as shown in Figure 2-1. 

 

 

 

2 - Macroscopic phenomenology  

 

The observation of the sample upper surface, in contact with the air flux, makes it possible to 

identify different stages in the shrinking and cracking processes along desiccation. Note that 

dimensionless time (denoted at the bottom right of Fig3-3 pictures) is computed by dividing the 

current time by the time for full drying by air flow, macroscopically at that time the sample appears 

fully translucent and a plateau is reached in the drying curves (as seen Fig3-1). We observe that 

gels drying on a non-adhesive substrate shrink as shown in Fig3-3A and Fig3-1A’. This shrinkage 

eventually stops and the samples become opalescent (see Fig3-3A and Fig3-3A’). Afterwards 

cracks nucleate and eventually the samples turn translucent again as seen on  A Fig3-3A’ at 1.00. 

This overall behaviour is found to be independent of the initial volume fraction of particles in the 

gel.  

 

From samples drying on an adhesive substrate, we observe a first cracking event occurring in the 

early stage of the desiccation process as spotted on  Fig3-3C and Fig3-3C’. Further shrinkage leads 

the gel to separate into additional pieces as may be seen at Fig3-3C at 0.29 or Fig3-3C’ at 0.61. 

Then shrinkage stops and an opalescence “invades” the sample as seen on Fig3-3A at 0.75 and 

Fig3-3A’ at 0.67. Eventually, in the very last stage of drying another cracking regime takes place 

before the sample turns translucent again as seen on  C and Fig3-3C’ at 1.00.  

A very similar but intermediate behaviour is found for samples drying on semi-adhesive substrates. 

The gel first dries as it would on a non-adhesive substrate, i.e. it contracts smoothly without 

cracking therefore detaching itself from the sidewalls of the Petri dish as may be seen in Fig3-3B. 

from 0.00 to 0.25; only then the sample starts to fracture (see Fig3-3B at 0.33 and Fig3-3B’ at 

0.59). Further drying enables the sample to shrink additionally and crack until the opalescence 

invades the gel surface (see Fig3-3B at 0.68 and Fig3-3B’ at 0.69). A second regime of crack 

finally takes place before eventually the sample turns translucent again as seen on Fig3-3B and  B’ 

at 1.00.  

 

From this first set of observations we are able to distinguish two cracking regimes that will be 

referred to as first (pointed as 1 on Fig3-3C), appearing when the sample shrinks on an adhering 

substrate, and the second (pointed as 2) cracking regimes, appearing after the sample turned white, 

in reference to their chronological order in the desiccation process when both types occur with the 

same sample. 
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Figure 3-3: Aspect of the upper face (submitted to air flux) for gels on different substrates 

at different stages of drying: (A) �;=10% on the non-adhering substrate, (B) �;=10% on 

the intermediate-adhering substrate, (C) �;=10% on the adhering substrate, (A’) �;=5% 

on non-adhering substrate, (B’) �;=5% on the intermediate-adhering substrate (C’) 

�;=5% on the adhering substrate. The white numbers indicate the current to total drying 

time ratio. The red arrow (1) shows a crack from regime 1, (2) from regime 2. 

i. The different phases of drying of shrinking and/or fracturing gels 

Along the desiccation process several different phenomena are successively observed, including a 

change of shape when contracting or cracking or changes in the sample colour. The latter may then 

be usefully put in relation to the drying rate and their role and influence can be identified.

Regardless of the substrate they dry on and whether the sample cracks during drying, samples are 

seen to shrink whether they crack or not while undertaking during their high drying rate period
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(regime A). Specifically, to this period, it is noticeable that, the rate of drying does not necessarily 

remain constant for all samples. While a sample exhibiting no crack and simply contracting in 

regime A is seen to dry slower and slower as the sample desiccates, by contrast, fracturing samples 

are seen either to keep the same drying rate (see Fig.1 Graph-b sample �;=5% and Graph-b sample 

�;=10% on semi-adhesive substrates) or dry faster (see Fig.1 Graph-b sample �;=5% and Graph-

b sample �;=10% on adhesive substrates) until the opalescence occurs. In particular, the 

appearance of a large number of cracks during this fast drying period (comparing adhering and 

semi-adhesive substrates for samples �;=5% et �;=10% on Fig.3) seems to correlate with a higher 

rate of drying. This therefore suggests that cracking could be the relevant parameter that explains 

the variation in drying rates. Moreover, we observe that the drying rate of samples that slide on 

their substrate and shrink, seems to drop slower and slower with contraction. This suggests that 

there may be an antagonist effect from drying and cracking in the during the first drying regime. 

 

Commonly, drying of those gels leads to the appearance of opalescence on the sample surface, 

which matches the start of a decreasing rate regime (regime B) observable on the drying curves. 

This latter phenomenon takes place in the last stages of drying when the material stops contracting. 

From Fig.1, we also notice that it appears at a specific range of values of m(t)/m(t=0) depending 

on the initial concentration of particles which actually corresponds to a common maximal particle 

volume fraction �Y%Ò/ranging from 55-60% for all gels. Finally, the red windows drawn on the 

drying curves of Fig2-1 covers the period during which the opalescence spreads over the sample 

surface; this diffraction within the network or near the surface is consistent with the idea of a 

modification in the gel content, the penetration of air and therefore a drying regime transition.  

 

To gain further understanding in the role of these deformations on the drying rate and find the 

origin of these variations and deformation, it is crucial to look at the evolution of the water content 

within the sample during desiccation.   
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3 - Evolution of the water content within the gels during drying 

i. Measurement of the water distribution 

 

It is interesting to look at the water distribution within our samples to further correlate the rich 

phenomenology previously observed on Fig2-3 to the local saturation of the sample and further 

better understand the drying curves in Fig2-1. In the next figure we present the evolution of the 

water distribution with time, additionally we follow the location of the sample free surface by 

placing a pot of water, mounted on a tripod on the top of the sample (see Chapter 2 -C -1 - ii. ). 

 

 
Figure 3-4: Distribution of water content in time inside a non-adhesive (a) and adhesive 

(b) gel (�; ' "614 during drying. The continuous curves from the top to the bottom 

correspond to successive times (every 30min for (a) and every 55min for (b)) from the 

beginning of the test. The red symbols are the corresponding position of the sample free 

surface as measured (by NMR from the position of the water pot (see Chapter 2 -C -1 - 

ii. ). The dashed line corresponds to the transition between the two regimes (see text). 

Fig2-4 illustrates that the water content for adhesive and non-adhesive samples continuously 

decreases in time as shown by the decrease of the profile level. On Fig2-4a During a first period 

both the profile level and extent decrease, indicating a loss in water content in the radial and axial 

directions; furthermore, we observe the profiles holding parallel to each other and the position of 

the sample free surface exactly following the position of the end of the plateau in the water profiles 

(see Fig2-4). In a second regime (profiles starting from the dashed line; see Fig2-4) the sample 

thickness remains approximately constant while the profile level goes on decreasing. Additionally, 

we notice that the measurement is highly reproducible with an uncertainty of less than 2.5%, as 

shown on Fig2-5. 

 

a. b.
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Figure 3-5: Measurement reproducibility, water content profiles in time for two identical 

tests under conditions of Figure 2-4a. Data of Figure 2-2a are in black, the second set of 

data is black dashed lines.  

 

ii. Scheme for gel saturation 

 

The comparison between the location of the sample free surface and the location of the wet 

interface during desiccation give us a crucial information on the drying mechanisms taking place.  

Before further analysis, it is important to clarify a point on the lecture of the MRI profiles above 

presented: note the linear ramp shape at the bottom and the top sides of profiles at the beginning 

of the experiment, and the nonzero water amount above the measured position of the free surface. 

Both are due to the bending (see Fig2-4) of the sample which becomes slightly concave (with an 

almost constant radius of curvature of about 1m) rapidly after the test beginning (so that squares 

in Fig2-4 only indicate some average position of the tripod’s legs on the curved sample surface), 

this phenomenon is reviewed later on. For the adhesive samples the measurements correspond to 

the average water amount through different material pieces. This suggests that each of the pieces 

resulting from fractures behaves in a similar way, but here the analysis of the water content profiles 

is not straightforward since the different pieces formed with different sizes, shapes, and curvatures 

may evolve with somewhat different timings. 

 

The critical question is whether the samples are saturated (�/ ' /3) or not during desiccation. In 

order to clarify this we use our measure of the total water amount in the sample ÖG%)C» /(from the 

integral of each profile as the latter is directly proportional to the amount of water), the sample 

thickness y  in time as measured from MRI profiles (distance between the bottom of the sample 

and the bottom pot on the trip minus the distance between the sample free surface and the bottom 

of the pot, the latter being fixed), and the horizontal apparent area (neglecting the impact of 

bending here) of the sample N  measured from pictures taken from above during the test (see 

Fig2-1), which provide the apparent volume ¿/ ' /Ny. We deduce the saturation:/ 



)#!

� ' ÖG�2Ö 9 Ö&4 in which  ¿& ' �;¿2R ' 64 is the volume of particles and the solid fraction 

� ' ¿&�¿. Since the reproducibility on the MRI data is excellent (see Fig2-5), the main 

uncertainties on the present data result from slight variations of sample shape and the uncertainty 

on the estimation of its section area, which explains some saturation values larger than 1 through 

our above computations.  

From the evolution of � as a function of × two regimes clearly appear (see Fig2-6). In the first 

regime � remains equal to 1, indicating that a negligible amount of air penetrates the gel therefore 

the latter remains saturated. The material finally reaches a solid concentration which is not exactly 

the maximum packing fraction in a disordered configuration for non-colloidal particles (≈55%-

60%), but here the initial loose system was already an aggregated network. In the second regime 

× first slightly increases [38], the contraction of the solid matrix in this stage being in the order of 

a couple of percent, then remains constant while the saturation drops to zero. This regime transition 

particularly corresponds on Fig2-3 to the opalescence spreading on the sample surface. Therefore, 

one can conclude that the latter phenomenon macroscopically indicates the beginning of the 

sample desaturation. Since the opalescence appears from a partially saturated volume, we here 

bring an evident proof that it corresponds to light scattering from the coexistence of dry regions 

(air) and liquid-filled pore segments on visible light length scales, as suggested in earlier studies, 

[80]. 

The results are the same for a sample fracturing in Regime A. This means that we would get the 

same overall characteristics (shape and water content) for a non-adhesive and an adhesive sample 

by gathering the pieces formed in the latter case. 

Figure 3-6: Saturation as a function of particle concentration for different �;, y; and BC. 

Non-adhesive: (circles) "61_ U/DD_ 6+IIDDy-A, (squares) 361_ 36/DD_ 6+"IDDy-A; 

(triangles) U1_ U/DD_ 6+3I/DD+ y-A; Adhesive: (diamond) "61_ U/DD_ 6+"3DDy-A.

Black filled symbols show the time of appearance of the second type of fracture. The arrows 

show the drying progression. On each test the uncertainty on � and � is 10%.  

Opalescence

Drying
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i. Deformations and drying regimes 

 

From the previous results, since the gels remain fully saturated in regime A, i.e. before they turn 

white, crack in regime 1, i.e. when shrinkage occurs could potentially play a role in the drying 

kinetics observed. Our hypothesis is as followed: the variations in the drying rate recorded in 

regime A stem from the increase in the surface area of the sample exposed to airflow when 

cracking as drying now occurs from several of the sample faces. In this case a natural conjecture 

it that the gel would experience an increase in drying rate proportional to its total external surface 

area. However, this hypothesis raises a question about the absence of a drying rate overshoot upon 

cracking in this regime, since this phenomenon occurs rather abruptly and can increase the total 

surface area of the sample up to 35%. Thus, it is useful to look at the evolution of the geometry of 

the sample in time in deeper details. Note that the regime 2 for cracks, taking place in regime B 

for the drying kinetics (corresponding to a falling rate period) does not seem to significantly 

influence the drying rate (see inset of Fig2-1b’). 

 

 

4 - Measurement of the material deformation during drying 

In this section, we follow the evolution of the sample geometry during drying by measuring 

bending, shrinkage and the moments of crack nucleation to better understand the impact of the 

sample shape on the drying kinetics. 

 

 

i. Delamination  

 

As established previously, nano-sized gels remain fully saturated in their first drying stage (regime 

A). Therefore, in this stage, the water distribution within the sample reflects directly the sample 

geometry. From the MRI profiles presented in Fig2-4a and b, one can follow the deformation of 

the solid matrix during drying; varying drying conditions (the velocity of the airflow), this 

deformation can accentuate see Fig2-7.  

 
Figure 3-7: Water content profiles in time for a test under the same conditions as in Fig2-

2  but a lower air flow velocity. The curves correspond to successive times (every 55 min) 

1

2

a. b.
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and the squared symbols correspond to the sample free surface similarly as in Fig2-2The 

red symbols are the corresponding position of the sample free surface as measured (by 

NMR from the position of the water pot (see Chapter 2 -C -1 - ii. ). Dashed line profile 

indicates the appearance of the opalescence thus the end of the contraction. (b) 

Photography zooming on a piece of the free surface of a sample made with 12nm particles 

and 10% initial volume fraction during its contraction phase when drying on a semi-

adhesive substrate; the red contoured area (1) shows the area that free from contact to the 

glass substrate; (2), the darker area still sticks to the substrate.   

On this last figure, we observe that the location of the free surface perfectly matches the location 

of the wet interface, probing once again the sample is fully saturated during its contraction. Second, 

we notice that along desiccation, the original shape of the sample progressively transforms and, as 

mention earlier, the sample starts to bend. This is also visible in Fig2-2 but all the more in Fig2-7 

where we clearly spot that after a couple of profiles the top of these profiles overcomes the location 

of the free surface seen in the initial state (see 1st profile in Fig2-6); also, the sample highly bends 

on the bottom. Looking closer we observe that the part of the sample situated between amplitude 

between 0 and I³36Ð arb. units, do not actually deforms. Having a look at the sample from above 

in this particular stage of the drying process may enhance understanding. 

 

To yield additional information on this bending mechanism at play, we chose to look at a portion 

of the free surface of samples drying on a semi-adhesive substrate (see Fig2-8a). On this latter 

sample one can clearly see a part of the sample sticks to the substrate (part 2) and another part that 

is free from any contact with it (part 1). When drying proceeds, the area in contact with the 

substrate progressively reduces and the whole piece contracts (see Fig3-1).   
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ii. Shrinkage and first crack regime  

 

In this section, we quantitatively follow the evolution shrinkage and crack nucleation in the first 

drying regime, in order to better understand the impact of the sample shape regarding drying 

kinetics. 

 

 
Figure 3-8: Equivalent diameter (see text) of the top area of shrinking samples as a 

function of the volume fraction of particles rescaled by the initial volume fraction for the 

materials and tests of Figure 1 (same symbols). Red dotted line is a fit to the data. The inset 

shows the sample aspect ratio along desiccation for all samples.  

 

Direct observations of the sample from above allows for following the evolutions of its top free 

surface (defined aE/ØÙ) with time; here delamination only accounts for a very small error on the 

measurements, estimated to be less that 3%, giving the large radius of curvature of the gel. In order 

to quantify the evolution of ØÙ, we compute the equivalent diameter defined as �="+ ª2Ø�2Ú4/�Û4. 
To compare shrinking behaviours between samples, we represent this diameter as a function of the 

ratio of the current to initial sample volume fraction of particles (���;), where � is computed 

from the mass data. From we observe that all gels from a same initial volume fraction, regardless 

to their substrates, tend to shrink in a similar manner during drying as their diameter evolves 

identically; indeed, all curves finally fall into master curve (red dotted line) which generalises the 

results and enables to say that all gels actually shrink the same way.  

Specifically, as shown in the inset in Fig2-10, we observe that the aspect ratio of all samples 

remains constant along desiccation; the shrinkage therefore appears isotropic (here h, the sample 

height, is measured with a MRI profiling as seen earlier in this section).  Each sample shrinkage 

stops when a volume fraction of 55% is reached; this concentration approximately corresponds to 

the maximum compaction that may be obtained from disordered bead packing. From this 

information we deduce that all samples shrink in an isotropic way. As a matter of fact, deriving 

the relation ¨�� } 36_/translates to: 
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Which by definition witness of an isotropic transformation. The sample remaining fully saturated 

suggests that the origin of the differences observed on the drying rate, in particular for samples of 

similar initial solid concentration, are related to cracking since the only parameter that varies 

during this period is the number of pads, N, created.  

 

 
Figure 3-9: Evolution of the number of pads during shrinkage only for samples of initial 

particle volume fraction ranging from �;=5% to �;=20% drying on the 3 different types 

of substrates with drying for the materials and tests of Figure 1. Dashed lines are guides 

for the eyes, dotted dashed lines represents the results of the fitting model established later 

on.  

Figure2-11 presents the evolution of the number of pads during drying while gels shrink. 

Consistently with previous observation samples on non-adhesive substrates present a single pad 

over the whole duration of the drying process. For other substrates an increasing number of cracks 

develop in time, with a step-like dynamic. We observe an alternation of short crack nucleation 

phase, followed by a long period of shrinkage of the existing pads. Fewer pads are obtained for 

highly initially concentrated gels and lower adhering substrates but they form more rapidly. Since 

these differences between samples seem correlated with the trends of drying curves for the 

different situations this tends to favour the hypothesis stipulating the appearance and development 

of pads could play a role on the drying rate.   
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iii. Second crack regime 

 

As mentioned earlier, and pointed out on Fig2-6, the second cracking regime appears during 

desaturation when approximatively 80% saturation is reached. Let’s characterize these cracks: 

 

 
Figure 3-10: SEM observation of cracks in regime 2, (a) crack underneath the free surface, 

(b) zoom on crack, (c) Extent of a crack. 2keV as the energy for the electron beam. 

As seen on Fig2-11a, regime 2 cracks do not necessarily span the gels nor reach the free surface. 

These cracks can extend over a significant length, typically a few centimetres and are not 

necessarily vertical nor straight. They develop instantaneously to human eye and their average 

width is measured to approximately 2 microns (see Figure 3-10b). Their density is rather low on 

all samples. 

 

iv. Spiral cracks 

 

Finally, Fig3-12 shows a type of crack we often encounter in our samples a little time before the 

opalescence appears; its shape is one of a spiral here but is also seen to describe a circle sometimes. 

Its centre locates at the last attachment point visible of the gel on its substrate; this type of cracks 

do not span the gel entirely. 

 
Figure 3-11: Photography of spiral cracks observed at the end of the drying process for 

samples drying on adhesive substrates. 

 

a. b.

c.

1cm
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5 - Origin for sample deformation  

i. Delamination  

 

The impact of sample curvature on the MRI profiles is illustrated in the bottom scheme of Fig2-9 

in the case of a spherical shape of the sample, with a large radius of curvature. In that case a simple 

mathematical integration of the total water volume in each cross section shows that the resulting 

gradient in water content observed at the top and bottom of the sample is a constant, giving a 

straight inclined line at the beginning and end of the profile. However, note that the profiles shape 

for the sample do not exactly match the mathematical spherical model, notice the difference with 

regards to a straight line (see Figure 2-4). One may also notice the initial profile shape, different 

from a pure rectangle, relating to surface effect tension and affinity between the suspension and 

the dish walls prior to gelation (see Figure 2-4). 

 

 
Figure 3-12: Scheme of sample shape in a radial cross section and corresponding MRI 

profiles of the water content for a fully saturated sample at the beginning (upper view) or 

after some contraction (lower view)  

 

Having a closer look at the sample geometry (Fig2-4a and b), we observe that the edges of the 

sample are lifted which generates concave surface and therefore produce this profile shape: 

samples actually follow a well-known process of delamination, , [91, 92]. Furthermore, it is 

interesting to note that during the CRP, a first stage during which the sample significantly bends 

is observed and followed by a second stage where its curvature tends to cancel.  

Indeed, the effective sample shape in this first stage can depend on the rate of drying, as shown for 

the test of Fig2-7 which corresponds to the same conditions as in except that the air flow velocity 

was much lower, this previous trend was previously observed, [38] however, the dependency of 

the curvature on the drying rate does not constitute a focus for this study. Note that despite these 

differences, the evolution of the water content profiles is similar to those observed for a larger air 

flow velocity: the same two regimes and a transition at almost the same solid volume fraction are 

observed from Fig2-4 to Fig2-7. This process of delamination also plays a role in the appearance 

of cracks as it helps building up stress in the solid matrix. 

 

z

z
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ii. Suggested origin for cracks in the different cracking regimes 

 

To enhance our understanding on the origin for crack nucleation in the different regimes or crack 

morphology, it is useful to look at how the substrate deforms under the action of the gel during 

drying to complement our observations on the water distribution within the samples. To do so we 

perform a strain imaging experiment, detailed in Chap.2 (Strain sensitive substrate), which enables 

to locate the strain generated by the sample to its substrate. The adhesion between the 2 

components seem relatively high and comparable if not higher than our previous semi-adhesive 

substrate (comparing the number of fragments in the final stage). If the next experiment does not 

show the exact total strain generated by the gel on its substrate because of imperfect binding 

between the two components, we believe it still reflects enough of this behavior to constitute an 

interesting system to approach qualitatively.  

 

 

 
 

Figure 3-13: Image of the strain induced by the gel on its substrate during drying. The 

whiter and brighter the area, the higher the strain generated by he gels on the substrate. 

Dark areas translate to the absence of strain. The total time of the experiment is 39h, the 

time elapsed since the beginning of the test is written at the top left of each picture in the 

following format: hh:mm:ss. 

The typical phenomenology seen in Fig3-2 can as well be observed on Fig3-13 but now with 

further indications on the substrate deformation. In the initial state, the gel wants to contract (Fig3-

13a), and pulls on its substrate preferentially at its periphery, near the dish walls were the boundary 

conditions are the toughest. Further drying triggers the apparition of a crack (Fig3-13b), and strain 

a. b. c.

d. e. f.

g. h. i.
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progressively builds up on the substrate (the brightness increases on the whole picture, see Fig3-

13b, c). Finally, some strain patterns arise underneath the gel fragments (see Fig3-13d) meaning 

that these fragment pull on the substrate (see Fig3-13e). On Fig3-13e to f, one can observe a very 

high strain developing underneath the bottom right piece that further dissipates, this constitutes the 

nicest example we yield of strain release from cracking. Additional drying triggers concentration 

of the strain in very focuses areas (see Fig3-13g, h); eventually the sample completely unstick to 

the substrate and turns opaque (the opalescence spreads at the sample surface), no more strain is 

generated from adhesion (see Fig3-13i). Now let’s analyse the situation gathering our previous 

results assuming that the location of strain on the substrate relates to le location of strain within 

the sample.  

 

In regime 1, gels remain fully saturated therefore capillary stresses are very unlikely to play a role 

in the nucleation of these type of cracks. In fact, we observe that these crack nucleate only when 

gels dry and shrink over an adhesive substrate (see Fig3-1). Additionally, these cracks are seen to 

relieve stress that build up from the adhesion of the substrate (Fig3-13e, f).  Because the 

mechanism of shrinkage puts the gel in tension when it adhesion to the substrate exist, we conclude 

that the origin for these cracks is associated to the tensile failure of the material. And the classic 

approach of fracture mechanics may apply, it is likely that cracks nucleate when the intensity of 

the stress exerted on the solid matrix becomes greater than the material strength. 

 

The spirals and circular cracks observed when gel fragments gradually fold up and detach from 

the substrate, (see Fig3-11) are typically observed right before the sample turns opalescent. This 

correspond to the timing seen in Fig3-13g and h. On these images, we can see that very high stress 

is generated in the solid matrix on very targeted points corresponding to the last attach of the gel 

on the substrate. In fact, the origin for this type of cracks are well documented, they are supposed 

to result from large tensile stresses in the radial direction at and normal to the front of detachment. 

When the stress at the front exceeds the material strength, a crack is nucleated. The crack tends to 

propagate along the front only in one direction where more stresses can be released. By the time 

the crack growth completes a cycle, the front has already advanced, leading eventually to an inward 

spiral crack. Since the stresses are concentrated at the layer-substrate interface, the spiral is 

confined there, with a typical penetration of 20-60% of the thickness. These cracks will not 

constitute a focus of this study. 

 

Finally, regime 2 cracks, are seen to appear when the global saturation of the sample drops to 

ÜV6+m0 (see Fig3-6). Because water is still rather homogeneously distributed throughout the 

sample in this regime, one can assume liquid films to cover the solid matrix. We can compute the 

thickness (z) of these films: 
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When thin liquid films cover the solid matrix (here approximatively 3 water molecules thick), high 

local stresses likely induced by disjoining pressure effects (see Chap.1 – Disjoining pressure), or 

capillary stresses, when air fingers enter the thin liquid films, can push close particles against each 

other, and tend to further concentrate the system which is already well packed. Only some slight 
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rearrangements extending over large distances are possible, leading to failures then allowing slight 

further concentrations in separate regions.  

 

 

 

6 - Deformations influencing the drying rate 

 

Drying of nano-gels gives rise to a large library of deformations, it is useful to put them in relation 

with the variations of the drying rate we observed in the frame of the different drying regimes and 

the state of saturation of the sample, before further analysis. During the first drying regime, the 

gels are fully saturated hence their drying rate is high; during this first period we observed 

shrinkage and delamination to occur simultaneously as well as cracks to nucleate and fragment the 

gel in several pieces (pads) if the gel adheres on its substrate. During the second drying regime, 

the sample desaturates and its drying rate drops progressively. The thinning of the liquid layers 

covering the particles generates high mechanical stresses on the solid matrix that eventually trigger 

several regimes of cracks with various cracks morphology such as straight, spiral or circular 

cracks; none of these cracks span the gels.  

 

Even if cracking is clearly seen to make the drying rate of materials vary in the first drying regime, 

a minute analysis of the drying curves in Fig3-1 suggests that these variations are not directly 

proportional to the vertical surface created: indeed, these variations are smooth whereas the total 

external interface area varies as successive steps (see Fig.5). Therefore, we foresee that the drying 

rate of a deformable material can be more complex than strictly proportional to the external area 

of the sample certainly because of the distribution the air velocity in the vicinity of the sample 

crack cavity. It is therefore interesting to get some ideas about the way the evaporation process is 

affected in such a situation, so we performed basic numerical simulations as described in the next 

Section. 

Furthermore, if inset in Fig3-1 shows that regime 2 cracks do not seem to play a role in the drying 

kinetics observed in regime B (during desaturation), one may think it is because there is only very 

few. Later on, we study the influence of cracks in regime B on the drying kinetics of the gels. 

Note that due to the high radius of curvature of our sample in the drying conditions we study (1m), 

this phenomenon will be neglected especially as it does not play a significant role in the airflow 

profile we present in the next section. 
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7 -  Numerical simulation and modeling of the influence of the first crack regime on the 

drying rate 

i. Distribution of the airflow velocity 
 

Here aim to identify airflow characteristics around samples that exhibit multiple cracks in the first 

regime and their effects on evaporation. In this section, the effect of the curvature of the gels on 

the airflow properties is neglected; our simulations have shown that it negligibly affects, in the 

range of the deformation observed experimentally, the distribution and intensity of the airflow. In 

this frame we will consider a 2D airflow along a box (see Fig3-14) which represents a cavity 

between two cracks. Such a tangential flow is assumed to reflect qualitatively the radial flow, 

which occurs along the sample free surface as a result of the vertical airflow turning abruptly at a 

90° angle when reaching the sample.  

 

Airflow simulations were performed on COMSOL Multiphysics software using the interface for 

single-phase flow enabling velocity and pressure fields calculations in turbulent and stationary 

regime. The equations solved by this interface are the Reynolds averaged Navier-Stokes equations 

for conservation of momentum and the continuity equation for conservation of mass. Turbulence 

effects are included using an enhanced viscosity model based on the local wall distance. The 

physics interface therefore includes a wall distance equation. The boundary conditions are shown 

in Figure 5: no slip conditions were applied to the bottom and top walls of the box; the entire left 

face is set as an inlet for the airflow and the right face is set as the outlet (the pressure on this face 

is set to zero). The cavity of width “e” and height “h” is located at a large distance (1000mm) from 

the inlet face so that the air flow inlet is not affected by the cavity for all simulations. The sample 

upper surface corresponds to the bottom wall of the box which is set to y=0; we define the aspect 

ratio of the crack cavity as z�y (Fig3-15).  

 

 

Figure 3-14: Scheme of the simulated geometry. The red dotted square represents the area 

observed in Figure 6.  

We carried out simulations in the range of inlet velocities [0.1-30m/s]. In this range the trends 

described below are similar, which ensures that the conclusions are sufficiently general. For all 

aspect ratios (see Figure 3-15) we can distinguish two regions of the velocity field: above the 

envelope of the sample surface (y>0) the velocity is relatively high and close to the upstream 

velocity; in the cavity the velocity is significantly lower. Obviously there is a transition zone 

between the two regions with a velocity gradient. Looking at the details of the velocity field in the 

cavity we observe a vortex, which more clearly appears in Figure 3-15E showing the velocity field. 

This vortex originates from the top right hand corner of the wall of the cavity, i.e. in front of the 

1000 mm

100 mm

e

h

y

0

air Inlet air outlet



! *$!

flow direction. The tangential velocity of the vortex is approximately equal to 0.15 times the inlet 

velocity for all aspect ratios tested here. However, the size of the vortex significantly evolves with 

the geometry of the cavity: when z�y=1 (Figure 3-15), the vortex completely fills the cavity; when 

z�y<1 (Figure 3-15D) it only covers the upper portion of the cavity, and when z�y>1 (Figure 

3-15A and B) it fills the right part of the cavity. Finally, the vortex diameter corresponds to the 

smallest dimension of the cavity.  

 

 
Figure 3-15: Results of numerical simulations showing the magnitude of the airflow (from 

left to right) velocity for any point of the 2D plan along the cavity squared in red on (Fi3-

14) for different aspect ratios z�y (A) 4, (B) and (E) 2, (C) 1, (D) 0.5. The colour scale is 

the same for all simulations. the arrow length indicates the velocity amplitude in a 

logarithmic scale 

Experiments showed that cracks span the gels vertically and the resulting pads significantly bend, 

reaching curvature radius up to 40 cm. We carried out additional simulations with curved 

boundaries which showed that bending of gel fragments negligibly affects the magnitude (up to 

12%) and distribution of the airflow velocity in the crack vicinity. Therefore, this effect will be 

neglected.  

 

 

ii. Modelling  

 

On the basis of the qualitative observations above and with further simplifications for describing 

the evaporation process we can propose a simple model for the drying of a set of pads lying on a 

surface and exposed to a tangential air flux.  

With the help of the above results from simulations, we can adapt the scaling approach from 

Chapter 1 -A -1 -  to the more complex present situation where evaporation can occur from the 

different free surfaces of the pads. In the initial situation, the gel embraces the shape of the petri 

dish so that the only surface exposed to the airflow is the horizontal surface; therefore we can then 

determine the value of H leading to a total vapor flux  equal to the rate of decrease of the water 
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volume during the first constant rate period of drying when the sample is saturated and the surface 

is still homogeneous. The value associated with the data presented here (see Fig3-1) is H ' T,,¯
m1.  

During drying we observe a variation (decrease) of the total area of the upper free surface of the 

sample; neglecting possible deformations of the pads (see above) this area is assumed to be 

submitted to the same airflow throughout the experiment. Moreover, we may have cracks, which 

provide new areas along which evaporation may occur. Here considering only, the period during 

which the sample is saturated, so that water layers remain relatively close to free surface of the 

sample, and the above approach for the estimation of the evaporation rate remains valid. In 

particular the process of drying, boundary controlled, applies for the crack cavity walls, with now 

specific values for the boundary layers H� depending on the face “i” of the sample considered.  

 

In any case we assume that the evaporative flux from the upper surface of the sample, i.e. parallel 

to the airflow, is BCN&. This approach is relevant since we have seen that the air flow characteristics 

over the horizontal surface are rather weakly perturbed by the presence of openings (see previous 

Section). Additionally, there is some vapor flux coming from the interior of the cracks (see Figure 

7). Inside the crack cavity we have seen that the airflow is complex; it in particular includes a 

vortex. A rough approximation to assess the evaporative flux along the crack walls consists in 

assuming that most evaporation occurs along the wall area in contact with the vortex, whereas 

evaporation along the other walls is negligible. This is justified by the observation that the air 

velocity around the latter regions approaches zero while it is much larger around the former 

regions. Then we assume that all occurs as if such a wall was simply at a distance larger than the 

upper surface from the air flow. This additional distance is , where  is the vortex diameter, so 

that the rate of evaporation along the vertical walls in contact with the vortex is/Bz+ L�2L P �Q4, 
with � being a geometrical coefficient. Considering the mean total path of water molecules (see 

Figure 3-16) we can expect /� ' ". Under these conditions we distinguish two different regimes 

according to the configuration of the vortex in the cavity: 

 

 
Figure 3-16: Scheme of the regimes of evaporation during drying of a shrinking and 

cracking gel layer depending on the aspect ratio e/h of the crack cavity. The surfaces along 

which most evaporation occurs are shown in green (horizontal) or red (vertical). Dotted 

lines (colors corresponding to each surface type) indicate the average pathway a molecule 

of vapor water follows during desiccation in order to reach the ambient air. The circular 

black arrow represents the air vortex.  

(1) Regime 1 (see Figure 3-16a):  “Thin cracks”. In this case the size of the vortex is  and 

only the fraction  of the total area ( ) of the internal crack air-sample interface provides 
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evaporation (at the rate indicated above) from the crack. Finally, the total water flux of evaporation 

is:  

   

á ' BC + N& P N$ +
L

L P z
+
z
y

I+"  

 

And (2) Regime 2 (see Figure 3-16b):  “Wide cracks”. In this case the size of the vortex is 

 and since it is in contact with only one of the walls of the crack; only the area of the internal 

crack air-sample interface provides evaporation. Therefore, the total water flux of evaporation: 

  

á ' BC + N& P
N$
"
+
L

L P y
I+I  

 

 

In (3) in particular, we neglected the evaporation along the vertical crack wall opposite to the 

vortex. A rough estimation of the corresponding rate of evaporation can be obtained by considering 

that the additional length is now , which yields an additional term in (3) equal to 

qâ2N$�"42L�2L P z44+ 2I4. This makes it possible to get a continuity of the expressions (2) and (3) 

for  . However, in this context of description we ignore processes associated with this term 

which rapidly becomes negligible.  

 

 

iii. Model predictions 

 

The predictions of the above model are then computed thanks to the information obtained through 

the different measurement methods: the set of pictures taken during drying yields N& R /ã�ä//z2R4 
(the average crack spacing) and j2R4 the perimeter of the gel and MRI profiles provide the average 

height y2R4 of the sample. From this information, we finally deduce N$ R ' j R + y R + Now 

being able to follow the ratio e/h with time, we simply apply the different regimes established in 

(2) and (3) depending on this later value, to deduce the evolution of the drying rate as a function 

of time (see Figure 8). Note that in the case of the gel contracting without cracking, seen on non-

adhering and intermediate substrates, the cavity created between gel and the dish walls is taken 

into account as a crack and the different regimes apply. Crucially, it is worth emphasizing that this 

description explains the reason for the absence of abrupt variation (increase) of the drying rate 

when cracks appear: as soon as a crack forms there is a new additional term in the drying rate (2) 

but it is proportional to e/h which implies that it is initially negligible and will become significant 

only when the crack thickness is sufficiently large.  
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Figure 3-17: Comparison between the experimental data (same as in Fig3-1) and the 

scaling model (2) and (3) (red lines), for graph (a)/�; ' U1, (b) �; ' 361 and (c) �; '
"61,  (M-A) Adhesive (M-IA) Intermediate Adhesive, (M-NA) Non-Adhesive substrates. 

The predictions assuming a constant rate of evaporation over the total generated surface 

(see text) are also shown (grey lines) for (S-A) Adhesive (S-IA) Intermediate Adhesive, (S-

NA) Non-Adhesive substrates. (d) Relative error 2i�4 to the experimental data (triangles) 

for our model, (circles) if a unitary surface flux is considered, as a function of the mean 

vertical surface generated during drying. 

From Figure 3-17, we see that the computed mass of water, integrated from the drying rate 

presented in the previous model, appears to be in good agreement with the experimental data. We 

observe that every red curve closely follows the experimental data before the sample turns 

opalescent (red diamond) i.e. during the first period of drying; be it in graph a, b or c. Indeed, as 

shown on Figure 3-17.d, the relative error to the experimental data remains very low (~ 4%) for a 

wide variation of the average vertical surface generated during drying, which is related to the 

number of pads, meaning that the model is robust. 

In order to explain the variations in the drying rate recorded when a material cracks, studies often 

assume the existence of a simple proportionality law between the drying rate and the total surface 
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generated while cracking, [87]. In Figure 3-17 we show that assuming a constant rate of 

evaporation per unit surface over the whole sample surface, fails to explain the actual 

measurements and introduces a relative error to the data that increases linearly with the amount of 

vertical surface (see Figure 3-17d); thus pointing out that the drying rate tend to be significantly 

overestimated. This tends to confirm the relevance our model shows for the prediction of the drying 

kinetics observed. 

 

Now taking our model as a reference we bring the analysis and understanding of the drying kinetics 

further. Our aim is to determine the drying rate evolution on the basis of the geometrical evolution 

of the sample. Considering the above experimental results, we can describe this geometry through 

the number of pads only. We now express each variable as a function of Ø� and å: the mass of 

water contained by the sample can be written D ' #N&y ; the sample equivalent radius                  

¨ ' ª2N&�x4  ; we deduce from the inset of Fig.3-8:  36y/Vª2N&�x4 . Finally, the evaporation 

flux á ' 3�#+ QD�QR may be expressed as:  

 

á Ú /V
I+ N&
"6 x

+
QN&
QR

I+T  

 

Since in addition we may write the vertical surface as N$Vj�36+ ª2N&�x4 , where P, the perimeter 

of the pads can be approximated to æ ' ª2e+ N&�x4, where N is the number of pads (overall 

relative error of to the experimental data <15%), and we therefore: 

  

z/V
N& R ' 6 9 N&

N&
x +e

I+U
 

 

 

the equations (3.2), (3.3) and (3.4) provide differential equations from which one can find N�2R4, 
and thus the water mass in time, as a function of e2R4. For non-adhering surface we do not get 

new information from this approach since the sample shrinks as a monolithic disk without 

cracking.  

 

As the cracking regimes recorded in samples drying on intermediate adhering substrates are 

identical to the one for adhering substrates (simply delayed) but with a smaller overall number of 

pads, we will here focus our analysis on samples drying on adhering substrates. The results we 

yield are however valid for any sample cracking while being saturated. In the case of adhering 

substrates, the number of pads strongly varies during drying. Looking at data in Figure 3-9and the 

relevance of the fit obtained for gels adhering to their substrates, it seems possible to approximate 

the evolution of the number of pads for samples drying on adhering substrates in the form of a 

two-steps process: 
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where åçèé is the final number of pads and �Y%Ò ~ 61% the final volume fraction reached before 

desaturation starts and the factors 1.86 and 2.5 being calculated from the experimental data. 

Subsequently, from the integration of (2)-(5) we can deduce the variation of the water mass in time 

as a function of åçèé and �Y%Ò. Note that here the material is assumed to be split in pads of equal 

dimensions, consistent with the experiments. 

Through this new approach, let’s see how cracking plays a role in the duration of the first drying 

regime (defined as ÚêA4 and how transitions in cracking regimes trigger the drying rate variations. 

This theoretical approach not only enables to simulate the impact of the total number of pads on 

drying, but also makes it possible to quantify the impact of the different cracking regimes on the 

drying kinetics, by following the ratio  and minutely observing the drying rates. In that aim we 

consider the case �; ' 361 drying on an adhering and non-adhering substrates as a case of 

reference. 

 
Figure 3-18: Normalized drying curve for the experimental data on adhering substrate 

(green triangles), non adhering substrate (green circles), the prediction of the model 

established with the measured eY%Ò ' "I (red line on triangles), for one pad and a single 

crack regime transition during drying  (red line on circles), (grey lines) model prediction 

with different eY%Ò ranging from 1 to 500 (1-10-40-50-60-80-100-200-500-1000-3000) 

featuring two crack regime transitions during drying. Arrow indicates the increase in the 

number of pads. The full green triangle spots the first cracking event. The red shaded area 

represents the transition in the second drying regime (i.e opalescence). Inset presents the 

he
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evolution of the simulated RëA with eY%Ò (grey squares); experimental data for RëA for 

adhering substrate (green triangles), non-adhering substrate (green circles). Grey dashed 

line is a first order rational law fit. 

 

Figure 3-18 shows that this simple model succeeds in describing the kinetics of drying for samples 

which dry saturated and cracks,  (the red line on the green triangle curve), and samples that exhibit 

pure shrinkage (the red line on the circle pointer curve). The relative error to the experimental data, 

for a sample drying on an adhering substrate, when introducing the measured åçèé ' "I in the 

model equation, remains inferior to 5%. Note that this model constitutes a prediction of the drying 

kinetics if the final number of pads is known. 

Furthermore, by observing the different simulated drying curves, representing distinct åçèé 

values, we see that the higher åçèé, the shorter the ÚêA. This trend is consistent with the trends 

observed comparing   and Figure 3-9 and finds here a quantitative support. In fact, from the inset 

of Figure 9, we observe that ÚêA decreases progressively as åçèé increases and this trends follows 

a first order rational law. This for example means (in the case åçèé ' "I4 that a sample showing 

twice as much pads would dry ~6% faster in this first drying regime and ~15% faster with four 

times more pads. However ÚêA tends to a finite value (around 12 hr) when åçèé � ì. Indeed, the 

initial area of the sample being fixed, as the number of pads increases their thickness tends to zero 

which tends to decrease the additional term (due to crack) in the drying rate expression and thus 

balances the tendency of this rate to increase due to the crack density. As a consequence, for a 

given material and air flux, this asymptotic value likely depends on the initial sample area. 

 

 

 

 

8 - Influence of the second crack regime on the drying rate 

i. Crack density on drying kinetics 

 

At first sight, cracks nucleating in the second drying regime are seen not to influence the drying 

kinetics in regime B (see Fig3-1 in inset b’) but very few of these cracks are actually observed on 

or within the samples (see Fig3-2). Cracks can potentially drain water in their vicinity and therefore 

significantly enhance the drying rate, [25]. In this section we investigate the influence of the second 

regime of cracks on the drying rate of gels drying on a non-adhesive substrate; to do so, we measure 

the drying curves and the water distribution for the gels. Two different gels are studied (see Fig3-

19a and b) exhibiting a crack density of 0.7 (see Fig3-19a and typically seen in Fig3-2C and C’) 

and 14 (see Fig3-19b) in regime 2. We define and measure the crack density as the average number 

of times a crack crosses a radius drawn at gel surface in the final stage of desiccation, the centre 

of the gel defines the departure of the radius (image analysis). We look at 20 radii evenly spaced 

(every 13�). 
 

Tuning crack density in regime 2 is made possible by adjusting the pH of water within the gels as 

it modifies the surface charge of the silica particles and therefore the intensity of the interactions 

between silica and water molecules. Since liquid films of a couple molecules thick have been 

measured on the solid matrix when this types of crack nucleate, changing the intensity of the 

molecular integrations (ionisation of silanol groups at the silica surface, see Fig1-18) likely makes 
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the intensity of the disjoining pressure (electrostatic contribution) vary and we observe a change 

in the crack density. The extent of these variation is not known; further study is needed. What we 

observed is that a lower pH enhances crack density (see Fig3-19). 

Figure 3-19: Picture of the free surface of sample made with 12nm particles at �; ' "61
exhibiting a crack density in regime 2 of (a) 0.7, (b)14.    

From Fig3-19a, � being the local saturation, one can observe that whether the sample crack a little 

or to a large extent in the second regime for cracks, no variations are observed on the drying curves. 

Additionally, Fig3-19b shows that the water distribution within the sample in regime B remains 

identical regardless of the number of cracks. Therefore, we conclude that there is no influence of 

the cracks in regime 2 on the drying kinetics. 

 

Figure 3-20 Drying curves (a) and rescaled (local to average) saturation profiles (b) in 

regime B for gel exhibiting a crack density of (black) 0.7, (red) 14 

a. b.

a. b.b.
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9 - Conclusion on the section 

We have shown that under convective drying, a nano-porous gel undertakes two drying stages 

associated with two cracking regimes. During the first stage, the sample delaminates and shrinks 

isotropically while remaining fully saturated, this enables a high rate of evaporation for the 

material; whereas the second drying period, macroscopically occurring as the sample turns 

opalescent, features the desaturation process associated with a decreasing drying rate, apparently 

common to every sample. Specifically, a homogeneous water distribution throughout the whole 

sample is observed. 

 A variable number of pads can develop during the first stage, in the form of a step like evolution 

for crack nucleation. This phenomenon may induce significant variations of the drying rate, as 

evaporation can also occur along the new vertical sides of the sample. On the contrary the number 

of cracks nucleating during desaturation do not drain water, and therefore do not influence on the 

drying rate. 

Eventually, taking into account the shape of the airflow velocity field around and inside a crack 

cavity during the first drying regime, we were able to establish a simple model that makes it 

possible to well predict the observed variations in the drying rate of the material depending on the 

number of pads formed. We showed that the duration of the initial stage of drying decreases when 

the number of pads increases and tends to an asymptotic value. As a consequence, the use of 

strongly adhering substrates, leading to a large crack density, will tend to reduce the drying 

duration. Moreover, using larger intensity of the air flux blown on the sample should result in an 

increase of the crack density as it is commonly stated to increases the drying stress generated in 

the material. This implies that the drying duration could further be decreased strictly from the air 

flux increase.   
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Through this study of convective drying of cellulose sponges with different pore size distributions 

we aim at bringing further understanding in the mechanism of drying and of deforamtions at play. 

To identify the mechanisms responsible for the drying kinetics observed in these sponges, we first 

put their drying regimes in relation with their macroscopic deformation; we then look at the 

evolution of their water content along those lines. Afterwards, to gain greater understanding in the 

role of capillary equilibration in both samples, we measure local pore deformation at the sample 

free surface in time. Eventually, we qualitatively conclude on the dynamics observed. Drying of 

sponges is performed using the set-up described in - Chapter 2 -C -1 - . 

 

1 - Drying curves 

We recall the main characteristics of the two sample earlier studied in Chapter 2 -B -4 - : water 

perfectly wets the green sponge, presenting a wide pore size distribution, and partially wets the 

blue sponge (ZG ' cU�), which distribution is narrower. 

 

i. Reproducibility of the measurement 

 

In this section we measure the evolution of the mass of water within the samples with time or their 

derivative. Our measurements of the mass data with time are highly reproducible as on average 

there is a 6% variability between two identical tests. To prevent evaporation from the side walls 

of the sponge, samples are placed in plastic petri dishes of their dimensions once filled with the 

appropriate solvent (6cm diameter). From Fig Fig3-21b, representing the drying curves of two 

identical samples placed in a hydrophobic and hydrophilic petri dish; as both curves super-impose, 

we conclude that neither the nature of the dish walls nor the contact between the sponge and the 

dish affect the drying kinetics we observe. The error between the two curves remains inferior to 

6%.  

 

a.

b.

c.
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Figure 3-21: Drying curves showing the reproducibility for the measurement of (a) the 

green sponge, (b) the blue sponge; (c) shows the drying curves obtained for blue sponge 

in a (grey) hydrophobic, (black) hydrophilic petri dish. 

ii. Influence of airflow velocity on the drying mechanism 

 

 
Figure 3-22: Drying curve for (a) The green sponge, for an air flux velocity of (dark green) 

3m/s, (lighter green) 0.8m/s, (lighter green), 0.6m/s; (b) The blue sponge for air flux 

velocity of (dark blue) 3m/s, (lighter blue) 0.6m/s,(lighter blue) 0.3m/s, (lighter blue) 

0.2m/s, (lighter blue) 0.01m/s. Insets present the corresponding drying rate for each color 

matching drying curve.  

Figure 3-21a depicts the drying curves and the drying rate of both sponges. From the drying curves 

of the green sponge, 2 main drying regimes are observed: at first a constant loss of mass is observed 

and lasts until low sample saturation (m(t)/m(t=0)í0.1), then drying progressively slows down. 

This is particularly visible in the inset graph. From this latter graph, we may also observe that the 

drying rate of the green sponge, in the first regime, depends on the velocity of the convective air 

flux applied at its surface (see the different values for the plateaus in Insert a); this is however not 

verified in the second regime as all curve super-impose.  

 

On Figure 3-21b, one observes that drying progressively slows down with time and the distinction 

of two different drying regimes becomes less evident. This tendency is confirmed by the study of 

the drying rate in inset b which shows the rates follow a constant decrease in a log-log 

representation. Now varying the velocity of the external air flux, if we hardly differentiate between 

two periods in this same graph, similarly to the case of the green sponge, it seems like a first period 

exists where the rate of evaporation is sensitive to the airflow velocity; this period is followed by 

a second period where this is not verified anymore and all curves super-impose. Note that no 

precise value of the transition saturation can be identified from this set of data. 

 

Therefore, the major difference between the drying kinetics of the two sponges lies in the existence 

or absence of a constant rate period.  

 

 

a. b.
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i. Influence of surface affinity on drying kinetics of the blue sponge 

As seen in  Chapter 2 -B -4 - water has less affinity with the blue sponge (ZG ' cU�) than the green 

sponge (perfect wetting). We however found that ethanol (pC)Á ' 6+c/Djo+ E-A4 perfectly wets 

the blue sponge, as a drop of this liquid is directly absorbed in the porous media, similarly to water 

with the green sponge. Now let’s look at the drying kinetics of the blue sponge filled with ethanol 

and compare them to the case of water. 

 
Figure 3-23: (a) Drying curve for the blue sponge filled with (black) water, (red) Ethanol 

for an external airflow velocity of 0.6m/s. Insets present the corresponding drying rate for 

each color matching curve.  

Fig3-22 presents the drying curves and drying rates for the blue sponge filled with water then 

methanol. Interestingly, despite the difference in wetting properties for the two liquids, the drying 

curves for ethanol and water appear very similar in their shape. Inset a confirms this saying as in 

a log-log plot the drying rates for the two sponges are parallel to each other at all time, meaning 

that these curves are roughly shifted from a factor 4.5.  we observed that the blue sponge filled 

with ethanol approximately dries 4.5 times faster than its counterpart filled with water. Note that 

this matches the volatility ratio between methanol and water (VT). Let’s now observe the evolution 

of shape of each samples during the process. 

2 - Macroscopic deformations 

Looking at sponges’ free surface during drying one can follow their radial deformation. On one 

hand, the green sponge substantially dries before its matrix macroscopically contract (contraction 

starting at Fig3-24A, picture 3). On the corresponding movie the contraction of this sponge is 

relatively sudden. On the other hand, the blue sponge does not seem to contract at all during the 

process (see Fig3-24B).



"+&!

Note that the radial contraction of the green sponge (in the order of 20%) occurs during evaporation

of the last 6-7% of water content. Additionally, the vertical contraction of both sponges appears 

negligible from measurement of the sample height before and after the test. 

Figure 3-24 observation of the free surface of (row A) the green sponge (row B)  the blue 

sponge during drying. The numbers in white or black at the bottom refers to the current 

time to the total drying time (time needed for the drying curve to reach a plateau). The red 

circle on the last picture of Row A shows the initial size of the green sponge. The dish has 

a diameter of 6cm. 

3 - Drying Scheme 

The green sponge apparently exhibits the typical drying rate evolution expected from a coarse 

porous media filled with a wetting fluid during desiccation: a first CRP followed by a FRP (see 

Fig3-21a). Also note that this sample contracts radially at the end of the process (see Fig3-22A); 

therefore one can conclude that unlike the situation encountered with nano-gels, contraction here

does not play a role in the extend of the CRP for the green sponge.

The blue sponge shows the absence of a CRP (see Fig3-21b) and macroscopic shrinkage (see Fig3-

22B); rather a FRP takes place from the very beginning of test (see Fig3-21). Additionally, we 

remark that whether the fluid within the sponge strongly or poorly wets the solid matrix, the drying 

rates measured remains parallel, in a log-log representation and over the whole test (see inset in 

Fig3-23); this piece of information shows that the evolution of the rate of drying is independent of 

the wetting properties of the inner fluid, be it water or ethanol. 

From this first analysis, we conclude that if the green sponge follows the classical scheme for 

drying of a wetted porous media while slightly contracting at the end of the process, this is not the 

case of the blue sponge that shows a FRP starting from the beginning of the test. This behavior is 

surprising as it is usually encountered during drying of non-wetting fluids within porous structures 

or porous medium presenting very low permeability, which does not seem to be the case here as 

the sponge is hydrophilic and the pore size distribution centred around 500microns. Let’s look at 

the water distribution within the sample to gain better understanding.

A

0.00 0.75 0.92 1.00

B

0.00 0.28 0.59 1.00
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4 - MRI study of the water distribution within the sample during desiccation 

i. MRI sequence 

In this section, we use a dual spin echo sequence on the horizontal and vertical axis (detailed in 

the Chapter 2 -A -2 - Water is the only solvent used during drying. Drying is performed within the 

MRI spectrometer (see Chapter 2 -C -1 - ii. ). Note that all profiles presented are extrapolated with 

Eq2.4; specifically, since the green sponge shows a large pore size distribution and relaxation 

occurs at its surface, there may be a slight uncertainty on the measurement. For clarity, we study 

the two sponges individually, starting with the green sponge.  

ii. Distribution of water in the green sponge 
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Figure 3-25: The continuous curves from top to bottom correspond to profiles of the water 

content within the green sponge every 1h, (a) and (c) along the vertical axis, (b) and (d) 

along an horizontal axis. (c) and (d) are logarithmic representations of (a) and (d) 

respectively. The black dashed line on (a) and (c) correspond to the location of the sample 

free surface (see Chapter 2 -C -1 - ii. ). The red shaded area indicates the second drying 

regime. The Dashed squares and ellipses are indicators used later in the analysis (see text). 

Measurement parameters are changed on the vertical axis at the dashed line profile. The 

first set of profiles on the z axis shows a spatial resolution of 250μm per pixel, the second 

set 600μm; on the horizontal axis, the whole measurement shows a spatial resolution 

250μm. Note the red shaded areas may not correspond to the same signal amplitude on the 

x and z axis as measurement parameters are different, they however correspond to the 

same saturation state. In (d) bold profiles are an indicator for the following analysis (see 

text). Details for measurement parameter at the end of the section. 

Figure3-25a and c, presents measurements of water content along the vertical axis for the green 

sponge as well as the evolution of the sample height. We observe a first period where the height 

of the sample remains unchanged and water, homogeneously distributed throughout the sample 

(profiles are straight and vertical in the sample thickness), evaporates; therefore, in this phase the 

sample desaturates homogeneously. This proceeds until a saturation of Vc/RÍ/=% is reached (see 

the red area) and suddenly a vertical contraction of the matrix occurs, the final height of the sample 

is reached, and a dry region of height (H) starts to develop from the free surface of the sponge (see 

Fig3-25c) 

 

Graph b and d, presents the measurement of water along a horizontal axis for the same sample. 

Particularly, before the red shaded area is reached, one can observe a substantial deviations of the 

profile shapes from the water profile expected form the measurement of a cylindrical container 

(semi-circle). However, once we enter the red shaded area, the profile shape become closer to this 

shape (see Fig3-25).  

 

Looking at the variations of the amplitude on the horizontal profiles in Fig3-25b in deeper details. 

These variations are seen to conserve their location on the x axis of the graphic from a profile to 

the other and their amplitude to decrease during drying (see red dashed ellipses on Fig3-25 for 

example). Note that this Scheme is particularly visible until the red area is reached, afterward, even 

if being quite noisy, profiles seem to evolve quite parallel to each other’s (see Fig3-25d). As these 

variations do not constitute noise fluctuations of the measurement, they likely reflect local average 

on the quantity of water in pore clusters. 
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iii. Distribution of water in the blue sponge 

 

 
Figure 3-26: The continuous curves from top to bottom correspond to profiles of the water 

content within the blue sponge every 2h30min, (a) and (c) along the vertical axis, (b) and 

(d) along an horizontal axis. (c) and (d) are logarithmic representations of (a) and (d) 

respectively. The black dashed line on (a) and (c) correspond to the location of the sample 

free surface (see Chapter 2 -C -1 - ii. ). The resolution of the measurements is (z axis) 

200μm (x axis) 250μm. The Dashed squares and circles are indicators used in the analysis 

(see text). The dashed squares and ellipses are indicators used later in the analysis (see 

text). The red squares show the position of the wet interface within the sample one can 

expect modelling the drying kinetics by the development of dry region (see text). Details 

for measurement parameter at the end of the section.  

a. b.

c. d.
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In Fig3-26, graph a and c show the water distribution along the vertical axis quite different from 

the one observed in the blue sponge. Note that the sample height is seen to remain constant 

throughout the test. We observe a first regime where a continuous water distribution is spotted 

from bottom to the top of the sample (first 7 profiles on Fig26-c); the regime is quickly followed 

by a regime where a dry region develops. Interestingly, all along desiccation, the profiles indicate 

the presence of areas of significant gradients in saturation: the profiles are relatively flat toward 

the bottom and significantly bending approaching the free surface. Note that at the very bottom of 

the sample, the saturation drops quite fast with desiccation, as no drying is expected from the 

bottom of the sample (this face not being exposed to the airflow) we attribute this decrease to the 

emptying of a very large pore spanning the sample. 

 

Similarly, to the green sponge, Graph b and d in Fig3-26 presents profiles with shape that deviate 

from the shape of a semi-circle. If the location of these deviations remains fixed with drying (same 

abscise) their amplitude decreases with drying.  

 

 

 

5 - Scheme for the drying kinetics  

 

The previous results on the green sponge show that the regime of homogeneous distribution of 

water within the sample is associated to a constant drying rate period (see Fig3-21a and Fig3-26a). 

This could also be seen directly on Fig3-26a as profiles appear evenly spaced in saturation with 

time. For the same sponge, further drying triggers a falling rate period (Fig3-21a) that originates 

from the development of a dry region (red shaded area in Fig3-26a and c). While the total radial 

contraction of the sponge is in the order of 20%, its vertical contraction is negligible and we 

observe that the sample follows the classic scheme for drying of wetted porous media. However, 

the vertical 1D profiles reveal a unexpected phenomenon: during the falling rate period, the 

saturation in the wet region is not supposed to vary, according to the theory (Chapter 1), and 

looking at Fig3-25c, a clear variation of the saturation is seen in this period. As no drying is 

expected from the sides of the sample considering the little contraction (see Fig3-24A), this 

progressive desaturation within the wet region suggests that capillary equilibration takes place and 

therefore a continuous liquid network still exist in the wet region despite the very low moisture 

content. 

 

The drying kinetics for the blue sponge remains hard to describe. Particularly, we learn from Fig3-

26c that a dry region starts to develop quite early in the sample (í0.9 in satruration) as expected 

from the drying curve. Also, the height of the measured dry region does not explain the FRP 

observed; in fact, we plotted (spotted with red squares) the height where the wet interface should 

locate to match the drying kinetics of the sample with the model of vapor diffusion through a dry 

region. One can clearly see that the two locations do not match (see Fig3-26c), instead, gradients 

in water content exist in the sample. Note that simulations of flow in porous media presenting a 

narrow pore size distribution suggested such distribution in  Chapter 1 -B -7 - . 

 

If the kinetics of drying for both sponges are clearer now, still we do not find a satisfying answer 

to the origin of the dry front in the blue sponge. Specifically, because the water distribution in this 

sponge seems to be related to the pore size distribution, it is interesting to look at how the solid 
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matrix deforms at the pore-scale level and how this distribution evolves during drying. We may 

yield additional information about the mechanism or structural aspect governing the distribution 

of water within this blue sponge.  

 

 

 

6 - Study of the drying mechanism through pore emptying dynamics  

Let’s start by looking at the information we yield measuring the global ®?/distribution during 

drying as it may reflect the global scheme for pore emptying. We then look at our MRI profiles in 

deeper details to yield local information on the drying of pore clusters and eventually we follow 

the evolution of the distribution of pores sizes at the free surface in time. 

 

i. Evolution of the ®? spectrum during drying  

 
Figure 3-27: Evolution of the ®?distribution within (a) the green sponge, (b) the blue 

sponge during drying. The continuous distribution profile is the initial profile, in (a) the 

dashed green distribution profile in corresponds to the last profile before contraction of 

the solid matrix occurs. 

Fig3-28 presents the evolution of the global ®? time distribution within both sponges during drying. 

Note that, the amplitude of the signal is proportional to the overall water content and the ®? value 

is proportional to an absolute pore size (if the relaxation mainly occurs at the pore walls, see 

Chapter 2 -A -2 - iv.  ). Therefore studying ®? with its associated amplitude translates into studying 

the water content in the different pores sizes during drying.  

In Fig3-27a we observe a wide initial ®?/distribution for the green sponge that progressively 

narrows down to lower ®?/values and lower global amplitude with drying (follow the arrow in 

Fig3-27a). Before contraction (dashed green peak), the peak measured is very slim and spreads 

between a low range of  ®?//values (30 to 50ms). Additionally, we remark the amplitude of the 

peak at this precise stage is very close to the initial one for the same ®?/range (compare dashed 

Drying Drying

a. b.
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profiles to the first few profiles in green or grey). Eventually, the peak loses amplitude and 

disappears. 

 

Similarly, on Fig3-27b, we observe a single peak at ®?V"+UEz� therefore indicating that the 

relaxation of water on the sponge surface is very low (as expected from Chapter 2 -B -4 - ii. ) and 

equal to the typical spin-spin relaxation for bulk water. Likely, water does not relax at the blue 

sponge surface at all, we therefore cannot exploit this measurement in terms of pore sizes. 

However, this graph constitutes a good reference point as it reflects drying of bulk water. 

 

 

7 - Analysis of pore emptying dynamics 

i. Global ®? 

 

From the progressive ®? distribution decreasing to lower amplitude and to the lower values in to 

Fig3-27a, one can conclude that in this sample pores empty by order of size: the bigger pores 

empting first. Additionally, right before the sample starts to contract (Fig3-27a, dashed profile) the 

narrow peak observed presenting the same amplitude than initially, suggests that until contraction, 

the smallest porosity remains saturated throughout the whole sample. In fact, the homogeneous 

water distribution spotted on the 1D profiles in Fig3-25a and b at this precise moment (dashed 

profiles), tend to confirm this statement. Finally, by observing in Fig2-18 we note that the smallest 

porosity covers the whole solid matrix, therefore we conclude that only the smallest porosity 

corresponding to a pore size in the range of I6DE 5 ®? 5 U6DE triggers contraction in the green 

sponge. 

 

No additional information can be yield on the blue sponge at this stage. However, we have an idea 

of the general scheme for pore emptying for the green sponge, let’s carry out a comparative 

analysis between the MRI profiles of the 2 sponges seen earlier on in Fig3-25 et Fig3-26. 

 

 

ii. 1D profiles and Local dynamics  

 

In the horizontal profiles in water content presented in Fig3-25c and d and Fig3-26c and d, we 

observed the existence of a substantial deviation of the profiles shape from a semi-circle. In fact, 

these deviations do not constitute measurement noise, the sample saturation being high and 

therefore the signal to noise ratio as well (S/N>10 at 0.05 saturation). Additionally, for both 

samples, these deviations keep their locations from one profile to the other and their amplitude 

decreases. These deviations therefore likely correspond to water located in pore clusters including 

large and medium sized pores within the sample as they tend to disappear slowly with desiccation. 

Following the variations of the signal in these clusters therefore reflects the equilibration process 

at play, let’s look at these variations in detail. 

 

Following the evolution of the profile shape in the red dashed ellipses on Fig3-25b and Fig3-26b, 

we remark that the decrease in the amplitude of the deviations is non-constant with time (from one 

profile to the other. Let’s be quantitative on this last point: we measure the rate of variations in the 

amplitude of these deviations with time: Q2N�N;/4�QR for the 2 sponges at 2 different locations 

(pixels) on the x axis: for a same pixel, N is the signal amplitude measured time t and N;/the initial 
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signal (at t=0). We compare the evolution of these rates to the rate of the overall signal. This 

measurement therefore consists in looking at the drying rate of local pore clusters and compare it 

to the overall drying rate of the sponge. 

 
Figure 3-28: Drying rate variations in (a) the green sponge: (yellow) globally computed 

as the time derivative of the integral of the 1D profiles in Fig3-26b, (light green) pixel at 

0.2cm and (dark green) pixel at -1.8cm on Fig3-26b; (b) in the blue sponge (yellow) 

globally computed as the time derivative of the integral of the 1D profiles in Fig3-27b, 

(light blue) pixel 0.945cm and (dark blue) pixel at -0.87cm on Fig3-27b.  

Fig3-28 presents a comparison between the local drying rate in selected pixels and global drying 

rate for both samples. One can observe the drying rate of these clusters is not steady with time but 

rather shows successive bumps for both sponges. These local fluctuations in the drying rates are 

typically expected from capillary equilibration. Specifically, we observe that despite the large 

distance separating the two pixels these bumps show strong correlation, either acting in opposite 

phase to the global drying rate (see Fig3-28a for D�D;between 0.6 -0.5 and Fig3-28b for 

D�D;between 0.45-0.35) or in phase (see Fig3-28a for D�D;between 0.9-0.8 and Fig3-28b for 

D�D;between 1-0.9). This might suggest a continuous liquid network within the wet region of 

the sample at all time and the exchange of liquid between different regions within the sample, 

however additional study is needed to model this mechanism.  

 

This analysis fails to explain the development of a dry region; however, it shows that the same 

pore emptying mechanism takes place in two samples, therefore that even if an apparent dry region 

develops capillary equilibration still occurs. Let’s look at the evolution of the structure down to 

the pore level from the sample free surface; additional pieces of information may be found. 

 

 

 

 

 

 

a. b.
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iii. Macroscopic measurement, optical microscopy 

 

As shown in Chapter 2 -B -4 - , we can measure the individual pore sizes present at the free surface 

of the samples. Let’s now look at the evolution of the distribution of pore size during drying. 

 

Figure 3-29: Evolution of the number of pores spotted in various size groups by the image 

analysis software (detailed in Annexes 1) during drying of (a) and (b) the green (c) the blue 

sponge. (b) is a zoom on the regime of low moisture content from (a). For (a) and (b), 4 

pore size groups are followed (green circles) 50-250μm, (green diamonds) 300-700μm, 

(green triangles) 750-2000μm, (light squares) 2050-6000μm. The red dashed line 

announces the macroscopic contraction of the sponge. For (b) only 3 ranges of sizes are 

a.

c.

b.
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followed (blue circles) 0-250μm, (blue diamond’s) 300-450μm, (blue triangles) 500-

6000μm. 

Fig3-29 illustrates the evolution of the number of pores we spot in groups encompassing different 

pore sizes during drying of both sponges. Note that the bandwidth of the groups are chosen 

arbitrarily from the initial pore size distribution (see Chapter 2 -B -4 - iii. ) and supposedly 

correspond to the small, medium and larger fractions of the porosity. On Fig3-29a, observing the 

green sponge, we distinguish 2 regimes in this evolution of the number of pores: before contraction 

occurs (red dashed line), we measure a steady average quantity of pores in each groups and after 

contraction a sudden increase of the number of pores in the groups containing the smallest pores 

(V30% increase in the number of pores under 250microns, see Fig3-29b). As for the blue sponge, 

the number of pores spotted in each groups remains steady during the test. 

 

Looking at the variations in these curves in detail, we observe the presence of oscillations in the 

number of pores detected in each groups and for both samples (specifically visible in the smallest 

fraction of the porosity for both samples) and these oscillations last until full evaporation has 

proceed (� ' 64. Additionally, we can see that the groups representing smallest pores evolve in 

opposite phasing. Finally, it seems like a higher number of oscillations is observed in the green 

sponge. 

 

 

iv. Capillary equilibration process  

 

Both Fig3-28 and Fig3-29 constitute measurement of the dynamics of the capillary equilibration 

process; It is useful to recall that Fig3-28 shows a measurement based on the quantity of water 

within pore clusters and Fig3-29 reflects the deformation of the free surface of solid matrix thanks 

to the measurement of individual pore sizes, therefore these measurements are independent of each 

other. However, both measurements showed that capillary equilibration is a fluctuating process 

taking place all along desiccation. If fluctuations are expected, the extent of the mechanism to low 

moisture content is not and especially during the FRP when dry region develops within the sample. 

In fact, it is assumed (Chapter 2 ; The Falling rate period) that when a dry region develops from 

the sample free surface, its saturation remains constant and the liquid network becomes 

discontinuous [9] and no capillary equilibration is expected to take place. In fact, none of the two 

situations are observed, even the saturation of the wet region varies for both sponges during the 

FRP (see the saturation level in Fig3-26a and Fig3-26b). We will not analyse further this 

phenomenon on these samples. 

 

Note that this pore emptying analysis fails to give us additional information on the reason for the 

dry front to develop in the blue sponge. Lastly, we observe drying of at the pore scale thanks to 

SEM wet imaging. 
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8 - Wet imaging for the blue sponge 

Figure 3-30: Drying of the blue sponge within the environmental SEM, drying is performed 

at RHVU1, and 50�{. Numbers in the lower right corner indicate the current to total 

drying time. 

Fig3-30 presents drying of the blue sponge at the pore scale, picture are taken from above. In the 

initial state (Fig3-30 at 0.00) the sponge is completely saturated. Very quickly, we observe that the 

biggest pores empty with priority (at 0.15 saturation the biggest pore at the centre of the image has 

already emptied), while at its periphery tinier pores (holes at the pore walls) are still saturated. 

Additionally, following the aspect of the surface of the solid matrix (looking at the pore branches), 

one can observe the evolution of its wetting with time: we observe a bumpy texture appearing at 

0.28 that further slides toward the bottom of the sample at 0.29.  Likely this witnesses de-wetting 

of the solid matrix and the recession of water film toward the bottom of the sample. On these 

images, no contraction is visible, but when playing the corresponding movie, a tiny bit of 

contraction is observed (2-3%). 

0.00 0.13

0.27 0.28

1.000.53

0.15

0.29

0.70
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9 - Conclusion of the section 

 

We have shown that under convective, on one hand, the green sponge, showing a wide pore size 

distribution and perfect wetting with water exhibits the typical drying kinetics reviewed in Chapter 

1 a CRP from which it starts to desaturate, followed by a FRP. This sample is seen to contract 

when the FRP is triggered. Interestingly, the study on the dynamics of the capillary equilibration 

process shows that during the FRP, this process keeps taking place and the saturation of the wet 

region decreases with further advance of the desiccation process. 

On the other hand, the blue sponge showing a narrower pore size distribution than the green sponge 

and partial wetting with water, exhibits a decreasing drying rate from the beginning of the test. If 

the water distribution within the sample seems to match predictions from numerical simulations 

(see Chapter 1 -B -7 - ) we are unsure of the reasons leading to the development of this region. 

Note that this study constitutes the first NMR study of capillary equilibration. 
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In this chapter we studied the convective drying of deformable materials such as nano-gels and 

sponges. More precisely, we observed how the degree of deformation (number of cracks, 

shrinkage), the affinity of the solvent with the pore walls or the pore size distribution of the solid 

matrix, may influence on the drying rate and the water distribution of the samples considered 

 

We saw that under similar airflow conditions (velocity and vapor density), the same type of 

deformation can be triggered at different saturation state of the porous media: be it cracking or 

shrinking; ultimately, these phenomena do not necessarily impact on the drying kinetics of the 

material. However, in the particular case of a material cracking, shrinking and negligibly bending 

while remaining saturated, we are able to predict the drying curve of a material by looking at the 

velocity field of the airflow. Note that our drying rate predictions may be limited to systems where 

the hypothesis of a tangential flow at the sample free surface can be considered. 

 

Following the water content within such materials during drying revealed interesting situations 

one may encounter varying the pore size distribution of the structure or the wetting properties of 

the fluid; Typically looking at the water distribution in sponges during the FRP probed the 

existence of a continuous liquid network and capillary equilibration to take place at very low 

moisture content. Last but not least, if we systematically end up observing development of a dry 

region for coarse porous structures during desiccation, in nano-gels a homogeneous desaturation 

occurs. 
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In this chapter, through detailed MRI visualizations only, we look at the drying kinetics and the 

water distribution in homogeneous and compact porous medium with pore sizes ranging from a 

couple of microns to a few nanometers.   

 

 

1 - Experimental details 

i. Protocol 

 

In this study, we follow drying of 9 homogeneous porous media made with particles diameter of 

45pD, 1.5/pD, 1pD, 7500D, 3000D, 800D, 400D, 120D and 60D. Note that the largest sample 

is made with 45pD diameter glass beads sintered by heating but all the others one are made with 

silica beads sintered through viscous sintering (as described in Chapter 2 -B -3 - ). Drying is 

performed within the MRI spectrometer (set-up detailed in Chapter 2 -C -1 - ii. ). A dry air (#; '
64/is blown vertically in a turbulent regime to the sample free surface, the velocity of the airflow 

is 6+6"D+ E-A.  

This study is entirely based on the measurement of concentration profiles of water along the 

vertical axis of the samples here mentioned; for this purpose a Dual Spin-Echo NMR profiling 

technique is used (see Chapter 2 -A -2 - iii. for additional details). Details of the measurement for 

each sample are presented Chapter 6. As seen in the previous chapter, this technique offers great 

reproducibility (see Chapter 3 -A -3 - i. .  

 

ii. Physical framework 

 

As we are carrying out a multiscale approach (micron to nano scale), it is necessary to assess the 

impact of gravity on the shape of the water profile we present. For each sample, we compute the 

corresponding Bond Number (see Chapter 1 -A -4 - ) its value being extremely low and greatly 

inferior to 1 in any case, we conclude that gravity negligibly impacts the menisci curvature in our 

porous media and therefore the shape of the profiles we present; eventually, liquid flow can be 

considered capillary driven only. 

 

 

2 - Observation of the water distribution with varying pore size 

 

Figure 4-1 presents the 1D profiles we yield drying the previous samples until full evaporation has 

proceeded. Note that we provide profiles reaching 0% saturation. In fact, there is a limit to the 

amount of water one can realistically measure thanks to the NMR profiling technique we employ. 

This limit is typically reached when the characteristic relaxation time of water within the sample 

becomes of the order of magnitude of the echo times set as experimental parameters, (see Chapter 

2 -A -2 - iii. Therefore, in Fig4-1 regions where the saturation is null (corresponding NMR signal 
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is null) do not necessarily correspond to an actual dry region but an apparent dry region where 

likely thin films of water may still cover the particles. Additionally, we must mention that for 

clarify reasons, low saturation profiles were smoothed with a Gaussian filter (see Chapter 2 -A -2 

- vii. ) for samples made with 80nm, 300nm and 750nm. Note that this smoothing enables to keep 

the initial shape of the profile.  Let’s first describe this Figure. 

 

In Fig4-1, for bead sizes down to 1.5pD, we observe a first period where saturation decreases 

while the profiles remain perfectly parallel to each other in a logarithmic scale. Further drying 

triggers profile tips to bend (typically profiles with lower saturation than the dashed profile) and 

an apparent dry region to develop from the sample’s free surface. The wet front progressively 

recedes toward the bottom of the sample until it completely dries out; at the meantime, one may 

notice that the water distribution in the wet region remains homogeneous and its saturation 

progressively decreases. 

 

For bead sizes ranging from 1000nm to 80nm diameter (see Fig4-1c, d, e and f), the same scheme 

seems to apply, i.e. we observe a first period featuring parallel profiles and profiles to further 

recede within the sample at lower saturation. However, one can notice that in this second period 

(typically after the dashed profile) the front of the wet region is not flat anymore (as seen on fig4-

1a) but rather takes the shape of a slight gradient in water content. additionally, in samples made 

with 300nm and 80nm particles (see Fig4-1e and f), a residual saturation (in the order of a couple 

of percent) remains in the height previously identified as a dry region. 

 

In 40nm samples (see Fig4-1g) an ambiguous situation is observed for the water distribution. In 

fact, similarly to bigger beads, we notice a short period during which water profiles remain parallel; 

afterwards, profiles start to bend close to the free surface and finally a tiny dry region develops 

while a gradient in water content progressively spans the whole sample. 

 

Further, decreasing pore sizes, going down to 12nm particles and under, the water distribution 

clearly differs from what is observed at a larger scale (see Fig4-1h and i). It is possible to see that 

water initially homogeneously distributed throughout the whole porous structure (see first profile), 

first slightly depletes in the closest volume to the free surface giving rise to a gradient water which 

progressively extends from the top to the bottom of the sample with lower saturation. We notice 

the whole sample stays wet at all time and at the very end of the drying process, a high saturation 

remains (roughly 20%). Therefore, we observe an almost homogeneous desaturation for both 

samples. 
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a.

c.

e. f.

b.

d.
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Figure 4-1: NMR profiling measurements along the vertical axis showing the distribution 

of water with time within samples made with particle diameter: (a) 45pD, (b) 1,5/pD, (c) 

1/pD, (d) 750nm, (e) 300nm, (f) 80nm, (g) 40nm, (h) 12nm, (i) 6nm. Profiles in (c), (d), (e), 

(f) have been smoothed for clarity. On average, time intervals between profiles are (a) 

40min, (b) 38min, (c) 37min, (d) 27min (e) 33min, (f) 30min, (g) 28min, (h) 15min, (i) 

35min and the average resolution (a) 120pD, (b) 150pD, (c) 120pD, (d) 200pD, (e) 

200pD, (f) 275pD, (g) 160pD, (h) 310pD, (i) 250pD. All samples are approximatively 

1cm thick except (h) which is 5mm. Full details about the measurement can be found in 

Chapter 5. Dashed profile is an indicator that spots a change in the shape of the profiles 

and the critical saturation �h (see text).  

 

 

 

g. h.

i.
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i. Scheme for water distribution during drying varying bead sizes 

 

Fig4-1 highlights a clear difference between the water distribution during drying of porous media 

made with small particles (D<40nm) and porous media made with larger particles (D>40nm). For 

small pores (D<40nm), we saw that during desaturation the medium stays wet from top to bottom 

and desaturates rather homogeneously during the process, particularly we observed the apparition 

of a growing gradients in liquid content starting from the free surface. For bigger pores (D>40nm), 

if desaturation starts with a series of parallel profiles witnessing of an homogeneous distribution 

of liquid throughout the sample, at lower saturation we notice a discontinued distribution of water 

featuring the development of an apparent dry region, the wet interface receding toward the bottom 

of the sample. The critical bead diameter at which this change appears is 40nm (see Fig4-1g). 

 

Comparing samples all together, we observe the progressive changes leading to this radical 

transition in water distribution in the smallest pores. Particularly, we can see that the smaller the 

size of the particles, the higher the final saturation of the sample (from V61 to V"U1 between 

TUpD to c0D, see Fig4-1a and i). Also, we observe that the smaller the beads diameter the higher 

the critical saturation (�h4 for which the profiles start to bend (at their very tip) and the wet front 

to recede within the sample if a wet front develops (as an indicator, profiles start to bend from the 

profile represented with dashed lines for each samples); specifically �h increases from 0.16 to 

almost 0.5 saturation between samples with 45î, to 80nm bead diameter respectively. 

Additionally, we remark that the silhouette of the profiles tends to refine form a straight vertical 

line (homogeneously distributed water, see Fig4-1a and b) toward the shape of a gradient with 

smaller beads. Eventually, we notice that gradients profiles look very parallel to each other in a 

logarithmic scale. Note that if a dry region develops, the saturation in this remaining wet keeps 

decreasing with drying.  

 

This homogeneous water distribution when D<40nm is unexpected from the theory reviewed in 

the first chapter of this manuscript; in fact, if the permeability of the medium is low a dry region 

would be expected to form from the beginning of the test. As the water distribution usually strongly 

influences the drying kinetics, it is interesting to look at the drying curves and the evolution of the 

drying rate with time. 

 

 

 

3 - Drying rate 

 

All data we present in Fig4-2 are extracted from the profiles presented from Fig4-1: the liquid 

volume is computed from the integral of the saturation profiles presented and the time elapsed 

between points corresponds to the spacing between each profiles. Note that many more points than 

profiles presented in Fig4-1 may appear in Fig4-2 as for the sake of clarity many intermediate 

profiles were not showed on this former Figure. The imposed air flux induces different initial 

drying velocities (V), decreasing from 0.125 to 0.05 ¯ 0.01�D+ y-A for bead diameter (D) ranging 

from  45 microns to 6 nm. In Chapter 1 -B -6 - drying homogeneous porous medium with varying 

bead sizes when filled with Ethanol, we observed that the smaller the beads the sooner the 

apparition of the FRP due to the linear decrease of the critical velocity with pore size (see Eq1.15). 

Let’s look at the trends we observe for our samples Fig4-2. 
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Figure 4-2: Drying velocity (rescaled by the initial one) as a function of the saturation for 

bead packings with different bead diameters: 45000 nm (cross-squares), 1500 nm (filled 

squares), 1000 nm (circles), 300 nm (triangles), 80 nm (stars), 40 nm (diamonds), 20 nm 

(crosses), 6 nm (cross-circles). Red diamond symbols correspond to the first NMR profile 

with a visible gradient (corresponding to a global saturation �h4.  

Fig4-2 presents the evolution of the rescaled drying rate (current to initial velocity) as a function 

of the overall sample saturation. We observe the following trends: for big beads (D>40nm) two 

main regimes are spotted, i.e. a first regime where the rescaled drying rate remains constant or 

slowly decreasing followed by a second regime where this rate progressively collapses to zero. On 

this graph we also observe that the bigger the beads the longer the duration of this constant rate 

period. Looking now at smaller beads (D<40nm), we see that the drying rate seems to start to 

decrease from the very beginning of the test. 

 

 

4 - Analysis of drying regimes 

i. From water distribution to drying regimes  

 

Comparing the water distribution observed on Fig4-1 to the drying kinetics on Fig4-2, we are able 

to draw the following conclusions on the drying mechanisms at play: for bead sizes down to about 

80 nm we have observed (see Fig4-1) a first period during which, while decreasing, the saturation 

remains almost perfectly homogeneous: in a logarithmic scale the saturation profiles remain 

strictly parallel to each other (see Figure 4-1 a,b,c,d,e and f). This means that although water is 

withdrawn in the form of vapor from the top surface of the sample a balance of capillary effects is 

maintained throughout the sample whatever the value of the average saturation in this regime. 

Thus at each time the Laplace pressure is uniform in the liquid network and is not directly at the 
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origin of the liquid flow towards the sample free surface. Instead the liquid motion is induced by 

a series of successive bursts of capillary re-equilibration throughout the medium as a result of the 

increasing withdrawing of liquid in the top layers of the sample [9, 46, 101].  

Now comparing Fig4-1 and Fig4-2, we observe that the extent in saturation for the period of 

parallel profiles in Fig4-1 well correlates to the length of the constant rate period on Fig4-2; 

therefore, within some uncertainty on the exact moment of onset of this regime, we can state that 

it is essentially associated with a constant drying rate. The end of this regime corresponds to the 

beginning of a significant decrease of the drying rate (see the diamond symbols Fig.4-2), found at 

the critical saturation �h corresponding to the dashed profiles in Fig4-1.  

Below �h, a slight saturation gradient appears underneath the sample free surface, profiles tips 

starts to bend (see Fig4-1). Around the same time the drying rate starts to decrease (see Fig4-1). 

This occurs sooner (i.e. at higher �h  
) for smaller bead radius, consistently to observations in 

Chapter 1 -B -6 - For the largest beads (D/±/40nm) we observe the development of an apparent 

dry region, just below the free surface, where the saturation profiles drop to very small values (see 

Figure 4-1 a to f).  

In fact, for 80 and 300nm samples, a residual saturation is observed in the height of the sample, 

above the wet region. This saturation is seen to remain after the sample has completely dried and 

can only be removed using high temperature. Our hypothesis is that this residual saturation likely 

correspond to the thin films (previously seen in Chapter 1 -B -8 - ) i.e. adsorbed liquid layers at 

the pore walls that do not drain water and therefore are assumed to poorly influence on the drying 

rate. We conclude that this residual saturation can simply be consider to an apparent dry region, 

i.e. from which no more liquid can be extracted. To be further quantitative regarding the drying 

kinetics, it is necessary to look at the thickness of the apparent dry region; Let’s clarify this 

measurement. 

 

 

ii. Measurement of the apparent dry region 

 

We measure the thickness of this region (�) from the MRI saturation profiles. This perform this 

measurement looking at the profiles in a log-log representation and drawing a straight vertical line 

spanning sample thickness at very low sample saturation (typically corresponding to an attenuation 

of 2 decades of the raw NMR signal) as shown on Fig4-3. Eventually, we measure � as the vertical 

distance between the intersection of the saturation profile with this line and the free sample surface. 

Note that the sample free surface is spotted using the protocol described in Chapter 2 -C -1 - ii.  

The growing dynamics of this apparent dry region can now be measured for all samples, let’s 

establish the analysis framework.  
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Figure 4-3: Measurement of the apparent dry region in sample made with (a) 1500nm, (b) 

80nm particle diameter. Dashed line shows the measurement line. 

 

iii. Quantitative considerations for drying regimes 

 

Let us quantify the evolution of the drying rate according to these observations. Initially the relative 

humidity 0 is equal to 1 at the sample free surface and the drying rate may be described through 

Eq1.3. When a dry region (�4 has developed inside the sample from its free surface, the vapor 

density gradient along the dry region induces a vapor flux which may be expresses in steady state 

as in Eq1.4 with 0A the relative humidity of the air at the free surface of the sample. Equating 

Eq1.3 and Eq 1.4 for the vapor flux we deduce, the expression of the relative humidity at the 

sample free surface during the FRP regime 0A ' 3�23 P :;��:&L4. Finally, injecting the 

expression of 0A in Eq1.3, one can compute the equivalent quantity: B;�B 9 3 '
#(%)�#G:& B;�, where B; ' :;#(%)�#GL and finally: 

 

«
B;
B
9 3 ' B;� T+3  

 

where/« ' #(%)�#;/:&. Measuring �, as descibed just above, we present in the main graph of 

Fig4-4, the evolution of these quantities during the whole evaporation process (until the last profile 

presented in Fig4-1. We observe that for bead size : ± /T60D, 2 regimes are observed during the 

development of the apparent dry region (from left to right): a first regime where data points, 

regardless of bead size, seem to closely gather around a master curve of slope 1 (see red dashed 

line in the main graph) and a second regime where a deviation is observed. We also observe that 

the bigger the beads the longer the duration of this first regime. 

 

From the straight line fitted from the dataset for ¨ ± T60D, we can extract the value for :&/(see 

Eq4.1); we show that it corresponds to a tortuosity � ' 3+U ¯ 6+", which is very close to the ratio 

of the length of the effective path of a molecule to skirt the grain to its diameter, i.e./x�" } 3+U=.  

a. b.
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This confirms the consistency of the theoretical description of the drying process during the FRP 

for porous media in a wide range of pore sizes (see Chapter 1 -B -5 - iii. This agreement tends to 

indicate that in this regime, there is no significant impact of the bead diameter below 1 µm on the 

process of evaporation. This is all the more surprising as when the pore radius become of the order 

of magnitude of the mean free path of the water molecules (i.e. nm 80≈l  under a pressure of 1 atm) 

Knudsen effects for vapor diffusion should play a role. Let’s further look into the description of 

the Knudsen effect to comment on this figure.  

 

 

 
Figure 4-4: Evolution of a function of the rescaled velocity as a function of the thickness 

of the apparent dry region (see Eq4.1) times the initial velocity for the different bead sizes 

(same colors as in Fig.4-2). Red dotted line has a slope 1.  

 

iv. Knudsen diffusion for vapor transport through the porous network 

 

Knudsen diffusion is a mean of diffusion expected to take place when the length scale of a system 

(M) is comparable to or smaller than the mean free path of the particles studied (¶), see Fig4-5. The 

ratio of these length scales defines the dimensionless Knudsen number (ï ' M�¶); therefore, if 

ï ð 3, Knudsen effects are expected to slow down diffusion (case typically expected here during 

the FRP when particles diameter drops below 1pD). In these conditions, the gas molecules collide 

with the pore walls on a more frequent basis than in the case of a wider channel, resulting in a 

slower diffusion process. If ï ð 3_ Knudsen suggests that the diffusion coefficient of the gas in 

the air within the channel becomes linearly dependent of the channel diameter (L). 
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Figure 4-5: Scheme for Knudsen effect for diffusion of vapor through a tiny channel of 

diameter  L; l the mean free path of the water molecule. 

As a first approximation, [154], we can describe this effect in our porous medium over the whole 

range of pore sizes by considering that the diffusion coefficient of vapor through the porous 

structure is in fact :¹ ' ñ:&, with ñ ' 3 P ¶�M -A; and therefore (Eq1.16) may be re-written as 

B ' ñ#(%):&�#G /2� P òL/4/and particularly Eq4.1 as : 

 

ñ«
B;
B
9 3 ' B;� T+"  

  

We ignore the exact value of M for a porous medium (for a straight channel this is the channel 

diameter as seen on Fig4-5), but if M was of the order of the typical pore size the coefficient ñ 

would be significantly smaller than 1 for particles of diameter ¨ 5 I660D. However, this 

coefficient is independent of other characteristics (dry region thickness, saturation, etc.), it will 

thus tend to shift the data as a whole above the theoretical curve in Figure 4-4, but it cannot explain 

the change of slope which clearly appears for : ' T60D and : ' m60D, which induces a 

discrepancy between the data and the current model; this discrepancy increasing with H. The result 

is a drying rate significantly smaller than expected from the diffusion model for the observed dry 

region thickness. 

This effect induces a limited growth of the dry region for these two bead diameters over the 

duration of our test, especially for ¨ ' T60D. For smaller beads, namely 6 and 12 nm diameter, 

no dry front at all can be observed while their drying rates decrease to zero (see Fig.4-2). This 

means that there is an additional effect which tend to slow down the drying rate and whose impact 

increases when the pore size decreases. The origin of this feature is likely that Kelvin effect [155-

156] that starts to play a significant role when the pores are sufficiently small. Let’s look into this 

phenomenon in detail. 

 

 

 

v. Kelvin Effect in nano-pores to explain the drying kinetics 

 

Assuming that water vapor behaves as a perfect gas, in a medium in contact with a curved liquid-

air interface, the Kelvin effect predicts that the saturation vapor pressure is smaller than otherwise. 

As a matter of fact, if thermodynamic equilibrium exists, the equality between the chemical 

potentials for liquid ¥` / and vapor ¥^ /water is verified; considering the local temperature 

l

LH20

Wall
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(supposedly uniform at the interface) and the pressures 2j4 different in the liquid (Laplace) and 

air phase, one may write  ¥^ / ®_ ĵ ' ¥`/ ®_ j̀ +/Assuming that water vapor to behave as an ideal 

gas in these experimental conditions, one can then write: 

 

¨®¶0
ĵ
j(%)

' Bó j̀ 9 j(%) T+T  

Where Bóis the molar volume and j(%) is the saturation pressure Further, a simple force balance 

at the menisci interface yields, neglecting gravity effects, assuming perfect wetting between water 

and silica: 

ĵ 9 j̀ '
"\`^
gh

T+=  

 

where gh is the curvature radius of the interface and finally substituting Eq4.7 in Eq4.4 the 

approximate equation of Kelvin can be found and a numerical application to our experimental 

system specifically gives 

0» } ¼½¾ 9
6+UT
gh

T+r  

 

We deduce that this effect becomes significant (3 9/0» f 361) i.e. for gh 5 U0D. If we now 

simply assume again that evaporation mainly occurs around the most external liquid-air interface 

for nanoporous media which apparently remains wet up to the free surface (see Fig4-1), we get a 

drying rate equal to: 

B» '
0»#(%):;
#GL

T+36  

 

In order to compare this prediction with our results, we have to determine gh as a function of the 

current (mean) saturation. We simply assume that, in the range of saturations [0.3-1], ghvaries like 

the thickness of the liquid films inside the sample, i.e. it is essentially proportional to R and �. 

Since we also know that it tends to infinity when � � 3 and is of the order of the pore size 

(proportional to R ) when � } 6+U, an expression which well reproduces all these trends is: 

 

gh '
ô¨�
3 9 �

T+33  

 

The factor ζ  allows to express the exact pore size value to be taken into account around the most 

external liquid-air interfaces, i.e. resulting from the saturation gradient at the approach of the free 

surface of the sample. Using this expression for gh in the above drying rate equation (Eq5.10) we 

can compute the evolution of the relative drying rate (B»�B;) as the saturation decreases. The results 

are presented in Fig4-2 by the dashed lines; remarkably with this model we are able to reproduce 

very well the data for 6 and 12 nm with a single factor ô ' 3�T+/The validation of this model 

confirms that for nanoparticles evaporation essentially occurs close to the top surface of the 

sample. 

 

Eventually, even if the drying rate description with kelvin is apparently able to predict our 

observations it is likely that adsorption to the pore walls also play an important role at some time 
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during the drying process. We can expect that it will tend to damp evaporation when the apparent 

liquid layer is of the order of a few molecules.  

 

 

 

 

 

5 - Analysis for water distribution 

 

Since we now have a clearer view of the origin of the drying rate evolution as a function of the 

liquid distribution in time inside the sample it is interesting to see if we are able to predict this 

distribution. Let us consider the receding front regime. A usual assumption in that case [9] is that 

this recession corresponds to a situation for which the liquid is unable to flow through the porous 

medium because the liquid network is now discontinuous. Our data providing precise information 

at low saturation show that this is not the case (Fig4-1). Indeed even when the dry region occupies 

a significant fraction of the sample the saturation in the wet region goes on decreasing almost 

homogeneously, more or less as in the CRP regime (but now with a significant saturation gradient 

at the approach of the dry region) (see Fig4.1 a,b,c), and over a wide range of saturation (of the 

order of one decade). Since evaporation in the wet region is a priori negligible because the vapor 

density is at its maximum along most of this region, the homogeneous saturation decrease is still 

associated with some capillary re-equilibration processes and liquid flow towards the wet-dry 

frontier. If the velocity of capillary re-equilibration was larger than the drying rate associated with 

the current dry region we would get a homogeneous saturation decrease without change in the 

thickness of the dry region, as during the CRP. Since we observe a simultaneous desaturation of 

the dry region thickness this means that at any step we have some balance between the velocity of 

capillary re-equilibration and the drying rate.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6 - Conclusion 

 

This unique study reveals new details of the dynamics for vapor removal and liquid flow during 

the FRP regime when transitioning from micron size to nano size pores. Specifically, we showed 

that drying of a compact and homogeneous porous media made with bead diameter : f
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T60D/gives rise to the classical scheme for drying, i.e. a heterogeneous desaturation that triggers 

an FRP; whereas when beads diameter drops to : 5 T60D/and below a homogeneous 

desaturation process takes place, also featuring an FRP regime. Looking at the drying kinetics in 

detail, we showed that in the case where an apparent region develops and : f 3pD, the kinetics 

are well described by the second Fick’s law. Surprisingly, when the system becomes smaller, 

Knudsen effects do not seem to apply but rather adsorption and the kelvin effect may act on the 

drying kinetics and reduce the drying speed. Particular to : 5 T60D since the free surface of the 

samples remains wet, Kelvin effect seem to predominate and a very good prediction of the drying 

kinetics is obtained with the scaling law we establish. 

Eventually, we show that regardless of pore size, the liquid network remains continuous at all time 

within the wet region of the samples, even at very low moisture content or when a dry region 

develops. In the latter case, we find that liquid still flows as re-equilibration occurs since the water 

remains homogeneously distributed, similarly to the case with sponges seen in Chapter 2.  

Additional analysis would be needed to evaluate the condition of flow in this region. 
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In this chapter we look at the spontaneous imbibition of homogeneous porous medium with water, 

their pore size varying in size from the a few microns to a couple of nanometers. Firstly, We look 

at the aspect of the sample during the process macroscopically and compare the rising dynamics 

of the equivalent height of water (mass to cross sectional ratio) to the predictions of Lucas-

Washburn equation. Second, we measure concentration profiles of water (MRI) along the vertical 

axis of our samples during imbibition; this study enables to gain understanding on the macroscopic 

phenomenology and the role of pore sizes on the imbibition kinetics. Eventually we look at the 

influence of the initial saturation on the imbibition kinetics.  

 

 

1 - Macroscopic study  

i. Phenomenology 

 

The protocol for this study is explained in Chapter 2 -C -3 - and simply consists in dipping the 

bottom of the sample in a water bath. In this first sub-section, we present pictures for samples 

made of 6nm, 12nm, 40nm, 80nm and 750nm particles during imbibition. Dipping the bottom of 

a dry sample in a water bath exhibits rich phenomenology (See Fig5-1). First, looking at row A, B 

and C, one observes that in the initial state, the color of the sample on the picture is grey (see first 

picture in each of these rows), this color corresponds to a strong opaque white/grey color in reality; 

it is the color of the initial dry state for these samples. Rapidly, 3 areas can be distinguished (see 

the 3rd picture of each of these rows for more clarity); from the bottom to the top: a black area 

(actually translucent), a bright white area (opalescence) and a grey (actually opaque white/grey) 

area. After some time, one can notice that the black front climbs up and the opalescence widens 

(see Fig5-1 from 18min to 2h41min). Eventually, the opalescence reaches the top of the sample 

(see Fig5-1, row A at 3h17min for instance) and the whole porous media becomes dark (see Fig5-

1 row A at 4h15min).  

When particle diameter becomes greater than 40nm (see Fig5-1 rows D &E), samples appear white 

in their dry state (see Fig5-1 row D and E in the initial state), likely due to the particle size 

approaching the wavelength of light as they go bigger. When water is absorbed by the porous 

structure, a slight color change is observed: it becomes darker, however this trend is hardly seen 

on the picture presented. Therefore, to ease the analysis of these pictures we mark the level of this 

color change with a red dashed line in Fig5.1. Following these dashed lines now, one can observe 

for the samples concern that the apparent front simply progresses from the bottom to the top of the 

sample with time. 

Additionally, as all samples present a similar volume, porosity (see Chapter 2 -B -2 - and surface 

area in contact with water (see legend of Fig5-1), we can qualitatively compare the time needed 

for the samples in Fig5-1 to complete imbibition (written on the final picture in each row of Fig5-

1). We observe that the bigger the particles, the faster the imbibition process. Let’s now be 

quantitative about the dynamics. 
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Figure 5-1: Evolution of spontaneous imbibition in porous media made with particles 

diameter (row A) 6nm, sample dimensions I"s3=scmm, (row B) 12nm, sample 

dimensions I"sI6sc+Umm, (row C) 40nm, sample dimensions I6s"rscmm, (row D) 

80nm, sample dimensions I"+Us"Ism+Umm (row E) 750nm, sample dimensions 
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IUs"Usrmm. Sample in (row E) is shiny because its side walls were coated with epoxy  

in order to maintain the sample cohesion during the test. The time elapsed between the 

beginning of the test and the moment the picture is taken is written in white. The green 

dashed line represents the contact line of the sample with the water bath, the red dotted 

line is a guide for the eye and spots the location of the apparent imbibition front when 

needed.  

ii. Imbibition curves and reproducibility 

 

Measuring the mass of our samples during imbibition, we can quantitatively compare the 

imbibition dynamics between samples looking at the amount of water they absorbed per cross 

sectional area (D2R4��#GNh, where Nh is the cross sectional area) in time, i.e. the equivalent height  

of the water front,/yCõ , within the porous samples. Additionally, since L-W equation suggests a 

linear dependence of the height of the water front with ªR, it is useful to look at the evolution of 

yCõwith ªR directly in Fig5-2. 

 
Figure 5-2: Imbibition curves presenting the mass of water absorbed within the porous 

structure divided by the cross sectional area of the sample with bead size (blue) 6nm, 

(purple) 12nm, (green) 40nm, (red) 80nm, (black) 300nm, (yellow) 750nm, (orange) 

1500nm with time. Triangular symbols show the reproducibility of the measurement of 

matching color. Dashed lines shows the corresponding √R-fits.  

Firstly, Fig5-2 shows that the triangular data points super-impose on the circular ones of their 

matching color. Triangular symbols on Fig5-2 correspond to the imbibition of another piece of the 

same material, from the same or different main piece. The identical behavior for this pair samples 

emphasize that our experiments are highly reproducible. 

Furthermore, we observe a linear evolution of the ratio plotted with √Ú and the √Ú-fits, (dashed 

lines), to perfectly fit the experimental data. Finally, looking at the dynamics of imbibition (time 



! "$%!

elapsed between the beginning of the test and the beginning of the plateau seen on the imbibition 

curves), we observe that the bigger the particles, the faster the process. 

 

 

2 - Analysis of the imbibition curves 

 

The ªR-dynamic observed for the ratio plotted for all samples in Fig5-2 suggests that Lucas-

Washburn (L-W) equation (see Eq1.20) could describe the dynamics of imbibition in our case. 

Beforehand, as most of the faces of our samples are not sealed, it is natural to think that evaporation 

of water from the wet faces of our samples could play a role in the dynamics observed. Let’s 

consider this hypothesis: it is possible to take this assumption into account in Eq1.20: a natural 

way is to introduce an evaporation rate proportional to the area of the fluid exposed to the air 

(evaporation from the dry faces are assumed negligible, see Eq1.3): the total drying rate 

2B/Â0/K+ E-A4 can be expressed as:/B ' 9"B(/ y R + � P ¶  where � is the width of the sample 

at time t, ¶ its thickness at time t, y2R4 the height of the wet region at time t and B( the drying rate 

per unit area. With predominance of the viscous term for capillary driven flow (neglecting inertia 

and gravity), Eq1-19 becomes: 
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Note that this form neglects the changes in concentration toward the interface as well as front 

roughness but still constitute a sufficient approach for this case. An immediate consequence of 

(5.1) is the existence of an equilibrium evaporation height that depends on the drying rate per unit 

area and the geometry of the sample as: 
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Finally, to be complete, Eq5.1 can be solved analytically and y R  behaves as:  

 

y R ' öâ 3 9 ¼½¾ 9TB( � P ¶ Ú U+I  

  

Therefore, if significant evaporation takes place we would observe an exponential relaxation in 

the front height dynamic in time. Note that when y2R4 is located well below yC i.e. 

¼½¾ 9TB( � P ¶ Ú V/÷234, thus ¼½¾ 9TB( � P ¶ Ú V9TB( � P ¶ /and finally y R W R+/In 

fact, since Fig5-2 shows that y R  exhibits a R-dynamic for each of the samples presented, 

therefore Eq5.3 suggests that evaporation should negligibly affect the imbibition process in our 

porous structures, and we can now assess if the dynamics observed are described by L-W equation. 

  

To verify if the rising dynamics observed on Fig5-2 follow Eq1.20, we quantitatively look at the 

slopes (�� for sample “i”) of the ªR-fits presented in this graph. From this data set we compute the 

equivalent capillary radius, gG ' «: (where « is a coefficient we call after capillary coefficient) 

i.e the radius of interface curvature at the imbibition front needed to propel water within the 
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porosity of the sample (\`ø�gG4. Using L-W equation and the Kozeny-Carman model for 

permeability (Eq1.12) we find: �� ' \`ø + �?:�r6« 3 9 � ?pG and « can be found numerically. 

Due to the high compaction of our samples (see Table2-1), in Chapter 2 -B -2 - , we have seen that 

it is possible to estimate the values of this parameter should take, as « ' ��3"23 9 �4. Note that 

this latest expression depends on the particle volume fraction of the porous structure only; 

therefore, since 6+UU 5 � 5 6+c3, « is expected to take the following values 6+36 5 « 5 6+3U for 

all samples. The numerical values we find for « from the slopes of the ªR-fits presented in Fig5-2 

are presented in Fig5-3 as a function of the particle diameter. 

 

 
Figure 5-3: Comparison between the values of the capillary coefficient « computed from 

(black square) the slopes of the ªR-fits presented in Fig5-2 (between black dotted lines) the 

expectation from sample compaction (see Table2.1). The red square corresponds to the 

value of this coefficient for the 6nm and 40nm samples CPD treated (see later in the text).  

On Fig5-3, we observe that the values of the capillary coefficient for samples made of particles 

T60D ð : ð I660D approximately falls into our range of expectations (between the 2 black 

dotted lines). For : ± =U60D and : ð 3"0D this coefficient substantially deviates from our 

expectations, probing a faster imbibition process than expected in tiny pores and slower kinetics 

at bigger sizes. Note that : ' 3U660D_ « may suffer from the sample shape as to maintain 

cohesion during the process it was shaped with slight bevelled edges and tightly wrapped in a film. 

Eventually these discrepancies seem to increase with decreasing and increasing particle diameter 

on both scales respectively. 

 

If large heterogeneities within the pore network seems unlikely due to the very high compaction 

of the samples, some uncertainties remain in the permeability of our porous structures and the 

value of the dynamic contact angle at play. This study also suggests the need for a reference 

experiment to compare these kinetics with. We conclude that when : 5 m60D, due to the rich 

phenomenology observed in Fig5-1, , the classical consideration of Lucas-Washburn may not 
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apply. To gain better understanding in the physics at play, let’s look at the MRI profiling data 

probing how water distributes within the samples during the process. 

 

 

 

 

3 - MRI evidence of the evolution of water content during imbibition 

 

A Dual Spin Echo sequence (see Chapter 2 -A -2 - v.  is used to measure the water content along 

the vertical axis of the samples during imbibition (see Fig5-4); the protocol used for this 

measurement is detailed in Chapter 2 -C -3 - ii. This measurement discloses a plethora of 

information: 

During the test, water progressively invades the porous medium, starting from the bottom of the 

graphs. From the shape of all water profiles in Fig5-4, we identify 3 different regions: a first region 

where the profile is straight vertical and shows a saturation equal to 1, followed vertically with a 

region where a gradient in water content is observed, this region therefore being a partially 

saturated region, and finally a region apparently dry (saturation close to zero). This type of 

distribution is seen until the samples become fully saturated. Moreover, we notice that the 

dimensions of the different regions evolve dynamically with the sorption fluid: the saturated region 

climbs up the height of the porous structure and the gradient in water content substantially widens.  

 

One may also remark that all water gradients within a same sample seem to remain parallel to each 

other until the tip of the gradient reaches the top of the sample. What’s more, it seems like all 

gradients of all samples could be parallel regardless of sample particle size. Last but not least, we 

observe that the saturation in the area situated above the water gradient is actually slightly greater 

than zero at all time. 
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Figure 5-4: 1D profiling measurement along the vertical axis presenting the evolution of 

the water content during the imbibition process within samples made with (a) 6nm, (b) 12 

nm, (c) 40nm, (d) 80nm, (e) 300nm, (f) 750nm, (g) 1500nm particles. The temporal 

resolution (time between each profiles) is on average (a) 11min, (b) 8min, (c)10min, (d) 

3.5min, (e) 2.0min, (f) 2.0min, (g) 1.39min; the spatial resolution is on average (a) 660pD, 

(b) 800/pD, (c) 660/pD (d) 870pD, (d) 600pD, (e) 600pD, (f) 410pD; additional details 

on the measurement parameters and the sample sizes can be found in Annexes 6 - The 

saturation is determined as the current to final amplitude of the NMR signal. The dashed 

profiles indicate the profiles used later on in Fig5-5 (see text). The green dashed lines 

indicate the top of the sample.  

 

 

 

4 - Analysis of the MRI data 

i. Front dynamics 

 

In Fig5-4 we observe a similitude in the way the water distributes along the vertical axis during 

the process of imbibition from one sample to the other. Specifically, we saw that the shape of the 

profiles suggests the existence of 3 different regions; let’s quantitatively compare between the 

growing dynamics of the two wet regions observed; beforehand, we clarify the delimitation of 

these regions on Fig5-5. 

 

f. g.
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Figure 5-5: Scheme for the different regions observable on the MRI profiles, quantitative 

considerations. In black is the saturated region, in red the gradient region, from bottom to 

the top, the total height of the sample. 

Figure 5-5 presents a water profile (corresponding to � ' 6+mI4 of Fig5-4a as an example to define 

the dimensions of the different regions. We distinguish the height of the saturated region (y(%)4/and 

the width of the gradient in water observed/2�§»%X4. We measure y(%) as the height from the 

bottom of the sample to the point where the saturation drops below 95% for the 6nm and 40nm 

samples (see green shaded area in Fig5-5) and 90% for the other bead sizes (the noise of the 

measurement being higher on these data); �§»%X is measured as the distance between the end of 

the saturated area and the tip of the gradient; y)l) defines the height of the porous media. 

 
Figure 5-6: Evolution of (a) the rescaled width of the gradient part of the profiles (b) the 

ratio of the current dimension of the wet regions, with the average saturation, for samples 

a. b.
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with particles diameter (upward triangle) 6nm, (straight cross) 12nm, (circle) 40nm, 

(square) 80nm, (diamond) 300nm, (tilted cross) 750nm, (downward triangle) 1500nm. The 

red lines are fits. The saturation � is defined as the current to last integral of the NMR 

profiles in Fig5-4.  

Fig5-6 gathers the representations of the evolution of the rescaled width of the partially saturated 

region with �/(see Fig5-6-5a) and the evolution of the ratio of the current dimension of the wet 

regions: /�§»%X�y(%) with �/(see Fig5-6b), for all samples. 

In Fig5-6a, we observe that all data points gather very close to describe a single curve, indicating 

that the ratio /�§»%X�y)l)/evolves the same way with � regardless of particle size. What is more, 

as pointed out by the red dashed line, we find a linear evolution of this ratio with the average 

saturation of the samples until 0.9 saturation is reached (average saturation at which the gradient 

in water content is seen to reache the top of the porous media in Fig5-4) afterwards, as the gradient 

in water content progressively disappears due of complete filling (see Fig5-4), /�§»%X � 6 and 

/�§»%X�y)l) � 6.  

Similarly, Fig5-6b shows that all data points in this graph distribute along the same line, suggesting 

that the evolution of the ratio plotted with � is independent of particle size. Specifically,/�§»%X�
y(%)/is seen constant until the average saturation reaches 0.9 (see Fig5-6b, dashed line) and then 

drops to zero for the same reason. Note that between 0 and 0.9 saturation, �§»%X�y(%) } 6+T". 

 

From this first set of results, we deduce that if � 5 6+r therefore during the majority of the 

imbibition process, �§»%X2Ú4 W �(t) (see Fig5-6a) and y(%)2R4 W �(t) (see Fig5-6b). Furthermore, 

since yCõ ) ' D2R4��#GNh W ªR (seen in Fig5-2) and as the definition of average saturation is  

� Ú ' D2R4�D2R��Ñ%¸4, R��Ñ%¸ being the time needed for the sample to complete imbibition, we 

deduce that for all samples in Fig5-6a and b:/�§»%X2R4 W y(%)2R4 W ªR.  
Now that the rising and growing dynamics of the wet fronts are clearer, let’s look at the shape of 

the partially saturated region and how it evolves with time and particle size. 

 

 

ii. Shape of the partially saturated front 

 

In Fig5-4 we observed a strong resemblance between the shape of the water profiles regardless of 

the state of saturation or the particle size of the samples. Let’s be quantitative on this observation.  

To compare the evolution of the shape of the water gradient with particle size during the imbibition 

process, we present in Fig5-7 the rescaled evolution of the gradient part of profiles seen in Fig5-

4. Specifically, in this graph, y describes the vertical length of this gradient, therefore to y ' 6 

corresponds the beginning of the partially saturated region. Since we just saw that /�§»%X W /�2R4, 
to relevantly carry this study, it is necessary to plot y/2R4�/�§»%X2R4. Note that for clarity reasons, 

we only represent 2 profiles for each samples in Fig5-4, spotted as dashed (�V6+T4/and dotted 

(�V6+m4/in Fig5-4, this is relevant as all profiles from a single sample are seen to super-impose on 

each other with this representation as seen in the inset of Fig5-7 showing this rescaling for all 

gradients for sample made with 6nm particles (see Fig5-4a).  
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Figure 5-7: Rescaled gradients width  for all bead sizes: h is the vertical coordinate 

starting at the bottom of the gradient and �§»%X the width of the sample (see Fig5-5): 

(upward triangle) 6nm, (straight cross) 12nm, (circle) 40nm, (square) 80nm, (diamond) 

300nm, (tilted cross) 750nm, (downward triangle) 1500nm. For clarity reasons, only 2 

gradients per samples are presented in the main graph, corresponding to a global 

saturation of � ' 6+T and � ' 6+m/respectively represented as the dashed and dotted 

profiles in Fig5-4. Inset shows the evolution of the same quantity in the sample made with 

6nm particles only, in this graph all profiles ranging from � ' 6 9 6+r are plotted. Dashed 

lines in inset and in the main graph represent the same 3rd power polynomial fit for the 

6nm data (see text). Note that on the x axis of both graphs is represented the local 

saturation (�4. 

In the inset graph, we see that all gradients of the 6nm sample super-impose with this rescaling (in 

fact this is the case for all samples). What is more, the evolution of the local saturation � (x axis) 

in this gradient is seen to follow a master curve with this representation (see the red dashed line). 

This same red dashed line is presented in the main graph of Fig5-7, and we observe that all data 

points in this graph closely gather around it. Therefore this rescaling suggests that the evolution of 

the local saturation � in the gradient is independent of the particle size. Thus the evolution of the 

gradient, � y_ � _/can be described by the product of two independent functions: �2y_ �4 '
Ç2R4J2�), where Ç R ' w+ ªR, A being a constant depending on the porous structure and J2�) 

the polynomial function of the local saturation describing the evolution of the red dashed line. 

Note that the shape of this gradient is independent of the intensity of the capillary pressure that 

governs drainage here, we therefore suggest this shape could be strongly related to the affinity 

between the liquid and the solid matrix.  

 

From the previous data, we conclude that the imbibition front is not flat but spreads over the height 

of the sample in the form of a gradient in water content in all samples, thus, front broadening is 
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observed for all samples regardless of the bead size. Let’s see how this understanding helps to 

explain the macroscopic phenomenology observed in Fig5-1. 

iii. Opalescence  

 

We saw that 2 fronts propagate with a R-dynamic during imbibition of our samples. Specifically, 

these fronts differentiated by their water content, one is fully saturated whereas the other one is 

only partially saturated (gradient). Fig5-1 shows that in samples made with particles diameter 

inferior to 80nm, a growing opalescence appears at the sample surface as the mass uptake 

increases. This whitening effect was previously observed [80] and supposedly correspond to light 

scattering from the coexistence of dry regions (air) and liquid-filled pore segments on visible light 

length scales; suggesting the opalescence to constitute a partially saturated volume. In order to 

verify if the opalescence corresponds to the gradient in water observed on the MRI data, we carry 

out an additional experiment involving the couple study of the sample aspect and its water 

distribution via MRI profiling.  

Figure 5-8 (a) Photography of sample (dimensions 28s"Ts3mm) made of 6nm particles; 

pictures are taken between successive MRI profiling measurements, time is indicated in 

white in the following format: hh:mm. (b) evolution of (black square) the width of the 

opalescence, measured from the picture, and (black circle) the width of the gradient, 

measured  from the MRI profiles. In (c) are presented, measured from the picture, 

(triangle) the height of the opalescence and (downward triangle) the height of the 

translucent area; measured on the MRI profiles (circle) the height of the tip of the gradient, 

(diamond) the height of the saturated area. Red dashed lines are ªR-fits in both graphs.   

Fig 5-8 presents this comparative measurement, in detail, we firstly compare the width of the 

opalescence seen in Fig5-8a to the width of the gradients measured from the corresponding 1D 

profiles (see Fig5-8b) with ªÚ; we finally look at the ªÚ-dynamics of both wet fronts with MRI 

and compare them to those of the different fronts measured on Fig5-8a. 

On Fig5-8b, we observe that both the macroscopic and profiling measurement describe the same 

curve, this suggest that the growing dynamics of the gradient in water and the opalescence match 

with time. Similarly, Fig 5-7c shows a superposition of the MRI and macroscopic data for each set 

0:38

1:38

4:41

a. b. c.
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of data, this suggests that both the tip of the gradient and the top of the opalescence match in their 

location and dynamics, as well as that the tip of the translucent front and the top of the saturated 

area.  

 

This study highlights that the opalescence and the gradient share the same location (see Fig5-8c), 

and the same growing dynamics (see Fig5-8b), which enable us to identify one to the other. 

Therefore, we conclude that the opalescence constitutes a partially saturated spread front that 

widens and rises in the porous media as ªR. If this study confirms the likelihood of the origins of 

the opalescence i.e. light scattering due to the coexistence of dry and wet regions on visible light 

length scales it does not tell yet, how water distributes at the solid surface; Specifically, we have 

seen that in such systems (see 0 precursor films can possibly spread on the solid matrix and 

strongly influence the kinetics observed. Let’s look at the information we can yield on the 

precursor films from our data. 

 

 

5 - Analysis at low moisture content 

i. Evidence of precursor films 

 

An important information we yield from the water distribution presented in Fig5-4 is that the 

region located above the water gradient, expected to be dry, is actually not. In fact, even if the 

measurement is noisy (the signal to noise ratio being very low due to low moisture content) one 

can easily see that the average saturation in this region (�)l&4 is different from zero for all samples 

presented in this figure. Remarkably, accumulated 1D profiling experiments showed that the initial 

saturation within the samples (before they touch the water bath) is not zero and comparable to 

�)l&/for the first profiles once imbibition has started. We measure �)l&, taking great care not to 

include the tip of the opalescence nor the very top of the sample (where border effects may apply), 

we obtain the following results for the different samples. 

 

 
Figure 5-9: Evolution of  �)l& for samples made with beads of diameter: (blue upward 

triangle) 6nm, (purple straight cross) 12nm, (green circle) 40nm, (red square) 80nm, 
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(black diamond) 300nm, (yellow tilted cross) 750nm, (orange downward triangle) 1500nm. 

Colored dashed lines are fits of the data of the matching color, only a few fits are plotted 

for clarity reasons. The measurement was performed from the initial state until the global 

saturation has reached 0.70, as afterwards, the measurement is seen strongly influenced 

by edge effects and the opalescence rising.  

Fig5-9 shows that/�)l& increases as the global saturation increases. What is more, this saturation 

roughly doubles between the initial state and 70% average saturation is reached. The presence of 

water in this region is unexpected and suggests that the initial saturation of the sample (before the 

test) is different from zero, meaning the protocol seen is in Chapter 2 -C -3 - i. fails to completely 

dry the samples. If the hypothesis of liquid films covering the solid surface can be considered, 

these results suggests that due to the increase of /�)l&_ water is slowly drained up the sample ahead 

of the imbibition front, therefore pointing out the capacity of adsorbed liquid films to drain water. 

If the relatively high level of the saturation in this region casts a doubt on the efficiency of the 

protocol seen in Chapter 2 -C -3 - i. in the next section, to guaranty our samples are dryer in their 

initial state, we use a protocol of critical point drying (technique detailed in Chapter 2 -C -2 - Let’s 

look at how the initial saturation acts on the drying kinetics. 

 

ii. Influence of initial liquid films on the imbibition dynamics 

 

In this section we use a special protocol (protocol 2) called critical point drying on our porous 

structures, this protocol (see Chapter 2 -C -2 - supposedly eliminates all traces of water within the 

sample, with a higher efficiency that the first protocol (protocol 1) we used (see .Chapter 2 -C -3 

- i. In this study, two samples are analysed (made with 6nm and 40nm beads), each of these samples 

undertake two imbibition cycles. Prior to the first imbibition samples undertake Protocol 1, 

afterwards, a second imbibition is performed prior to which they are dried with protocol 2. We 

measure the imbibition curves of these four tests with the same set up as before (see Chapter 2 -C 

-3 - i. The results are presented in Fig5-10. Note that only 2 samples were studied due to time and 

experimental constrains.  
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Figure 5-10: Evolution of the equivalent height (yCõ4/with ªR for samples made of (blue 

upward triangle) 6nm and (blue circle) 40nm previously dried protocol 1,  (grey upward 

triangle) 6nm (grey circle) 40nm dried with protocol 2. Dashed lines are ªR-fits. 

Reproducibility is shown in inset for the 6nm sample dried with protocol 2 twice in a row. 

Fig5-10 shows the comparative study of imbibition curves for sample prepared with the different 

protocols highlightened earlier on. From the identical evolution of the imbibition curves of the 2 

measurements in inset, we show the good reproducibility of the data we present but also the linear 

evolution of yCõwith ªR. From the main graph in Fig5-10 we observe that samples initially dried 

with protocol 2 present a slower imbibition process than their counterpart initially dried with 

protocol 1. Moreover, we observe that the imbibition curves for the two different pore sizes super-

impose. 

 

 

iii. Scheme for the influence of precursors films on imbibition dynamics 

 

Fig5-9 suggests the presence of water in our porous structures in their initial state and Fig5-10 

probes its effect on the imbibition kinetics. In Fig5-3, (red squares) we can look at the intensity of 

the equivalent capillary forces (through the capillary coefficient) at play within these samples from 

the slopes for the CPD treated samples presented in Fig5-10 (similarly to Chapter 5 – 0 We find 

that the capillary coefficient for these samples increases. This tends to indicate that pre-wetting 

could play a role on the kinetics observed. let’s assess this assumption. It is possible to attempt an 

interpretation of these results assuming that the water spreads over the solid matrix in the form of 

liquid films. This hypothesis is proved reasonable from Fig5-9 as it would entail liquid films to be 

a couple of water molecules thick at the pore walls (computing the thickness of the liquid layer at 

the bead surface considering the average value of /�)l&/measured in Fig5-9). To simplify the 

problem, we consider that the only difference standing between the samples in Fig5-10 is the 

presence of liquid films on the solid surface when samples are dried with protocol 1; one may 

therefore think about the effect of the dynamic contact angle (Zù4 to explain the different kinetics 

observed on this figure (see 0). As a matter of fact, we saw that a contact line advancing on a dry 

solid makes with this solid a contact angle which depends on the line velocity, because of the 

viscous dissipation in the liquid wedge [113, 114].  However, the value of the contact angle during 

the dynamic process in the case of a pre-wetted surface is higher than on a dry solid matrix (see 

Chapter 1 -C -2 - This conjecture would place the capillary forces at play in the pre-wetted structure 

to be less efficient in than in the case of a dry matrix and therefore results in a slower imbibition 

process which contradicts the above observations. 
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6 - Conclusion and perspectives 

 

Spontaneous imbibition of water in a series of compact and homogenous sub-micron porous media 

showed that the dynamics of capillary rise follow a Washburn type of imbibition even in nano 

sized pores. Regardless of the pore size studied, we found the existence of a strong front 

broadening effect. This imbibition front appeared to rise and widen in the sample with a ªR-
dynamic and to constitute a partially saturated region; eventually, in nano-sized pores, this front 

gave rise to strong light scattering likely due to the coexistence of dry regions (air) and liquid-

filled pore segments on visible light length scales. In similar experimental conditions, we observed 

a water distribution pattern common to every samples in this front. Additionally, we saw that this 

pattern depends on the geometry of the material and its state of saturation but is independent of 

pore size. Note that the role of this partially saturated region in the imbibition kinetics remains 

unknown specifically its action on the advancing of the saturated region situated just below.  

Looking at the evolution of the equivalent capillary coefficient, we observed a significant 

acceleration of imbibition when the equivalent pore size drops below 2nm in size. If we have not 

yet found the physical phenomenon at play in this particular situation, we record that the imbibition 

kinetics were greatly influenced by the presence or absence of adsorbed liquid layers at the pore 

walls. 
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We carried out a multi-scale study of the physics of fluid flow within model homogeneous and 

heterogeneous porous media with pore sizes ranging from the millimiter scale to the nanoscale 

during imbibition or drying. This work probes, through 1D MRI and EM imaging, the existence 

of novel flowing regimes and regime transitions and contributes to the understanding of the new 

phenomena observed.  

 

Specific to convective drying, we firstly found that under particular conditions of saturation, i.e. if 

entirely saturated, a material that deforms (shrink and crack) may found its drying kinetics 

modified. These variations consist in the decrease, the maintenance or the enhancement of the 

drying rate of the material; inevitably for samples that crack this results in a shorter overall process. 

If such variations in the drying kinetics were found in the past, their origins were simply assumed 

to be due to the variation of the surface area available to evaporation; this was without considering 

the airflow pattern near the sample free surface. Taking great care to fit the cracking and shrinking 

dynamics of nano-porous gels during drying, and measuring the velocity field of a tangential 

airflow over and within the vicinity of a model crack by means of a numerical simulation in 2D, 

we probed the existence of 2 drying regimes depending on the width of the gap between gel 

fragments and their aspect ratio. Eventually we established a scaling approach enabling to predict 

the drying rate of such materials when they crack knowing their final number of fragments.  

 

In the aim of understanding the deformation induced in heterogeneous porous media during drying, 

we studied desiccation of sponges. The two sponges studied showed different width for their pore-

size distribution and different surface affinities with water. On one hand we showed that a sudden 

contraction (short extent saturation) was observed during drying of the hydrophilic sponge 

presenting a wide pore size distribution (millimiter to micrometer scale) and the classical scaling 

laws for drying applied (CRP followed by an FRP). This contraction was attributed to the emptying 

of the tiniest fraction of the porosity. On the other hand, with a narrower pore size distribution, we 

observed the development of a dry region from the sponge free surface, from the beginning of the 

test. The drying kinetics were seen independent of the surface property of the liquid and the extent 

of the dry region appeared uncorrelated to the classic drying scaling law. In fact, the water 

distribution suggested the presence of liquid films at the pore wall that might play a role in the 

kinetics observed but further analysis is needed to conclude on the mechanisms that actually 

govern the drying kinetics in this particular sample. 

 

Looking at the water distribution along a horizontal axis of both sponges, we managed to measure, 

for the first time with NMR, the fluctuating process of capillary equilibration. If further analysis 

is needed to build a physical model for flow and quantitatively describe the dynamic of this 

process, this measurement enabled to see that capillary equilibration also occurs during the FRP 

for these samples. In fact, the measurement of the concentration of water along the vertical axis of 

sponges, confirmed this finding showing that the saturation within the wet region during the FRP 

decreases but still remains homogeneous. Such an extent for this process was unexpected as the 

classical scheme for water distribution during drying suggests that rapidly after the CRP, the liquid 

network becomes discontinuous (pendular regime) and desaturation occurs by means of removal 

of moisture in successive layer from the free surface. 
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To verify if these findings were generalizable to all porous media and to contribute to the need for 

a generalist approach on the drying phenomenon, we designed and studied desiccation in 

homogeneous porous structures, synthesized through viscous sintering, with pore sizes ranging 

from a couple of microns to a few nanometers. In the same drying conditions, the classical scheme 

for the drying kinetics was found to apply: at first a CRP took place, its duration decreased with 

decreasing pore size and eventually disappeared for very small pores (trend expected from the 

substantial decrease of the permeability of confined networks) and an FRP was triggered. For 

porous media with particle diameter superior to 12nm (count roughly 1/6 of the particle diameter 

as the equivalent pore size) the water distribution we observed was relevant to the drying kinetics 

expected for coarse grain packings i.e. during the CRP the water appeared homogeneously 

distributed throughout the sample probing the existence of a continuous liquid network capable of 

draining water to the sample free surface, by means of capillary equilibration, for the process to 

remain boundary layer controlled. The end of this CRP matched with the development of an 

apparent dry region and the drying kinetics strongly correlated to vapor diffusion through the 

height of this region. Surprisingly, during this FRP the diffusion rate of vapor did not bear witness 

of Knudsen effect when the pore sizes became comparable to the mean free path of a molecule of 

water in a gaseous phase. Additionally, in this same regime, the same process of desaturation 

within the wet region was observed as in sponges, i.e. the saturation of this region appeared 

homogeneous and decreased with the advance in drying. If additional study is needed to clarify 

the dynamics of water within this wet region, we suggest that local capillary equilibration may 

take place between neighbouring pores and diffuse to equilibrate the whole region. 

 

For smaller pores (particle diameter inferior to 12nm), we observed an unexpected situation for 

the water distribution with regards to the drying kinetics. In fact, a continuous liquid distribution, 

in the shape of a gradient of water was found throughout sample at all time and giving rise to an 

FRP triggered since the very beginning of the test. In these conditions and assuming that water 

vapor behaves as a perfect gas, we showed that the kelvin effect governs and limits evaporation. 

We established a scaling model which accurately depicts the drying kinetics recorded. 

 

Eventually, investigating the field of spontaneous imbibition of water within the variety of 

homogeneous porous media earlier described, we observed that the rising dynamics of liquid 

within such structures followed a Washburn type of imbibition even for nano-pores. We recorded 

these dynamics to be strongly impacted by the existence of adsorbed liquid layer at the pore walls. 

Particularly, when bead size drop below 12nm, a faster imbibition process than expected otherwise 

took place.  Eventually we showed that imbibition in homogeneous porous media exhibits strong 

front broadening effect, common to every sample regardless of particle size. This partially 

saturated region was seen to rise and widen with a ªR- dynamic within the sample and to result, in 

nano-pores, in the apparition of an opalescence at the sample surface likely due to the coexistence 

of dry regions (air) and liquid-filled pore segments on visible light length scales, scattering light 

in all directions. 

 

This study has revealed and paved the way to the physical understanding of the rich 

phenomenology in physical mechanisms encountered during drying and imbibition of submicron 

porous structures. Specific to nanoscale pores, it showed that liquid transfers may not be governed 
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by the classical hydrodynamic laws, arousing a plethora of intriguing wonders and perspectives 

for future investigation. 
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This section gathers the analyzing tools we used or developed, inventories of detailed measurement 

parameters as well as unfinished of formatted work. 

 

1 -  Pore size analysis software 

Program available at: https://www.mathworks.com/matlabcentral/profile/authors/869576-ohad-

gal 

 
2 - Image and mass acquisition software 

Camera: ThorLabs CMOS USB 2.0. 

Balance: Classic precision balance. 

 
clear all, clc 
close all 

 
%=== USER SETTINGS ================% 
sample = 'CPD05_GG08_wat_02d'; % enter sample's name 
S = 1; % enable save option 
% define time scale (as square root function) 
t_max = 150; % total time in minutes 
nb_frames = 150; % number of frames 
square_time = 1; % set linear timescale (0) or square root timescale (1) 
%===================================% 
  
% initialize connection with scale 
balance = startBalance(1); 
  
% set camera settings 
cam = videoinput('winvideo'); 
%src = getselectedsource(cam); % establish settings 
%set(src,'HorizontalFlip','off','VerticalFlip','off'); % flip picture 
  
t_max = t_max*60; % total time in seconds 
if square_time==1 % square root timescale 
    step = t_max^.5/nb_frames; 
    time = 0:step:t_max^.5; % time scale in seconds 
    time2 = time.^2; 
else % linear timescale 
    step = t_max/nb_frames; 
    time = 0:step:t_max; % time scale in seconds 
    time2 = time; 
end 
  
% init arrays 
eff_time = zeros(1,numel(time)); % effective computer time 
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masses = zeros(1,nb_frames); 
  
disp('Camera and balance ready.') 
go = 0; 
while go~=1 
    init = getsnapshot(cam); 
    close all 
    imagesc(init) 
    go = input('Accept camera settings? 0 for no, 1 for yes\n =>  '); 
end 
close all 
go = input('Press Enter to start study.'); 
abs_time = tic; % tic1 : whole study, absolute time 
disp('Study started.') 
  
% frames aquisition 
for i=1:nb_frames 
    % get frame from camera 
    frame = getsnapshot(cam); 
    t_frame = toc(abs_time); % save absolute time 
    eff_time(i) = t_frame; 
    frame = frame(:,:,1); 
    disp([' > Frame ' num2str(i) ' taken.']) 
    % get data from scale 
    masses(i) = readBalance(balance); 
    disp([' > Mass ' num2str(i) ' taken: ' num2str(masses(i)) ' mg.']) 
    % save frames files (png format) 
    if S==1 
        nb = sprintf('%03d',i); 
        title = [sample '_frame' nb '.png']; 
        imwrite(frame,title) 
        disp([' > File ' num2str(i) ' saved.']) 
    end 
    % delay 
    rel_time = tic; % tic2: delay between frames, relative time 
    delay = time2(i+1) - time2(i); 
    pause(delay) % pause time in minutes 
    eff_delay = toc(rel_time); 
    disp([' > Paused ' num2str(eff_delay) 's  (' num2str(delay) 's 
expected).']) 
end 
  
% display total study time 
t_study = toc(abs_time); 
disp(['End of acquisition. Total time: ' num2str(t_study) 's (' 
num2str(t_study/60) 'min).']) 
% save mass ant time 
if S==1 
    masses = masses'; 
    time2 = time2'; 
    eff_time = eff_time'; 
    title = [sample '_time_mass.txt']; 
    save(title,'time2','eff_time','masses','-ascii'); 
    disp(' > Mass and time file saved.') 
end 
% close balance 
fclose(balance); 
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catch 

disp('error') 
fclose(balance) 

end 
 

3 - NMR measurement parameters Chapter 2 sponges 

Figure 5-1:MRI measurement parameters for the green sponge in Fig2-22 (green table), 

and the blue sponge Fig2-23 (blue table). 



! "'+!

 

 

 

 

 

4 - NMR 1D profiling measurement parameters Chapter 4. 

 

 

 Time (min) 
Resolution 

(microns) 
TE1 (ms) TE2 (ms) Nbr scans 

Sample 

height  
Profile Nbr 

6nm 34.61 120 7.803202 7.130000 1400 1cm All 

12nm 15.50 157 6.628775 5.930000 800 5mm All 

40nm 28.38 120 7.803202 7.130000 800 1cm All 

80nm 32.10 170 6.335168 5.63000 1200 1cm 1-16 

 60.55 300 4.867134 4.13 4000 1cm 16-end 

300nm 32.58 270 7.803202 7.130000 700 1cm 1-35 

 34.44 170 5.104123 4.398747 1300 1cm 36-51 

 49.45 520 4.041107 3.281251 2500 1cm 52-end 

1000nm 39.35 240 5.356478 4.630000 1200 1cm 1-17 

 45.75 480 4.133116 3.380000 1800 1cm 18-end 

1500nm 37.6 310 5.030200 5.330000 600 1cm All 

45000nm 32.3691 200 6.830200 7.130000 600 2.5cm 1-55 

 45.7869 400 4.330200 4.630000 2500 2.5cm 55-end 

 

 
Figure 5-2: MRI measurement parameters for the porous media presented  in chapter 4 
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5 - Dimensions of the samples presented in Chapter 5, Fig5-2 

 

 

 6mn 40nm 80nm 300nm 750nm 1500nm 

Length x 

Width x 

Height (mm) 

17 x 6 x 32 

and 

18 x 6 x 21 

29 x 6 x 30 

and 

31 x 4 x 32 

and 

27 x 8 x 28 

23 x 9 x 33 

and 

25 x 8 x 35 

19 x 12 x 22 25 x 9 x 35 

25 x 8 x 41 

and 

12 x 8 x 40 

 

 
Figure 5-3:  Dimensions of samples presented in the imbibition curves in chapter 5 

 

 

 

6 - NMR 1D profiling measurement parameters Chapter 5 

 

 Time (min) 
Resolution 

(microns) TE1 (ms) TE2 (ms) Nbr scans 

Sample size 
(length x 

width x 

height 

Profile Nbr 

6nm 3min5sec 660 3.40 2.63 1000 X 1-12 

 6min6sec 660 3.35 2.58 2000 X 12-27 

 12min12sec 660 3.35 2.58 4000 X 27-end 

40nm 5min02sec 660 3.35 2.58 1200 2.67x0.8x2.75 All 

 10min05sec 660 3.35 2.58 2400 2.67x0.8x2.75 All 

80nm 1min45 660 3.35 2.58 160 X All 

300nm 1min54sec 869 3.21 3.28 160 1.9x1.2x2.2 All 

750nm 1min58sec 600 3.41 3.63 120 3.66x0.8x4.3 All 

1500nm 1min39sec 410 4.23 4.53 40 2.5x0.8x4.12 All 

 

Figure 5-4: MRI measurement parameters for the porous media presented in chapter 5 
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