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Chapter 1

Introduction

1.1 Context

The last few years have shown a strong renewed interest toward artificial intelli-
gence, robotics and perceptual systems. The fast and impressive progresses in these
fields suggest that exciting breakthroughs are to be announced in the years to come.
Moreover, the biological inspiration is at the heart of this process, providing a rich
pool of ideas and examples to truly understand and create intelligence.

This work is part of this framework, and investigates more precisely the prob-
lem of designing perceptual systems capable of autonomous behaviors, in a bio-
inspired context.

1.1.1 Autonomous perceptual systems

An autonomous perceptual system is a system equipped with one or several sen-
sors, able to behave or execute tasks with a high level of autonomy. This involves on
the one hand using the available sensor data to make decisions, and, on the other
hand avoiding as much as possible human assistance or intervention. Robots are a
good examples of perceptual systems, but they are neither necessarily perceptive,
nor autonomous. For example, factory robots designed to accomplish pre-defined
sequences of actions are autonomous systems, but they are not perceptual one. On
the contrary, drones equipped with cameras are perceptual systems, but they are
most of the time remotely controlled by users; therefore, they are not autonomous.
Building autonomous perceptual systems is one of the major challenges of this cen-
tury. In the past decades, considerable advances have been achieved in that regard,
but the conception of truly autonomous systems is still several decades ahead. This
section presents a few present and future examples of autonomous perceptual sys-
tems, as well as the main challenges related to those technologies.

Present and future

Autonomous perceptual systems are already ubiquitous (See Figure 1.1. Among
popular examples, one can think of the autonomous vacuum cleaner Roomba, that
detects dust, avoids obstacles and autonomously finds trajectories to clean rooms.
Intelligent personal assistants such as Siri, Google Now, or Cortana also lie in this
category, using a microphone to analyze speech and answer, when possible, the
user’s request. The third generation “fire-and-forget” of missiles uses radars, iner-
tial sensor and satellite guidance to autonomously adjust their trajectory towards
a target. Lastly, Mars exploration rover Curiosity has used a large set of sensors to
get a 3D mapping of the surface and navigate autonomously and safely on Mars’
ground in spite of delayed and sometimes broken communications with earth.
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(a) (b) (c) (d)

FIGURE 1.1: Today’s autonomous perceptual systems: (a) Roomba
vacuum cleaner (b) Intelligent Personal Assistants (c) Fire and forget

missile (d) Mars rover

(a) (b) (c) (d)

FIGURE 1.2: Tomorrow’s autonomous perceptual systems: (a)
Google Car (b) UAV mail delivery (c) PTZ camera (d) Domestic

robot

The future of autonomous systems involves a large variety of applications (see
Figure 1.2) and will likely change our lifestyle by strongly enhancing human as-
sistance or by accomplishing annoying or dangerous tasks. Systems of the next
generation will operate in more complex environments, handle interactions with
humans while coping with safety issues, and accomplish more diverse and more
complex tasks. Those systems are heavily studied, and several promising proto-
types have already shown good reliability on constrained environments. There is
no doubt that many of those technologies will be part of our life in the next few
decades.

Driverless cars is a first example of such systems and already has number of
prototypes around the world. The most famous example is the Google Car, that
has already shown high efficiency by driving millions of kilometers with a very
small number of minor accidents. Autonomous UAVs also show promising poten-
tial applications, ranging from search and rescue missions in dangerous environ-
ment to mail delivery. Autonomous localization and navigation by UAVs raises a
large number of challenges that are still far from being solved. In the context of ur-
ban surveillance, PTZ (pan-tilt-zoom) cameras could become fully autonomous so
as to avoid human monitoring. This would for instance involve automatic detection
and tracking of pedestrians or cars. Lastly, domestic robotics is also a promising
field for helping or replacing humans in their everyday life chores. Today’s domes-
tic robots are specialized in a single task, but strong efforts are put to make them
versatile and adapted to the user’s need. Nevertheless, regarding the complexity
of some tasks and human safety aspects, this area of research is still at its earliest
stages.

Both academy and industries are supporting efforts to push forward advances
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in this field, for example with challenges such as the DARPA Robotics Challenge 1,
or the annual Imagenet for Large Scale Visual Recognition Challenge 2.

Challenges

Today’s perceptual systems are often designed to perform a very specific task.
However, to conceive more versatile, autonomous and interactive systems, signif-
icant challenges must be tackled. The ultimate goal of an artificial general intelli-
gence (AGI) able to solve the Turing test [1] (try to fool a human while having a
conversation with him) or the Coffee test [2] (go into an average American house
and figure out how to make coffee) is still far from being achieved.

Those systems should efficiently operate in complex environments. Indoor en-
vironments are typically composed with many types of objects of various sizes and
purposes. Strong object recognition and localization capacities are then required to
efficiently interact with them, even when those objects are not stowed or piled up.
The presence of humans in this environment is another major issue: understanding
and predicting their behavior to avoid harming them, or just bothering them is of
paramount importance. Outdoor environment are also challenging, as perception
must be robust to various lighting, temperature and weather conditions. Dealing
with rough or muggy ground surfaces also makes the problem harder to solve.

Another challenge consists in processing the raw collected data to make it us-
able for analysis and understanding of the environment. This processing should
be both accurate and stable enough to handle an infinite variety of inputs. Major
improvements in that regard have emerged with the use of deep neural networks
on many types of input signal. Today’s deep networks perform remarkably well on
object or speech recognition, on extremely challenging types of data [3], [4]. How-
ever, integrating novel, unusual, or modified data to strengthen knowledge on the
fly, is still far from being solved.

The process of actions and decisions is a critical aspect as well. Asimov’s laws
enunciated in the 40’s described a set of rules a robot should respect. More recently,
Google announced five key problems towards robot safety [5]. Among the main
difficulties, decisions should be such that it enable a smart and safe displacement
within the environment (for example, to avoid missing important information in
the case of surveillance), consider contextual information and take decisions ac-
cordingly (for example, being quiet at night, consider moods and emotions of hu-
mans before interacting with them), and most importantly, avoid harmful situa-
tions, either for human beings or for itself.

1.1.2 Bio-inspired systems

Living-beings have been seen for centuries as a wide source of inspiration for hu-
man technology. Although biology is not always a good example to produce artifi-
cial mechanisms (such as wheel or plane for instance), it contains a wide variety of
concrete examples for thoughts and ideas (would we have planes if birds did not
exist?). Unlike bio-mimetics, bio-inspiration takes biology as a pool of interesting
problems rather than interesting solutions. In robotics, nature and especially hu-
mans represent a good baseline to achieve complex functions such as environment
perception or learning.

1http://www.darpa.mil/program/darpa-robotics-challenge
2http://image-net.org/challenges/LSVRC
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FIGURE 1.3: Cones and rods distribution in the retina

(a) (b)

FIGURE 1.4: Example of robots using foveal vision (a) Gonccalves et
al. [6], (b) Bjorkman et al. [7]

Human vision

The human vision system, ranging from the retinal photo-receptors to the deep-
est layers of the visual cortex able to identify objects, is an excellent example of
biological system that has inspired number of applications related with computer
vision - including the digital camera itself. So far, the performance of human vision
as regards detection, recognition and contextual information integration remains
outstanding and unequaled by machines. It is therefore very likely that a deeper
understanding of its core mechanisms could push advances in computer vision
forward.

A first interesting component of the human vision is the retina, which is the
light-sensitive layer of tissue at the back of the eye. The retina is composed with
photo-receptors (cones and rods) as well as ganglion cells that apply pre-processing
on contrasts, illuminations or motions before transferring information to the visual
cortex. An interesting feature of the retina lies in the density distribution of photo-
receptors: cones are significantly (more that 30 times) denser at the center of the
retina than at the periphery. The area having the denser population of cones is
called the fovea and only covers 2◦ of the visual field. It is particularly important
in the vision process, as the acuity is much higher in this region, and about 25% of
the visual information projected to the brain comes from there. As opposed to the
fovea, the periphery covers a much larger field of view with a much more modest
resolution (See Figure 1.3).

The fovea is strongly involved in the process of recognition. Conversely, the
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FIGURE 1.5: Main areas and interconnections of the visual cortex.
From Gilbert and Li [10]

periphery monitors with a very rough and fast process the potentially interesting
(or salient) elements of the visual field. As a result, the information from the pe-
riphery of the retina is processed by the brain as a pre-attentive analysis of the
visual field, to detect targets where fovea should be directed to, for more atten-
tive processes (such as recognition). Such mechanisms have been widely imitated
in robotics, typically by using pairs of cameras with different focal distances (See
Figure 1.4). The pre-attentive step is processed on the cameras with a wide field
of view and produces saliency maps to suggest interesting targets. Cameras with a
sharp field of view are then oriented toward those targets to obtain images at a
much higher resolution.

The major processing of the visual inputs takes place in the visual cortex. This
one is composed with interconnected neurons, and can be divided into areas (See
Figure 1.5). Those areas are also connected, and process the information at sev-
eral layers of abstraction, starting from basic edges and orientations (V1) to simple
shapes (V4) and finally objects (IT). This architecture of interconnected neurons has
strongly inspired artificial systems able to learn representations from raw inputs
(HTM [8], convolutional neural networks [9]).

Developmental learning

A natural idea when designing fully autonomous systems and robots is to make
them gain knowledge as they evolve in their environment instead of just program-
ming them for the task they are meant to. This approach should enable a better
behavior and understanding of their environment. This approach also makes it
possible to integrate new skills depending on the needs of the user, and to remain
flexible to any change in the environment. Designing robots able to learn by them-
selves is not a new idea. In 1950, Turing [1] already suggested to create robots able
to learn like children, hoping that using such learning mechanisms would be easier
than reproducing an adult human intelligence from scratch.

Developmental robotics takes inspiration from learning and development of
humans and animals, to conceive robots able to adapt to their environment and
acquire skills of increasing complexity over time [11]. Examples of developmental
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(a) (b)

FIGURE 1.6: (a) A typical study case in developmental robotics: the
infant developmental milestones. (b) A developmental robot: the

ICub [12]

robotics setups are displayed in Figure 1.6. Of particular interest are the constraints
that make learning skills or knowledge easier. Indeed, the extremely high number
of things that can be learned during a lifetime makes it impossible to explore in a
fully open-ended manner, without any constraint. Considering vision, the infant’s
visual system in the few days following their birth is surprisingly poor: the child
only perceives very close objects or faces. As infants grow, their recognition capac-
ity extends to farther objects as the visual system gains maturity. More than a lim-
itation due to the immature visual system, this development also makes learning
constrained at the beginning, before more complex skills such as visual attention
can emerge.

A major area of study in developmental robotics is the one of intrinsic motiva-
tion [13]. This mechanism makes an autonomous agent select actions or activities
where learning is possible, without any short-term goal. More specifically, some
approaches implement curiosity mechanisms based on learning progress to learn
how to perform tasks [14]. The main idea is to make robots focus on tasks where
learning progress is maximal at a given time. This strategy allows a robot to learn
continuously, by focusing first on simple things, before investigating more complex
tasks.

1.2 Goals and contributions

1.2.1 Problem definition and areas of investigation

To better understand the mechanisms lying behind autonomous perceptual sys-
tems, let us consider Figure 1.7. Autonomous perceptual systems are composed
with a physical and a mental layer. The physical (hardware) layer is used as an
interface between mental (software) layer of the system and the environment: The
actuator is controlled by a decision and performs an action that influences the en-
vironment. In addition, the state of the environment is reflected by perceptual data
accessible by sensors. It is then turned into appropriate representations to construct
a mental set of knowledge and skills.

As a general problem, we would like to investigate how to design the mental
components of the system. This raises two major questions:
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FIGURE 1.7: General problem

• How to convert perceptual data to usable skills and knowledge?

• What kind of exploration strategies can be applied to methodically explore
the environment in order to acquire new skills and knowledge?

In this work, the problem is presented in a more restrictive scenario by consid-
ering the following elements:

• autonomous perceptual systems are limited to active vision systems, able to
autonomously control the viewpoint of their camera sensors;

• the skill that should be learned is a visual attention mechanism able to localize
salient objects in the surrounding environment;

• we use a developmental learning approach based on intrinsic motivation to
provide a methodical and lifelong exploration and learning strategy.

Figure 1.8 represents our case study. To solve this problem, we have identified
three main areas of research described in the following sections.

Object localization

To efficiently localize objects in their environment, we propose to develop an ap-
proach able to generate saliency maps given visual inputs.

Visual saliency was defined by Laurent Itti as [15] “the distinct subjective per-
ceptual quality which makes some items in the world stand out from their neigh-
bors and immediately grab our attention.”. Salient items can either be objects, shapes
or any visual stimuli. The only common point is that our fovea is naturally attracted
by these items rather than the neighborhood.

A saliency map could be simply defined as a mapping of the input image, where
the intensity of each pixel represent the saliency of the input pixel (See example in
Figure 1.9). They are typically obtained by applying and combining filters on the
input image. This filtering approach is consistent with the biological pre-attentive
process in the periphery of the visual field selecting salient items before eye sac-
cades.
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FIGURE 1.8: The problem in our case

FIGURE 1.9: An example of RGB input and associated saliency map
(image from [16] with GBVS saliency map [17])

The link between saliency maps and object localization is not immediate though.
First, salient items are not always objects. Then, some objects may not be salient in
their context. In this work, we are interested in a type of saliency oriented for a spe-
cific task. Instead of being attracted by naturally salient items (bottom-up saliency),
we would like to enhance areas that are relevant for a task, in a specific environ-
ment (top-down saliency). Based on this definition, our saliency maps are special-
ized for objects having specific constraints (for instance, being on the floor or on
tables, belonging to a database), what we produce is an intensity map represent-
ing the likelihood of a pixel to belong to these objects. Another aspect is the one of
grouping salient pixels to determines the boundaries of the object, that is not taken
into account by the saliency map itself.

Online learning

The core mechanism of this work lies in a way to lean saliency models on-the-fly,
directly during the exploration of an environment. Instead of providing the system
with a model consistent with all types of environments and not able to integrate ad-
ditional knowledge, we would like the system to construct its own representations,
that would be adapted to both the environment and tasks, and be flexible enough
to continuously integrate additional knowledge.

Learning and updating models online raises a certain number of constraints.
First, the system has to learn by itself without receiving any feedback from users.
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Second, the model update process should be fast enough and should not increase
too much in time, so that the system can continuously add knowledge to its rep-
resentations and rapidly make inferences based on this update. Lastly, the model
should remain stable and robust in time.

To create a saliency model for object detection, we suggest to use restrictive ob-
ject detectors, working for examples on objects that are close enough, clearly sep-
arated from the background, or that require a sufficiently high resolution. Those
restrictive detectors are then used as a teaching signal to feed a saliency model,
that should progressively be able to generalize this knowledge to predict the posi-
tion of those objects when they are farther away, partially occluded, or in cluttered
environments.

Intrinsically motivated exploration

In our approach, we take advantage of the action capacities of the active vision sys-
tem to improve its own representation of the world. As online learning is used to
integrate additional knowledge on-the-fly, it does not directly provide a strategy to
drive the system and select the best action to take to improve the model. Without
any exploration strategy, the system cannot learn autonomously, and without an ef-
ficient exploration strategy, there is no warranty that the integrated knowledge will
not destroy the present representation, or that learning can be done in a reasonable
time.

We then propose to drive the exploration by intrinsic motivation in order to
learn autonomously, by actively seeking for missing information given the current
state of knowledge. This approach is used to create saliency models adapted to the
environment and to the capacity of the system, while making sure that the model is
able to adapt to any evolution in the environment. In addition, intrinsic motivation
provides a way to learn in an organized manner, adapted to a lifelong learning
scenario. This approach ensures efficiency by avoiding catastrophic forgetting, and
provides a faster learning than a pure random exploration of the environment.

1.2.2 Contributions

Figure 1.8, divides the mental states in two components that are salient objects lo-
calization and intrinsic motivation. Although intertwined in the final system, the
two problems are orthogonal and can be treated and applied separately. Our main
contributions are then related with those two aspects and could be summarized by
the following points.

An incremental approach for learning visual saliency

As a first contribution, we propose a mechanism able to learn saliency models in
an incremental way. The literature in the field of visual attention already contains
a large number of techniques to generate saliency maps, but these approaches are
usually designed to be used as black boxes for other tasks and are not learned
(although sometimes refined) during the robot’s exploration.

Our system is working in two modes. On the one hand, a learning mode, inte-
grating on the fly the visual inputs perceived by the robot into a model of visual
saliency. On the other hand, an inference mode, using the learned model to generate
saliency maps. The produced saliency maps are then adapted to the environment
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of the robot, and remain flexible to future model updates. In addition, our imple-
mentation is modular and flexible to the integration of new components.

Aside from this main mechanism, we have developed and improved an exist-
ing technique for segmenting objects on planar surfaces [18]. This technique is not
essential in our work, but is used in the process of saliency learning.

An intrinsically motivated environment exploration with IAC and RL-IAC

Our second contribution is the adaptation of the IAC algorithm [13] in the case
of saliency learning in general, and saliency learning on a mobile robot. The IAC
(for Intelligent Adaptive Curiosity) mechanism is a drive able to guide the robot in
the exploration of the environment in a lifelong learning scenario. This is one of
the most famous implementation of an intrinsically motivated exploration drive.
In addition, the method is generic enough to be applicable in many scenarios.

We then adapted for the first time IAC to the task of saliency learning. This
involved a number of design choices and modifications to make the algorithm con-
sistent and efficient in that regard.

Moreover, we found that IAC was not integrating the time for processing action
in the decision scheme. For a mobile robot, this factor was too important to be
omitted. We therefore created a new algorithm, RL-IAC (for Reinforcement Learning-
Intelligent Adaptive Curiosity) to overcome this limitation and ensure an efficient
exploration strategy for mobile robots.

A generic approach tested on several platforms and scenarios

Our methods aims to be generic and applicable to a large number of active vision
systems. We therefore conducted our experiments on two types of robotics plat-
forms, as well as on publicly available datasets.

The first robotic platform, called BioVision, was developed at Thales. This plat-
form consists in an anthropomorphic head constituted with foveal and contextual
cameras. During the experiments, BioVision is placed on a table, but has the abil-
ity to control the orientation of the foveal and contextual cameras to explore its
environment.

The second platform is a mobile robot equipped with a Kinect camera and a
laser range finder. The laser range finder provides the robot with a localization
capability, and is used in the construction of the mapping of the environment sur-
rounding the robot. This robot is then able to explore the environment by displace-
ments across a room or a building, while keeping a track of its trajectory and actual
position.

Our last contribution is then the construction, recording and preparation of sev-
eral datasets to qualitatively and quantitatively evaluate the performance of our
systems. In addition, to be more easily compared with other techniques, we also
used publicly available datasets.

Publications and patents

This work has led to several publications and one patent that are listed below:

National conferences:
[19] Craye, C., Filliat, D. & Goudou, J.F. (2015). Apprentissage incrémental de la

saillance visuelle pour des applications robotique. Accepted for oral presentation.
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International conferences:
[20] Craye, C., Filliat, D. & Goudou, J.F. (2015).Exploration Strategies for Incre-

mental Learning of Object-Based Visual Saliency. ICDL-EPIROB-The fifth joint IEEE
International Conference on Development and Learning and on Epigenetic Robotics, At
Providence, RI, USA. Accepted for oral presentation (±25% acceptance rate).

[21] Craye, C., Filliat, D. & Goudou, J.F. (2016).Environment Exploration for
Object-Based Visual Saliency Learning. Robotics and Automaton (ICRA), 2016 IEEE
International Conference on, At Stockholm, Sweden. Accepted for interactive session
(33% acceptance rate)

[22] Craye, C., Filliat, D. & Goudou, J.F. (2016). RL-IAC: An autonomous ex-
ploration policy for online saliency learning on a mobile robot. In 2016 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS). Accepted for oral
presentation (8% acceptance rate)

[23] Craye, C., Filliat, D. & Goudou, J.F. (2016). On the Use of Intrisic Motiva-
tion for Visual Saliency Learning. ICDL-EPIROB-The sixth joint IEEE International
Conference on Development and Learning and on Epigenetic Robotics, At Cergy Pontoise,
France. Accepted for oral presentation (2̃5% acceptance rate).

Journals:
Craye, C., Filliat, D. & Goudou, J.F. (2017). Exploring to learn visual saliency:

The RL-IAC approach. To be submitted in the International Journal of Robotics Research
Patents:
Goudou, J.F., Craye, C. & Fagno, M. (2016). Procédé et système de reconnais-

sance d’objets par analyse de signaux d’image numérique d’une scène. THALES
SA (THALES). EP3070643 - 2016-09-21.

1.3 Overview of the thesis

This manuscript is divided in two parts, tackling on the one hand the incremen-
tal learning of visual saliency, and, on the other hand, the intrinsically motivated
exploration of the environment. Each part of the manuscript contains a literature
review, a technical description of the proposed approach, and an experimental eval-
uation. Following this introduction, a chapter presents the proposed experimental
setups that are to be used in the two parts of the manuscript. Lastly, a concluding
chapters provides a discussion and some perspectives to this work.

Chapter 2 - Experimental setup This chapter details the two robotics platforms
used to carry out our experiments. We provide technical details on both platforms
as well as the required software to run our implementations. Additional informa-
tion on the publicly available datasets used in this work are also reported. Lastly,
we explain the datasets recording, construction and annotations procedures used
for evaluation.

Part I - Incremental learning of visual saliency

Chapter 3 - Visual attention, object localization and learning This bibliographic
chapter covers the state-of-the-art of the fields related to our proposed approach.
We more specifically study the literature on visual attention, object localization in
computer vision and machine learning techniques. Although very different, those
approaches are intertwined and necessary to fully explain the background of our
technique.

Chapter 4 - Proposed approach
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We propose in this chapter a detailed description of the algorithms and software
components developed to learn a model of saliency on-the-fly during exploration.
With this approach, the robot is able to generate saliency maps specialized for the
environment the robot is exploring, for the task the robot is asked to accomplish,
while remaining flexible to any change or novelty in the environment.

Chapter 5 - Experimental results
We propose in this chapter to evaluate the performance, behaviors and lim-

itations of the incremental saliency learning approach. To this end, we rely on
four datasets, and conduct a set of experiment to evaluate different aspects of the
method. In a first part, we study the incremental and self-supervised aspect of the
method. Then, we study the performance of our approach once a stable model of
saliency has been learned. Our evaluations suggests that we outperform state-of-
the-art methods when evaluated in the environment the model was trained for.

Part II - Intrinsically motivated exploration

Chapter 6 - Environment exploration on an autonomous mobile robot
This chapter provides an overview of the exploration problem in autonomous

robotics under two different fields of robotics that are mobile robotics and devel-
opmental robotics. In mobile robotics, exploration is typically seen as a problem
of path planning across the environment by maximizing different costs, while in
developmental robotics, the stress is put on the learning and development of skills
and knowledge based on motivations. In spite of highlighting two different ways
for tackling the problem of exploration, we also demonstrate a strong overlap be-
tween those fields.

Chapter 7 - Proposed approach
In the scope of an autonomous, life-long exploration and learning, the robot

must be equipped with an exploration strategy able to drive the robot’s displace-
ments. This one should allow the robot to collect interesting examples, while avoid-
ing problems such as catastrophic forgetting. The IAC algorithm is a possible op-
tion for obtaining such a behavior. In the meanwhile, exploration should be orga-
nized and efficient, so that the time spent traveling across the environment to reach
goals is acceptable. The proposed algorithm, RL-IAC, is a possible way of tackling
this issue. We then describe in this chapter the technical details of the implementa-
tion of IAC and RL-IAC for the task of saliency learning.

Chapter 8 - Experimental results We propose in this chapter a numerical and
qualitative evaluation of the approach proposed in the previous chapter. We then
exhibit the behavior, advantages and drawbacks of both IAC and RL-IAC for the
task of saliency learning. For IAC, the stress is put on the behavior of the robot dur-
ing exploration, and its ability to methodically explore the environment. For RL-
IAC, we emphasize the influence of some parameters of the systems and demon-
strate the efficiency of the approach versus other exploration techniques.

Chapter 9 - Discussion and perspectives This concluding chapter wraps up the
work presented in this manuscript and provides a discussion on the main compo-
nents of this work. We then propose future work directions and perspectives that
would be worth investigating in this context.
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Chapter 2

Experimental setup

2.1 Introduction

This chapter details the methodology applied to conduct our experiments. We first
present the available robotic platforms and additional software components. Then,
we describe the procedure used to produce annotated datasets and to simulate the
displacement of the robot in semi-simulated environments.

Indeed, our methods aims to be generic and applicable to a large number of ac-
tive vision systems, as long as it is possible to control the viewpoint of the visual in-
put. We essentially conducted our experiments on two types of robotics platforms,
one relying on the foveal vision principle, the other one being a mobile robot. To
further enhance and validate our results, some publicly available datasets were
used to make our methods more easily compared with state-of-the-art.

We also relied on a semi-simulated framework to deeply investigate the perfor-
mance of exploration strategies available to the robot. With this simulation proce-
dure, we could produce thorough and repeatable evaluations.

2.2 Robotics platforms and software

We present in this section a technical description of the three robotics platforms
used in the scope of this work. We also mention required libraries and software to
make our work usable on those platforms.

2.2.1 Robots

BioVision v1

The BioVision platform was developed in the scope of a bio-mimetics project at
Thales, aiming to study and exhibit some aspects of the human vision. BioVision
consists in a bio-mimetic head imitating the human vision system to develop new
strategies for learning, recognition, or tracking. The platform first takes into ac-
count the properties of a human eye by relying on both foveal and contextual fields
of view. Then, the visual cortex is modeled by deep convolutional neural networks
performing object recognition.

The first version of the platform is an anthropomorphic robotic head presented
in Figure 2.1. This head is composed with a Smartek vision camera 1 having a large
field of view of 54◦ (the peripheral camera or contextual camera), and two Tokina cam-
eras 2 with a very narrow field of view of 2◦ (the foveal cameras). The combination

1https://smartek.vision/products-services/cameras/29x29-usb3-vision
2www.tokinalens.com/tokina/products
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FIGURE 2.1: The BioVision1 platform

of those cameras offers a binocular vision on the narrow fields as well as a foveal-
like vision by having a much higher resolution at the center of the field of view.
The vergence of the two foveal cameras is done automatically based on a telemeter
measuring the distance from the object at the center of the visual field. The head is
also composed with pan and tilt rotation axes3 to pilot the orientation of the cam-
eras. In this setup, the three cameras move along the same pan-tilt angles and are
oriented the same way depending on the pan-tilt position.

The object recognition system described in Section 2.2.2 was trained from im-
ages recorded on this setup.

BioVision v2

The second version of the head aims to be lighter and faster, so that it can be
mounted and operate on a mobile robot. The BioVision2 platform is presented in
Figure 2.2. The foveal cameras are replaced by a single EXG50 Baumer camera4

with a narrow field of view of 5◦. An Optotune EL-10-30TC liquid lens5 is used on
this camera to adjust the focus within a few milliseconds. An RGB-D Asus Xtion
Pro live camera6 plays the role of the peripheral camera with a field of view of
57◦ horizontally. The pan-tilt motors are now piezoelectric ones7, and the setup is
around 2kg so that it can be easily mounted and powered on a mobile robot.

The results presented in this manuscript are obtained on the second version,
without using the TurtleBot motion capacities. In our experimental setups, the pan-
tilt and camera components of the robot are simply placed on a table. Actions per-
formed by the robot are then eye saccades, used to direct the foveal camera to rel-
evant portions of the visual field, in order to get a higher resolution and a better
representation.

3Flir PTU E-46, http://www.flir.com/mcs/view/?id=63554
4http://www.baumer.com/us-en/products/identification-image-processing/industrial-

cameras/
5http://www.optotune.com/technology/focus-tunable-lenses
6https://www.asus.com/3D-Sensor/Xtion_PRO_LIVE/
7Pan: ServoCity DDP125. Tilt: ServoCity DDP500
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FIGURE 2.2: The BioVision2 platform mounted on a Turtlebot

Mobile robot

The second platform is a mobile robot Pioneer 3-DX8 as presented in Figure 2.3. It
can move at a speed of 1.6 meters per second. Moreover, the robot is equipped with
a Kinect RGB-D camera9. The Kinect is mounted on the robot about 1 meter from
the ground. It faces the front of the robot and is slightly tilted downward. The depth
component of the Kinect does not provide reliable measurements if an obstacle is
closer than 0.8 meters or farther than 4 meters. To overcome the limitations of the
Kinect in obstacle detection, an Hokuyo UTM-30LX laser range finder10, having an
accuracy of a few centimeters at 10 meters is also mounted on the robot. The wide
field of view of 270◦ makes it well-suited to precisely scan the surroundings of the
robot.

In this setup, the actions performed by the robot are displacements through the
building. The displacements modify the perception of the robot by showing areas
of the environment at different points of view.

2.2.2 Software

Object recognition

For the experiments carried out on the BioVision platform, we relied on an object
classification system applied to images of the foveal camera.

The object classifier is based on convolutional neural networks, and more pre-
cisely, an Alexnet [4] architecture pre-trained on the ImageNet dataset [24]. We re-
placed the last layer of the network to identify 8 different categories of objects, and
a last class called “other”, containing any other types of elements.

8http://www.mobilerobots.com/ResearchRobots/PioneerP3DX.aspx
9http://msdn.microsoft.com/en- us/library/jj131033.aspx

10https://www.hokuyo- aut.jp/02sensor/07scanner/utm_30lx.html
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FIGURE 2.3: The ENSTA mobile robot platform

To train the network, we constituted a dataset of objects captured from the
foveal camera of BioVision1. In total, 8 different objects were placed on a white
table and recorded at thousands of different points of view (see Figure 2.4). The
additional class “other” was collected similarly with various kinds of background
surrounding the objects. In total, around 10 000 images were collected this way.

The network was finally fine-tuned with the collected dataset, and an accuracy
of 99 % was measured on the validation set. Note that the dataset construction and
training was done months before the experiments presented in this work, recorded
on another platform than the one used later on (BioVision2). Therefore, this object
classifier is not seen as a part of our system but as an additional component.

cup phone mouse keyboard monitor

penguin bottle car other other

FIGURE 2.4: Sample images from the training dataset of the 9-classes
object classifier
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Dataset BioVision ENSTA
RGB-D
scenes

Ciptadi

Point of view BioVision 2 Pioneer 3DX Human
Willow

Garage PR2

Image type
RGB contex-
tual/foveal

RGB-D RGB-D RGB-D

Publicly
available

No No Yes Yes

Nb. of
sequences

10 7 8 n/a

Nb. of frames 2000 4000 1500 80

Nb. annotated
frames

150 100 100 80

Annotations mask mask + boxes mask + boxes mask

TABLE 2.1: Dataset features summary

Simultaneous localization and mapping

Our work strongly relies on the position of the robot within the environment. For
BioVision, the robot remains on a table and the only useful position is the orientation
of the pan and tilt axes. However, an efficient algorithm is required to determine
the position and orientation of the mobile robots within the environment.

To this end, we rely on a Simultaneous Localization And Mapping (SLAM) algo-
rithm called Hector mapping [25]. Hector mapping is part of the ROS library and is
easily interfaced with the Hokuyo laser range finder and odometry measurement
of our Pioneer robot. The algorithm is able to fuse those two input cues to provide a
2D pose estimation of the robot, while building a map of the surrounding obstacles.
The implementation provides a reliable estimation of the position in most indoor
scenarios and is widely used by the mobile robotics community.

Operating system and additional libraries

Our implementation is written in C++ and has been tested on Ubuntu 14.04 with
an Intel Core i3-3240, CPU at 3.4GHz quadcore processor. The implementation re-
quires OpenCV [26], PCL [27] and Caffe [28]. Wrapper nodes have also been imple-
mented to make our work compatible with the ROS framework [29].

Biovision2 requires ROS Indigo for pan-tilt controls and input acquisition. Simi-
larly, the Pioneer robot is fully interfaced with the ROS Hydro framework for con-
trols and acquisitions.

2.3 Datasets and simulations

To efficiently evaluate our systems, we have used publicly available datasets, and
created our own from the available robotics platforms. We describe in this section
the four datasets used in our evaluation, including data collection and annotation.
Table 2.1 summarizes the main components of each dataset.
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FIGURE 2.5: Sample images from the BioVision dataset

2.3.1 BioVision dataset

Our first dataset, denoted as the BioVision dataset, is recorded on the BioVision2
robot.

Dataset recording

During the sequence acquisition, BioVision was put at the extremity of a two meters-
length table, looking mainly at objects at the other end. The table and adjacent wall
are all white, so that objects on the table are likely to be naturally salient in this local
context. However, the background of the room is largely visible by BioVision, and
contains a lot of distractors.

To make the experiment consistent with the object classifier described in Sec-
tion 2.2.2, we put the same list of objects on the table, sometimes with additional
distractors (such as pens).

Our dataset is composed with 10 sequences recorded at different times of the
day. For each sequence, we placed an arbitrary configuration of objects on the ta-
ble, either known by the object classifier or not. We then let BioVision observe the
environment for about three minutes, meaning that the robot was randomly select-
ing a pan-tilt position, reaching this position, acquiring both contextual and foveal
images at this position, and selecting a new one. In total, around 2000 observations
(an observation is defined here as a pair of foveal and contextual views) were col-
lected this way. Figure 2.5 presents a few samples of contextual and foveal images
of the dataset.

Annotations

To evaluate our results from this dataset, we constituted a training and a testing set.
The training set is composed with the observations taken from 7 of the sequences,
and the testing set is composed with the 3 last sequences.
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FIGURE 2.6: Contextual images (top) and associated mask (bottom)

In those three sequences, we randomly selected 150 samples that we annotated.
To do so, we manually segmented the contextual images of the selected samples, to
create ground truth masks of salient and non salient elements. Figure 2.6 shows an
example of contextual images and associated ground truth masks.

2.3.2 ENSTA dataset

The second dataset, denoted as the ENSTA dataset, was collected from the pioneer
3DX mobile robot. The robot is able to record RGB-D streams from the Kinect cam-
era mounted on the robot.

Dataset recording

To build the dataset, we manually controlled the robot in the ENSTA building in
order to visit corridors, a laboratory, a hall and offices. The sequence was recorded
so as to avoid as much as possible the presence of humans in the images. This way,
we recorded a 15 minutes-length video sequence at 20Hz in which the robot was
moving at the average speed of 0.5m/s. During the sequence, the robot recorded
a large variety of views and lightning conditions across the building and different
rooms. Figure 2.7 presents an overview of the robot trajectory during the sequence
as well as a few recorded viewpoints in each room.

We also collected at different times of the year 6 smaller sequences of the same
area to make sure that illumination and object position in the rooms were not the
same. These additional sequences were used for evaluation only.

Annotations

We separated again our dataset into a training and an evaluation set. The training
set was not annotated, but we selected a subset of 100 images to constitute the
evaluation set.

We annotated the frames with a similar procedure than for the BioVision dataset,
except that the ground truth masks were drawn so that chairs, desks or tables con-
stituted the salient elements.

Lastly, we annotate the same 100 images in terms of bounding boxes around
salient objects. Figure 2.8 shows a subset of images annotated with ground truth
masks and bounding boxes annotated this way.
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FIGURE 2.7: Map of the trajectory and views recorded by the robot
in the ENSTA dataset.

(a) (b) (c)

FIGURE 2.8: Samples of the ENSTA dataset and with associated
ground truths. (a) RGB image, (b) manually annotated ground truth

mask, (c) manually annotated bounding boxes
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FIGURE 2.9: RGB-D input and annotation samples for each sequence
of the RGB-D scenes dataset

2.3.3 Washington RGB-D scenes dataset

The third dataset is constructed from a publicly available dataset called the RGB-D
scenes dataset, that is part of the Washington dataset [30].

Original dataset

This dataset is composed with 8 video sequences of indoor scenes containing everyday-
life objects on tabletop surfaces. Sequences are recorded with an RGB-D sensor and
contain the RGB and depth map separately. Figure 2.9 provides a sample RGB-D
input for each sequence and the associated annotations.

The recording sensor is held by a human user during the sequence. Therefore,
the point of view is concentrated on the tabletop containing objects. Each sequence
is roughly one minute length, and the point of view at which objects are observed is
changing as the user moves in the room. The overall dataset contains around 1500
samples.

Each sequence is annotated by bounding boxes around objects registered in the
database (cereal boxes, bowls, caps, etc...). However, some objects of the sequence
are distractors (staplers, computers ...). They are objects that would be salient ac-
cording to our definition, but they are not annotated by bounding boxes.

Annotations

The annotations provided by the original dataset are not exactly compatible with
the way we would like to exploit them, so that we had to create our own once again.

Similar to the ENSTA dataset, we construct our own set of annotations by select-
ing a subset of 100 images from all of these scenes and manually construct ground
truth masks and bounding boxes around objects on the tabletops (including the
ones considered as distractors in the original dataset). These images were removed
from the training set and kept for evaluation only. Figure 2.10 provides a subset of
such annotations.
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FIGURE 2.10: Ground truth masks and bounding boxes used in our
experiments

  

FIGURE 2.11: Sample images and annotations from the Ciptadi
dataset [31]

2.3.4 Ciptadi dataset

Our last dataset is again a publicly available one, called the Ciptadi dataset [31]. This
one was design to evaluate RGB-D saliency algorithms in indoor environments. We
found this dataset particularly interesting as perfectly well-suited for our experi-
mentation and evaluation, but also because this is one of the rare dataset designed
for evaluating RGB-D-based saliency. This dataset shows some similarities with the
RGB-D scenes dataset, while containing objects, rooms and viewpoints that RGB-D
scenes does not.

The Ciptadi dataset is composed with 80 images of indoor scenes, recorded in the
Georgia Tech Aware Home by a Kinect camera mounted on a Willow Garage PR2
robot. Each image contains a ground truth mask that was manually annotated by a
human user (see sample images in Figure 2.11). With this dataset, we then have an
external and objective set of annotations to evaluate our method.

2.3.5 Simulated environments

Motivations

A strong limitation when using robots, especially in scenarios involving active
learning, is the reproducibility of the experiments. If a single experiment requires
the robot to explore a building for hours, the total number of possible trials is rather



2.4. Conclusion 23

limited, and the efficiency of a method may be hard to analyze. For that reason, we
also rely on simulations that can be run in parallel, without any particular user
monitoring. This way, a large number of experimental results can be obtained, and
a better evaluation and analysis is carried out.

Methodology

When required by the experiments, our method is then evaluated by constructing
semi-simulated environments in which the robot can virtually navigate. We use the
term semi-simulated, as real images taken from the aforementioned datasets are
used, but actions taken by the robot are simulated.

More precisely, to make the robot virtually move in its environment, we add in
our datasets a localization information, that associates a position with each avail-
able observation of the dataset (either an RGB-D frame, or foveal-contextual pair).
These positions typically correspond to the positions estimated by a SLAM algo-
rithm, or the pan and tilt orientations of the BioVision head. Then, by taking virtual
actions, the robot reaches one of the available positions, and we estimate the time
that should have been taken by the robot to reach this position in the real environ-
ment it has been recorded. Suppose for example that the robot is in position p1 and
virtually reaches position p2. The estimated time tp1,p2 for performing a displace-
ment between p1 and p2 would be obtained by

tp1,p2 = V

√√√√ N∑
i=1

(p2(i)− p1(i))2 (2.1)

N being the number of dimensions defining the robot’s position and V being the
average speed of the robot measured during the sequence recording.

As a result, when the robot takes an action in our simulated environment, we
just determine and keep track of the time to reach this position. We then consider
that the robot has successfully reached the target, and process the associated obser-
vation as if the robot had really moved to that position.

Chapter 8 explains in deeper details the procedure for simulating displacement
time in the scope of the robot’s exploration.

2.4 Conclusion

In conclusion, we presented in this chapter the robotics platforms available to carry
out our experiments, and the required hardware and software to construct and
evaluate our techniques.

Four datasets that were used in our experimentation, either constructed from
robot sequences recorded in our laboratories, or publicly available. We give a de-
scription of each dataset as well as their available annotations. For more clarity, the
annotation process is to be further discussed in Chapter 5, after the incremental
saliency learning method has been presented.

Lastly, we discussed the need to construct simulated environments to efficiently
evaluate our approach, and provide an overview of the way we simulated the dis-
placements of the robot. This simulation aspect is to be further explained in Chap-
ter 8 after the intrinsically motivated exploration has been presented.
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Part I

Incremental learning of visual
saliency
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Chapter 3

Visual attention, object
localization and learning

3.1 Introduction

This chapter is a literature review on the background fields our saliency learning
technique is based upon. Although covering very different aspects of the problem,
we aim to present the literature so as to make links between them.

The main background of this work is the one of visual attention from biologi-
cal, computer vision and robotics points of view. We intend to describe the main
aspects of visual attention as well as the biological inspiration in the artificial sys-
tems. We then precisely describe the literature regarding saliency maps and evalu-
ation means. Lastly, we provide a list of applications and robotics platforms relying
on visual attention.

Another field, not directly related to visual attention, but extremely active in
computer vision is the one of object localization in natural images. We go through
the literature on this field for two reasons. First, our system is built on tools de-
veloped in this field, such as superpixels, bounding box proposals, or binary seg-
mentation. Second, the concept of saliency maps and object localization are largely
intertwined, especially in the setup where we carry out experiments. Lastly, as the
goal of our approach is mostly to learn a model able to generate saliency maps, we
review approaches that learn models of visual attention, and we describe the main
features and challenges of our learning constraints. This approach then provides
the context of our work under a machine learning perspective.

3.2 Visual attention

Because our retina is composed with photo-receptors that are not homogeneously
distributed, our brain needs to use a mechanism of selection aiming to prioritize
input stimuli, and to examine them in a selective and sequential way. This atten-
tive selection mechanism is probably due to evolution, in order to handle the high
amount of information constantly surrounding us.

3.2.1 Generalities

Several literature review on the topic of visual attention define the main keywords
and concepts. The work of Itti and Koch [32] is a pioneer in the field of compu-
tational visual attention by defining the main ideas of a visual attention system,
while insisting on the importance of eye saccades. Henderson’s review [33] is more
focused on the gaze control at a computational and cortical level. Frintrop et al.
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[34] have produced a literature review on visual attention by comparing computa-
tional and cognitive points of view. Lastly, the recent survey of Borji et al.[35] covers
pretty exhaustively a large panel of methods and aspects of computational visual
attention. In this section, we define a few important concepts and recalls regarding
visual attention.

Attention, saliency and gaze

First, let us make a distinction between the three terms visual attention, visual saliency
and gaze control that are sometimes mismatched. Visual attention is the most gen-
eral term and represents the whole mechanism responsible for deciding where to
look at.

Saliency is more related to the scene and to visual stimuli that are likely to catch
the attention. In computer vision, saliency is usually represented by a saliency map.
A saliency map is a grayscale (or heatmap) image where the intensity (or heat) de-
pends on the interest of each pixel of the original image. In this document, we may
represent saliency maps in both ways depending on the case. They have exactly the
same meaning though.

Gaze is directly related to eye motion and represents the orientation of the eyes.
Saliency is then related to external stimuli whereas gaze is intrinsic. The visual
attention systems then coordinates both aspects so that gaze is directed towards
salient area of the visual space.

Overt and covert attention

Directing attention towards a region of interest is usually associated with an eye
movement, also called a saccade (represented as black lines in Figure 3.1). Once
attention target has been reached, the eye stays focused for some time to analyze
the corresponding visual input. This is called a fixation (represented as yellow dots
in Figure 3.1). Lastly, the sequence of fixations and saccades necessary to examine
a visual scene is called the scanpath.

Overt attention is then defined as the visual attention process that directs atten-
tion towards areas of interest for a deeper examination. This was first studied by
Yarbus [36] in the 60’s. However, we are still able to examine elements at the pe-
riphery without moving the eyes. We call this phenomenon covert attention. Covert
attention usually comes before overt attention as it makes a pre-selection of interest-
ing targets and potentially moves the gaze toward these items. Sometimes, covert
attention is enough and does not require a visual focus of attention, for example for
simple manipulation tasks. Conversely, it may happen that eye movements are not
related to spontaneous covert attention, typically in the case of learned saccades,
where the frequency of saccades is much higher than the cognitive demand for
covert attention.

Bottom-up and top-down saliency

A key concept in visual attention is the difference between bottom-up and top-down
visual attention. Bottom-up visual attention is related to visual stimuli of the envi-
ronment. The gaze is directed towards the item that produces the highest stimuli
at the retinal or visual cortex level. This occurs when observing a scene with no
specific goal: our attention is then simply guided by surrounding elements.
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FIGURE 3.1: An example of saccades and fixation sequences
(from [37])

FIGURE 3.2: Yarbus experiment (image from [36])

On the contrary, top-down attention depends on a goal and has been high-
lighted by Yarbus experiments [36] (see Figure 3.2). In this experiment, several sub-
jects were asked to look at an image to answer a specific question (estimate the age
of the people, remember their position in the room, etc...). Yarbus discovered that
the subjects’ gaze was drastically different depending on the question, suggesting
that attention was depending on the task of the user. Top-down attention is both
more demanding and more specialized than bottom-up attention, as it is used in a
more conscious and voluntary perspective. It then requires higher cognitive loads.

Stimuli, space, and object-based saliency

The question of whether our attention is directed towards regions of the space, vi-
sual features, or directly objects is an open debate. Most studies on visual attention
at neurobiologic level consider visual attention as being region-based, but other
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FIGURE 3.3: General architecture of most computational visual at-
tention systems

works have also shown evidences of the other types of attention. Most research to-
day agree that those theories are not incompatible, and that visual attention can,
depending on the context, alternate between those models.

Computational modeling of visual attention

Dozens to hundreds of visual attention methods have been reported in the liter-
ature, for a large variety of applications. Borji and Itti [35] have identified more
than 70 of them, without pretending to be fully exhaustive. However, most of these
models use a similar core architecture, presented in Figure 3.3. Visual features are
first extracted from the input image, then combined to produce a saliency map. We
will describe some of these approaches in the next section. The global maximum
of this map is then determined and visual attention is finally directed towards this
area. The focus of attention can be expressed in many different ways depending
on the system, either by cropping the area directly in the image, or by a saccade
centering the gaze at the focus of attention.

In the case of a robotics application, the difference between visual attention and
saliency is clear, as a new focus of attention usually results in a physical action
(possibly a saccade). However, the distinction is much thinner when still images
are considered.

3.2.2 Saliency maps in computer vision

In this section, we examine the different approaches for producing and evaluating
saliency maps in computer vision.

Many definitions of saliency

Among the large number of methods for generating saliency maps, there is no sin-
gle consensus to define what a salient item is and what should be enhanced in the
input image. To make the classification easier, Borji et al. [35] proposed a taxonomy
of the saliency models.

Taxonomy: The cognitive models [38], [39] try to define saliency based on our
knowledge of the human visual system. Models are then developed by following
the experimental findings on the human neurological responses to visual stimuli.
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Other methods define saliency areas as being “unusual” and use mathematical
properties of the image to enhance them. In this category, the spectral models rely
for example on spectral residuals [40] or image signature [41], while graphical mod-
els such as the one of Harel et al. [17] have defined a saliency approach (GBVS)
based on markov random fields and a definition of unusual pixels in their neigh-
borhood. Other approaches defined as information theoretic models rather defined
saliency as being “informative”. For instance, Bruce et al. [42] have used a criterion
based on Shannon self information to define saliency. Lastly the pattern classifica-
tion models [43], [44] rely on machine learning technique to predict the position of
salient items. Our own method of saliency could be classified in this last category.

Top-down and bottom-up saliency: Similar to visual attention, saliency can
also be defined from a bottom-up or top-down point of view. Depending on the task
and application, saliency maps may enhance items that are naturally salient in their
context, or important for a given task. There is no single definition of what needs
to be enhanced in a top-down context as the task is different for each application.
However, in a robotics context and with no further precision, top-down saliency
usually mean “object-oriented”. We follow such a definition in our work, by defin-
ing salient elements as surrounding objects the robot can potentially interact with.
The pure top-down approaches are not as common as bottom-up ones, and a few
of them suggest to focus on combining bottom-up and top-down cues [45], [46].

Stimuli: Saliency maps are also classified in terms of stimuli. Depending on the
purpose they are used for, they can enhance positions where subjects are likely to
make a fixation [32], or enhance a whole object or a whole area [47]. The notion
of scale is also important depending on what is supposed to be salient. For exam-
ple, depending on how big a subject is in an image, saliency can either be on the
whole subject [48], or on areas constituting the subject [35], [49]. Our work con-
siders saliency at the scale of an objects and enhances the whole area of the image
containing those objects.

Input: One could also think of defining saliency based on the nature of the in-
put stream. Although a large number of saliency approach consider only the RGB
component of still images, a natural extension is to integrate temporal or spatio-
temporal components. In that regard, the optical flow has been used by Le Meur et
al. [50]. When using an RGB-D camera, the depth integration is also a natural exten-
sion, either using an early [51] or late fusion approach [52] between RGB and depth
components. In the RGB-D approaches, the geometrical nature of depth signal is
better suited to detect salient objects rather than salient stimuli. Lastly, saliency can
also be detected with event-driven cameras, at a much higher frequency than any
RGB-based algorithm [53]. Our saliency maps aim to be generated from RGB im-
ages only, but we also rely on geometrical information from depth maps to learn
our model of saliency.

Saccadic models: Another family of techniques proposes to study saccadic mod-
els rather than just saliency maps. Instead of considering the only spatial com-
ponent of visual attention, saccadic models also study the temporal aspect of ex-
ploration by predicting plausible visual scanpaths rather than only salient loca-
tions [54], [55]. These kind of approaches both rely on saliency models to predict
fixations, but are also able to produce saliency maps based on the simulated scan-
paths [56]. The scanpath-based saliency maps are potentially more accurate, as ad-
ditional stochastic components related to fixation transitions are integrated in the
model (for exaple, vertical saccades are much more likely than oblique ones) [57],
[58].
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FIGURE 3.4: General architecture of Itti and Koch visual attention
model (image from [38])

Computing a saliency map

The most famous model of saliency is probably the one of Itti and Koch [38] devel-
oped at the end of the 90’s. Although many updates and improvements have been
added to this method (for example, by adapting the scales of receptive fields [46],
or by integrating face detectors and weights related to human fixations [59]), this
one has the advantage of being fast, simple, and based upon biologically plausi-
ble mechanisms inspired by retinal and cortical processing of the visual informa-
tion. Figure 3.4 presents the general approach for this method. Here, visual features
are color, contrast and orientation-based. They are combined together by center-
surround differences at different scales. This model is inspired by the receptive
fields in the retina and visual cortex. A total of 42 maps are then generated and
combined to create the saliency map. The basic idea of feature map extraction fol-
lowed by a feature combination has inspired a large number of approaches in the
literature.

Feature extraction: Saliency maps are usually obtained from simple visual fea-
tures, applied on the whole input image. Most of these features are designed to be
applied on RGB images, but some are also based on motion in the case of videos
streams [50], [60], or exploit the depth component of RGB-D sensors [31], [51]. Fea-
tures may be based upon center-surround differences [38], [46], integrating some-
times spatio-temporal components such as optical flow [17], [50]. Classical com-
puter vision filters have also been proposed to produce saliency maps, such as
HOGs1 [61] , wavelets [62], SIFT2 [63] or gist [64]. Features can also be based on
thresholds in the color space [65], [66], statistical descriptors such as covariance [67]
or Shannon information [42]. Similarly, spectral methods use transformation spaces

1Histograms of oriented gradients
2Scale Invariant Feature Transform
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of the image such as DFT3, DCT4 to obtain visual features [40], [41]. In the last few
years, a new process of feature extraction has been proposed based on deep con-
volutional neural network filers. These kind of features have also been successfully
applied to the generation of saliency maps [68], [69]. We propose in our work three
types of visual features that are center surround-based for the first two techniques,
and deep feature-based for the third one.

Feature combination: Once extracted, the visual features are combined to gen-
erate a saliency map. By default, a simple summation or max-pooling approach
can be enough [38], but smarter strategies are commonly used to improve the per-
formances. Some approaches use statistical approaches to build meta descriptors
in order to get a better feature combination scheme. Thus, Erdem et al. [67] have
used a set of descriptors based on region covariance from basic features in order
to improve saliency prediction. Bayesian strategies that aim to integrate prior and
posterior knowledge to improve the feature maps combinations have also been
proposed in the literature. For instance, Klein et al. [70] have used Itti and Koch
center-surround saliency maps to compute saliency estimators from local statistics.
In the perspective of optimizing saliency to get results as close as possible to hu-
man saliency, Zhao and Koch [59] have attributed optimal weights to each feature
based on statistics obtained from human fixations on a large number of images. Li
et al. [71] have proposed an improvement for basic saliency maps based on missed
salient areas retrieval and false distractors removal using co-occurrence patterns.
Lastly, pattern recognition models combine the extracted features by the mean of a
classifier, thus creating a non-linear combination scheme [44], [72], [73]. This classi-
fier approach is the one used in our technique.

Top-down modulation: Feature combination is also used to differentiate bottom-
up and top-down approaches. As bottom-up approaches are used for an open-
ended exploration of the visual environment, they do not require a combination
approach able to bias features against each other. When using top-down visual at-
tention to specialize the attention towards a task of a certain type of stimuli, the
features have this time to be combined accordingly. The dedicated term for this
kind of approach is the top-down modulation. Such modulation can be obtained by
exciting visual features related to the objects of interest [74], by inhibiting irrelevant
regions [75], [76], or by mixing those two approaches [45], [59] with learning.

Top-down cues: To further improve the performance of the saliency, many ap-
proaches integrate additional cues that are nothing more than object detectors. This
integration may make approaches better responsive to human shapes, by integrat-
ing for example detectors for face [59], [77], skin [78] or cars [79]. Although not
being in the philosophy of pure bottom-up approaches, integrating these cues is
still consistent with the idea that visual saliency is partly learned from what we
commonly see interact with in our everyday life.

Post-processing: The notion of stimuli-base and object-based visual saliency
also influences the way saliency is obtained. Usually, a post-processing stage is
enough to turn a stimuli-based saliency map into an object-based one. For stimuli-
based, Gaussian blur are often applied to better fit the statistical distribution of the
fixations [42], [67]. Object-based saliency is rather obtained by looking at homo-
geneous colors in contrast with their environment [65], [66], or combining saliency
with segmentation techniques such as superpixels [80] or mean-shift [48]. Figure 3.5
shows a comparison of the same saliency method using the stimuli-based and

3Discrete Fourier Transform
4Discrete Cosine Transform



34 Chapter 3. Visual attention, object localization and learning

FIGURE 3.5: Comparison of stimuli-based and object-based post-
processing on the same saliency method (images from Frintrop et

al. [48])

object-based post-processing. Note that object-based saliency is tightly bounded
with the notion of object detection or object segmentation, as the output saliency
provides a rough estimation of object boundaries. In that regard, our method lies
in the category of object-based saliency maps, and we propose a post-processing
step to recover the shape of the objects when the produced saliency map is not
clear enough.

Connectionist methods: An alternative to the filter-combination scheme is the
fully-connectionist approach. Saliency is learned in this context using neural net-
works techniques and annotated datasets. The connectionist approach proposes
to perform filtering and feature combination of an image within the same net-
work, thus following a more biologically plausible scheme. Nevertheless, early ap-
proaches of connectionist models [81] were found to be less efficient and harder
to design than the filter-based ones. This trend has been inverted with the recent
breakthroughs in deep learning, who paved the way for a new paradigm about
how to generate saliency maps. Similar to many other fields of computer vision,
deep convolutional networks (or CNNs) have reported the best accuracy on many
saliency benchmarks [43], [82]. Two types of supervising signals can be used to
train such classifiers: first, on saliency datasets, annotated either in terms of fixa-
tions [43], [82], or segmented objects [80]. Second, a simple set of object detectors
can suffice to train a descent saliency enhancer [68], [83]. This approach is par-
ticularly interesting, as they can be learned on a weakly supervised basis, using
as a training signal only picture of salient objects. The localization aspect is then
learned for free. However, this approach has two counterparts: first, the model is
specialized for objects in the dataset rather than learning a pure bottom-up saliency.
Second, the method does not detect the object, but rather what make the object dis-
criminant from other elements. The limit between saliency and object localization
is very thin in this type of approach. We do not propose in our work a fully connec-
tionnist approach, but the influence of this new paradigm is clearly present in the
way we design our technique.

Evaluation and datasets

Given the abundance of existing saliency approaches, dedicated datasets have been
created for benchmark and comparison. The proposed datasets usually take human
annotation and behaviors as ground truth. Saliency maps are then computed from
those datasets and compared with ground truth based on metrics. Although most
of these datasets propose an evaluation on RGB still images only, some are also
based on video sequences [39], [84], or RGB-D inputs [31], [51]. Figure 3.6 shows an
overview of the kind of images and ground truth found in the saliency benchmarks.
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FIGURE 3.6: Sample image and ground truth from datasets. On the
left, ground truth based on human fixations [85]. In the middle,
manually segmented image [86]. On the right, dataset avoiding the

center bias [31].

In general one should distinguish approaches trying to mimic human saliency
models, and models for detecting salient objects. The former aims to determine
where humans are going to look at whereas the latter seeks to extract the most
salient objects, which are defined by well-defined boundaries. The goal of these
models and the way we evaluate their performance are dramatically different.

Human fixations-based datasets: A first category of benchmark proposes to
predict human fixations. The ground truth is then constructed with gaze trackers:
several human subjects are asked to observe the same visual input for a certain
time. The eye trajectory of each subject is then recorded and statistics are computed
in order to determine the most frequent fixations and scanpaths. Popular datasets
of this category include the MIT300 [87], the CAT2000 [85], or the VIU dataset [88].

Manually segmented datasets: A second category uses manual annotations
from a few users to crop or draw boundaries around important. Among popu-
lar datasets of this type, the Achanta’s salient object dataset [86], the MSRA [89], or
the PASCAL-S [90]. Depending on the benchmark, a single or several regions are
isolated this way. This type of datasets may also be used for segmentation tasks,
or for object detection. We are mainly interesting in this type of annotations, more
consistent with our definition of saliency.

Center bias: Most datasets are biased by the position of salient objects. As im-
ages constituting the datasets are most of the time taken by humans, the most
salient element tends to be at the center of the image (which corresponds to the
center of attention of the viewer). In that regard, considering a simple Gaussian
distribution at the center of the image is a good saliency baseline that may outper-
form much more complex saliency techniques [91]. To limit this bias, some datasets
are constituted from free view-points inputs, where the most salient element does
not have to be at the center, or may not even be on the image at all [31], [42]. The
datasets used in our experiments are mostly taken from a robotic platform, and are
not biased by the center bias.



36 Chapter 3. Visual attention, object localization and learning

Top-down datasets: Most of the proposed benchmarks are conceived and la-
beled for a bottom-up saliency evaluation, probably because a better consensus
exists on the definition of bottom-up saliency. Nevertheless, a top-down evaluation
is still possible on datasets specialized on a particular type of stimuli, such as the
FiFA dataset containing lots of faces [77], but to evaluate saliency on a specific task
(which is our case), a dedicated dataset often needs to be created or adapted.

Common evaluation metrics: To compare an estimated saliency map with a
ground truth, several metrics can be used (for more details about their exact com-
putation, please refer to Riche et al. [92] or Borji et al. [93]). If the saliency map is
seen as a probability distribution of eye fixations, metrics such as Kullback-Leibler
divergence (DL), Histogram Intersection (HI) or the Earth Mover’s Distance (EMD)
are adequate, as they measure the distance between two distributions. When com-
paring the statistical relationship between estimate and ground truth, the linear
correlation coefficients (CC) or the normalized scanpath saliency (NSS) are advised.
Lastly, the comparison can be seen as a binary classification problem (salient and
not salient) and is then evaluated in terms of false positive and false negative rates.
The most common measure in this case is the area under curve (AUC) that mea-
sures the area under the ROC (Receiver Operating Characteristic) curve.

The AUC is probably the best-suited metrics for our evaluation and is the one
used in our experiments. Further details on the computation of this metrics are pro-
vided in Chapter 5. The AUC has the nice property of being invariant by any mono-
tonically increasing transformation. However, the result is represented in terms of
true and false positives, which does not penalize false negatives in the estimated
saliency.

3.2.3 Visual attention in robotics

Unlike classical computer vision, where the point of view is often chosen by a hu-
man operator and most likely centered at the object of interest, the viewpoint in
robotics depends on the robot’s position and movements. Is is therefore not - at
least at first - centered at the interesting elements of the environment. Providing
the robot with a good visual attention strategy is therefore critical for a good analy-
sis of the environment. Aloimonos and Westelius’ reference books constitute a good
introductions to this field [94], [95].

In Section 3.2.2, we presented in details how to obtain a saliency map. We ex-
plain here how to exploit them in a visual attention setup. As presented in Fig-
ure 3.3, the saliency map is typically used to determine the most salient regions.
The basic visual attention scheme follows a winner-takes-all strategy by determining
the global maximum of this map, and focusing attention on this particular region.
Then, in case of a static scene, the system should keep exploring and avoid as much
as possible looking always in the same direction. For this reason, an inhibition of re-
turn is usually associated with the system. The inhibition of return has biological
foundations [96] and simply consists in inhibiting the salient region that has just
been the focus of attention for a certain period of time. This way, attention is natu-
rally disengaged after examination, and the next most salient region is necessarily
a different one.

Applications using visual attention

In most cases, when a robotics system is equipped with a visual sensor, a strategy of
visual attention must be applied. We describe in this section the main applications
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relying on visual attention. For a more extensive review, please refer to Frintrop et
al. [34] or Bengum et al. [97].

Finding areas of interest: First, visual attention and especially saliency have a
wide variety of application when a need to localize regions of interest is required.
Indeed, instead of examining the input stream with the same attention everywhere,
a pre-selection of good candidates can significantly reduce the computational load.
This principle is, for example, used for image segmentation, when segmentation
seeds are required [98]. One may also think of image matching, when trying to find
correspondences to associate images of the same area at different time (for example
in SLAM5 or loop closure detection systems [99], [100]). In these approaches, salient
regions are associated with descriptors or landmarks, able to provide a meaning-
ful and exploitable representation of the region while limiting the area of research.
Similarly, saliency is widely used in the tasks of navigation and semantic mapping,
where the goal is to update a 3D or 2D grids containing objects of the environ-
ment [18], [101]–[103].

Object recognition: Object discovery or object recognition, especially for in-
door robotics is also a very natural and useful application of visual attention. Early
biologically inspired object recognition systems such as HMAX [104] already inte-
grated visual attention in the object recognition process, in order to select, modu-
late or suppress the most significant cues. Approaches combining both attention
and recognition have known a renewed interest with CNNs able to simultaneously
localize and identify object [83], [105]. A more sophisticated approach based on re-
current neural networks also proposed a sequential attention scheme to learn to
localize, count and classify objects of a scene [106]. More generally, the integration
of a visual attention scheme for object recognition may be used at two levels: first,
for isolating object candidates in the environment, followed by a displacement of
the robot to improve the perception of the target candidate [45], [107]. Second, for
isolating areas within the object that may be relevant for its identification [49], [108].

Guiding the robot’s actions: Lastly, attention systems may be used to guide
the robot’s action. The selective aspect of attention is particularly well-suited to
perform a single task at a time. The natural action associated with visual attention is
the displacement of the vision sensor towards the focus of interest. This action can
either be a saccade [107], [109] or a displacement [102], [103], [110]. In the scope of
visual tracking, active vision system can perform smooth pursuit to systematically
keep the target at the center of the field of view [111], [112]. Rather than moving
the sensor to modify the perception of the robot, the attention may also be used
as target to reach for robot grasping [113], [114] or in robot navigation [115], [116].
Finally, the field of human-robots interaction is also needing attention to create a
context and common objects of interest at which both humans and robots should
focus on [117], [118].

In our research, visual attention is not associated with a concrete application,
but we exploit the mechanisms of saccade and mobile robot displacements to im-
prove our model of saliency.

Indoor visual attention platforms

In this section, we mainly consider indoor robotics systems as it is the most related
to our research.

Among indoor robotics platforms using visual attention, a distinction can be
made between mobile robots able to move across their environment [102], [103],

5Simultaneous Localization And Mapping
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(a) (b)

(c) (d)

FIGURE 3.7: Visual attention setups (a) foveal vision [107] (b)
PTZ [103] (c) mobile robot [102] (d) humanoid ICub [119]

and static robots able to change their point of view with pan and tilt rotation axis of
the camera. In this case, PTZ cameras [109] or a set of cameras [45], [107] are typi-
cally used to be able to modify the perception of some elements of the environment
depending on their interest. Humanoid robots equipped with neck motion capac-
ities, but placed in a human-robot interaction setup also lie in this category [117],
[119]. Figure 3.7 presents a few of these setups.

Foveated system: In foveated systems, peripheral cameras are integrated to lo-
calize objects of interest, and foveal cameras are used to get a high resolution rep-
resentation of the target. Our first robotic platform BioVision, is typically classified
among this type of systems. Bjorkman, Kragik et al. [7], [45], [107], [113], [120] have
worked on a system of four cameras (two foveal, two peripheral). Not only were
the pairs of cameras alternating between foveal and peripheral visions, but also es-
timating the depth of the environment from stereoscopy. Other teams have simply
used PTZ cameras to have an easier setup based on a single camera, while alter-
native foveal and peripheral view points. Minut et al. [109] have used this kind of
setup to jointly learn to localize and identify an object, while Kragic et al. [110] have
used a descriptor to adjust the zoom level and enable a better recognition. Gould
et al. [103] as well as Canas et al. [102] have mounted a PTZ camera on a mobile
platform able to explore their environment by moving in a room and identifying
simple objects.

Mobile robots: When the robot moves in its environment, mechanisms similar
to saccades and fixations are used. The shift of attention is associated with a dis-
placement of the robot, either to put the object at the center of the visual frame [110],
or to simply get closer and have a better representation [102], [103]. However, two
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main differences have to be noted as compared to a non-mobile robot. First, the dis-
placement modifies both the resolution of the object and the orientation at which
the object is seen. This way, the object can be represented and identified based on a
set of images rather than on a single one [121], [122]. Second, the time for moving
the robot to a new position may have to be considered, as the distance to the target
can be significantly different, and the required time to reach it is roughly propor-
tional to this distance [22], [123]. Both of these problems are related to our research
when considering experiments on our mobile robot platform.

Interactive perception: A last category could be the one of robots able to mod-
ify their perception of objects by manipulation and interaction. The field of inter-
active perception then proposes to use the robot’s actions to directly interact with
the object. When using a robotic arm, interactions such as pushing can help object
segmentation given the concept of “what-moves-together-belongs-togeter” [124].
More complex interactions may be used to learn object appearance, either with
robotics arms able to grasp and manipulate objects [113], [117], [125], possibly with
additional tactile sensor [126]. The presence of a human user assisting in the learn-
ing task is common in this case, either to place objects in the robot’s hand [125],
[126], or to interact with objects instead of the robot [127], [128]. The advantages of
interactive learning versus simple robot displacements is the ability to add propri-
oceptive inputs in the perception of the objects. The robot then not only learns the
visual appearance of objects, but also their physical properties.

Saliency in robotics

Among all saliency methods, only part of them are well-suited for robotics setups.
First, methods taking advantage of the center-bias are no longer efficient when the
viewpoint is chosen by a robot. Then, the saliency map should be light and fast
enough to compute to be reactive to the robot’s displacement while dealing with
limited computational resources. Lastly, it should be adapted to the sensor and
potentially exploit all the components they can offer (for example, exploiting depth
if an RGB-D sensor is available).

Objectness and top-down saliency: In robotics, we have shown that saliency
is often tightly bounded with objects, and therefore the concept of objectness and
object localization. In that regard, pure bottom-up attention is not always well-
suited for robotics applications. Indeed, objects are not always intrinsically salient,
and conversely, some elements of the environment can show salient property while
being irrelevant for the robot’s task. Top-down modulation is then a good approach
to ensure the relevance of salient targets. This can be done by exploiting the context
in which the object is supposed to be [109], [129], [130], or by enhancing features
relative to the object [46], [74], inhibiting irrelevant ones [75], [76], or both [45], [59]

Proto-objects: Related to the idea of visual attention targeted at objects, many
robotics systems rely on saliency maps able to provide an estimation of the bound-
aries of the object [47], [131], [132], sometimes referenced as proto-objects. As men-
tioned in Section 3.2.2, some saliency maps directly provide this feature. It is there-
fore easier to focus the attention at the center of the object, using an appropriate
scale.

Exploration-exploitation trade-off: Although top-town attention is better-suited
to localize and identify objects, it is sometimes useful to alternate between bottom-
up and top-down in order to keep a good general exploration of the environ-
ment [133], [134]. The alternance between the two may be obtained by a static
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(a) (b) (c)

FIGURE 3.8: Examples of segmentation approaches (a) over segmen-
tation by SLIC superpixels [138]. (b) foreground-background seg-

mentation. (c) semantic segmentation [139]

weighted fusion [135], more complex schemes driven by temporal differential equa-
tions [45] or just an alternation between exploration and exploitation modes [136].

3.3 Localizing objects in an image

We demonstrated that finding object candidates and top-down saliency were of-
ten tightly coupled in a robotics context, and that object detection can be obtained
with saliency maps. We see object localization in this section at a wider point of
view, and we investigate the alternative approaches to detect and localize objects
in their environment from a still input image. An interesting review mentioning re-
cent deep learning approaches in visual understanding problems has been written
by Guo et al. [137]

3.3.1 Segmentation-based approaches

Image segmentation can be define by the process of splitting an image into several
segments, or groups of pixels. Most of the time, the segments are grouped in a
meaningful way and should help for further processing or for image understand-
ing. Figure 3.8 illustrates the three types of segmentation that are further described
in this section: over-segmentation, background-foreground segmentation, and semantic
segmentation.

Over-segmentation

In over-segmentation, the image is separated into an arbitrary number of segments.
These segments do not have a particular semantic meaning. The only criterion to
gather pixels are based on image properties such as color, texture, or orientation.
Pixels within the same over-segmented region should also be gathered in terms of
position, so that regions are spatially consistent. Over-segmentation is usually use-
ful as a pre-processing step to form meaningful clusters, that should be combined
later on. These approaches are usually highly tunable depending on the user’s re-
quirement (size of superpixels, edge smoothness, etc...).

Most popular over-segmentation approaches consists in dividing the image into
superpixels. A first type of superpixel uses seeds and grows regions around them.
The SLIC superpixels [138] for example produces a set of segments from a regular
distribution of seeds in the image. These seeds are used as an initialization for a
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K-means clustering considering both pixel position and color. Similarly, the SEEDs
superpixels [140] are obtained from a regular grid, by incrementally exchanging
pixels between regions to adjust boundaries. This approach is particularly inter-
esting as it is both fast and efficient. A second family of superpixels is based on
graphs [141], [142], that are incrementally cut or clip the graph vertices (typically
the pixels) based on objective functions. Graph-based approaches usually propose
regions of more variable size and shape.

Over-segmentation is also applicable to point cloud or RGB-D images. The geo-
metrical curvatures, normal orientations, convexity and symmetries of the point
cloud are then extracted to generate super-voxels [143], [144]. 3D segmentation
is also a complementary information that can be added to traditional RGB over-
segmentation, either following an early [145] or late [52] fusion approach.

Superpixels are used in our work for two different reasons. First, for a feature
extraction process, second, to recover the shape of the salient objects when the
saliency map has a weak resolution. We use in both cases the SLIC superpixels [138]

Foreground-background segmentation

When doing foreground-background segmentation, the goal is to separate each
pixel of the image into background and foreground. The problem can then be seen
as a binary classification problem. The definition of background and foreground is
unclear and depends on the context it is used for. If the task is to segment objects
in general, we can consider foreground as being objects and background as being
everything else. This notion of foreground and background has a lot in common
with the definition of saliency, foreground items being most of the time considered
as relevant elements.

When considering video, moving objects may be seen as forground elements.
Traditional background learning and subtraction [146] may suffice if the sensor is
set at a fixed position. Otherwise, other approaches exploit motion and tracking to
find the boundaries of the target [147], [148].

Similar to superpixels, traditional approaches were using seeds and Markov
random fields to optimally segregate foreground and background based on color,
texture or contours [149], [150]. Those methods are sometimes trained on a set of
representative images to learn the optimal parameter values [151]. Some other ap-
proaches also exploit the prior knowledge that the object of interest is surrounded
by the background and rely on a logpolar transform as the key of the segmenta-
tion [152], [153].

Other methods [154], [155] start with an over-segmentation approach and pro-
gressively group superpixels based on compactness, convexity, curvature or sym-
metries to reconstruct foreground objects. The notion of symmetry to detect objects
is particularly exploited with RGB-D sensors and tend to be efficient even in case
of partial occlusions [156], [157].

For indoor environments, and when a depth cue is available, a popular separa-
tion technique exploits the fact that objects of interest are generally lying on planar
surfaces [18], [52], [130], [156]. Planar surfaces are either tabletops or floor, or any
other horizontal support. The main idea is to first detect this plane (typically us-
ing a RANSAC algorithm [158]) to discard the points belonging to this plane, and
to use geometrical constraints to detect objects lying on it. A common approach
is to only keep elements contained in the enclosing convex hull of the detected
plane [130]. When the major plane is the floor, other important structures such as
walls and ceiling must be detected and removed as well, as proposed by Caron et
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al. [18]. Many RGB-D datasets are composed with objects on tabletops, either well
separated [30] or in a more cluttered scenario [157]. These types of approaches are
performing well on these datasets, as long as a large portion of the main plane is
visible on the image.

In our work, the produced saliency maps could amount to a sort of soft background-
foreground segmentation, where foreground elements would be the objects. Depth-
based segmentation is also at the heart of our saliency learning procedure as we use
a modified version of the work of Caron et al. [18] to generate a learning signal.

Semantic segmentation

Semantic Segmentation aims to label each pixel with a class of objects (such as
car, pedestrians, dogs, ...) and non-objects (for example, water, sky, or road). It is
therefore a multi-class classification problem. In recent years, challenging datasets
have been proposed to evaluate semantic segmentation accuracy. The most famous
one is probably the PASCAL VOC 2007 dataset for RGB [159] and the NYU dataset
for RGB-D [160].

Before deep learning approaches, the best performing techniques were based
on hand designed features applied on a set of pixels to generate patches. Those
patches were locally describing the image and were sent to a classifier, typically a
random forest or a boosted cascade, to predict the class probability of the center
of the patch. These types of approaches were providing pretty noisy probabilities
and were typically refined with conditional random fields [161]. Other techniques
tried to predict every pixels of the patch rather than just the center [162], or used an
over-segmentation technique to group pixels [163]. Classification refinement was
typically able to improve the classification in large areas like sky, but did not really
improve small clusters. Lastly, Gupta et al. [164] achieved good performance by
detecting boundaries and applying hierarchical clustering as a pre-processing step
to segmentation.

Similar to many other fields of computer vision, a major breakthrough occurred
in the field of semantic segmentation through CNN-based techniques. Early deep
learning approaches were based on blocks identification, but provided a segmenta-
tion mask at a poor resolution [165]. More recent approaches such as SegNet [166]
are following the auto-encoders philosophy to design fully convolutional networks
able to retrieve a segmentation mask at the original scale. This approach is some-
times coupled with a post processing using recurrent neural networks [167].

An interesting advantage when using CNN for semantic segmentation is the
possibility to train a network in a weakly supervised basis. Papandreou et al. [168]
typically demonstrated that state-of-the-art performance could be obtained from a
small number of fully supervised data and a large number of weakly supervised
data such as bounding boxes or raw image with a single label.

Semantic segmentation is not directly used in our work, but the methods for
retrieving the original resolution and the weak supervision aspects are interesting
items that have inspired some of our choices.

3.3.2 Object recognition and bounding box proposals

Another way to consider object localization is to think in terms of instances rather
than at the pixel level. When doing object localization in this case, the output of the
system is typically one or several bounding boxes, providing information about the
number of instances, and a rough localization and size of them in the image. The
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(a) (b) (c)

FIGURE 3.9: (a) Object (here, pedestrians) detection. (b) Object recog-
nition (from ImageNet challenge [24]). (c) Example of class-agnostic

bounding boxes (with EdgeBoxes [169])

boundaries are not precisely detected, but the information is easier to interpret at a
semantic level.

Before going any further, a reminder on the terminology in this field is pre-
sented. Figure 3.9 provides an illustration of the three discussed categories of object
localization that are class-agnostic bounding box proposals, object recognition, and object
detection.

Sliding-window approaches

Until recently, the best performing approaches for object detection and recognition
were based on sliding windows, where a light classifier was applied multiple times
on a portion of the image (the window) at regular intervals all along the image. This
approach then required a significant amount of inferences, considering about 104

windows per images, and potentially up to 107 if the task also required to detect the
scale of the object. When considering an object recognition problem, each window
had to be evaluated for each detector, thus multiplying the number of operation by
the number of output classes. As a result, a very light object classifier was applied
in these types of methods to provide a result in a reasonable time. Incidentally, the
efficiency of the classifier was pretty limited. In addition and in spite of the large
number of windows, they were not necessarily adapted to the size of the object to
detect and then provided a very limited efficiency.

Among the most popular and best performing approaches relying on a sliding
window, one can think of the Viola and Jones object detector [170]. The basic idea
was to train a binary classifier to discriminate between the object to detect and dis-
tractors. The original image was first decomposed into wavelets, and classification
was obtained though a boosted cascade classifier. A more recent and successful
approach was the Deformable Part Model [171], where discriminative portions of
objects were first detected and combined based on their relative positioning with
each other.

Class-agnostic bounding box proposals

In recent years, other approaches have proposed to directly generate bounding
boxes around potential objects of interest to limit the high amount of inference
required by the sliding window approach. The class-agnostic bounding box pro-
posals then aims to take advantage of the image shapes and colors to produce
bounding boxes that may contain objects. They are not restricted to a single class
but rather exploit the general properties of objects (colors, context, boundaries) to
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generate bounding boxes. Again, these properties are strongly related to the no-
tion of saliency. Among available techniques, two categories of approaches have
emerged (See the review of Hosang et al. [172] for an extensive review on this field.

The first category is referred as the grouping methods. The most popular one
probably being the Selective Search [173]. In these approaches, the goal is to generate
segments that are likely to represent objects. The most naive approach would be to
generate a bounding box out of each segment provided by a segmentation tech-
nique. Most of the time, these methods first apply an over-segmentation technique,
and combine the segments based on shapes, convexity, appearance of boundaries.
Several combination trials are performed, and related bounding boxes are pro-
duced accordingly. One of the advantages of these approaches is that they provide
a segmentation proposal on top of bounding boxes.

The second one is the window scoring proposal method. In this category, Object-
ness [174] and EdgeBoxes [169] are the most famous techniques. In these approaches,
a set of randomly sampled bounding boxes are generated, and a score is attributed
to each of them based on shapes, contours, superpixel straddling and so on. Al-
though faster, these approaches are known to be less accurate in localization.

Class-agnostic bounding boxes are now typically coupled with deep learning
classifiers, faster R-CNN [175] probably being the most famous example. The first
reason is that they significantly reduce the number of proposals over the sliding
window, thus making efficient the use of a slower classifier. The second one is that
proposals are most of the time more accurately centered and scaled than a sliding
window approach would. This way the recognition is likely to be more efficient.

Several methods have been proposed to evaluate the efficiency of a box pro-
posal. The standard one is probably the recall vs number of proposals, relying on
an intersection over union measure (IoU) that defines how well a box matches the
ground truth. As this method relies on an arbitrary threshold to determine the
match, Hosang et al. [172] proposed to use the average Recall (AR) that uses an
integral over a set of threshold and demonstrated that this approach was more ob-
jective and stable over datasets. Another approach is to use the detector responses
around objects.

In our work, we propose a way to use saliency maps to provide relevant bound-
ing boxes candidates around salient objects. Our technique is based on a posterior
bias on the scores produced by the EdgeBoxes algorithm.

Multi-class object detection

Object detection and object recognition are two different classes of problems, usu-
ally solved in a similar way. Object recognition consists in the detection, localization
and labeling of all objects of an image (or a restricted number of classes) with a la-
beled bounding box. In object detection, the purpose is similar except that only one
class of object is considered. For example in pedestrian detection, the goal is to de-
tect all pedestrians (and only pedestrians) with their bounding boxes. We describe
in this section methods able to solve the more general problem of multi-class object
detection.

Multi-class object detection is close to the problem of semantic segmentation.
The techniques used in both fields sometimes even are the same and simply dif-
fer in the post-processing step. Common datasets such as PASCAL VOC [159] or
Microsoft COCO [176] propose both annotations alternatives.

Today state-of-the-art’s methods all use deep learning to identify objects, but
two major axes are then used to locate them.
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The first one is based on bounding box proposals. Each proposal is cropped and
send to a classifier able to identify the class of the whole image, finally deciding
if the proposal contains one of the objects to detect or not. The most representa-
tive work in this type of approaches is R-CNN or faster R-CNN [175]. As a critical
aspect of these methods is the quality of the bounding box, approaches such as
LocNet [177] try to refine the proposal to obtain a better identification.

The second one uses a single convolution pass on the whole image to simulta-
neously localize and identify the object. These approach, such as YOLO [105], are
generally much faster and have more in common with semantic segmentation by
designing fully convolutional networks able to solve both tasks [178]. Another in-
teresting approach is to use labeled images as a weak supervision signal to turn an
image classifier into an object detector [179].

Like semantic segmentation, we do not consider the problem of multi-class ob-
ject detection in our method, but it could be a direct application of our saliency
maps. In addition, the state-of-the art in this field is a source of inspiration in terms
of methodology.

3.4 Learning visual saliency on a robot

This section describes the main requirements to learn visual saliency directly on a
robot. After presenting existing methods related to visual attention and learning,
we focus on three main components of the approach described in the next chap-
ter. This section does not aim to be an extensive review in the fields of machine
learning, but rather a spotlight on the mechanisms underlying our approach.

3.4.1 Robotics systems that learn visual attention

Learning is used in robotics for many types of applications. Specifically for saliency,
we mentioned in Section 3.2.2 the pattern classification and the fully connexionist
approaches. These approaches are however designed to be learned offline and not
modified during the robot’s exploration. Learning or refining visual attention di-
rectly during exploration is not so common. Nevertheless, we identified two cases
in which this aspect is used.

Top-down refinement

The first one consists in refining the top-down modulation by finding appropriate
weights to combine the extracted features. In VOCUS, Frintrop [46], [180] has pro-
posed to learn weights to discriminate a specified target based on training images.
Learning was done through a Region Of Interest (ROI) found in a manually speci-
fied rectangle, and each weight was determined based on the mean activation ratio
with and without the ROI.

Rasolzadeh et al. [45] based their approach on the same idea of ROI, but pro-
posed to find the weights by solving an optimization problem with the Levenberg-
Marquardt algorithm. They further improved the method by integrating the con-
text in the optimization. As the problem was not convex anymore, the weights were
found by training a neural network. An additional idea in this work was to learn
the top-down weights online by alternating between bottom-up and top-down at-
tentions. Bottom-up attention served as an open exploration to select targets and
discover objects. Once an object was discovered, a foveated segmentation was used
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to create the ROI, and the top-down weights were optimized. To combine bottom-
up and top-down attentions, a system of temporal differential equations was used
to weight the importance of each component.

In the context of learning how to combine features, Borji et al. [44] have inves-
tigated the use of several classifiers to combine both bottom-up and top-down (in
this case, object detectors) cues. They concluded that the AdaBoost classifier had
the best prediction accuracy for this task. Nevertheless, this approach was trained
offline, in a fully-supervised manner, based on eye fixation datasets.

Visual attention control policies

The second type of methods aims to learn eye movements displacements in order
to better perceive the objects of interest. These approaches typically rely on rein-
forcement learning techniques.

Minut et al. [109] have presented a system based on Q-learning to determine
the area the most likely to contain the object to identify. They then used the camera
zoom and small saccades to precisely localize and identify the object.

Saccades can also be directed towards areas of interest within an object to im-
prove its identification. Paletta et al. [49] proposed a framework based on Q-learning
to learn the best scanpath within an object to ensure correct identification.

Lastly, the work of Borji et al. [181], inspired from McCallum’s research [182],
proposed to learn a top-down attentional model able to simultaneously discrim-
inate objects in an environment (for example traffic signs, buildings) from their
visual appearance, and learn the best sequence of actions to reach a goal (for exam-
ples, how to move the robot across the streets to reach a house).

3.4.2 Learning constraints of our setups

Learning visual signals on a robot can be done in many different ways, but we here
focus on two aspects related to our setups. First, our robot starts exploration with
no prior knowledge about the environment, collects data through observations and
learn a representation on-the-fly as exploration goes. Therefore, exploration needs
to be coupled with an online learning mechanism. Second, our approach does not
include a human in the loop, so that learning has to be done without supervision.
We talk here of self-supervised learning rather than unsupervised, that has a different
meaning in the machine learning literature.

Online learning

Online learning, or incremental learning refers to a machine learning approach where
data arrive in a sequential order, and where the model integrating those data is
updated simultaneously with the reception of new data. Online learning is opposed
to offline learning, or batch learning, where data is available from the beginning,
and where the model is build in a single shot. Online learning is common in robotics
to refine predictions and representations as new perceptual data is acquired by the
robot.

Statistical methods: Methods doing predictions based on a statistical distribu-
tion of the data are well-suited for being updated incrementally. In particular, clas-
sification based on a k-nearest neighbor [183] comparison is trivially updated by
adding the new sample to the representation dataset, although the search method
may also require a KD-tree update to be faster. A major drawback of this approach
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is that memory increases as new data arrives. Voting methods based on bags of vi-
sual words [184] also have a natural incremental version where statistics (counts)
of visual words are updated on the fly.

Online random forests: Most offline machine learning algorithms also have
their incremental version, and it is the case for random forests we have used in our
work. To make a random forest incremental, the general approach is to update the
splits of the tree by maintaining quality scores at every leaves, and to grow the tree
incrementally [185], [186]. However, most online random forests approaches are
memory consuming (the whole dataset is stored and re-used for updates), slow for
a large dataset, and do not perform as well as in offline mode. A recent promising
approach is the Mondrian forests [187] that determines new tree splits based on
mondrian processes. We have developed in our work an alternative technique to
update random forests faster than what offline training would.

Neural networks: Neural networks are from essence online classifiers. Although
often used in batch mode and trained by feeding the network with the whole
dataset several times (a whole dataset pass is called an epoch), samples are pro-
vided one by one to update the network. A very desirable property of these meth-
ods is that there is no need to keep the whole dataset for updates. Once presented
to the network, the model keeps an internal memory of the sample. A major is-
sue though is that the order in which examples are presented strongly influences
the performance of the system. The earliest samples tend to be forgotten and the
model is more accurate for recent examples. Moreover, presenting too many simi-
lar examples in a row may have catastrophic consequences in the learning quality
(this phenomenon is called catastrophic forgetting). Online learning with a neural
network must then be considered carefully to lead to successful results. In CNNs,
the problem is the same. Although little work has been presented yet in that regard,
the field is actively investigated as well [188].

Self-supervised learning

In most supervised learning techniques, a human contributes in the task of annotat-
ing data, which means provides a trustful signal that the algorithm should follow
to build its predictive model. In the case where a robot does not use any human
assistance, other approaches should be considered.

Alternatives to supervised learning: A first family of learning without hu-
man supervision is unsupervised learning, where classes or clusters are determined
only by considering properties of the dataset distribution. Another approach is to
learn from a partially or roughly annotated dataset, referred respectively as semi-
supervised and weakly supervised learning. When the signal used for learning is a re-
ward from the environment, following an action, the problem is called reinforcement
learning.

Automatic or self-supervised annotation: Sometimes, there is a way to auto-
matically annotate data, or to generate annotated samples without any supervision.
We call this process self-supervised learning. In computer vision, a typical example
of automatic annotation is the colorization of black and white films, since there is
an unlimited amount of color films and that conversion from color to grayscale is
trivial. Another example is the work proposed in Make3D [189] that aims to learn
to predict the depth map of an RGB image. From RGB-D sensors or stereo cameras,
a fully supervised correspondence is available between these two components. In
robotics, sensory-motor correspondences may also be automatically obtained by
performing an action from a motor command, and waiting for the sensor feedback
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tion and multi-task learning

that plays the role of the annotation [14], [190]. Our system is based on this princi-
ple of automatic annotation of the saliency, based on a correspondence between a
depth-based segmentation and RGB images.

Transfer learning: Transfer learning, or inductive transfer [191] aims to transfer
knowledge between a source and a target. The problem is typically formalized by
a source/target data, a source/target model and a source/target label. The goal
is then to take advantage of the source model to improve the target one (see Fig-
ure 3.10). This field gathers a lot of different methods, but two of them are of par-
ticular interest for our work.

The first one is the domain adaptation, or fine-tuning: in some cases, a large, fully
annotated dataset is available for a source problem, and a limited amount of data
(annotated or not) is available for target problem, having a lot in common with the
source (in terms of data and/or labels). It is then possible to take advantage of the
large dataset to train a robust model, and use the limited dataset just to optimize
the learned model to the target task. Domain adaptation has been widely exploited
in speech recognition to adjust a natural language trained on thousands of speaker
to a single user [192], or in CNN for a specific task on which little annotation is
available [193].

The second one is the multi-task learning, where problems A and B are solved
at the same time by exploiting common properties between the tasks. Our learning
method follows this type of approach, but solves the two tasks sequentially: In
our case, a first object recognition task is learned offline, and the corresponding
model is used to automatically annotate data for the task of saliency learning. This
kind of approach is called a knowledge transfer, and is also used in deep learning
framework [194].

Weakly-supervised learning: In a weakly supervised context, the data is poorly
annotated, and the model is able to generalize over this signal to learn more than
what was originally provided (see example of Figure 3.11 where the goal is to lo-
calize cats in images with cropped images of cat as the only learning signal). The
core characteristics of the annotated data are then naturally extracted from the par-
tial annotations. With such learning, it is then possible to generalize the learned
model, and to apply it to a slightly more general task. Several examples of weak
supervision have been presented in Sections 3.3.1 and 3.3.2 for the task of seman-
tic segmentation or object recognition. We also rely on such weak supervision to
generalize saliency over a partial learning signal.
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3.5 Conclusion

In this chapter, we have presented an overview of the background related to the ap-
proach to be proposed in the next chapter. Visual attention, object localization and
machine learning are separate fields, but they all contributed to the construction of
our methods. Moreover, we have shown that those fields were sometimes largely
intertwined, and that our system precisely lies at their junction.

We aim to design a system able to learn visual saliency on a robot. Visual saliency
is at the heart of many visual attention systems, and we have re-used a very clas-
sical scheme to construct our own technique. Then, as our robotics platform are
designed for indoor environments, our saliency must be oriented for the task of
localizing objects in their surrounding. We therefore investigate this field that is
more related to computer vision. Lastly, as our approach involves learning on a
robot, we have studied machine learning techniques able to satisfy the constraints
of our setup.

The next chapter is dedicated to the technical description of our proposed ap-
proach and its connections with each of the aforementioned fields.
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Chapter 4

Proposed Approach

4.1 Introduction

For a robot to efficiently identify the interesting elements of its environment, we
base our approach on saliency maps. More specifically, we would like to learn these
saliency maps on-the-fly during exploration. Thus, these maps will be specialized
for the environment the robot is exploring, for the task the robot is asked to accom-
plish, while remaining flexible to any change or novelty in the environment.

This chapter describes the algorithms and software components developed to
learn such a saliency model. We first position our approach versus the state-of-the-
art provided in Chapter 3. We also provide a general overview of the approach
before going in details through each component of the architecture.

The incremental saliency learning is made possible by three major items that are
feature extraction, object detection and online classification. We provide for each of
them a description of several possible methods, and discuss their advantages and
drawbacks.

Lastly, we describe the pipeline to produce saliency maps having the desired
properties, and we suggest a measure to exploit these maps as a mean to produce
bounding box proposals around salient objects.

4.2 Overview of the method

4.2.1 Positioning versus state-of-the-art

Regarding visual attention

Our approach has a strong background on the field of visual attention. We intend to
follow the traditional visual attention pipeline described in Section 3.2.1 consisting
in feature extraction and feature combination. Moreover, one of the setups used
for evaluation is a foveated platform, very similar to many existing systems (See
Section 3.2.3).

However, our approach differs from most visual attention techniques for the
following reasons:

• Instead of using saliency maps as a black box, plugged as is in a visual at-
tention system, we propose two operating modes: a learning mode, and an
exploitation mode.

• In the learning mode, we focus on how to build an efficient feature combina-
tion online, during the robot’s exploration. This combination should be con-
sistent with the robot’s future tasks.
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• In the learning mode, the focus of attention is not directed towards the most
salient elements. We do not discuss it here, but Part II of the manuscript sug-
gests alternative methods to learn saliency more efficiently.

• In the exploitation mode, the combination model that has been learned is
exploited to produce saliency maps. From there, it is possible to follow a clas-
sical visual attention pipeline.

Our method is designed to learn top-down types of saliency maps, that are
dedicated to object detection tasks. In addition, our saliency models are specialized
for the environment they were trained in, an are very likely to fail if exploited in a
different context.

Regarding object localization

As discussed in Chapter 3, the multiple similarities between object-oriented saliency
and object localization positions our approach at the junction of those two fields.
Although our goal is to produce saliency maps, we also rely on object localization
techniques for several reasons

• In a first setup, we rely on a background-foreground, depth-based, object-
oriented segmentation technique to learn the saliency.

• In a second setup, we use an object classifier as a weak supervision signal to
learn saliency maps, similar to recent approaches presented in Section 3.3.2

• We show that our saliency maps can be used to bias the output of existing
agnostic bounding box proposals methods. The outcome is a set of bounding
boxes that are much more likely to contain salient objects.

Regarding learning

Our method has a lot in common with the mechanism proposed in Frintrop [46] or
in Rasolzadeh’s work [45], where an ROI of the visual field was exploited to mod-
ulate top-down saliency. In Rasolzadeh’s work, this modulation was done online,
and an efficient trade-off was found between open exploration and samples seeking
for top-down refinement. Our approach differs from these work for the following
reasons:

• Top-down modulation is not obtained by a simple linear combination of the
feature maps, but by a non linear classifier, able to capture more complex
feature combinations.

• The method is self-supervised which means that salient elements of the visual
fields are detected (when possible) and integrated to the model without any
user supervision.

Many approaches propose to learn visual saliency offline, from a large database,
the best performing results being obtained with CNN architectures [43]. However,
learning saliency online with a classifier, without any initial database is far less
common. We then investigate the online aspect of learning, while taking advantage
of the CNN capacities.

In our approach, self supervision is made possible by a multi-task transfer learn-
ing run sequentially (called knowledge transfer). In our case, we learn offline, before
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FIGURE 4.1: General architecture of our system

robot’s exploration, an easy and restrictive task (for example, object recognition)
that produces a reliable estimate (the class label). Then, we use the predicted out-
put as a learning signal for a more complex tasks (for example, low-resolution object
localization in a cluttered environment).

Lastly, the self-supervision provides a learning signal that is restrictive, thus
making the problem weakly supervised. Our approach then aims to generalize over
this weak learning signal.

4.2.2 General mechanisms

Our approach is designed so that the robot moves within the environment and re-
ceives image streams. Saliency is then learned progressively as image are acquired
and processed.

Our approach is composed with three interconnected modules for learning, and
works in a learning mode and exploitation mode. We here provide an overview of
these module and the way they interact with each other (see Figure 4.1 to visualize
the general architecture).

Saliency learning

During the learning phase, the robot explores the environment and progressively
receives visual information that is processed and integrated to the model. The vi-
sual information is composed with two visual streams denoted as the main visual
stream and additional visual stream. We also define as an observation a set of two syn-
chronized frames from the visual and additional streams.

The core idea of the saliency learning is to continuously provide a set of features
and labels (essentially two classes denoted here as “salient” and “not salient”) that
are send to an online classifier. The classifier then learns a saliency model that can
be exploited to infer saliency maps. The classifier chosen in this study is a random
forest designed to be updated incrementally (see Section 4.5.1).

Features are extracted from the main visual stream (RGB in our case) from which
saliency is to be estimated. In Section 4.3, we propose thee feature extraction tech-
niques to this end.
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However, a more complex issue is to provide a reliable supervision signal with-
out any human assistance. To this end, we rely on an additional visual stream from
which a reliable saliency signal is obtained. This signal is then turned into labels
and sent to the classifier. This saliency estimation must be trustful enough to be
used as a learning signal, but can also be restrictive. The role of the classifier is then
twofold: first, to transfer the saliency knowledge from the additional visual stream
to the main visual stream. Second, to generalize the restrictive signal to produce
saliency maps on the whole main visual stream.

Saliency exploitation

Once a saliency model is available, this one can be exploited to produce saliency
maps in the specific environment it was trained for. In this configuration, we do
not rely on the additional visual stream anymore. Features are extracted from the
main visual stream, the same way it was done for learning, and these features are
sent to the classifier to infer saliency according to the model (see Section 4.5.2).

Additionally, in Section 4.5.3, we show that the saliency map constructed this
way can be used to produce bounding boxes around salient objects.

Two application scenarios

We describe in Section 4.4 two scenarios for which an additional visual stream can
produce a restrictive saliency as a learning signal. These scenarios are represented
in Figure 4.2.

The first scenario (Section 4.4.1) requires both a contextual camera (also called
peripheral camera) and a foveal camera. The contextual camera plays the role of the
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main visual stream, while the foveal is the additional one. Saliency is then detected
based on an object recognizer trained for some specific objects on the foveal stream.
Saliency is then determined by whether an object was identified in the fovea or
not. Here, the saliency estimate is partial as salient objects are detected only when
visible in the fovea.

The second scenario (Section 4.4.2) works mainly for indoor environments and
considers salient objects as being on planar surfaces. The additional visual stream
here is a depth map produced by a Kinect or similar sensors. The depth map is
processed and produces a segmentation of the salient objects when detection was
possible (when object was seen from an appropriate point of view). Saliency is then
partial as salient objects are not always detected.

To make data formatting easier, the information produced by the additional
streams are turned to what we call segmentation masks. A segmentation mask pro-
vides a pixel-wise mapping between the main visual stream and the saliency found
in the additional stream.

4.3 Feature extraction

We want to use visual features based on the RGB components to construct saliency
maps. Those features must be light enough to be computed in real time on the
whole field of view, and representative enough to discriminate salient and non
salient elements. Lastly, the features must be stable enough to avoid saliency mis-
detections, especially in areas of strong or sharp color variation.

We present here three different types of features that we used and evaluated.
We systematically discuss the choice for such features, as well as their advantages
and drawbacks.

4.3.1 Itti and Koch feature extractor

Motivation

A first natural idea to obtain relevant features for saliency is to look at the one
commonly used in the literature. In that regard, many visual attention system rely
on a saliency model created by Itti and Koch [38]. As it is flexible and modular,
our first attempt was to use the filtering procedure proposed by the method as
a feature extractor. Frintrop [46] has used a similar type of filtering and obtained
better results. We did not investigate the performance of these, but expect similar
performances.

Description

Itti and Koch have proposed a method for visual attention systems, including a
saliency map computation and a way to consider this saliency map in the allocation
procedure of the attention. We are more specifically interested here in the batch of
filters applied on the input image to produce a set of feature maps, as presented in
Figure 4.3.

These filters are based on Gabor filters [195] of various orientations at several
scales.
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FIGURE 4.3: Feature extraction procedure from Itti and Koch [32]

A Gabor filter is defined by a scale σ and an orientation θ as:
G(σ, θ) = exp(−1

2
x2θ+y

2
θ

σ2 )cos(2πxθ)

xθ = x× cos(θ) + y × sin(θ)

yθ = −x× sin(θ) + y × cos(θ)

(4.1)

More precisely, each filter is obtained by the following equation:

O(σf , σc, θ) = |G(σc, θ)−G(σf , θ)| (4.2)

where θ ∈ {0, π4 ,
π
2 ,

3π
4 } is the orientation, σf ∈ {2, 3, 4} is the scale of the central

stimuli and σc ∈ {σf + 1, σf + 2} the scale of the peripheral stimuli. In total, 24
filters are therefore calculated. Another type of filters represents the difference of
intensity between the center and the periphery, obtained by equation 4.3:

I(c, f) = |I(c)− I(f)| (4.3)

where I is a Gaussian pyramid created from a grayscale image. f ∈ {2, 3, 4} and
c ∈ {f + 1, f + 2} represent the scales of this pyramid. In total, 6 filters of this
type are computed. Lastly, we obtain the center-surround color opposition, from
equations 4.4 et 4.5:

RG(c, f) = |(R(f)−G(f))− (G(c)−R(c))| (4.4)

BY (c, f) = |(B(f)− Y (f))− (Y (c)−B(c))| (4.5)

where R G B Y stand for the Gaussian pyramids obtained from the red, green,
blue and yellow components of the image, at the same scales f and c used for the
grayscale filters. In total, 12 filters are computed this way.

Pros and cons

These features are very common, many implentations are publicly available. They
are also fast and easy to compute. However, the center-surround averages provide
a poor discrimination of the saliency at the borders of an object.
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4.3.2 Make3D-based feature extractor

Motivation

The problem considered in Make3D [189] is the one of predicting depth from a sin-
gle RGB image. To this end, features are extracted from the RGB image for each
pixel, and sent to a regressive classifier to predict the depth of each pixel indepen-
dently. This classification phase is followed by a refinement stage, enhancing the
overall depth map consistency with Markov Random Fields.

As explained in Section 3.4.2 of the previous chapter, the saliency learning ap-
proach is a sort of transfer learning from depth to RGB (at least for one of the two
segmentation techniques), and saliency maps are obtained from features extracted
for each pixels of the original image. Make3D then shares strong similarities with
our technique and the type of signals we aim to manipulate. We then build our
second feature extractor on the ideas proposed by Make3D.

Description

In Make3D, absolute and relative features are considered and extracted from the
RGB image. Absolute features are sent to a classifier to estimate the absolute depth
of a pixel, while relative ones are used to refine the global depth map. We base
our technique on the absolute features. For each pixel, texture variation, gradients
and color statistics are obtained from a patch surrounding the pixel (19 types of
features in total). Then, to better describe the geometry of the surrounding, these
features are also computed for neighbor patches (up, down, left, and right) at three
different scales. In more recent work, Saxena et al. [196] also compute superpixels
on the image and calculated a single descriptor per superpixel.

To extract our features, the first step consists in a superpixel extraction. We com-
pute the SEEDS superpixels [140] on the whole image. The number of SEEDS to
produce depends on the size of the input image, and on the average size of the
objects on the image. Superpixels should then be small enough to oversegment the
salient objects. In our experiments, we have used between 150 and 350 superpixels
for images of size 640 × 480. Once extracted, we compute the mean RGB value in
each of these superpixels.

Then, for a given pixel of the image, we associate a feature vector based on
the mean superpixel value containing this pixel, and the mean superpixel values
containing neighbor pixels at three different scales. More precisely, we obtain three
features for the central pixel (red, green and blue components), 3 × 4 features for
the four (up, down, left, right) superpixels located at 25 pixels of the central one,
3×4 for superpixels at 50 pixels, and finally 3×4 for superpixels at 100 pixels. This
process is applied on each pixel of the image to produce in total 39 feature maps. To
obtain features at the border of the frame, a padding is applied to the image, where
the border pixel is simply replicated. Figure 4.4 shows an example of the feature
extraction process for one pixel.

Using the superpixel mean value instead of the pixel value itself has several
advantages: first, it makes the feature vector more robust to noise and sharp vari-
ations in the image. Second, it solves the problem of local averaging at the border
of the objects: as pixels are grouped based on their consistency and oversegment
objects, the color average is done within each segment. Thus, pixels at the border
of an object will have the same representation as pixels at the center, as long as they
belong to the same superpixel. Lastly, as features are representative of superpixels
rather than a pixel, the descriptor is more robust to scale variations.
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FIGURE 4.4: RGB-based feature extraction based on Make3D

We then base our saliency estimation on this set of features, pretty reduced com-
pared to the one proposed in Make3D. However, we did not find much improve-
ment in using the whole batch of features proposed by the method (using standard
deviation types of features even decreased the performance), and the computation
time was much higher.

Pros and cons

These features are conceptually very simple, easy to implement, and their extrac-
tion are pretty fast. Unlike Itti and Koch features, superpixels make an excellent dis-
tinction between objects and background, even at their periphery. As a drawback,
they rely on RGB colors, thus making them very sensitive to illumination changes.
In addition, the number of superpixels required by the algorithm depends on the
average size of the objects of the scene, and has an impact on the feature quality.

4.3.3 Deep features

Motivations

Deep learning based on convolutional neural networks are now applied every-
where to solve computer vision problems. As discussed in Sections 3.3.1 and 3.3.2
of the previous chapter, saliency and object localization now have a bunch of tech-
niques based on deep learning. A very nice property of such networks is their mod-
ularity, and their capacity to be re-used in many other types of computer vision
problems by fine-tuning.

An end-to-end neural network architecture may be used for saliency learning,
starting with convolutional layers and ending up with fully connected one. How-
ever, meta-parameters (learning rate, minibatch size, etc...) are hard to configure
to allow an efficient incremental learning. A bad configuration could significantly
deteriorate weights that were correctly learned for another problem.
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FIGURE 4.5: CAM mapping of the top 5 responding object. Image
from [68]

We then consider another approach to exploit deep neural networks: the use of
the first layers of a well-trained network as a feature extractor. This way, we avoid
instability problems, and the module is easily plugged in our architecture.

Description

In convolutional neural networks, the input image is send across the network and
is filtered by a large number of convolutional kernels, whose parameters are deter-
mined by a feed-forward back-propagation procedure, similar to multi-layer per-
ceptrons. The convolutional layers of a CNN can then be seen as a set of filters
whose values have been optimized by the dataset it was trained for. Similar to
Gabor filtering in Section 4.3.1, we here produce feature maps by a succession of
convolutions that aim to discriminate salient features.

Several popular CNN-based architectures have been proposed to solve com-
puter vision problems, and are publicly available with weights trained on very
large datasets (ImageNet [24], Coco [176], etc...). Among them, Alexnet [4], VGG [197],
GoogLeNet [198] or more recently SegNet [166] are the most widely used networks.
Most computer vision approaches use these networks with the proposed weights
and remove the last layers of the architecture to fit their own needs. They next re-
train the network with their own dataset (potentially much more modest than the
initial ones), taking the weights trained for the other problem as a good initializa-
tion. This process is called fine-tuning (described in Section 3.4.2).

We base our feature extraction upon this idea of fine tuning by following the
ideas of Zhou et al. [68]. In their article, a GoogLeNet architecture is used and fine
tuned to perform object localization. The end of the network is replaced by a global
average pooling layer, followed by fully connected layers providing strong local-
ization capacities and working on weakly supervised training data. This type or
architecture is then able to produce, in some sense, class specific saliency maps. In
addition, the weights of this network are publicly available.

We then use this available trained model and do not consider the layers after
the global average pooling one. The feature extraction is done at the level of the
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class activation mapping, or CAM layer (called “CAM-CONV” in the network). This
corresponds to the last fully convolutional layer of the network. According to Zhou
et al., this layer is the one at which highly discriminative areas are enhanced (see
Figure 4.5 for an example).

To get a set of feature maps, we then feed the network with the original RGB
input image, without resizing it, and extract the 1024 maps of the CAM layer (See
Figure 4.6).

Because of striding and pooling in the network, the output feature maps have
a resolution that is 16 times lower than the input image. To overcome this loss of
resolution, we present in Section 4.5.2 a method to reconstruct saliency maps at the
original scale.

Pros and cons

Deep features are very generic and robust features. They may have a better gener-
alization capacity than the other proposed features. However, to be applied in real
time on our images, a GPU is mandatory. Moreover, the successive convolutional
layers produce a strong image downsampling, thus making small details hard to
retrieve when computing the saliency map.

4.4 Salient objects discovery

To learn a model of saliency, we base our methods upon object detectors and classi-
fiers that will constitute our learning signals. These learning signal have the prop-
erties to be reliable, but are only partial. The goal is then to generalize this signal to
produce saliency maps in a more general case. Two different object detectors have
been used in our two application scenarios.
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4.4.1 Foveated objects discovery

This approach has been designed for the BioVision platform and works on the prin-
ciple of the foveated vision. The idea is to provide a saliency estimation in the fovea,
and to transfer this information to the contextual view, as a segmentation mask in-
tegrating the foveal location. The method can then be applied on setups having
both a foveal and contextual camera.

Figure 4.7 illustrates the general approach to obtain a segmentation mask in
this context.

Object recognition in the fovea

The stream provided by the foveal camera is sent to an object classifier that has been
described in Section 2.2.2. As a reminder, this classifier is based on a deep convolu-
tional neural network and is able to identify 8 different categories of objects, plus a
last class called “other”, containing any other types of elements.

We take this classifier already trained, and simply use it to infer in real time the
class of the object observed by the fovea. The classifier is considered robust enough
to provide a reliable class estimation, that is to be used as our learning signal. In
our case, we consider the eight objects as being salient (annotated with the “salient”
label), and any other visual item as being “not salient”.

Segmentation mask reconstruction

In this setup, the contextual view the main input stream, on which the saliency map
is to be estimated. To make it compatible with the saliency learning algorithm, we
then need to turn the object class estimation on the foveal image into a segmenta-
tion mask in the contextual view.

First, the label provided by the object recognizer of the fovea is tuned into a label
compatible with our saliency learning framework. If the output label is among the
nine objects, we transform it to a “salient” label. If the estimated class is “other” the
new label is “not salient”.

Second, the extrinsic calibration of the setup provides a correspondence be-
tween pixels of the fovea and pixels of the contextual view. Based on this infor-
mation, we associate each pixel of the contextual view that are visible in the fovea
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with the label (“salient” or “not salient”) found earlier. Everywhere else in the con-
textual image, we assign the label “undetermined”).

Note that in this configuration, learning is weakly supervised at two different
levels. First, a saliency label is available only within the fovea, so that the learner
should use several points of view to be able to generalize the estimation out of
the fovea. Second, labels “salient” or “not salient” are assigned on the whole fovea,
even if the salient element only represent a fraction of the foveal image. To learn
saliency, the classifier must learn by itself to discriminate between what is really
salient within the fovea and what is not.

4.4.2 3D segmentation for object detection

This type of object detector has been designed for RGB-D cameras such as Kinect
or Asus Xtion, and mainly works for indoor environments. The method is a modi-
fied version of the depth-based object segmenter of Caron et al. [18] and is used to
produce a partial but accurate estimation of the saliency. The depth map is the only
component considered in the segmentation process.

General idea

The object segmenter detects objects lying on planar surfaces (typically tables or
floor), with a diagonal size between 10 and 180 centimeters. As a first step, the
depth map is turned into a point cloud. Depending on processing step, we either
consider the 3D points of the cloud, or their corresponding pixels in the depth map.
We then follow the procedure below, further detailed in the next paragraphs

• The major plane (in our case the floor or a tabletop) is detected and tracked
during the whole sequence to make sure that the same surface is used during
the whole experiment. For simplicity, we call this major plane the floor in
these explanations.

• Given the floor position, potential walls are detected. Floor and wall are then
filtered out, and the remaining points of the cloud are likely to be part of
salient objects, but could as well be undetected portions of walls, poles, or
any other artifact that is irrelevant for a robot.

• Remaining points are grouped in blobs to form object candidates. We then
remove candidates that are either too small, too large, or too far from the
floor.

• To avoid false detections from large objects cut by the border of the frame,
only candidates having no contact with the border of the depth field of view
are kept and considered as salient objects.

• Lastly, the segmentation procedure is converted into a 2D segmentation mask,
further used to produce “salient” and “not salient” labels.

The main steps of the segmentation are summarized in Figure 4.8. We also syn-
thesize in Table 4.1 the parameters of the method as well as their numerical values.

Plane tracking

The segmentation algorithm is using a plane detection as a pre-processing step.
To detect the major plane of an image, the RANSAC algorithm [158] is generally
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Parameter
Numerical

value
processing step

Max dist. to kinect 4 m Unreliable data filtering

ε 5 cm Wall and floor removal

τ 0.95 Wall and floor removal

δ 0.05 Wall and floor removal

Max object diag. size 180 cm Blobs filtering

Min object diag. size 10 cm Blobs filtering

Blobs too high thresh. 150 cm Blobs filtering

Plane artifact thresh. 5 cm Blobs filtering

TABLE 4.1: Main parameters of the depth segmentation algorithm

applied on the whole point cloud of the frame. The detected major plane is then
considered as the floor or tabletop. However, this is far from always being the case.
Walls are very often detected this way and may conduct the algorithm to fail. In
addition, computing a RANSAC from scratch on the whole image can be pretty
slow, especially if the environment is complex. In Caron et al. [18], the RANSAC
computation is avoided by determining the floor equation prior to the experiment,
and supposing that orientation is the same during the whole experiment.

To overcome these limitation, we develop a method of plane tracking that re-
turns after each frame an equation of this plane. Tracking is initialized by detecting
the main plane in the whole image, and re-initialized the same way each time the
tracking is lost. After initialization, the pixel position of the inliers (the points be-
longing to the plane) are turned into a binary mask (main floor/not main floor).
Then, given this binary mask, the next frame is processed by applying a RANSAC
to points of the cloud whose pixels of the mask are positive. Given the asumption
that two successive frames are similar enough, this masking procedure provides an
excellent initialization for the RANSAC. This way, the algorithm converges much
faster and is almost sure to find the right plane, even when the major plane of the
image has changed. An even better mask is obtained by filtering out pixels whose
color value between the two successive frames are too far from each other. After
each plane estimation, the points belonging to this plane our of the mask are re-
trieved, and a new mask is determined for the next frame. The main steps of this
algorithm are illustrated in Figure 4.9.

Unreliable data filtering

As a first processing step, we remove points of the cloud that are likely to be hard
to process, or for which data is not fully accessible.

Local normals are first estimated for each point of the cloud. However, pixels
with too strong variations in their neighborhood (typically at the border of an ob-
ject) cannot be assigned a normal and are therefore removed from the point cloud.
They are represented in green in Figure 4.8. Second, points that were not assigned
a numerical value, due to reflective surfaces, shadows (red color in the figure), or
projection of the depth map on the rgb frame (denoted “Out of FoV”, in blue in the
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figure), are also filtered out. Lastly, points whose estimated distance to the Kinect is
above a certain threshold are removed due to their potentially noisy measurement.

Floor and wall removal

The plane equation provided by the plane tracker is a set of four values a, b, c and
d so that each point (x, y, z) of the planes verifies the equation{

ax+ by + cz + d = 0

a2 + b2 + c2 = 1
(4.6)

Points belonging to the floor are first removed. We identify the points of the
cloud that verify the conditions{

|ax+ by + cz + d| < ε

|nxa+ nyb+ nzc| > τ
(4.7)

with ε ≈ 0, ε > 0 and τ ≈ 1, τ < 1 two threshold values, and (nx, ny, nz) the
unit normal vector associated with (x, y, z). Those constraints forces both the point
(x, y, z) to be close enough to the theoretical plane, and to have a normal (nx, ny, nz)
close enough to the plane normal (dot product close to 1).

Then, walls are identified and filtered out. We define walls as being large planes
orthogonal to the floor plane, and having a contact with the border of the image. To
detect them we run the RANSAC algorithm on the remaining point cloud. When-
ever a plane is detected this way, the orthogonality condition is verified by the dot
product between the plane normal and the floor normal:

aa′ + bb′ + cc′ < δ (4.8)

with δ ≈ 0, δ > 0 a threshold value. If the plane satisfies the equation, and if a
portion of this plane is close enough to the border of the depth field of view, it is
considered as a wall and removed from the point cloud. Otherwise, those points
are removed from the next RANSAC computation, and another plane is detected



66 Chapter 4. Proposed Approach

on the remaining point cloud. When the planes found have a too small number of
pixels, the procedure is stopped.

Blobs segmentation

The remaining point cloud (recall that it contains points close enough to the kinect,
being neither part of the floor, nor of the wall, and whose normal could be esti-
mated) is turned into a set of blobs based on image processing. For this step, we
consider the pixels corresponding to each 3D point of the cloud rather than the 3D
points themselves. This way, we can apply simple image processing segmentation.

Recall that points at the border of an object are not considered because of their
sharp depth variation in their neighborhood. This way, filtering them out of the
point cloud makes a natural delimitation between objects (colored in red in Fig-
ure 4.8, section blobs segmentation). The blob segmentation step them simply con-
sists in finding the connected components of the remaining pixels of the image. The
set of 3D points associated with a connected component is now called a blob (or a
cluster), and is used in the next processing steps.

These blobs are also used to generate the SegBoxes (see Section 4.5.3), consider-
ing their bounding boxes in the depth frame rather than their pixels.

Blobs filtering

A set of filters are then applied to the remaining blobs:

• Blobs whose centroids are too close to the floor or to a wall are filtered out as
they are likely to be false RANSAC outliers.

• Blobs having a too large diagonal, or having a bottom too far from the floor
are removed.

• Blobs having a contact with the border of the depth field of view are filtered
out.

An optional final step is applied to clip together blobs belonging to the same
object that would have been divided by the image-based segmentation (this is, for
example, often the case for desk chairs like in Figure 4.8, section blobs filtering).
For this step, we project all the remaining blobs to the floor, and we use a KD-Tree-
based clustering to group pixels that are close enough or overlapping each other.

Object segmentation mask reconstruction

To convert this segmentation procedure into a 2-D mask compatible with saliency
learning, we project the whole point cloud back to the image frame and attribute a
label value to each corresponding pixel. In these examples, pixels having no corre-
sponding point cloud (because of reflectance, shadows or because visible points are
too far from the Kinect) are labeled “unavailable” (dark gray in Figure 4.8, section
mask construction). Points of the cloud that either belong to the major plane or to
a wall are labeled “not salient” (colored in black in the figure). Points of the cloud
belonging to a cluster detected as a salient object is labeled “salient” (colored in
white). Lastly, all remaining points are categorized “undetermined” (light gray), as
the algorithm was not able to determine their actual state of saliency. This includes
candidates that are too close to a border and could be either walls or objects, or can-
didates bigger or smaller than the tolerance threshold, that could either be several
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FIGURE 4.10: Pixel-wise data formatting

salient objects considered as one, or fragment of salient objects, isolated from the
rest.

4.5 Saliency learning and saliency exploitation

In this section, we describe how feature extraction and saliency discovery are in-
tegrated into a learning framework to produce a saliency model. Moreover, we
explain how saliency maps are retrieved based on this model, and how they can be
exploited to produce bounding boxes around salient objects.

4.5.1 Incremental learning

Given, on the one hand, features continuously extracted from the main visual stream
and, on the other hand, segmentation masks providing a partial estimation of the
saliency, we integrate these cues into an online classifier to build a saliency model.

Data formatting

Learning is done at the pixel level, by turning the incoming feature maps and seg-
mentation masks into a set of labels and features. Figure 4.10 illustrates this proce-
dure.

First of all, the segmentation mask is resized at the same size as the feature
maps. This way, each pixel of the feature maps and of the mask correspond to the
same area of the visual field. Then, for a given pixel, the n features (n being the
number of feature maps) are collected and turned into a feature vector, and the
corresponding mask pixel value (which stands for a label) is retrieved. This way, a
pair of features-label is associated with this pixel. We call it a sample in the following
explanations.

The data send to the classifier is then a matrix of features and labels representing
the samples collected at different pixel locations. However, creating a sample at
each pixel would produce a very large amount of very redundant data to send to
the classifier. For this reason, we downsample the number of extracted samples,
by considering only the central pixels of the cells of a regular grid. In addition,
pixels classified “unavailable” or “undetermined” cannot constitute relevant samples
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FIGURE 4.11: Class probability extraction from random forests

for saliency learning. Therefore, only samples labeled “salient” or “not salient” in
the segmentation mask are selected to feed the saliency model.

Classifier

After each new observation, the classifier is updated based on the new incoming
samples. We therefore need this update to be fast enough and stable in time. In
spite of a few attempts with neural networks, we decided to use a random forest
classifier that provided much better results while being decently fast to re-train.

Random forests have been introduced by Breiman et al. [199] and consist in a
bagging approach based on an ensemble of decision trees. Unlike decision trees,
random forests have the property of not overfitting their training set. In the case
of classification with numerical attributes (called features in this text), a decision
tree is a binary tree in which samples of the dataset are propagated to fall in a leaf
providing an estimated label. Figure 4.11 is an illustration support for the following
explanations.

Each node d of the tree is associated with a feature Fd and a numerical thresh-
old thd. To determine the label of a given sample V, the numerical value F11(V)
of the feature of the root node is extracted, and compared with the root threshold
th11. Depending whether F11(V) > th11 or not, V ends up in the right of left node
of the next level. In this node, the next feature F2d(V) is considered and compared
with threshold th2d, and so on until V reaches a leaf node. This leaf contains statis-
tics about the labels of the training samples that have reached this node. Thus, the
probability of a sample falling in a leaf L to be of class C is given by

PrL(Cl = C) =
1

|TL|
∑
s∈TL

Cl(s) = C (4.9)

where TL is the set of training samples that have reached L, and CL(s) is the label
associated with training sample s. A classical way to train a decision tree, is to grow
from an iterative process where nodes are splitted based on their purity Ginny
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Parameter
Numerical

value
Comment

number of trees N 50 proportional to inference time

number of trees updated
K

4 proportional to training time

number of features by tree 30 proportional to training time

max depth of the tree 10 proportional to inference time

max number of samples
in memory

100 000 proportional to training time

max number of samples at
each observation

500

Fraction of the dataset
used in each tree

70%
commonly used in random

forests

TABLE 4.2: Main parameters for saliency learning

index [200]. The complexity of such algorithm is O(mn), n being the number of
samples in the training set and m the number of features.

A random forest is constituted with a set of decision trees, each of them being
trained with a fraction of the training set. This way, each tree is unique and has its
own statistics about class probabilities. To retrieve the probability of a sample V to
belong to a class C, the following formula is used

Pr(Cl = C|V) = Pr(Cl = C)× 1

N

N∑
i=1

PrLi(V)(Cl = C) (4.10)

N being the number of trees in the forest, Pr(Cl = C) being a prior on the class
distribution, and Li(V) being the leaf node of tree i in which V is falling.

The major drawback of random forests in our system is that they are not de-
signed for online training. No available version [185], [187] of online random forest
was satisfying in terms of speed and performance, so that we adapted the offline
version to make re-training fast enough.

To re-train random forests incrementally, we therefore use the following pro-
cedure: first, the whole dataset of extracted samples is kept in memory. To avoid
memory issues or too slow updates, we forget the oldest samples when the train-
ing set exceeds a certain limit. Then, we update the classifier by only re-training a
small fraction of the forest at a time: we randomly selectK trees among theN in the
forest, and we retrain those trees with a random fraction of the dataset available in
memory. As a result, after each update, the classifier is able to estimate the saliency
of an input based on the model trained with the previous observations.

Parameters

Our learning system depends on a certain number of parameters that must be care-
fully chosen. Most of them were empirically determined to allow a good trade-off
between computation speed and classifier accuracy. We summarize in Table 4.2 the
main parameters and their numerical values used in our implementation.
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FIGURE 4.12: Saliency map reconstruction

Aside from these parameters, a statistical prior was added on the classes. In
practice, the fraction of “salient” samples is around 5%, thus making the dataset
highly unbalanced. We believe this is one the reason why neural networks failed
at estimating saliency. To handle unbalanced dataset, the a prior probability of 0.95
was attributed to the “salient” class.

In Table 4.2, we define a parameter that restricts the max number of samples
M at each observation. This parameter defines the cell length of the grids used to
downsample the pixels from which we extract features and labels (W×H

C2 = M , C
being the cell length and W,H the image width and height). In practice however,
this max number of samples is never reached, as a large portion of the image is
labeled “unavailable” or “undetermined”. The number of samples actually sent to the
classifier after an observation is more realistically around 200.

4.5.2 Saliency inference and map reconstruction

Inference and saliency map reconstruction

The saliency maps are constructed by applying the saliency model to RGB images
of the main visual stream. More precisely, the saliency map is obtained as follows:
we first generate feature maps from the input RGB image, and associate each pixel
of these maps with a feature vector, similar to the procedure of Section 4.5.1. For a
pixel P (x, y) with associated feature vector V (x, y), we evaluate the probability of
the pixel to be salient based on the classifier output. The random forest produces
a probability for each class. As our problem is a binary one, we then obtain the
probability of P (x, y) to be salient by

S(x, y) = Pr(Salient|V(x,y)) =
1

N

N∑
i=1

Pri(Salient|V(x,y)) (4.11)

we then generate the saliency map by gathering the S(x, y) results in an image of
the same size as the feature maps. Unlike the partial estimation of the segmentation
mask, we here obtain an estimation of the saliency for each pixel of the image.
Figure 4.12 illustrates the construction of the saliency map.

Superpixel-based saliency recovery

The produced saliency map has the same resolution as the feature maps. For two
of the three presented features, this has no influence on the output, but for feature
maps produced with CNNs (see details in Section 4.3.3, recall that the deep feature
extraction downsamples the image by a factor 16), the output saliency has a very
low resolution.
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To rescale this low-resolution saliency map to the original input size, we gener-
ate SEEDS superpixels [140] from the original image (350 superpixels for 640×480
images in our experiments). Our goal is now to associate a saliency value to each
of these superpixels. For that, we resize the saliency map at the original scale using
a nearest neighbor interpolation approach, and we calculate the average saliency
of this map within each superpixel. Mathematically, for a superpixel P such that
AP = {(x, y) ∈ P} is the set of pixels contained in P , the superpixel saliency map
Ssp is such that

Ssp(AP ) =
1

|AP |
∑
x,y∈P

S(x, y) (4.12)

Using this approach, the produced saliency map looks nicer, as saliency at the
border of the objects is preserved. Figure 4.13 illustrate the procedure described in
this Section.

4.5.3 Bounding box proposals

The saliency map provides an indication of the interestingness of a given pixel.
In order to localize objects in an image, an additional step is necessary to group
salient pixels into object candidates. To this end, we use two types of bounding box
proposals, and we associate them a score that is strongly related to the obtained
saliency map. This score is then used as a mean to determine boxes that are the
most likely to contain a objects, or to reject boxes having a very low score.

EdgeBoxes

The first bounding boxes are obtained by the EdgeBoxes [169] algorithm. The edge-
Boxes are among the existing techniques of agnostic bounding boxes, described in
Section 3.3.2. They rely on a simple criterion of contours to produce these boxes,
and are very fast to compute compared with most existing techniques. In addition,
they are among the most efficient techniques of this field, and produce a confidence
score.

To exploit this algorithm in our implementation, we compute for a given RGB
input the 100 most likely EdgeBoxes, and store their associated edge confidence
score, called hinb in the reference paper [169]. This score is already a good measure
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to determine if a generated bounding box is likely to contain an object or not. Fig-
ure 4.14 illustrates the general idea of this technique.

SegBoxes

The second type of bounding boxes can only be obtained from RGB-D data, as
they are obtained with the 3D object segmentation described in Section 4.4.2. To
make explanations more clear, we call the bounding boxes obtained this way the
SegBoxes.

During segmentation, pixels of the depth map are grouped in blobs in order to
create object candidates. Among object candidates, some are labeled “salient”, some
should be salient objects but are labeled “undetermined” because they touch a border
or are poorly segmented, and some are just artifacts. We define the Segboxes as the
2D bounding boxes around all blobs (labeled “salient” or “undetermined”) of the
segmentation mask. Additionally, blobs that were clipped together when projected
to the floor plane are also added to the SegBoxes list.

Saliency score and re-ranking procedure

For both EdgeBoxes and SegBoxes, we associate each box B with a score related to
saliency (called here the saliency consistency score, or SCscore), representing the ratio
of salient pixels in the box:

SCscore(B) =
1

wB × hB

∑
i,j∈B

S(i, j) (4.13)

where S(i, j) is the saliency of the pixel at (i, j) , obtained from the saliency map
and wB and hB are the width and height of B. The highest the score is for a given
box, the most likely it is to contain a salient object.

For the EdgeBoxes, the SCscore is multiplied by hinb . This way, small boxes
found within a salient object might be rejected if the hinb score is low enough. Lastly
we filter out Segboxes and Edgeboxes whose final score is below a certain thresh-
old. In our dataset, we found SCscore = 0.2 for SegBoxes and SCscore×hinb = 0.01
to be good trade-off thresholds between false alarms and false rejections.
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4.6 Conclusion

In this chapter, we have presented the technical details of a method for learning
a model of saliency incrementally. This approach is designed to be run on a robot
exploring its environment. The saliency model is then improved as the robot moves
and receives new observations.

The method is based on three modules. A feature extraction module processes
an RGB stream and extracts relevant patterns to determine the state of saliency at a
pixel level. A saliency discovery module provides, when possible, and estimation
of the saliency that is reliable and converted to labels. Lastly, an online classifiers
processes both labels and features to learn a model of saliency.

Once a model of saliency is available, the robot can now infer from the whole
RGB image a state of saliency that is specialized for the explored environment.
Lastly, the estimated saliency maps can also be used to produce bounding box pro-
posals very likely to contain salient objects.

To demonstrate the modularity and the generalization of our approach, we have
proposed different types of feature extraction, each having advantages and draw-
backs. We also developed for two different setups, two strategies for discovering
salient elements in the environment.

However, another question is raised to fully exploit the capacities of our tech-
nique: which exploration strategy should the robot adopt to increase and speed up
the accuracy of the saliency model ? The problem of selecting relevant targets that
the robot should explore constitutes the main problems of Part II of this manuscript.
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Chapter 5

Experimental results

5.1 Introduction

The previous chapter was presenting the technical details of the proposed method
to incrementally learn visual saliency. We propose in this chapter to evaluate the
performance, behaviors and limitations of this approach. To this end, we rely on the
four datasets described in Chapter 2, and conduct a set of experiment to evaluate
different aspects of the method.

First, we study the incremental and self-supervised aspect of the method. We
measure the execution time of each component and provide qualitative results
on the evolution of the saliency model in time. In addition, we discuss the self-
supervision process by quantitatively evaluating its reliability. We also demonstrate
the ability of the learning process to generalize over the learning signal to create a
reliable saliency model even when the supervision signal was partly missing, weak,
or even wrong.

The second aspect of our evaluation is related to the quality of the saliency it-
self, once the model has been learned. We then evaluate the quality of each feature
extraction technique, and the performance of our method versus state-of-the-art.
Lastly, we show that our saliency approach can be used to produce bounding box
proposals around salient object more efficiently than agnostic bounding box pro-
posals methods would.

5.2 Setups and datasets

Our saliency learning technique is evaluated on the four datasets described in
Chapter 2. We here provide a few recalls and explanations on the annotation pro-
cedure in lights of the method proposed in the previous chapter. Indeed, defining
annotations that are relevant and compatible with our method is not completely
straightforward.

5.2.1 Requirements for evaluation

Nature of the input images

Our method for learning saliency was developed for setups having at least two
synchronized streams, called the main and addition visual streams in the previous
chapter. Therefore, to train our system, we need datasets containing synchronized
images from those two streams.

We described in our work two possible cases. The first one is the use of an RGB-
D stream, where the RGB component is used as the main visual stream, and the
depth as the additional one. The second one relies on a contextual camera playing
the role of the main visual stream, and a foveal camera for the additional stream.
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Our datasets are designed for those two configurations: The ENSTA dataset,
RGB-D scenes dataset and Ciptadi dataset contain RGB-D images, while the BioVision
dataset contains both foveal and contextual images.

Self-supervised training and objective evaluation

Our method is based on a self-supervised learning technique. This means that train-
ing is done without prior available annotation. We can then train our method from
a dataset having only input images, and do not need annotations for the whole
dataset.

Nevertheless, we also want an objective evaluation of our system, and cannot
consider the self-annotations as a valid ground truth. Indeed, the self-annotations
are only partial, and are not necessarily perfect (for example, the object classifier
may misclassify some objects, the depth segmentation may fail sometimes, etc...).
Therefore, we also need a portion of the available dataset to be associated with
objective annotations to compare the produced saliency maps (and potentially our
self-annotations) with a ground truth.

We therefore divided the BioVision, ENSTA, and RGB-D scene datasets into a
training and a testing set. The training set constitutes the large majority of the
dataset and is not associated with any annotation. Conversely, the testing set is
composed with a small number of frames (100 to 150), all having an objective
ground truth annotation.

Lastly, we wanted to test the generalization of our saliency models on envi-
ronments they were not trained for. To this end, we relied on the Ciptadi dataset,
composed of 80 annotated frames. In this case, training is done independently on
another dataset, and the dataset is fully dedicated for evaluation.

Relevant annotations

Our last constraint was to define relevant annotations, compatible with our saliency
models. Recall that our saliency technique produces top-down saliency maps fo-
cused on object in indoor environments. As mentioned in Chapter 3, these kind of
datasets are not extremely frequent, and the teams evaluating top-down models of
saliency usually build their own datasets to fit their own needs.

But there is more: the saliency maps produced with our technique are directly
based on the supervision signal used to train the model. The annotations used for
evaluation must then be compatible with our definition of saliency, represented by
our learning signal. We then provide in the next section the annotation procedure
used in each of our datasets.

5.2.2 Annotation procedure

BioVision dataset

In the BioVision dataset, the learning signal is produced from an object classifier,
trained on eight different objects and a last class containing background elements.
We define salient element as being exactly the eight objects recognized by the classi-
fier. Thus, any distractor such as pens or notebooks are not supposed to be learned
by our model as salient elements.

Therefore, we constructed our ground truth by manually drawing segmentation
masks around those eight objects. Please refer to Section 2.3.1 to visualize examples
of the produced segmentation masks.
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(a) (b) (c) (d)

FIGURE 5.1: Samples of the ENSTA dataset and their associated
ground truth. (a) RGB image, (b) manually annotated ground truth
mask, (c) automatic segmentation mask, (d) manually annotated

bounding boxes

ENSTA dataset

In the ENSTA dataset, a robot moves across a building and visualizes objects on the
floor. The learning signal is obtained from a depth-based segmentation technique
(described in Section 4.4.2) that isolates any element of a certain size (between 10
and 180 cm) on the floor. This includes for example desks, chairs or boxes. However,
objects hanged on the walls (heaters, sprinkler, posters) are not considered as being
salient.

Similar to the BioVision dataset, we manually annotated the ENSTA dataset by
creating ground truth masks around those objects. We also needed ground truth
bounding boxes around objects to evaluate our bounding box proposals method.
Figure 5.1 provides sample frames of this dataset along with their ground truth
masks and bounding boxes. We also display the result of the depth-based seg-
mentation to get an idea of the learning signal on which our saliency technique
is learning (recall that gray areas of this segmentation mask are either “unavailable”
or “unknown” pixels, that are not integrated in the saliency process).

RGB-D scenes dataset

In the RGB-D scenes dataset, the learning signal is obtained from the same depth-
based segmentation algorithm. However, we here look at objects lying on tabletops,
so that detected objects are not the tables, but the objects on them (caps, cereal
boxes, etc...). Therefore, chairs or objects out of the tabletop are not considered as
salient elements.

The RGB-D scene is a publicly available dataset that already contains annota-
tions. However, these annotations are not perfectly compatible with our definition
of saliency. Indeed, only a few categories of objects are annotated, while other are
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Original annotation Segmentation mask Bounding boxes 
annotation 

Ground truth mask 

FIGURE 5.2: Ground truth masks and bounding boxes used in our
experiments

considered as distractors. As our segmentation technique detects all objects lying
on tabletops, a lot of them would have been classified salient by our algorithm and
not salient by the dataset. We then had to manually re-annotate them. We followed
the exact same procedure as for the ENSTA dataset to this end. Figure 5.2 illustrates
a few examples of the original annotations, the result of the segmentation mask,
and our own annotations.

To use the original annotations, an alternative solution would have consisted
in using a specialized object detector for the objects originally annotated. The de-
sign would then have been very close to the BioVision setup. However, we did not
exploited this idea in this work.

Ciptadi dataset

To make sure that our annotation system is not biased too much and that our
saliency technique still provides relevant results in a general case, we used a last
dataset on which annotations were already provided: the Ciptadi dataset. In this
case, the ground truth of the dataset does not perfectly match our definition of
saliency.

5.3 Incremental and self-supervised learning

To get a good insight of the way saliency is learned and how much the classifier
can generalize the state of saliency given a partial learning signal, we provide qual-
itative and quantitative results.
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5.3.1 Self-supervised learning

Evaluation of the segmentation process

A first set of experiments were conducted on the three datasets, BioVision, ENSTA
and RGB-D scenes, to evaluate the performance of the self-supervision process, cor-
responding to the creation of a segmentation mask. To this end, we used the manu-
ally annotated ground truth mask of each dataset that we compared with the auto-
matically generated segmentation masks. The segmentation technique used for Bio-
Vision was the one based on object classification (described in Section 4.4.1), while
the depth-based technique of Section 4.4.2 was used for the two other datasets.

Experimental results are reported in Table 5.1. The first measure (available data)
is the percentage of pixels labeled either “salient” or “not salient” over the total num-
ber of pixels. The BioVision dataset has a significantly small (0.5%) portion of the
image available for labeling, while the other datasets are around 45%. Second, we
measured the percentage of salient pixels among pixels for which data was avail-
able. This time, ENSTA and RGB-D scenes have a very small fraction (around 5%)
of the pixels labeled salient. This confirms that the training dataset of the online
classifier is highly unbalanced.

Lastly, we used the ground truth masks to measure precision and recall on a pix-
elwise basis. We here make a distinction between relative and absolute measures.

The relative precision and relative recall are obtained by considering only pix-
els for which segmentation provided a “salient” or “not salient” label. This measure
is important as it reflects the quality of our learning signal: the precision is very
high in both ENSTA and RGB-D scenes datasets, thus showing that the segmenta-
tion process is reliable. The relatively low recall is explained by two factors: on the
one hand, segmentation is such that the bottom of the segmented objects are often
considered as part of the floor. For small objects such as the one contained in RGB-
D scenes, this may represent a non negligible portion of the object. On the other
hand, big and flat objects (such as computer screens or shelves) are sometimes de-
tected as walls, thus making objects of the ENSTA dataset potentially misdetected.
Another interesting point is the low precision rate for the BioVision dataset, as the
whole fovea is labeled with a single value. For example, if a salient object is con-
tained in only 20% of the fovea, and if the provided label is “salient”, the precision
measure will be 20% whereas the label was correctly provided. A more relevant
measure for BioVision is then to consider the accuracy of the object detector, which
is of 94%. Nevertheless, this behavior does not prevent the classifier to have a good
generalization capacity, as we discuss in the following sections.

The overall precision and overall recall are measured by comparing the ground
truth with the whole segmentation mask. This measures reflects more the salient
detection capacity of the segmentation process. As a large portion of the segmen-
tation mask is not available, the overall recall are much lower (the precision is the
same in both cases as the same number of false positives are obtained). Neverthe-
less, this poor overall performance does not influence the learning quality of our
models.

Generalization capacities

We now demonstrate the capacity of the saliency model to generalize what was
learned from the segmentation mask, and to produce a reliable estimation of the
saliency on the whole image. This generalization is made possible by two factors:
first salient objects often show common visual properties. The classifier is able find
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Measure (in %) BioVision RGB-D scenes ENSTA

available data 0.52 46.2 45.5

salient pixels 17.4 7.1 4.1

relative precision 49.2 96.1 97.2

relative recall 83.3 78.2 75.8

overall precision 49.2 96.1 97.2

overall recall 2.53 62.4 58.8

object recognition
accuracy

94.2% n/a n/a

TABLE 5.1: Features and performance measures of the segmentation
process on the three datasets

those properties and is therefore able, to a certain extent, to find salient objects that
were not detected by the object detector. Second, the datasets are such that the same
objects are visible at different points of view. This way, if the object detector fails
at identifying an object for a given frame, this object may be detected under other
points of view. The classifier then extrapolates those points of view and is able to
retrieve undetected salient objects. The segmentation samples of this section were
obtained with the deep features, by learning a model withe the entire available
training dataset.

Generalization from depth segmentation: Figure 5.3, second row, shows a set
of segmentation results. Recall that for a segmentation mask, black and white pix-
els represent “not salient” and “salient” portions of the image. Grey pixels of the
segmentation mask represent areas where the algorithm could not clearly deter-
mine the state of saliency. Except cases where the segmentation fails (sample 6) be-
cause of a bad plane estimation, the segmentation mask produces a pretty reliable
saliency segmentation. However, this segmentation is only partial because of the
many undetermined areas, thus making the incremental learning of saliency (third
row) useful to recover missing data. For example, the segmentation algorithm is
such that nothing salient can be detected further than 4 meters away (samples 4,
5), but saliency estimation is applied on the whole image and the generalization
capability of the classifier makes it possible to detect salient objects at more than
four meters. Second, reflective surfaces are often hard to detect by the Kinect sen-
sor (computer screen on sample 3, black plastic on sample 2). However, the aspect
of salient reflective objects can be partially learned and fully retrieved based on the
RGB data only. Third, the segmentation algorithm is very restrictive and is often
not able to detect salient elements if they are in contact with a border of the image
(samples 5, 1, 2) or badly clustered by the segmentation (sample 1). Conversely, the
saliency algorithm provides an estimate of saliency even if the object is partially
cut, occluded, or captured with a poor image quality.

Generalization from foveal observation: To demonstrate the generalization ca-
pability from foveal observations, we train and evaluate the model on the same
sequence. To provide a better visual representation of the way saliency is mapped
with objects of the room, we represent saliency map as a heatmap for which red are
the most salient areas and blue are the least salient ones. In Figure 5.4, we display a
sample frame (cropped around salient elements of the scene) and some foveal ob-
servations used to feed the saliency model. All of these observations (and therefore,
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FIGURE 5.3: Generalization capabilities of the classifier. First col-
umn: the RGB input. Second column: segmentation mask. Third col-

umn: the estimated saliency map.
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FIGURE 5.4: Generalization capabilities from a weakly supervised
signal (the foveal image)

each pixels within the fovea) were labeled “salient” by the object recognizer, while
it is clear that a large fraction of the pixels are not part of salient objects. Never-
theless, when looking at the resulting saliency map, the classifier was able to dis-
criminate areas that were part of the objects, and areas from the background (walls
behind or table). Of course, the discrimination process is not perfect: elements such
as plastic bottle were not clearly learned as salient, and portions of the wall behind
objects were partially classified salient, but the weak supervision process seems to
be working reasonably well.

In figure 5.5, we point out two additional features of the saliency model. First,
distractors such as the pen (sample 1) that would be naturally salient are correctly
classified not salient. Second, the classifier is able to retrieve similarities in areas
that have not been observed by the fovea. In sample 2, a computer keyboard and
monitor are detected at the other side of the room.

5.3.2 Temporal aspect of the saliency learning

Our method has been designed to run online during the robot’s exploration. It is
therefore of paramount importance that the algorithm is executed in a reasonable
amount of time, and to make sure that the saliency quality gets better as more
examples are provided to the system. We cover these aspects in this section.

Execution time

The runtime performance was measured on each components of the method and is
summarized in Table 5.2. To this end, we ran different sequences from the BioVision
dataset on Ubuntu 14.4 with an Intel Core i3-3240, CPU at 3.4GHz quadcore pro-
cessor. The code was implemented in C++ and adapted to be used under the ROS
framework.

Feature extraction first depends on the type of feature considered, but also on
the type of device used. Table 5.3 provides the numerical results associated with
our experiments in that regard. We first tested each of the three features on a CPU.
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FIGURE 5.5: Sample saliency maps results for the BioVision dataset

Step Min time Max time Comment

Feature
extraction

26 ms 3 300 ms See details in Table 5.3

Depth
segmentation

70 ms 250 ms
Depends on the geometry

of the point cloud

Foveal
segmentation

12 ms 240 ms
Depends whether object
recognition is calculated

on GPU or CPU

Classifier update 23 ms 13 500 ms See details in Figure 5.6

Saliency
estimation

14 ms 82 ms
Depends on the features

and if superpixel
refinement is used

TABLE 5.2: Processing time of the main steps of the saliency learning
algorithm
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Features Device Average time

Make3D CPU i3-3240 120 ms

Itti and Koch CPU i3-3240 60 ms

Deep features CPU i3-3240 3 300 ms

Deep features GPU Quadro K600 240 ms

Deep features GPU GTX Titan X 26 ms

TABLE 5.3: Processing time of the feature extraction on different de-
vices.

For this device, the deep features are too long to process to be used in a real time
scenario. However, the processing time is much more reasonable on a low-cost GPU
(Quadro K600) and is particularly low on a powerful GPU (GTX Titan X).

The segmentation mask is obtained either from a geometrical approach based
on the depth map, or from an object classifier based on CNN. The geometrical
approach has an execution time that depends on the size of the major plane, the
number of objects in the scene, or the difficulty to find walls. When the tracking is
lost, additional time is also required to detect the major plane again. Segmentation
based on the foveal observation mainly depends on the time required by the CNN
to identify the class of the foveal image. The network is such that foveal images are
resized to 240×240, thus making inference much faster than on 640×480 contextual
images.

As explained in the technical Section 4.5.1, the classifier update mainly depends
on the number of input features and samples. As random forest are not incremental
classifiers, trees are re-trained from scratch with the whole dataset that is constantly
increasing. Figure 5.6 represents the time measured for a classifier update depend-
ing on the number of samples in the training set. We evaluate the three types of
features this way (recall that Make3D produces 39 feature vectors, Itti and Koch 42
and the deep features 1024). For 100 000 samples (above this number of samples,
we randomly remove old examples), the classifier update is around one second for
both Make3D and Itti and Koch features, while it is around 13 seconds for the deep
features. We also clearly identify the linear relation between the execution time and
number of samples. To enable a continuous sample acquisition and saliency evalu-
ation during the classifier update, the classifier is trained on a separate thread (and
a dedicated ROS node).

The time required to extract features is not considered in our measure of saliency
estimation time. Saliency inference with a random forest is linear with the depth of
the trees, it is then very fast. However, to construct the saliency map, this inference
is done on each pixel of the image. For deep features, only 14 ms are required to
generate the whole saliency map, as the resolution of the feature map is very low
(40 × 30). For Itti and Make3D, we construct the saliency map by inferring only
one pixel out of four. Processing time is then around 40 ms in this case. Last when
using superpixels to retrieve the original resolution, the superpixels extraction re-
quires an additional 60 ms.

Saliency quality evolution

We now look at the evolution of the saliency quality during the incremental learn-
ing. To get an idea of the way saliency is evolving as new observations are taken
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FIGURE 5.6: Execution time of the classifier update as number of
samples increases

by the robot, we run the saliency algorithm with the deep feature extraction on a
video of the ENSTA dataset only. During this sequence, the robot receives observa-
tions and updates the saliency model after each of them. We select in this sequence
four frames, and we monitor the evolution the saliency produced by the model for
those frames after each update. Results are reported in Figure 5.7.

After a single observation, the classifier is usually not able to produce a saliency
map. After 5 observation, the produced saliency is very noisy but already able to
detect portions of salient objects (the back of the chair in sample 304 for exam-
ple). The model then makes fast progresses, and in less than 100 observations, the
main salient elements of the scene are identified by the model, even before they are
discovered by the robot. This property is due to the fact that salient object show
common visual properties that can be distinguished from non salient elements. Be-
tween 100 and 400 observations, the saliency model is slowly refined. This time,
the model makes more fine-grain improvements, by discovering each object sep-
arately and learning their visual properties in deeper details. A good example of
this behavior is illustrated by frame 335: the mobile container at the back of the
room is not naturally salient (almost white with a white wall behind). It is therefore
not strongly identified by the saliency model after 100 observations. However, after
400 observations, the robot has reached a similar point of view, and the segmenta-
tion process has detected the container. The saliency model has then integrated the
visual properties of the box, which is now recognized as salient. Conversely, the
extinguisher of frame 260 is red and shows some salient properties. In observation
100, its state of saliency is not clearly defined by the model. After 400 observations,
the robot has visited a similar point of view where the segmentation process iden-
tified the extinguisher as a part of the wall, and the model integrated the fact that
this element is not salient. The model keeps evolving after 400 observations, but
the visual evolution is not significant anymore.

Two videos representing the evolution of the saliency are available to better vi-
sualize this learning process. The first video 1 exactly represent the aforementioned
experiment. Note that this video is not a live video. Training was done offline by

1https://www.youtube.com/edit?o=U&video_id=jNovc5jIIhw

https://www.youtube.com/edit?o=U&video_id=jNovc5jIIhw
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FIGURE 5.7: Evolution of the saliency model by generating saliency
maps of fixed frames during a sequence.

updating the classifier after each frame. The second video 2 is a live one and repre-
sents a similar experiment with the BioVision setup and the Make3D features.

Chapter 8 is dedicated to the numerical evaluation of the saliency evolution,
and considers several exploration strategies for that. We therefore limit this section
to qualitative evaluation, and refer to this chapter for a more quantified one.

5.4 Comparison with state-of-the-art

To evaluate the saliency model versus existing state-of-the-art approaches, we ana-
lyze the final performance reached by the classifier when all samples of the training
set are used. When not specified, all experiments conducted in this section were ob-
tained with the deep feature extraction process (detailed in Section 4.3.3) and the
superpixel refinement (detailed in Section 4.5.2). We also denote in this section our
incremental saliency learning approach and produced saliency maps as ISL.

5.4.1 Saliency maps evaluation

Experiments and metrics

We measure the saliency performance based on the ROC curve evaluation. The
ROC (receiver operating characteristic) curve is among the most common tech-
niques to evaluate saliency [92]. The idea is to construct a curve representing the
true positive rate versus the false positive rate of the method. Theoretically, a method
having a higher area under the ROC curve should be more efficient.

2https://www.youtube.com/watch?v=bCdsGLT2UQw

https://www.youtube.com/watch?v=bCdsGLT2UQw
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To obtain such a ROC curve, we rely on the ground truth masks of each dataset,
that we compare with a saliency map. A saliency map is composed with values
between 0 and 1. The procedure then consists in applying thresholds to the saliency
maps at regular intervals (10 thresholds in our case). Each threshold value provides
a binary image that can be compared with the ground truth to produce a measure
of true positive rate (TPR) and false positive rate (FPR)3 by a pixelwise comparison.

The same procedure is applied for each threshold of an image. As a threshold
produces a specific binary image, the batch of thresholds produces a set of TPR-FPR
points that are used to draw the ROC curve of the image. To obtain the ROC curve
of a dataset, the FPR values are discretized in bins. TPRs are collected in each bins
and the average TPR value is calculated within each bin. The ROC curve is then
plot such that the abscissa represents the FPR bins, and ordinate the corresponding
average TPR.

Features performance

We first evaluate our three different features on the three datasets by producing the
associated ROC curves. These results are reported in Figure 5.8. The three types
of features are denoted as Deep features, Make3D and Itti and Koch. To simplify
the comparison with results of the next section, we also report the performance of
the method called CAM [68]. In each dataset, the deep features are always the best
performing ones. The performance of the Make3D features are varying a lot de-
pending on the datasets. This is most likely because these features have a moderate
generalization capability, while deep features are known to be very good at it.

We also provide visual examples in Figure 5.9 to better understand the per-
formances. On BioVision (sample 2), the deep features are the only ones able to
correctly estimate saliency and to properly generalize. This is particularly visible in
this dataset as the fovea provides a very localized and restricted learning signal. On
the two other datasets, the deep features seems to be visually worse than the other.
This is explained by the low resolution of the classifier unable to retrieve fine de-
tails (for example, the chair leg of sample 3). However, the ROC score is computed
at the global image scale and does not really penalize fine details. Again, to demon-
strate the good generalization capability of the deep features, we provide in sample
4 the very complex case of a chessboard, where salient elements (the pawns) are of
the same color than the ground (black and white squares). In this case, both Itti and
Make3D features fail at discriminating salient and non salient elements, while the
deep features can.

State-of-the-art performance

To demonstrate the accuracy of our saliency model, we use the four datasets for
which we compute ROC curves. For BioVision, ENSTA and RGB-D scenes, the results
were obtained by training ISL on their associated training set, and evaluating on
their evaluation set. For the Ciptadi dataset, we trained our model on RGB-D scenes,
which is the dataset having the most similar points of view, and we compute the
ROC curve based on Ciptadi’s images and ground truth masks.

For comparison, we select three publicly available saliency algorithms. First,
BMS [66] is among the most accurate RGB saliency methods according to the MIT

3Recall that TPR = tp
tp+fn

and FPR = fp
fp+tn

with tp the number of true positive pixels, tn the
true negative, and fn the false negatives.
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FIGURE 5.8: ROC curves comparing the different features perfor-
mance on the three datasets
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FIGURE 5.9: Sample results of saliency maps obtained with the three
types of features

saliency benchmark [16]. We use BMS with the configuration that highlight salient ob-
jects rather than salient fixations. Second, we use the new version of the VOCUS2
algorithm [48] along with the configuration file dedicated to the task of object de-
tection in cluttered scenes (top-down saliency). Lastly, we compare our method
with saliency maps produced with the CAM [68] model. This model is trained to
detect objects among the 1000 classes of ILSVRC. For a fair comparison, we dis-
abled classes that were not present in the images of our datasets (i.e. their output
score were systematically set to 0), so that the produced saliency maps were respon-
sive to relevant objects only. In addition, the maps produced by the CAM approach
have the same low resolution than our model. We therefore apply the superpixels
refinement technique presented in Section 4.5.2 to increase the resolution of these
maps.

For the ENSTA and RGB-D scenes datasets, we also provide the performance of
the segmentation. Recall that the segmentation mask provides only a partial es-
timation of the saliency. For that reason, we replace pixels that were neither la-
beled “salient” nor “not salient” by the procedure by a random value. Lastly, Cip-
tadi’s dataset also comes with associated saliency maps extracted by the method
described in their article [31]. As their source code is not available, we only report
their results on their dataset. This method has the particularity of being obtained
from RGB-D images rather than RGB only.

The results of the ROC-based evaluation are reported in Figure 5.10 and suggest
that ISL significantly outperforms the evaluated bottom-up and top-down tech-
niques on all datasets. This result was expected for at least the three first datasets,
because our model is trained for a dedicated environment, from a learning sig-
nal that is close to the ground truth. However, the good performance on Ciptadi’s
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dataset shows that the method is still usable in environments in which it was not
trained. We also observe that all of the evaluated techniques outperform the depth
segmentation. This is because the ROC curve is estimated on the whole image,
whereas pixels without saliency estimation in the segmentation mask (more than
50% of them) are replaced by noise.

In figure 5.11, a visual comparison between the methods is presented. Samples
1 and 2 are from the Ciptadi dataset. For these samples, the results provided by ISL
do not look as neat as in the other datasets. This is because ISL is used in an envi-
ronment it was not trained for. Sample 3 is taken from the BioVision dataset and rep-
resents an image with a highly textured background. In this case, ISL significantly
outperforms other approaches as it is the only one for which these elements are part
of the model and clearly defined as not salient items. Regarding the performance of
ISL for the other samples, the superpixel reconstruction approach makes it possible
to retrieve shapes of salient objects (in spite of the low-resolution feature maps pro-
duced by the output of the CNN). When applied on the CAM saliency map, the su-
perpixel reconstruction does not provide such good results. This might be because
the produced saliency is much more diffuse (as a comparison, the CAM algorithm
is displayed samples 1, 2 and 3 without superpixel reconstruction). Second, ISL is
learned from a segmentation derived from a depth map. This way, salient and not
salient elements are determined from geometrical criteria rather than from RGB
textures. As a results, ISL avoids the detection of distractors such as windows or
trees outside (sample 6), or red power outlet (samples 5,7), that are visually salient
but irrelevant for an indoor mobile robot. Lastly, it enhances elements that are not
naturally salient (mobile container on sample 7) but consistent with our definition.

5.4.2 Bounding box proposals

Experiments

We now demonstrate that ISL can be used to produce relevant bounding boxes
around objects. To this end, we run the EdgeBoxes [169] algorithm for each frame of
the ENSTA and RGB-D scenes evaluation sets and keep the 100 best ranked bound-
ing boxes along with their hinb scores. These boxes are used as a reference to evalu-
ate our method. Then, these EdgeBoxes are re-ranked based on the saliency map to
make boxes containing salient pixels better ranked than others. For that, we rank
each of these boxes according to the SCscore defined in Section 4.5.3:

SCscore(B) =
1

wB × hB

∑
i,j∈B

S(i, j) (5.1)

where S(i, j) is the saliency of the pixel at (i, j) , obtained from the saliency map
and wB and hB are the width and height of B. To demonstrate the ability of our
saliency map to produce relevant box proposals, we calculate an SCscore based
on ISL saliency maps, and another one based on BMS saliency maps (denoted as
EB+ISL and EB+BMS in Figure 5.12). Lastly, we generate the SegBoxes from the
depth segmentation process, as described in Section 4.5.3. We also produce an SC-
score for each of them. We filter out Segboxes having a low SCscore (below 0.2
in our case). Those SegBoxes, obtained from depth segmentation are complemen-
tary to the RGB-based EdgeBoxes and allow the detection of additional relevant
boxes. The remaining SegBoxes are reported as SegBoxes in Figure 5.12. In prac-
tice, a small number of SegBoxes are detected on each frame (between 0 and 7 on
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FIGURE 5.10: ROC curves comparing state-of-the-art approaches on
four datasets
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FIGURE 5.11: Sample results of saliency maps obtained compared
with state of the art

average). Lastly, we combine the re-ranked EdgeBoxes and the SegBoxes to pro-
duce a better set of box proposals. This approach is presented in Figure 5.12 and
Figure 5.13 as EB+ISL+SB.

Metrics

The chosen evaluation metric is the detection rate versus the number of proposals,
based on the intersection over union (IoU) measure to count the number of detections.
This measure is used by Zitnick et al. [169] to evaluate their performance over state-
of-the-art approaches. This measure first needs a ranking of the proposed bounding
boxes. We then use the ranking obtained by the SCscore for both the EdgeBoxes and
Segboxes. When combining EdgeBoxes and SegBoxes, we arbitrarily rank the Seg-
Boxes higher than the EdgeBoxes, as they are much more likely to actually contain
objects.
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FIGURE 5.12: Detection rate vs number of box proposals comparison
on the ENSTA and RGB-D scenes datasets

The detection rate for a set of calculated bounding boxes is obtained by com-
paring these proposed boxes with the ground truth (recall that ENSTA and RGB-D
scenes dataset were annotated with bounding boxes around objects). The computa-
tion procedure is then as follows: for a given image, each bounding box GTi of the
ground truth is compared versus each proposed bounding boxes Bboxj . For that,
we produce for each pair of boxes an IoU score

IoU(GTi, Bboxj) =
AGTi ∩ABboxj
AGTi ∪ABboxj

(5.2)

AB being the area delimited by the bounding box. We consider GTi and Bboxj to
be matching if their IoU score is above 0.5. Therefore, the number of true positives
TPk in an image k is the number of ground truth bounding boxes matched with
at least one of the proposed bounding boxes. The detection rate (or recall) for this
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image is then

DR =
TPk
NGT

(5.3)

NGT being the number of ground truth bounding boxes in this image. To draw the
detection rate versus number of bounding boxes, we take for each N ∈ [1..100] the
N best ranked boxes for each image of the dataset, and we compute the average de-
tection rate based on these boxes. The curve then keeps increasing with the number
of proposed boxes.

Results

Numerical results are reported in Figure 5.12 for both ENSTA and RGB-D scenes
datasets. As expected, the use of ISL maps to improve the EdgeBoxes ranking al-
lows a much better detection rate on both datasets. Moreover, using a bottom-up
saliency map such as BMS instead of our saliency does not show significant im-
provements on both datasets. The SegBoxes usually propose relevant candidates,
possibly not detected by the EdgeBoxes. Because they are complementary to the
EdgeBoxes, combining the two approaches significantly improve the detection rate
on both datasets. However, the number of proposals is low (between 0 and 7 most
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of the time), and they do not cover the entire image as they are produced from the
depth segmentation.

Figure 5.13 shows sample results of the top 5 EdgeBoxes (row EdgeBoxes), top
5 EbdgeBoxes re-ranked by the SCscore with ISL (displayed in row EB+ISL+SB,
blue boxes), and Segboxes (yellow boxes). The SegBoxes almost always provide
relevant boxes, but many objects are also missed this way, either because they are
too far to be segmented (sample 5), or because segmentation failed (sample 6). In
this case, the remaining objects locations are recovered by the EdgeBoxes. Again,
the use of ISL to rank the EdgeBoxes favors boxes that surround salient elements
while removing distractors such as windows (sample 4, 5). Lastly, it is possible to
cope with frames that do not contain any salient object (sample 3) by filtering boxes
with an SCscore below a certain threshold (0.01 in our case).

5.5 Conclusion

In this chapter, we considered different aspects of our saliency learning technique
and evaluated them on four different datasets. As a summary and concluding re-
marks, our experimental evaluation led us to the following findings:

First, the self-supervision signal on all datasets is such that the saliency model
is able to generalize well. Provided that supervision is partial, strongly unbalanced
and, in the case of BioVision, weakly supervised, this generalization capability was
not straightforward. Aside from this result, we evaluated the supervision signal
and found it reliable enough in terms of precision and recall to ensure a descent
learning quality.

Second, we have shown that the execution time depends on many factors and
still suffers from limitations. First, the deep features require a GPU to work at a
reasonable framerate. Second, the random forest are such that the training time is
increasing linearly with the dataset size. We partially solved the problem by train-
ing the model on a separate thread, but using a truly incremental classifier may be
more appropriate.

Third, we illustrated the saliency evolution process, and explained that this
model was evolving with several steps. After a few iterations required to get a
relatively stable saliency model, naturally salient elements were first enhanced by
the common properties they shared with already discovered object. The model is
then progressively refined after each object is discovered separately.

Fourth, we demonstrated that the deep features were the features having the
best generalization capability. This was especially visible on the BioVision dataset
were the supervision signal was extremely weak. However, the poor resolution
of the produced map cannot retrieve very fine details and could probably be im-
proved in a future work.

Fifth, we outperform state-of-the-art techniques not only on our datasets, but
also on an external one with a model not trained on it. Unlike other tested saliency
techniques, our approach is really good at removing naturally salient elements that
are not salient in our context, and conversely, enhancing salient elements in our
context that are not naturally salient.

Lastly, our saliency technique can be used to produce relevant bounding boxes
around objects by re-ranking EdgeBoxes according to our saliency model. In addi-
tion, using boxes from object segmentation (the SegBoxes) on top of the EdgeBoxes
further improves the results.
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Part II

Intrinsically motivated exploration
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Chapter 6

Environment exploration on an
autonomous robot

6.1 Introduction

This chapter provides an overview of the exploration problem in autonomous robotics
when considered by three different fields of robotics that are mobile robotics, vision-
based robotics (or active vision) and developmental robotics.

In mobile robotics, exploration is typically seen as a problem of path planning
across the environment by maximizing different costs (time, energy, information,
etc...). We focus more precisely on the problems of localization, mapping and plan-
ning for mobile robots.

We then concentrate our review around the exploration problem in a more gen-
eral scope. We study in deeper details exploration techniques of mobile robotics
and active vision systems.

In developmental robotics, a very specific type of exploration is considered,
where the stress is put on the learning and development of skills and knowledge
based on motivations. The problem is seen under a bio-inspired point of view, and
many parallels are made with neuro-science and psychology. We then present an
overview of the field of developmental robotics, and focus on the motivations as a
drive for exploration. Lastly, we describe in details robotics architectures driven by
a particular type of intrinsic motivation: the learning progress.

We show that for mobile, vision and developmental robotics, the philosophy
and formalism may be different in the way to tackle exploration. However, they
share an essential common idea: the acquisition of knowledge through actions im-
pacting the environment.

6.2 Autonomous navigation on a mobile robot

A mobile robot is defined as a machine capable of locomotion. They have the ca-
pacity to move in their environment and are not limited to a simple physical loca-
tion. Foveated systems that are not embedded in a platform able to move are then
not considered as mobile robots. Mobile robots are then able to interact with their
environment, and must therefore be careful of the geometry and behavior of the
surrounding world.

To autonomously move in their environment, mobile robots must be equipped
with an efficient navigation strategy to accomplish a specific mission. As depicted
in Figure 6.1, the most general navigation scheme is to consider a sensorimotor
loop in which the robot perceives data from the environment and exploits this data
for self-localization. The robot is also equipped with a mission plan composed with
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FIGURE 6.1: Basic architecture for autonomous navigation on a mo-
bile robot. Localization, mapping and path planning are the three

essential components of the control.

successive goals or tasks that should be achieved. The localization is then combined
with the mission plan to generate motion control and displace the robot.

Most autonomous mobile robots use a mental representation of their environ-
ment as a map in which they can be localized. To accomplish a mission plan, a set
of goals must be reached, and a trajectory must be found in that regard. We then
describe and discuss in this section the three aspects of navigation that are map-
ping, localization and planning. The next two sections are widely inspired by Filliat’s
course on mobile robotics [201].

6.2.1 Mapping and localization

The approach used to determine a trajectory strongly depends on the way the envi-
ronment is represented. Depending on the sensor used and available information,
the map of the environment can either be topological or metric (See Figure 6.2 for
examples).

Topological maps

In topological maps, the environment is represented as a graph (also called a naviga-
tion graph) where nodes are places that the robot can reach, and edges represent the
available connections between nodes. In general the information stored in edges
is related to the way to reach nodes of the graph, whereas nodes store identifi-
cation information (for example, a set of images [202]) to localize the robot from
sensory input. In topological maps, nodes may represent significant or meaning-
ful places (such as doors, intersections or room centroids), that are either manually
designed [22], [203] or automatically added when discovered by the robot [204].
Some approaches rather define nodes based on the robot exploration without any
semantic meaning. Criteria for splitting nodes in this case can be the strong vari-
ation in the perceived inputs [205], or just euclidean distance boundaries [110].
Edges are defined either by adjacent relations (when the robot has the ability to
directly attain a node from neighbor [22], [110], [123], potentially storing path com-
mands for displacement), or by metric information containing relative positions of



6.2. Autonomous navigation on a mobile robot 101

(a) (b) (c)

FIGURE 6.2: (a) Real building map (b) Topological map (c) Metric
map

the nodes [202]. Sometimes, maps even contain absolute positions of the nodes and
are referred as topometric maps [110], [123], [202]. They are particularly well-suited
for vision.

The advantages of topological maps is their simplicity to store and update infor-
mation. Moreover, grouping information among distinct places make the represen-
tation of those places better-suited for a representation at a sensor’s level. Lastly,
discretizing the environment is a good representation for planning, where paths
are directly found from the graph. A major disadvantage occurs when data need to
be interpreted or integrated from places that have not been visited yet. Topological
graphs usually require a very throughout exploration of the environment to avoid
these type of cases. Moreover, in case of noisy data or dynamic environment, the
localization may become a problem as identification is likely to fail.

Our exploration technique is based on a topometric map, where edges contain
distances between adjacent nodes, and nodes contain information about the local
model quality. As several approach rely on an already existing topometric map to
guide their exploration [110], [123], other focus on the construction of this map on-
line [202], [206]. We also propose in this work a simple technique to incrementally
construct a topometric map adapted to our needs and considering the localization
problem as solved and reliable.

Metric maps

In metric maps the environment is represented by a set of objects associated with po-
sitions in a metric space (typically a 2D map), where the position of the robot is es-
timated. Metric maps can be represented in terms of “objects” or occupancy grids. In
the first case, “objects” are detected by sensors, localized from the robot’s position
and integrated to the map. Objects are either points [207] or oriented points [208]
(also called anchors), or frontiers (also called features) composed of primitive shapes
such as plans, lines or ellipses [209]. These objects are often associated with a mea-
sure of uncertainty to avoid navigation mistakes [207]–[209]. In the second case, oc-
cupancy grids [210] are based on fine grids segmenting the environment, on which
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FIGURE 6.3: Occupancy grid obtained by a SLAM algorithm and
possible associated navigation graph modeling rooms, halls and cor-

ridors.

each cell contains an occupancy probability. Although more memory consuming,
occupancy grids do not require any object extractor.

Unlike topological maps, metric maps combine localization and sensory data at
the same level. With metric maps, the whole environment is represented, and the
robot can be localized more precisely. This kind of maps is also more easily usable
by other types of robots, using different sensors, as the environment is not repre-
sented in terms of sensory data. It is also easier for a human user to interpret and
follow the robot trajectory. However, metric map usually require a more efficient
localization method. Planning strategies from these maps are also less straightfor-
ward, as the environment representation is continuous.

The navigation graph we rely on in our work is actually based on an occupancy
grid produced by a laser range finder (similar to the example of Figure 6.3). There-
fore, we rely on both metric and topological maps.

Simultaneous localization and mapping

Except for cases where the map is known beforehand and static during the whole
experiment [123], [211], localization and mapping are strongly intertwined and
should be jointly processed. The map of the environment is then incrementally
constructed or updated, and localization within the map is inferred from the same
observations. In the literature, this joint problem is referred as Simultaneous Local-
ization And Mapping (or SLAM) [212], [213]. Localization may be obtained by pro-
prioceptive sensors (wheel speed, inertial sensors) but is often subject to drift in the
measurement. Therefore, exteroceptive sensors are required to perceive the environ-
ment of the robot and add a correction feedback to the displacement measures.
SLAM based on laser range finders for example detect obstacles and perform a
scan correlation with the previous measurements to estimate the displacement of
the robot [25]. They typically generate occupancy grids. Another family of SLAM
techniques are visual-based, and use the similarities of successive frames to es-
timate the displacement of the robot [214]. Of course, the combination of visual
and geometrical cues, when possible, provides even more accurate results. The de-
velopment of RGB-D SLAM techniques have then become popular in the last few
years [215]. Visual and RGB-D SLAM are usually better-suited to construct “object
maps”.
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Our exploration system relies on the hector mapping algorithm [25], based on
a laser range finder and odometry combination. We consider this SLAM algorithm
reliable enough for our needs.

6.2.2 Planning and path finding

During a mobile robot’s mission, a sequence of tasks involving the displacement of
the robot must be achieved. Tasks can then be divided into a set of target positions
to reach that will move the robot to a certain location. In this section, we investigate
the problem of planning a strategy to reach a goal, once mapping and localization
are known. We also focus on planning approaches determined in two-dimensional
maps. To be efficient, the chosen path should optimize a cost function (based on
distance, time or energy), and be safe to the robot (collision-free).

Continuous and discrete environments

Finding an optimal trajectory with multiple obstacles in a continuous space is an
NP-hard problem, but several approach tend to solve the problem locally, or by
heuristic methods. Early approaches relied on potential fields [216], while more
recent techniques such as improved version of RRT ? [217] rely on sampling a
very large number of trajectories to approximate to the optimal solution. Another
class of approaches use a “teach and repeat” strategy to make the robot learn its
own path (not necessarily optimal) from experience and adapt them in new situa-
tions [218], [219].

To simplify the problem, many planning approaches are using techniques of
path finding in a graph. If using a metric map, the space must then be turned into
a topometric graph by discretization. A first approach to discretize maps is to cut
them in segments, either by following the obstacle shapes [220], or according to a
regular grid [221]. Nodes are then defined as centroids or corners of each segment,
and adjacent segments are linked by edges if no obstacles are found in between. An-
other approach consists in pre-defining paths between points of the environment,
either by visibility graphs [222], Voronoi diagrams to define path as far as possible
from obstacles [123], [223], or generated by sampling approaches [224]. Points are
then used as nodes and pre-defined path are links.

Our system uses a method of path finding in a graph, and therefore turns the
occupancy grid obtained from a SLAM algorithm into a discrete navigation graph
from regular cells.

Path finding in a graph

When trying to find an optimal path in a graph, the problem is typically solved by
finding an optimal sequence of actions to follow. To do so, methods based on direct
path finding or policies can be used (see Figure 6.4).

Direct path finding may be obtained by exact resolution methods using graph
search, such as the Dijkstra [225] algorithm. If the number of nodes is too high for
an extensive search, heuristics such as A? [226] (or D? in dynamic environments)
are able to find an acceptable solution in a significantly reduced time. Alternative
heuristic such as the particle swarm optimization [227] or the ant colony optimiza-
tion [228] are also commonly used. In these types of approaches, the problem is
supposed to be fully deterministic, and problems occur if the robot cannot reach
the goal or deviates from its course. In this case, a re-planning process is required.
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FIGURE 6.4: Direct path finding with the A* algorithm (source Se-
bastian Lague [229]) and potential field policy (from [230])

The second category of planning is based on policies. A policy associates for
each node (whether the robot is in it or not) the best action to take from this node.
To reach the goal with a policy, the robot will perform a sequence of node identifi-
cation and action dictated by the policy at the current node. Although slower than
a simple path finding, a policy does not have to be re-computed if the estimated
position of the robot is wrong, and is better-suited if several specific goals are con-
current in the environment (even potentially no goal at all). Instead of considering a
discrete set of actions for each state, a possible approach to determine a policy is to
use a potential field that depends on the cost to reach the goal. The action is then cal-
culated by following a gradient descent. To find such potential, Dijkstra algorithm
can be used as well [225], or a value iteration procedure [231].

Our planning strategy is based on a path finding found from a policy, and does
not depends on a single goal, but rather on attractive areas.

Path finding under uncertainty

In case of uncertainty (noisy observations, dynamic environment ...), the problem
should not be modeled with a deterministic graph but rather as a Markov Decision
Process. A probability is then associated with each state-action pair of the policy. If
the environment is only partially known by the robot, the model is a partially ob-
servable decision process, or POMDP. The field of path finding in a POMDP context
is very active, the main goal being to find the best action to take for the current state
of belief [116], [232], [233] and to update this belief on the fly. POMDP is also intro-
duced the context of reinforcement learning techniques that are further described
in Section 6.3.2.

6.3 Exploration in mobile robotics and active vision

In robotics, the exploration problem is the one of maximizing knowledge over a work-
ing environment by means of a single or several robots. In many practical problems,
the robot has a specific mission (such as delivering mail, monitoring a known area,
driving a user to a specific address). Goals are specified by the mission, and path
plans are generated toward these goals. When the mission is related to exploration,
an exploration strategy is provided by the user, and the robot should autonomously
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Art gallery problem Travelling salesman problem 

Chinese postman problem 

FIGURE 6.5: Example of exploration problem.

generate goals that are likely to increase its knowledge. Exploration is then seen as a
mean to reach self-defined goals in the general purpose of maximizing knowledge.

It may happen that the robot performs a simultaneous exploration (for knowl-
edge updates or initial discovery) and task. Several approaches raise the problem
of trade-off between exploration and exploitation [234], [235], but these aspects are
beyond the scope of this review.

We here present three possible types of exploration that could be used in most
robotics systems. We however concentrate our explanations and examples on mo-
bile robotics and active vision systems. A first purpose for exploration is the one of
finding concrete elements of the environment, and memorizing knowledge about
them. We call it memory-oriented exploration. Another purpose for exploring is the
one probing the environment for learning. By learning, the robot acquires skills or
predictive knowledge that are not directly representative of the environment, but
useful for future tasks. We divide learning-based exploration between reinforcement
learning, and model-based exploration.

6.3.1 Memory-oriented exploration

In a memory-oriented exploration, the goal is to have a good coverage of the en-
vironment towards elements of interest. The robot then keeps an instance of these
elements in memory, varying from state variables, maps, lists of objects and events
and their attributes.

In mobile robotics

In mobile robotics, building a map of the environment may be the most straight-
forward exploration application. In this case, exploration is related to the coverage
whole environment rather than isolated targets of interest [123], [202], [236]. Au-
tonomous SLAM approaches [237], for example, need exploration techniques to
efficiently cover the environment and spend more time on more challenging areas.
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Localizing and identifying objects in the environment is another typical purpose
for exploration [102], [110], [181]. When no prior about the objects are given, the
problem is called object discovery, and exploration should be such that areas likely
to contain objects are examined. Lastly, in dynamic environments [235], [238], ex-
ploration should be such that places are constantly re-visited and memory updated
accordingly.

When the robot is provided with a static map at the beginning of the explo-
ration, the user can design pre-defined path plans prior to the experiment [101].
Otherwise, navigation path plans can be found by solving specific mathematical
problems from graphs or continuous environments. Figure 6.5 presents a few ex-
amples of common problems to be solved for environment exploration. The most
famous one is probably the traveling salesman problem [239], when an optimal path
is found to join a set of areas of the map while minimizing the traveled distance. If
the problem is to find an appropriate set of views to cover the whole environment
(called view planning problems), the art gallery problem [240] is a good approach to
consider. Otherwise, when the goal is to navigate to visit all edges of a graph, the
chinese postman problem is the approach to considered [241]. As these problems are
often NP-hard, solving them directly on a robot is not feasible. They are then either
solved offline [123], require heuristics [236], or are replaced by more naive greedy
algorithms [110]. Lastly, modern approaches usually combine these optimal path
with sensory-based refinement to ensure that exploration is consistent with the true
environment [123], [236].

When the map of the environment is not known beforehand, the robot can only
rely on sensory data to drive exploration. A very common technique is the frontier-
based exploration [236], [242], where sensory inputs are used to detect the bound-
aries (or frontiers) between known and unknown areas. Exploration is then done
to visit these frontiers. Entropy reduction or information gain maximization [243]
can also drive the robot to unexplored or highly informative regions from sensory
inputs. The time spent in displacement can also be taken into account to speed up
exploration [244], and planning to re-visit locations is sometimes considered to in-
crease the knowledge quality [245]. In dynamic environments, temporal statistical
approaches are used to determine how frequently exploration should be performed
in a particular area [235].

In some cases, the problem of gathering information is considered jointly with
the one of minimizing displacements. This is for example the case in Wang et al.’s
work [246], where a combination of the traveling salesman and art gallery problems
are sequentially solved to optimize both aspects of exploration. This idea of joint
optimization is also raised by Tovar et al. [237] in the context of simultaneous local-
ization and mapping. In their work, a utility function was proposed to measure the
interestingness of potential location and balancing the potential information gain
with the displacement cost. Jointly combining information and displacement cost
is at the heart of the exploration technique proposed in the next chapter.

In active vision systems

Exploration can be guided by visual inputs as well, and is tightly linked with the
mechanism of visual attention in Chapter 3 by targeting salient regions of the field
of view. If the environment is static, the inhibition of return plays a major role in
exploration, as it avoids the system to get stuck in the most salient location. When
the robot is equipped with PTZ cameras (pan-tilt-zoom) [102], [109], [110] or with
a combination of contextual (wide field of view) and foveal (sharp field of view)
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cameras [60], [247], the actions performed for exploration are typically saccades, so
that the zoomed camera is oriented to informative regions. If the robot can move
across its environment, actions are displacements in order to get a closer or better
point of view of areas of interest [110], [116], [181], [248].

6.3.2 Reinforcement learning-driven exploration

When the goal of the robot is to learn behaviors (for example, following an optimal
trajectory towards a given area of the environment, performing saccades to identify
an object, ...), a possible approach is to learn it by trying successive alternatives
until the desired behavior is reached. Reinforcement learning exploits this principle
of learning by successive trials, either leading to success or failure. This is made
possible by receiving a feedback from the environment based on the quality of the
attempt. This feedback, called a reward, will guide the robot to find which actions
are good based on past experiments.

Applications

Reinforcement learning is a vast field of research and is used for many different
purposes in robotics (see for example Kober and Kormushev reviews [249], [250]).
In the context of visual attention, such techniques have been exploited to automat-
ically guide the gaze toward salient areas [109], or to learn the optimal saccades for
object recognition [49].

In mobile robotics, reinforcement learning is often used to find an optimal dis-
placement policy in a given environment [251], [252] and for a specific task. In this
context, reinforcement learning is equivalent to a planning tasks minimizing an ob-
jective function, except that this objective function is expressed in terms of rewards.
In that regard, reinforcement learning is a possible technique to find optimal path
plans by means of policies, as described in Section 6.2.2. In our approach, we use
reinforcement learning in this context.

Lastly, some hybrid approaches combine saccades and robot locomotion in a
reinforcement learning framework to jointly identify salient objects, and use them
as visual anchors to navigate in the environment for reaching a target location. Borji
et al.have proposed a set of publications in that regard [108], [211], inspired by the
work of Mc Callum [253].

A large panel of reinforcement learning techniques have been proposed in the
literature to solve problems in very different configurations (continuous or discrete
states and actions, model-based and model-free techniques). A description of basic
reinforcement learning problems has been proposed by Sutton and Barto [254].

Q-learning

To keep explanations easier, we describe in this section the Q-learning approach in
a discrete state-action space only, that is further used in Chapter 7.

Reinforcement learning problems are modeled by an autonomous agent con-
fronted to a given environment and having to select actions depending on its cur-
rent state. To illustrate our explanations, let us consider the simple case of a robot
able to move on a grid and whose goal is to reach a target G while avoiding a wall
(See Figure 6.6). After making an action, the agent arrives in a new state and re-
ceives a reward (positive or negative) related to this state. This reward is the only
signal that will guide the agent’s learning, to progressively find the best action to
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FIGURE 6.6: Environment, rewards and policy

take in each state of the environment. This correspondence between states and ac-
tions, that describes the optimal behavior to adopt is called the optimal policy (often
called Π?).

Problem definition: Formally, the problem can be defined as a set of states S
(the reachable squares of the grid), a set of actionsA (“up”, “down”, “left” “right”),
and a set of rewards R = r(s, a). Typically, a high reward is associated with the
goal state, and low reward are distributed everywhere else. Rewards are collected
by the agent after taking an action while being in a given state. The agent starts in
an initial state s0, chooses an action a1 and arrives in a new state s1. If considering
that reaching state st+1 from st only depends on st and on action at+1, the problem
can be modeled as a Markov Decision Process. An MDP is defined by a system
(S,A, P,R), where P = P (s′|s, a) are the transition probabilities between states
given an action. Lastly, the policy Π : S → A is a function that associates an action
to follow for each state of the environment. The goal is to iteratively modify the
policy, and test its efficiency to progressively converge to an optimal one (Π?).

Action-value function: To converge to an optimal policy, a large number of
experiments (or episodes) are conducted, in which the robot takes actions sug-
gested by the current policy, receives rewards, and evaluates the benefits of these
actions for the policy. This benefit is evaluated by considering an action-value func-
tion Qπ(s, a) (which is a matrix in our case) that is progressively updated with ex-
periments. This action value function represents the average cumulated reward
during experiments.

Qπ(s, a) = E[R|s, a,Π] (6.1)

where R is the cumulated reward received after taking action a in state s, and fol-
lowing policy Π thereafter. Mathematically, R is defined as

R =
N∑
t=1

γtrt+1 (6.2)

where N is the number of successive actions in the sequence, rt+1 is the reward
received at time step t+ 1, and γ is the discount factor between 0 and 1. γ is used to
make the agent reason about the long term consequences of its actions. It is a pa-
rameter that controls how much the value function should take future rewards into
account. If γ = 0, then only immediate reward matters. If γ = 1, reward received
in future steps all matter the same. The discount factor is an important parameter
of our system, and its influence on the performance of our algorithm is discussed
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in Chapter 8. The action-value function associated with the optimal policy Π? must
then be such that Qπ

?
, or Q? is maximum for each state-action pair.

Exploration strategy: The Q-learning algorithm provides a way to guide the
robot’s exploration and to update the action-value function so that it naturally con-
verges to Q?. The robot should, most of the time, follow the policy that is currently
suggested by the current policy, and occasionally select a random action (this is
called the ε-greedy strategy). Formally, the exploration strategy will select the next
action at among A from state st to take by following the rule

at


Argmax
a′∈A

(Q(st, a
′)) if v > ε

Rand
a′∈A

(a′) otherwise
(6.3)

Update rule: Lastly, after each action at is performed and a reward rt+1 is re-
ceived, the Q-matrix is updated according to the following rule:

Q(st, at)⇐ (1− α)Q(st, at) + α[rt+1 + γ(max
a′

Q(st+1, a
′))] (6.4)

where α is a learning rate (between 0 and 1) that controls how much the current
action should be considered to update the model. Finally, to exploit the optimal
policy to reach the goal, the agent in a state s should take the action a for which
Q∗(s, .) is maximum.

Improving reinforcement-learning exploration

We now examine the possible exploration strategies to make reinforcement learn-
ing techniques converge rapidly. The worse case is the one of a pure random ex-
ploration. In this case, the value function converges to the optimal one, but very
slowly. The ε-greedy technique takes advantage of the current value function to fa-
vor exploration in areas that have been the most rewarding. ε is then an arbitrary
threshold to balance exploration (by random selection) and exploitation (by value
function selection).

Several improvements have been proposed to further speed-up exploration while
ensuring the convergence of the value function. A very basic, yet efficient approach
is the “optimism towards uncertainty”, also known as R-max algorithm [255]. This
technique simply favors areas that have not been visited enough, thus ensuring
a rapid coverage of the whole exploration space. Other techniques such as the
bayesian exploration bonuses [256] follow a similar approach by rewarding state-
action pairs inversely with their visitation counts.

The concept of intrinsic motivation has been proposed to speed-up reinforce-
ment learning problems. Chentanez et al. [252] have proposed a technique where
the learning agent is attracted by “salient events”, while Lopes et al. [257] have
use a strategy following learning progress. In these approach, an intrinsic reward is
added to the exploration scheme and biases the value function to make the agent
focus more on areas that really matter. This intrinsic reward decreases during ex-
ploration, thus avoiding any bias in the final policy. The field of intrinsic motivation
is actively studied in a developmental robotics context and is further discussed in
Section 6.4.2.

In our work, we only use reinforcement learning as a mean to solve a planning
task. Therefore speeding up RL convergence is not our first priority. Nevertheless,
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we also use a type of ε-greedy displacement rule, and our problem initialization
strongly resembles the R-max approach.

6.3.3 Model-oriented exploration

In model-oriented exploration, the goal is to learn something from the environ-
ment by building predictive models. The approach in this case is to collect sensory
information, turn it into exploitable data, and apply machine learning techniques to
make inferences about the world. The exploration strategy is then oriented towards
finding samples, able to build a good representation. The question of speeding up
exploration to learn faster is another aspect considered when designing exploration
strategies in that regard. This kind of exploration may be considered as a type of
active learning problem, also known as the optimal experiment design in statis-
tics [258].

Applications

Model-oriented exploration is used in number of applications. In mobile robotics,
one can for example think of learning the visual aspects of the environment to pre-
dict loop closure [99], or to predict what unexplored areas may look like based on
a limited number of evidences [259]. Learning object representations in an open-
ended manner [117], [260], or trying to predict the localization of objects based on
contextual input data are other possibilities [261]. Those models could be learned
without any particular exploration strategies (by randomly sampling the environ-
ment for example), but very slowly and potentially poorly in complex environ-
ments or high dimensional spaces. Exploration strategies in these types of setups
are of two kinds.

Exploration following extrinsic criteria

The first category centers exploration towards elements of interest, relevant for
what needs to be learned. As an example, for the task of learning object representa-
tions, saliency maps are a good mean to isolate objects and guide exploration [133].
Very often approaches used for memory-based exploration also reveal efficient for
model learning [259]. This is mainly because elements of interest are often the same
in both cases, the only difference being the way they are analyzed by the system
and integrated to the internal representation.

Exploration following intrinsic criteria

The second category of exploration chooses actions based on the internal state of
the model. For example, if two distinct objects have a very close representation in
the internal model of the robot, a good approach would be to sample additional
data from these objects and increase the discrimination capacity of the model [117].
An early implementation of this idea was developed by Schmidhuber [262] in the
scope of artificial curiosity, who proposed to guide the robot’s exploration by look-
ing at the prediction error of the neural network trying to learn a model. This kind
of behavior cannot be obtained from the first type of exploration, unless of a hand-
designed strategy dedicated to this goal. As this type of exploration is based on the
internal representation of the knowledge, it is much closer to the way biological
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exploration is conducted. This exploration technique is actually at the heart of de-
velopmental robotics, relying on intrinsic motivational systems. These aspects are
more deeply described and discussed in the next section.

6.4 Exploration in developmental robotics

This section presents autonomous exploration from a developmental robotics point
of view. We first provide an overview of the field, main goals, challenges and areas
of research. We then focus on the problem of motivations to guide the exploration,
and more specifically the use of learning progress as an intrinsic reward.

6.4.1 An overview of developmental robotics

Background

Developmental robotics, also called epigenetic robotics, aims to study the mech-
anisms that would be able to provide a robot with a lifelong and autonomous
learning skills or knowledge. Pioneering thoughts on developmental robotics were
formulated by Alan Turing himself [1]: “instead of trying to produce a program
to simulate the adult mind, why not rather try to produce one which simulates a
child’s? If this were then subjected to an appropriate course of education one would
obtain the adult brain”

Developmental robotics then suggests to find inspiration from human and an-
imals, and from the way they gain knowledge of increasing complexity. Many
works, either in biology or psychology, study the development and learning of
humans [263]. Developmental robotics builds on those approaches, ranging from
infant behavior to cortical structures involved in learning.

This is not a one way inspiration, as developmental robotics also aims to vali-
date theories about development and learning. Applying a developmental psychol-
ogy theory on a robot usually requires a deep reflection and understanding to make
operational a weakly formalized theory. Implementation on a robot then allows a
deeper study on original aspects.

Although Turing’s ideas date back to the 50’s, no concrete investigation was
done in that regard for almost 40 years. Schmidhuber proposed in the 90’s prelim-
inary ideas on the way a robot should explore based on artificial curiosity [262].
However, the field of developmental robotics has really emerged in the late 90’s
with Weng’s work on autonomous mental development [11].

Today, developmental robotics strongly builds upon the fields of artificial intel-
ligence or machine learning, and widely overlaps cognitive robotics and compu-
tational neuroscience. It has emerged at the crossroad of those fields following the
idea that development and learning is the result of interactions between the brain,
the body, and the environment.

Goals and research in developmental robotics

Goals and challenges: Developmental robots should be designed so that a certain
number of behaviors can emerge. A few robotics platforms have been proposed
as developmental robotics frameworks in that regard, such as the iCub robot [12],
Erato’s baby robot [264], or the opensource Poppy robot [265] (See Figure 6.7). More
specifically, engineers are interested in the following components:
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(a) (b) (c)

FIGURE 6.7: Example of developmental robotics platforms. (a) iCub,
(b) baby robot, (c) Poppy

• Building a task-independent learning mechanism that could be applied to
any type of tasks, even the one that are unknown to the robot’s designer.

• Build a system able to tackle lifelong learning in an open-ended manner. This
implies that robots should be able to acquire new skills continuously during
their whole operation time, in an unconstrained world.

• Acquire skills of increasing complexity, and use the previously learned knowl-
edge to acquire them.

One of the main difficulty is to equip robots with a developmental plan that
is not manually designed, and to let the robots decide by themselves the type of
activity they should follow. This is a very challenging issue, as programmers should
accept to be removed from the learning process and rather focus on how robot can
select relevant tasks and learn from them. On the other hand, letting robots decide
on their own also raises ethics and safety issues that should be considered by both
programmers and users.

Lastly, a consequence of making a robot learn in a developmental way is the
emergence of subjectivity [266]. What robots actually learns directly depends on
what they have been experiencing. As a results, two robots with the same architec-
ture may not have the same world representation in the end. This may be a problem
in terms of performance evaluation, as there is no way to warranty that the system
learns a model that is well-suited for the tasks it was trained for.

Research directions: As one of the main challenges of developmental learning
is to learn a growing number of skills in unconstrained environments and within
a limited lifetime, many research investigate how to constrain exploration to make
learning possible and efficient. A first approach is the use of motivations able to
drive the robot’s exploration towards relevant areas of the space [13]. Motivations
are defined by means of rewards, intrinsic or extrinsic and are further described
in Section 6.4.2. An emblematic research in this field is the Intelligent Adaptive Cu-
riosity (or IAC) proposed by Oudeyer et al. [13] and has been evaluated on a AIBO
robot discovering how to interact with its environment by playing on a baby play-
ground (the setup was called the playground experiment, see Figure 6.8). IAC was
re-used and improved by many research work [22], [117], [190], [267], [268] and is
the fundamental mechanism of the work described in Chapter 7.
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FIGURE 6.8: The playground experiment (image from [13])

A second way of guiding the robot’s exploration and learning is to study social
guidance. In this context, a human user [117], or a peer [269] has the role of a teacher
that guides the robot for learning desired skills.

A third area of research is related to the way skills and knowledge should be
represented and should evolve in time [270]. The question of how to create high-
level abstractions of skills to be used in more complex applications is another criti-
cal point [271].

Lastly, maturational constraints is also a way to efficiently guide exploration
accordingly with the robot’s skills. Instead of providing the robot with a fully op-
erational body and brain, it is possible to progressively enable higher degrees of
freedom, or better representation capacities to help the robot focus on simple tasks
first [272].

6.4.2 Motivation and rewards to guide exploration

A challenge of developmental robotics is to make robots learn skills by exploring
a complex environment, with many degrees of freedom for exploration. To be able
to learn in a reasonable time, exploration should be guided by mechanisms able
to engage and disengage attention towards areas of the space where learning is
possible, and keep trying until a given skill is acquired. This process of engaging
the implication for a given task is called motivation.

Intrinsic and extrinsic motivation

Motivation is guiding our everyday life’s action, whether we need to learn some-
thing, or just accomplish a task. Ryan and Decy [273] have distinguished two types
of motivations, namely intrinsic motivation and extrinsic motivation. Considering
Ryan and Decy’s work:

“Intrinsic motivation is defined as the doing of an activity for its inherent satis-
faction rather than for some separable consequence. When intrinsically motivated,
a person is moved to act for the fun or challenge entailed rather than because of
external products.”
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FIGURE 6.9: TD learning prediction error reward and dopamine
emission. (image from [274])

Children are perfect example of intrinsically motivated living beings. They have
the faculty to engage in an activity for no particular purpose. Indeed, young chil-
dren are constantly trying to grasp, shoot, bite or squash any new object of their
environment. They may be deeply involved in interacting with an object, and, for
no external reason, suddenly drop it and find another exciting focus.

Intrinsic motivation is opposed to extrinsic motivation, defined as
“Extrinsic motivation is a construct that pertains whenever an activity is done

in order to attain some separable outcome. Extrinsic motivation thus contrasts with
intrinsic motivation, which refers to doing an activity simply for the enjoyment of
the activity itself, rather than its instrumental value”

Extrinsic motivation is then associated with any activity where an external goal
must be achieved. In robotics, systems relying on reinforcement learning with a
simple reward function are typically extrinsically motivated.

Motivation, whether intrinsic or extrinsic, is strongly related to the notion of
reward. Schlutz et al. [274] have revealed that a strong correlation exists between
the reward function used in reinforcement learning and the dopamine emission in
the midbrain (See Figure 6.9). Although this was demonstrated for extrinsic kind
of reward, additional studies suggested that dopamine could also be involved in
intrinsic motivation [275].

Lastly, there is a major difference in the role of intrinsic and extrinsic reward
in the learning process. In reinforcement learning (extrinsic reward), the reward is
the only learning signal provided by the environment, and this learning signal is
entirely integrated into the acquired knowledge (for example, the value function
providing a policy to follow). Intrinsic rewards are rather used as a guide for ex-
ploration and are not part of the model in the end.

Exploration strategies based on intrinsic reward

The degree of motivation towards an activity in the process of learning can be high-
lighted by the theory of flow. Figure 6.10 represents the mental state associated with
a skill level and a challenge level. To reach the full state of concentration required
for efficient learning conditions, the activity should be both challenging and just
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FIGURE 6.10: Stages of the theory of flow

above the skill capacities of the learner. Most intrinsically motivated exploration
techniques then rely on defining how challenging an activity is likely to be.

Many types of intrinsic motivation: The list of intrinsic motivation strategies
used in the literature is huge. Among them, the traditional novelty [255], [276], sur-
prise [252], [277], or uncertainty [255], [278] are widely used. However, more exotic
rewards may be attributed to information gain [273], confidence [279], progress [13], cu-
riosity [262], interest [280], achievement [281], saliency [252] (not to be confused with
visual saliency of Part I), diversity [282], or familiarity [283]. Many of them have been
reviewed and compared in recent surveys [284], [285]. However, these denomina-
tions should be used very carefully as they are sometimes used by different teams
under very different mathematical definitions. To our knowledge, there is no gen-
erally accepted definition (mathematically speaking) for each of these terms.

Many implementations of those strategies are in fact heuristics aiming at bi-
asing the exploration towards areas that are potentially interesting. For example,
novelty would reward states that have not been recently visited [255], surprise (or
contextual novelty) targets attention towards salient events [277], and uncertainty is
related to the high variance or entropy in states or actions [278]. This kind of ap-
proaches are efficient in the sense that they may speed up exploration by focusing
on interesting areas only, but there is no warranty that learning may be possible.
Regarding the theory of flow, they are focused on finding challenging areas, and
do not really consider the skill level of the agent. They are most of the time similar
to exploration techniques described in Section 6.3.1, except that they are examined
under a neuroscience point of view (the term “reward” designating in fact the cri-
terion to maximize in Section 6.3.1).

Prediction error and learning progress: To be consistent with the theory of flow,
an evaluation of the skill level is required. For that, a possible measure is the so-
called prediction error [13] (sometimes also called novelty [276] or even surprise [252]),
evaluating the difference between what the robot is predicting, and what is actually
measured by sensors. Though, a strong limitation of the prediction error is that the
robot may be stuck in unlearnable situations, especially in the presence of noise. Fo-
cusing only on areas with a high level of prediction error may then have disastrous
consequences on learning.

Another approach, early suggested by Schmidhuber [262] and implemented by
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FIGURE 6.11: Prediction error of 4 different activities, and time ded-
icated to each of them by following the progress (image from [286])

Kaplan and Oudeyer [13], [283] in a developmental learning context suggests to
rely on the evolution of the prediction error rather than current state of this error.
This evolution can be seen as a sort of derivative and is called the learning progress.
Progress is particularly interesting as it avoids both trivial (low error) and unlearn-
able (high error) areas of the space, while focusing on tasks that are neither too easy,
nor too hard. Progress also has interesting properties on the order tasks should be
accomplished, starting with easy ones (where error decreases quickly) and progres-
sively increasing their complexities (having a slower error decrease), thus being
consistent with a lifelong learning scenario. Figure 6.11 illustrates this behavior by
considering the time spent in 4 activities based on their prediction errors. Activities
1 and 4 are trivial and unlearnable, so that the robot only spends time on them at the
beginning of the experiment. Then, activity 3 is prioritized as learning progress is
the highest. When the competence associated with activity 3 is acquired, learning
progress becomes low, and focus is concentrated on activity 2, whose progresses
where lower.

Learning progress is then a particularly interesting intrinsic motivation. In IAC,
a measure of learning progress is proposed to drive the robot’s exploration. We
then rely on this measure in our approach.

Visual attention and intrinsic motivation

Visual attention is an excellent study case for intrinsic motivation. In a general case,
eye saccades and fixations can be seen as a way to actively sample information. This
sampling is generally oriented to reduce uncertainty in future states of observation,
which can be seen as a form of intrinsically motivated exploration strategy [287],
[288].

In neuroscience, several studies have highlighted the fact that eye movement
patterns are not the same when trying to learn a skill, and once this skill is ac-
quired [289]. This suggests that saccades are used as a mean of exploration. More-
over, studies on monkeys have shown that the brain is weighting visual informa-
tion based on the collected reward they convey [287]. This type of weighting ap-
proach strongly resembles saliency map computation approaches.

In developmental robotics, visual attention is also considered as a common
study case, most of the time used as a way to develop proprioceptive skills (pre-
dict the position of the hand in a field of view [267], head orientation toward a
light [283]) or visual servoing skills (learning options from visual inputs [290],
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smooth pursuit [291], simultaneous gaze control and reaching [292]). However,
these methods mainly focus on developing motor skills rather than visual skills.
For example, the discovery and learning of what should be salient in a environ-
ment has not been examined so far in a developmental robotics framework, al-
though clear evidences show that such saliency differs from age groups [293], [294]
and culture [295]. It is therefore, at least partially, learned.

6.4.3 Implementations of progress-based exploration

In this section, we highlight the main components of existing implementations of
learning progress-based exploration strategies. For an alternative classification and
formalism of the problem, one could refer to the strategic student problem formu-
lation [296].

Architectures

Similar to any robotics system trying to learn from the environment, systems rely-
ing on progress for exploration need at least inputs sensory data to produce, when
learning is finished, an outcome that is to be used in future tasks. Another common
element of those systems is that they learn to make predictions about the external
world. This prediction process is performed by a learner, an internal learning ma-
chine (classifier, regression system, POMDP, etc...) predicting output states Y given
input signals X .

A general internal architecture of intrinsically motivated systems based on learn-
ing progress has been described by Oudeyer et al. [13] and is represented in Fig-
ure 6.12. The learner, is the central element of the architecture, learning to make
predictions. The learner is iteratively updated by the input signals, and produces
from each input signal an output state prediction (Ỹ in the figure). The prediction
error E is obtained by measuring the distance with the learning signal (Y in the
figure). Second, a meta-learner learns to predict the error in prediction of the learner.
This time, the meta-learner receives successive prediction errorsE as a learning sig-
nal and tries to predict how this error will evolve in a near future. Lastly, a knowledge
gain assessor receives the estimated future prediction error E′ and considers past E
and future E′ to compute the progress measure.

Lastly, the progress measure is transferred to a controller to derive a policy and
guide the future robot’s actions.

Sensory and proprioceptive signals: To make its own world representation, the
robot perceives and analyzes both sensory and proprioceptive signals. All or part
of them will constitute the input signals (X) of the learner. In vision-based systems,
these predictions are made from raw [22], [127], [290], [297] or transformed [13],
[283] visual signals providing a higher level information (for example, the position
of a spotlight in the field of view). When learning sensorimotor skills [13], [190],
proprioceptive signals (such as motor commands) are more likely to be used as in-
put signals. Lastly, those signals are sometimes discretized before being processed
by the learner, to simplify their representation [257].

Learning signal: Then, for the learner to learn something, a learning signal is re-
quired. This learning signal should be seen as a ground truth to be compared with
the output state Y the learner is predicting, and should be removed from the pre-
diction process once learning is finished. These learning signals may be obtained
by other sensory data [22], temporal consistency of successive observations [127]
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FIGURE 6.12: Global architecture of progress-based motivation sys-
tems, from [13]

(two successive views contain the same object), sensory measurements after a par-
ticular event occurred (for example, after performing an action [257], [290], [298] or
after discovering a salient event [252]), or based on an external assistance from an
oracle [127]. Note that this learning signal may be different than what the system
should learn in the end. For example, if an intrinsically motivated system is using
extrinsic reward to learn a policy, the learning signal associated with the learner
would just be a hint to guide exploration, not what the system should learn in the
end [257], [270].

System outcome: The expected outcome of the system should be the final prod-
uct of what it was trained for. A sensorimotor mapping in the case of forward and
backward models [190], [298], classifiers in the case of recognition systems [22],
[127], abstraction libraries of sensorimotor primitives [290], or optimal policies for
problems of goal reaching [257], [297]. Most of the time, the outcome of such sys-
tems is the learner, but it sometimes happens that the learner is just here to guide
exploration for a better outcome [257], [290].

Learning progress implementation

A local evaluation: The idea behind progress is to guide exploration towards areas
where the prediction error decreases fast. However, simply measuring the predic-
tion error (and consequently, learning progress) at a global scale does not provide
any information about areas that should be explored. It is therefore extremely im-
portant to provide a progress estimation at a local scale. A critical point is then to
find a way to estimate the progress by grouping similar examples and providing
a local measure for each group. Exploration will then favor examples in a group
having a high measure of learning progress. These groups are called regions in
Oudeyer’s work [13]. Finding the space where those regions should be defined has
a strong influence on the efficiency of the method. In a discrete world representa-
tion with a small number of states, this may be done by considering the progress in
each unit (state-action for example) of the environment [257], [270]. In continuous
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environment, regions may be defined in the motor or sensorimotor space [13]. Lo-
cal estimation may also be part of the learner internal representation, considering
for example the activation units of a self-organizing map [299]. For learning sen-
sorimotor skills, Baranes et al. [190] have shown that defining regions in the tasks
space, or goal space was much more efficient than considering regions in the motor
space. This finding was consistent with the goal babbling approach proposed by
Rolf [300]. Another way to consider regions is to see what the robot should learn
as a set of problems (identifying several objects [117], using several tools [268]). A
single region is then associated for each of these problems, and the capacity of the
robot to solve each of them is used to estimate learning progress.

Prediction error measurement: The prediction error measure is easily defined as
a distance (euclidean, for example) between the prediction and the learning signal
when the learner is making a regression [13], [190], [299]. In classification mode,
distances may represent probabilities of the correct class [117] or be based on a set
of classification output to produce an average accuracy (in our system, we use a
more exotic measures, the F1 score, that is also a classification score). If the goal
is to build a set of representative features, a distance to the nearest representant is
appropriate [270]. Lastly, in [257], a cross-validation measure was used to compare
an estimated and a measured distributions.

Progress measurement: Lastly, once prediction error is evaluated, an estimation
of the learning progress must be produced. The general idea is to build a predictor
that estimates the next prediction error, and to consider progress as the difference
between E(t), the actual error and E′(t+ 1), the estimated error at next step. Early
approaches were using a meta-learner with complex prediction techniques (for ex-
ample with neural networks [262]) to estimate E′(t+ 1). However, the progress can
be seen and defined in a more natural and simple way. Kalplan [283] suggested
to consider, for guiding exploration, the evolution of the error measure rather than
the error itself. Mathematically, the evolution corresponds to a variation, a sort of
derivative of the error. If the error is quickly decreasing, progresses are high, and a
definition of the progress may be the inverse derivative of the error −dE(t)

dt . Based
on this idea, progress is then usually defined from a sort of linear regression over
the last few local examples [22], [290]. Most of the time, progress is simply obtained
by [190], [298], [299]

progress(t) =

t− τ
2∑

k=t−τ
E(k)−

t∑
k=t− τ

2

E(k) (6.5)

where τ is a time scale used to segregate recent and older events. An average
over a few samples is preferred to a single example, as there is often a high variance
in successive error measures.

Exploration policy

Last but not least, we raise the question of how to integrate progress estimation in
the exploration strategy. To better understand the different proposed approaches,
let us recall the basic exploration sequence of intrinsically motivated systems.

1. Initially, the robot is in a given state and a given region (that may or may not
be the same object)



120 Chapter 6. Environment exploration on an autonomous robot

2. The robot takes an action and arrives in a new state (and potentially a new
region)

3. From this state, the robot gets sensory (or sensorimotor) data and learning
signals

4. This data is used to update the learner

5. The update leads to a new local progress estimation in the region

6. Based on progress estimation and environment constraints, the robot com-
putes a new policy

7. The robot follows this policy to select the next action to take.

The policy then depends on the estimated progress, but above all, on the type
of actions the robot can take.

In the case where any state can be reached from any other state by a single
action, and if all of these actions have a roughly similar execution time, there is no
cost associated with reaching a given state. In this context, the general idea is to
focus directly on the most progressing region by using an ε-greedy policy [13], or
probabilistic rules based on the proportion of learning progress [117], [267], [299].
These approaches were shown to provide a set of example that is quasi-optimal,
under the condition that learning functions are submodular [296].

When reaching a particular state requires a sequence of actions, the problem
must be seen as a Markov decision process. Reinforcement learning may then be
used to determine the policy to follow. In this case, the learning progress represents
another source of reward and is integrated in the policy calculation as it would
be done for extrinsic reward. Q-learning [257], [262], or model-based least square
policy iteration [270], [297] are typical algorithms used to find these policies. In this
context, robots are able to explore their environment without any extrinsic reward.

In our system, we use two types of configurations to determine the policy. The
first one follows an ε-greedy policy, and is not well-suited for all of our setups. We
then build a second policy based on reinforcement learning.

6.5 Summary and conclusion

In this chapter, we have examined the problem of exploration in both mobile robotics
and developmental robotics. Although having different constraints and goals, and
using a different formalism, many overlaps can be found between those fields.

For mobile robots, exploration is usually constrained by the robot’s displace-
ments that need to be safe and efficient. The navigation problem is typically for-
malized on a map in which the robot is localized. Path finding techniques are then
considered to determine a good trajectory fitting the environment constraints. Ex-
ploration usually tries to optimize trajectories, either for map coverage, goal reach-
ing, or models learning.

Exploration in developmental robotics is focused on the learning and skill ac-
quisition process in a lifelong perspective. The field of intrinsic motivations to drive
the robot’s decisions and constrain exploration is very active.

The next chapter is dedicated to the description of exploration strategies im-
proving the quality of our models of saliency. Our approach is based on the IAC
algorithm that we applied on a foveated system (BioVision) and on a mobile robot.
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IAC has not been applied before on a mobile platform, and is not perfectly adapted
to mobile robotics constraints. The junction of these two field then conducted us to
the creation of a new algorithm, RL-IAC, that is one of the main contributions of
our work.
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Chapter 7

Proposed approach

7.1 Introduction

In the scope of an autonomous, life-long exploration and learning, the robot must
be equipped with an exploration strategy able to drive the robot’s displacements.
This one should allow the robot to collect interesting examples, while avoiding
problems such as catastrophic forgetting. In the meanwhile, exploration should be
organized and efficient, so that the time spent traveling across the environment to
reach goals is minimized.

We studied in Part I the capacity of a robot to learn a model of visual saliency
on the fly during exploration. This approach has proved to be efficient when a suf-
ficient number of samples are provided to feed the model. However, nothing is
specified in this approach about the way samples should be collected and how rep-
resentative they should be of the environment. We investigate here the strategy the
robot should apply to visit relevant places to learn saliency efficiently. The previous
part presented an open-loop framework for learning such a model, and this part is
a closed-loop framework to refine and improve the learning capacity of the system.

We design our method based on the Intelligent Adaptive Curiosity (IAC), an algo-
rithm able to guide the robot’s actions depending on its current state of knowledge,
to make it learn better and faster. We first explain how to apply such a system to
the task of online saliency learning. Then, we show the limits of this algorithm
when applied to a mobile robot exploring a building, and propose an extension of
this approach. This extension, called Reinforcement Learning-Intelligent Adaptive Cu-
riosity (RL-IAC) is now able to find good trade-offs between the time spent taking
actions, and the time spent for learning and improving the internal knowledge of
the robot.

7.2 Overview of the method

7.2.1 Position versus state-of-the-art

In this section, we make a link with Chapter 6 by positioning our work versus
state-of-the-art. For more clarity, this positioning is sometimes discussed directly
within the corresponding sections. In this case, we simply make references to these
sections.

Regarding visual attention

A major difference between our approach and traditional visual attention systems
is the way we consider salient regions. Our purpose here is to consider saliency as
something to learn rather that something to direct attention towards. We then direct
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our attention towards areas able to improve learning rather than towards salient
elements themselves. As discussed all along this chapter, our focus of attention is
focused at highly progressing areas.

Second, some visual attention techniques rely on a reinforcement learning setup
to learn a sequence of saccades and displacements [49], [181]. We here learn some
visual aspects of our environment in a reinforcement learning context, but the
model learned in the end is completely independent from any action (saccade or
displacement) of the robot.

Regarding mobile robotics

When considering experiments with a mobile robot, we rely on a SLAM algo-
rithm [25] that we consider reliable enough to position the robot. This SLAM tech-
niques builds metric maps and localizes the robot in terms of position and orienta-
tion on this map.

In Section 7.4.3, we rely on topometric maps, and provide a possible approach
to build these maps incrementally. We also make in Section 7.4.2 a positioning of
RL-IAC with respect to classical path finding approaches. More precisely, RL-IAC
relies on path finding techniques that are not directed towards external goals, but
towards intrinsic ones. Goals are then chosen to optimize learning rather than area
coverage. Our path finding is also based on a Q-learning approach, able to find a
good policy given some learning quality measurements.

Regarding intrinsically motivated approaches

Lastly, our method relies on intrinsic motivation and is an implementation of the
IAC algorithm. The main differences with other IAC implementations are discussed
in Sections 7.3.1, 7.3.2, 7.3.2 and 7.4.2. We also propose two main contributions in
that regard.

The first is a measurement of the learning progress for the case where the learner
is shared among different regions, that we call the backward progress estimation. More
importantly, the second is an extension of IAC, containing a more general action
policy that the one originally proposed. Based on this extension, IAC is now us-
able on mobile robots exploring large environments and spending a lot of time in
displacements across the building. We call this extension RL-IAC.

7.2.2 Mechanisms and contributions

General framework

IAC can be seen as a way to guide the robot’s actions when exploration is dedi-
cated to the task of learning something. Unlike exploration strategies whose aim is
to have an extensive coverage of the exploration space, IAC focuses on particular
areas of the space so that learning is done efficiently. The essential component of
this technique is a local measure of the learning progress, that catches the atten-
tion of the robot until knowledge has been acquired. The general architecture and
different components of such approaches were described in Section 6.4.3. We here
focus on describing the mechanism in our particular framework.

IAC is then constituted of four main components:

• a learner that learns a particular model;

• a way to divide the exploration space into regions;
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• a meta-learner that monitors the learning evolution in each region and esti-
mates progresses1;

• a policy that determines the next action to take given the state of progress in
each region.

In our implementation, the learner is the online classifier used in the saliency
learning technique described in Chapter 4. The goal is to be able to predict, given
an RGB image, the portions of the image containing salient objects. To this end, the
saliency technique uses a supervision signal (also called learning signal) that provides,
when possible, the state of saliency of a pixel of the image.

The exploration space strongly depends on the problem and varies a lot in the
different implementations of IAC. The only constraint is that regions should be
reachable by the different actions the robot can take (meaning that taking an action
leads the robot to a given region), and wisely divide the space to locally estimate
learning progress. In our case, regions are defined in the low dimensional space
of positions the robot can reach. Unlike early approaches proposed by Oudeyer et
al.[13] where regions are incrementally divided to refine learning progress estima-
tion in relevant areas, regions are, in our case, separated along a regular grid. They
are progressively discovered and updated during the experiment.

The meta-learner is the module that estimates the learning progress in each dis-
covered region. To evaluate learning progress, the learning error (the difference
between the supervision signal and the model prediction) is evaluated. In our ap-
proach, the supervision signal is the segmentation mask for pixels that have been
segmented “salient” or “not salient”, and the model prediction is simply the esti-
mated saliency map. To obtain the learning progress, we consider the history of the
error in each region as a function of time, and we define the opposite slope of this
function as a progress measure.

Lastly, based on the learning progress estimation, the decision of the next action
to take is determined. In our setup, an action is a displacement of the robot that
leads to a new point of view, and, as a result, a new observation. The basic idea of
IAC is to prioritize actions towards the most progressing regions. To this end, these
techniques typically use a greedy approach in the regions with highest learning
progress. We first follow a similar approach and highlight its potential inefficiency
when applied to a mobile robot. We then propose an extension of the IAC architec-
ture, that we call RL-IAC (for Reinforcement Learning-Intelligent Adaptive Curiosity)
containing an additional module able to follow learning progress while being still
efficient when a greedy policy fails.

Figure 7.1 summarizes the main components of the architecture and the way
they interact with each other. We here provide a brief recall on the basic procedure
for using it. At time t, the robot receives observations from the main and additional
visual streams, as described in Section 7.3.1. They are, on the one hand, turned
into a segmentation mask S, and, on the other hand, sent to the online classifier to
estimate the saliency map S̃. Then, the learner and meta-learner are both updated:
S is first turned into labels and sent with the extracted features F to the online
classifier (learner) for a model update. Second, as this observation was taken at a
particular point of view, in a region R, the prediction error ‖S − S̃‖ is added to
the error history of R, and the progress in region R is re-evaluated. Lastly, the next
action of the robot is calculated from a policy depending on the learning progress.

1For more simplicity, we consider the meta-learner and the knowledge gain assessor as a unique
module, both monitoring error and deriving progress.
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FIGURE 7.1: General architecture of the IAC algorithm for saliency
learning.

The robot then takes the action, ends up in a new position and receives an new
visual input that is to be processed, and so on.

Two application scenarios

The implementation of IAC in the scope of saliency learning has been tested on two
different types of robots. Although based on the same mechanism, the exploration
does not have the same constraints, and the process of action selection to guide
exploration is different.

The first robot is BioVision, described in Section 2.2.1. In this case, the robot is
an anthropomorphic head put on a table, watching by fixations and saccades at a
static scene. The only actions the robot can take are motor commands modifying
the pan and tilt orientations of the head.

The second robot is a mobile robot described in Section 2.2.1. This time, the
robot is able to move across the rooms of the experimental environment. Actions
taken in this case are based on reachable positions on a 2D map representing the
environment, and the orientation of the robot within the environment.

In both scenarios, exploration is made possible by displacing the robot’s field of
view to a new position. Thus, the salient elements to be observed are not the same,
and can be integrated to the model. Action then consists in sending commands to
reach a particular point of view. In both scenarios, the learner is the online classifier,
and the meta-learner calculates learning progress in a given region the same way.
Section 7.3 is dedicated to the description of the components of IAC that apply to
both setups.

The major difference between the two scenarios is related to the nature of the
actions. For BioVision, reaching a position of the pan-tilt space is relatively fast,
whatever the current position of the robot. Actions can be considered negligible
with respect to the processing time required for segmentation, saliency computa-
tion and model update. For the mobile robot, the size of the environment does not
depends on the architecture of the robot, but on the choice of the experimenter. In
small environments (such as rooms) where different points of view are reachable by
many rotations and little displacements, the same kind of approximation can apply.
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However, if the space to consider is a building, the displacement required to reach
a position at the other end of the environment may be time consuming and much
longer than the processing step. The question of the time for performing actions is
one of the main problems of Section 7.4. We there propose RL-IAC, an extension
of the traditional IAC implementations in which the time required to displace the
robot to a given position is considered. This way, a good trade-off is found between
the time spent for updating the saliency model, and the time spent to get a new
observation.

7.3 IAC and saliency learning

We provide in this section the implementation details for applying IAC to the case
of saliency learning.

7.3.1 Learner

The online classifier described in Chapter 4 that learns the saliency model plays the
role of the learner. As most implementation details were provided in this chapter,
we only give a brief overview on the way it is used in the IAC framework.

Saliency learning

Our learner tries to construct a prediction function I → S̃, able to estimate the
saliency S̃ of the visual field given an input RGB image I . This process is done by
moving in the environment and collecting observations after each displacement.

Each observation is characterized by inputs from the main and additional visual
streams. Features FI are extracted from the main visual stream, and a segmentation
mask S is obtained from the additional visual stream to estimate the saliency label
of each pixel of the image. Samples are obtained on a pixel-wise basis by associating
pairs of features and labels.

These features and labels are used in two different modes, either to update the
saliency model (rather called the learner’s model in the context of IAC), or to infer
saliency maps from the current model. Figure 7.2 presents the saliency learning
mechanism and these two modes used in the IAC framework.

After an observation at time t+ 1, a set of samples are extracted from the main
and additional streams. The features are first sent to the learner to infer the saliency
map S̃ given the model updated at time t. S̃ is used to evaluate the learning quality,
further discussed in Section 7.3.3. Note that the focus here is not the quality of
the saliency model itself, but the way this quality evolves with new observations.
Second, both the features and labels are sent to the learner in learning mode to
update the model at time t+ 1. Therefore, a new model is available and ready to be
used for inference once the update is finished.

Comparison with other IAC implementations

In our context, the learner is designed for a single activity, the one of saliency learn-
ing. Additional tasks could be easily integrated by adding classes to the online
classifier, but they are not considered here.

Our approach then learns a mapping from a high dimensional space (the num-
ber of dimensions being the number of extracted feature maps) to a simple binary
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FIGURE 7.2: Integration of the saliency learning module in the IAC
framework

classification. What is learned is a pretty low-level signal, learned at the pixel level,
without any semantic meaning.

Unlike most techniques where each action provides a single sample, each ob-
servation provides hundreds of samples at the same time. The learning progress
must then be updated by considering the integration of this large number of sam-
ples at the same time. In addition our self-supervision technique provides samples
that are only partially supervised to evaluate the progress. This partial observation
biases the learner as a large portion of the environment cannot be labeled and in-
tegrated to the model. This bias may have consequences on the learning progress
estimation, as it is not representative of the whole environment.

7.3.2 Regions definition

Finding appropriate regions to estimate learning progress is an essential element.
For each implementation of IAC, regions can be defined in several different spaces.
Moreover, regions should be bounded by parameters that are defined prior to the
experiment (size of the region, maximum number of samples, splitting criteria, and
so on). We also detail in this section the reflection that conducted us to use this kind
of regions in our implementation.

Proposed definition

To define appropriate regions, we considered subdivisions of a space containing all
reachable visual points of view. Actions are defined in our scenarios by a displace-
ment of the robot from a given point of view to a new reachable one. These points
of view are more simply defined by positions in a proprioceptive or exteroceptive
frame.

BioVision: For BioVision, the robotic head is placed on a table. It is therefore not
moving within the environment as a mobile robot would. The only possible way to
modify the point of view is to send a pan or tilt motor command so as to change
the inclination of the cameras.

Positions of the reachable points of view are then defined as a pan and tilt posi-
tion (p, t). Regions are defined by cutting the pan and tilt spaces in regular intervals.
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The robot is then in region R if the pan tilt position falls within the boundaries of
this region. Figure 7.3 illustrates the regions boundaries and makes the link be-
tween the pan-tilt axes and the foveal point of view.

Of course, pan and tilt positions are not so easily convertible to a foveal point
of view. However, we make the assumption that objects are far enough to consider
the optical center of the foveal camera to be at the interserction of the pan and tilt
axes. Pan and tilt values are easy to obtain and actions are simple pan and tilt motor
commands. Our second assumption is to consider each displacement command to
fall in the right position which, given the precision of the motor, is realistic.

In practice, we divide the pan positions (ranging from -60◦ to 60◦) into 4 inter-
vals and the tilt (ranging from -30◦ to 30◦) into 4 intervals as well. We then have the
space divided into 16 regions.

Mobile robot: A mobile robot has the ability to modify the point of view of its
cameras by moving within the environment. We here consider the 2D map space,
that is a projection of the environment to the floor. In this space, the robot’s position
is represented by a triplet (x, y, θ) where (x, y) are the coordinates of the robot on
the map, and θ is the orientation. This triplet is enough to define a unique point
of view, as the camera mounted on the robot is static. Again, we define regions
in this space by cutting each dimension in regular intervals. Figure 7.4 presents
the trajectory of a robot in a room, and a possible way to define regions in the
map space. Here, the translation dimensions are split in 2 × 2 intervals, and the
orientation in 4 intervals. In total, the space is then divided in 16 regions.

An action in this configuration is given by a position (x′, y′, θ′) to reach from
the current position (x, y, θ) of the robot. In our work, we do not consider the con-
version of this position into a trajectory avoiding obstacles, and the conversion of
this trajectory to motor commands. We suppose these steps as being processed by
a reliable plug-and-play module. Similarly, position and mapping obtained by a
SLAM algorithm is considered as providing a perfect localization.

As the map of the environment is not evolving so much in time (at least for
walls), regions may be defined manually before the experiment from a reliable and
static map of the environment. However, in section 7.4.3, we present a way to obtain
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these regions incrementally directly during the robot’s exploration. This is particu-
larly interesting when the robot has to explore a large environment (for example, a
building).

Remarks: This choice of regions was motivated by the low dimensionality of
the represented space (two dimensions for BioVision, three for the mobile robot).
Because dimensionality is small, cutting the space along a regular grid provides a
very simple and safe way to generate regions, while providing consistent groups
of samples within regions. In addition, regions boundaries are chosen to be small
enough to group similar samples within a region, and large enough to limit the
number of regions to explore.

In recent implementations of IAC [117], [268], the algorithm defines regions in
a space of problems (or activities) that are accessible to the robot. We may consider
our regions definition as a set of activities as well: In this case, a problem would be
the one of learning saliency within a bounded set of reachable points of view. The
robot then has to switch between activities by performing displacement actions.

Discussion 1: role of the actions for saliency learning

In many IAC implementations, where the goal is to anticipate the sensor state after
performing an action, the learner’s model integrates the different actions taken by
the robot. For example, if the goal is to predict the position of the hand Y of the
robot in the visual field given a motor command of the arm X , then the learner
constructs a function X → Y based on any action X taken by the robot. In this
case, the action space is used both by the learner and the meta-learner. On the one
hand, the meta-learner uses learning progress to guide actions. These actions are
performed to provide samples to the learner. On the other hand, actions are used
directly as inputs for the learner to predict future sensor states.

In our implementation, the robot’s actions are just used as a way to modify
the point of view. These actions are essential to provide a good panel of visual
inputs and construct a representative saliency model, but they are independent
from the learner in the inference stage as the learner does not integrate any data
related to actions or motor commands. Recall that we try to learn a mapping I → S̃
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between images and saliency maps. Instead of using a sensorimotor loop to learn a
sensorimotor mapping, we learn a sort of sensori-sensori mapping, where I would
be a low-level sensor (pixels are RGB colors without any meaning) and S̃ a high-
level sensor (in the segmentation mask, each pixel intensity represents the interest
of the entity - floor, walls or objects - they belong to).

A consequence is that, as visual signals (the input space of the learner) and
actions (output space of the meta-learner) are independent, our version of the al-
gorithm is somehow compatible with dynamic environments. If a salient object is
moved somewhere else in the environment, it will still look roughly the same in the
new position, and is therefore likely to be estimated salient by the learner.

Discussion 2: on defining regions in the learner spaces

The first versions of IAC [13] were using a motor babbling approach by defining
regions in the motor space, that was the input space of the learner. Other imple-
mentations [190] preferred a goal babbling approach by defining regions in the goal
space, the output space of the learner. It is then naturally interesting to consider the
possibility of using the input or output space of our learner to define regions for
our problem.

The input space of our learner is related to the RGB image of the main visual
stream. A first approach would then split the image space into regions. Given the
very high dimensionality of this space, finding relevant clusters is potentially com-
plex and not so appropriate. More realistically, we could consider the input of the
classifier that receives feature vectors. The dimensionality is here much lower (39
to 1024 depending on the method), but finding an appropriate distance to deter-
mine clusters in this space remains difficult. The few attempts we conducted in
that regard did not show any promising result.

But more importantly, selecting regions in the feature space raises a problem for
reaching samples. An implicit requirement for defining a region is that the robot
should know the action (or sequence of actions) required to get a sample in this
region. If not, the policy of action selection based on learning progress does not
make any sense. For features describing pixels of an image, there is no direct way
to associate a set of features with a set of positions in the exploration space, unless
the space has been fully explored and analyzed beforehand. Thus, the image feature
space is not well-suited for regions definition in the IAC framework.

As the classifier is binary, the output space only has two states (“salient” and
“not salient”). A goal babbling approach would then select samples that are salient
or not salient depending on the progress in each of these categories. However, the
same problem of reachability occurs and cannot provide a good action policy.

7.3.3 Meta-learner

The meta-learner aims to monitor the local error made by the learner, and derive an
estimate of the learning progress. The local estimation is made possible by grouping
and making statistics on samples collected within the same region. Recall that the
robot is in region Ri at time t if its current position falls within Ri’s boundaries.

We provide in this section two methods for estimating learning progress. The
first one is the most natural one, and the most frequently used in general in IAC
implementations. We call it the forward evaluation. We then demonstrate that this
kind of evaluation has some limitations when the learner is shared among regions,
and we propose a backward evaluation able to overcome this issue.
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Forward evaluation of the learning progress

The error made by the learner at time t is computed by comparing the segmenta-
tion mask S(t) (obtained from the additional visual stream and standing for the
ground truth in this case) with the corresponding saliency map S̃(t) (the estimated
signal with the current available model). More precisely, from the RGB main visual
stream I(t), we extract features FI(t). In parallel and from the additional visual
stream, we compute a segmentation mask S(t). We then consider the image label set
L(t) by keeping only pixels labeled “salient” or “not salient” in S(t). We estimate
and binarize the saliency response S̃(t) for each of these pixels to obtain the im-
age estimation set E(t)2. Lastly, we compute the estimated learning error Err(t) of a
particular frame based on Equation 7.1:

Err(t) = 1− F1(L(t), E(t)) (7.1)

where F1(., .) is the F1 score:

F1 = 2 · precision · recall
precision+ recall

=
2tp

2tp+ fp+ fn
(7.2)

with tp, fp and fn the true positives, false positives and false negatives3. We call
this error evaluation is called “forward”, as the samples used to estimate the error
are not yet integrated to the model. The evaluation then considers the prediction of
saliency for samples that have never been seen before.

To evaluate learning progress, the meta-learner stores a history of the predic-
tion error for each region. Suppose now that at time t, the robot is in region Ri and
makes an observation in this region. Suppose that in this region, n− 1 observations
were already recorded and added to the history from the beginning of the experi-
ment. The observation at time t is then the nth of region Ri, and the learning error
Erri(n) associated with this observation is then added to the history of Ri.

The estimation of the learning progress inRi, is obtained by exploiting the error
history sequence. For that, we apply a linear regression of the error history over the
last τ samples: 

Erri(n− τ)
...

Erri(n)

 = βi(n)×


n− τ

...

n

 +


ε(n− τ)

...

ε(n)

 (7.3)

with ε(n) the residual error and βi(n) the regression coefficient. βi(n) then repre-
sents the derivative of the learning error after n observations. The learning progress
being defined as the derivative of the learning curve (opposite of the prediction er-
ror), we obtain the progress LPi(n) in region Ri by Equation 7.4:

LPi(n) =
2

π
|atan(−βi(n))| (7.4)

We transform the slope βi with an arc tangent to have the learning progress nor-
malized between -1 and 1, and we consider the absolute value of the arc tangent to

2Recall that each pixel of S̃(t) is a probability of being salient. We binarize these probabilities by a
threshold at 0.5

3 We use the F1 score as our error metrics, because “not salient” pixels are representing more than
90% of the samples, making accuracy inappropriate for error estimation.
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FIGURE 7.5: Forward evaluation of the learning progress

force the robot to explore regions where learning is decreasing as well. Figure 7.5
illustrates this procedure.

Shared learner and backward evaluation

In some implementations of IAC [13], [267], a dedicated learner is associated with
each region, so that the model learned in a given region is not influenced by any
sample collected in another region. The forward evaluation is well-suited for this
case, as the learner is not influenced by observations collected in other regions.

Conversely, saliency shows common properties in different areas of the envi-
ronment (for example, walls are often uniform and white, whatever the point of
view at which you observe them). It is then more interesting to have a common
learner shared by different regions. The drawback is that taking samples in a re-
gion may influence the performance of the learner in other regions, and therefore,
their learning progress.

With a forward evaluation, the consequence of adding samples from outside a
region Ri are measured only when new samples are observed in Ri, thus making
the learning progress not evaluated as frequently as it should. Moreover, this mea-
surement is clearly biased, as the difference between Erri(n− 1) and Erri(n) does
not measure how much the nth sample helped improving the model, but rather
how much the whole observations (in any region) taken between sample n− 1 and
and n did. To avoid poor estimation of the learning evolution in the case where
a region is not visited frequently enough, we define a way to monitor learning
progress based on previously observed examples, that we call the backward progress
estimation.

The proposed backward evaluation relies on a set of previously observed fea-
ture maps and segmentation masks in each region. Error estimation is then ob-
tained from previously observed data in each region, making progress evaluation
possible even when the robot is taking observations outside of the region. In deeper
details, let us consider that at time t, the learner is associated with a model Mt con-
structed with previous observations taken from all regions of the environment. At
that time, let us consider that the robot has already taken n observations in region
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Ri from the beginning of the experiment (the robot may or may not be in that region
at time t, it does not matter).

We then define a regional label set Li(n) = {Li(1), Li(2), ..., Li(n)} for region Ri,
whereLi(k) is the image label set obtained from the kth observation (See Section 7.3.3
for the detailed procedure related to the image label set, denoted L(t) in the expla-
nations). This regional label set is updated each time a new observation is taken in
Ri.

The regional feature set Fi(n) = {Fi(1), Fi(2), ...Fi(n)} is obtained in a similar
manner by considering the image feature set Fi(k) of the kth observation. Similar
to the image estimation set of the forward estimation, Fi(k) only contains features
for which the pixels were stored to create the image label set. The regional label
and feature sets are then stored for each regions and updated each time a new
observation is collected in this region.

To obtain the backward evaluation of the errorErrbacki (t) inRi at time t, we now
need to generate a set of saliency estimates based on the current model Mt. To this
end, we simply use each feature vector of Fi(n), binarize each produced estimate,
and constitute this way the regional estimation set EMt

i (n) = {EMt
i (1), EMt

i (2), ...EMt
i (n)}.

The backward evaluation is now estimated after each observation in each re-
gion (whatever the position of the robot), by considering the regional label and
estimation sets:

Errbacki (t) = 1− F1(Li(n), EMt
i (n)) (7.5)

The error history is also updated at the same time, and the learning progress re-
evaluated as well.

The procedure to obtain the backward progress estimation is very similar to for-
ward version. The main difference is that the history is represented as a function
of time rather than as a function of observations in the region. Taking the same
notations as Equation 7.3, the backward learning progress is obtained by

Errbacki (t− τ)
...

Errbacki (t)

 = βi(t)×


t− τ

...

t

 +


ε(t− τ)

...

ε(t)

 (7.6)

and

LP backi (t) =
2

π
|atan(−βi(t))| (7.7)

For practical reasons, we also limit the size of Li and Fi by keeping at most 10
frames in memory from Ri, and by randomly replacing them when new inputs are
available. The backward evaluation procedure is summarized in Figure 7.6.

7.3.4 Displacement policy

Now that learning progress is evaluated in each region, the measure is sent to a
module able to decide the next region to visit, and more precisely, the next action
to take in that regard.
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FIGURE 7.6: Backward evaluation of the learning progress in the re-
gion Ri

A greedy approach

In most IAC implementations, learning progress is used directly as an intrinsic re-
ward the robot should follow. More precisely, many implementations select the re-
gion having the highest learning progress and randomly choose an action among
all possible actions leading to that region. As the next action is selected based on
immediate learning progress, without any long term planning consideration, we
call this behavior “greedy”.

We also follow an ε-greedy procedure to select the next action. However, we do
not directly select the most progressing region, but select the region with a prob-
ability proportional to the learning progress. This idea was already proposed by
Baranes et al. [267], and suggests that the probability of the next region to visit r
being region Ri is given by equation 7.8

Pr(r = Ri)



LPi(t)
N∑
j=1

LPj(t)

if v > ε

1

N
otherwise

(7.8)

where LPi(t) is the learning progress (forward or backward) described in Sec-
tion 7.3.3, v is a uniform random variable, and ε = 0.25 is used to select a random
region 25% of the time.

Once the next region is selected, a position within this region is randomly de-
termined as the target to reach. The corresponding action to reach this position is
then used to displace the robot. Figure 7.7 presents an example of the next position
selection given a current position.

Limitations

In the approach we described in this section, we never mentioned the time required
to take an action, and this time is never integrated in the model to decide the next
action. The IAC actually considers each action to be costless. This hypothesis holds
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FIGURE 7.7: Next position selection example with a greedy policy

when the time required for learning is longer than the time required to perform an
action, or when all actions take the same time.

For a mobile robot moving in a large environment (e.g., a building), the dis-
placements between two regions can be extremely time consuming, thus making
the proposed greedy policy inefficient. We therefore propose to extend the IAC
policy with a module able to estimate the best trade-off policy between progress
and displacement. This is the topic of the next section.

A last point worth mentioning is related to learning progress evaluation when
a shared learner is used. Our definition of learning error actually measures how
good the model is performing in a given region, and learning progress measures
how much it should progress in this region. However, the true quantity the learning
progress should measure is how much an observation in a given region should help
improving the overall quality of the model. For a learner dedicated for any region,
the forward evaluation provides this quantity (supposing that every region has the
same weight), but this is not the case for a shared learner. We did not investigate
here how to measure such a quantity in the case of a shared learner, but we believe
this problem is worth exploring in a future work.

7.4 Learning on a mobile robot: the RL-IAC approach

We propose in this section an extension of IAC able to cope with problems where
actions have a different cost. We here consider the case of a mobile robot exploring
a large environment (in our case, a building), in which reaching position B from
position A can be extremely time consuming.

In this section, we first describe our problem as an extension of the strategic
student problem, and we describe a new algorithm called Reinforcement Learning-
Intelligent Adaptive Curiosity (or RL-IAC) that is based on IAC, but proposes two
additional modules to integrate the time required for taking actions in the decision
process.



7.4. Learning on a mobile robot: the RL-IAC approach 137

7.4.1 An extension of the strategic student problem

Initial problem

The strategic student problem (SSP) was introduced by Lopes and Oudeyer [296] as a
theoretical and general framework for lifelong learning problems. The SSP consid-
ers the case where a student has to study K topics within a time N before an exam,
and to optimize his final grade by allocating a limited amount of time in each topic.
The problem is modeled by considering the learning function qi, i ∈ [1..K] such
that spending time ni studying topic i makes the student end up with grade qi(ni).
Each grade may be weighted by a factor Ci to compute the global final grade. The
optimization problem is then formulated as follows:

argmax
n1,...,nK

K∑
i=1

Ciqi(ni)

K∑
i=1

ni = N

(7.9)

The strategic student problem can be solved by simply looking at each time step the
progresses made in each topic (considering the derivatives of the qis), and allocat-
ing the next slot of time on the topic where learning progress is the highest. Exper-
imental results demonstrated that this approach is optimal. This idea is consistent
with the IAC approach of greedily following learning progress for exploration. As
a bonus, Lopes and Oudeyer demonstrated that this approach was quasi-optimal
if the learning curves are monotonic sub-modular4.

Analogy with a learning mobile robot

We now consider the problem of a mobile robot in a building, moving across K
rooms and corridors to learn a model of saliency in each of them. Each room has
its own learning function, and the strategic student problem can easily be applied
to this case. However, a major difference is that the displacement of the robot be-
tween rooms has a non negligible time during which the robot does not learn. In the
SSP, the transition between topics actually not considered. However, the problem
could be made more complex by considering that the student learns a given topic
by consulting books on site in different specialized libraries in town. In this config-
uration, switching between topics is pretty time consuming, and the student must
optimize the time spent in displacements on top of the time allocated for learning.
The problem would then extent the SSP as follows:

argmax
n1,...,nK

K∑
i=1

Ciqi(ni)

K∑
i=1

ni +
∑
i,j

T (i, j)ψ(i, j) = N
(7.10)

where T (i, j) is the time required to move from library for topic i to library for
topic j, and ψ(i, j) is the number of time this displacement has been done. Thus,
available time N is divided between the time to learn different topics, and the time
to switch between topics. The problem is now about jointly optimizing learning and
displacement. If ψ(., .) is constant, the problem to solve is a simple SSP. However,

4A function f : X → R is a submodular function if the following property is verified: ∀Y,Z ⊂ X ,
f(Y ∪ Z) + f(Y ∩ Z) ≤ f(Y ) + f(Z)
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switching between topics modifies ψ(., .) and the cumulated displacement time,
which is equivalent to solve a Traveling Salesman Problem (TSP).

This problem cannot be solved in practice for several reasons. First, the learning
functions are not known beforehand, so that only short-term estimates can be used
to define the time allocation in the near future. A planning from time 0 to time N is
not feasible. Second, the TSP is known to be NP-hard and is solvable in reasonable
time only though heuristics. The problem is even more complex here as constisting
in a joint optimization. Previous works already tried to jointly solve a TSP with
the art gallery problem [246], but they solve both problems sequentially and with
heuristics.

In RL-IAC, we then use an empirical evaluation of the learning progress that we
update as soon as possible, and we rely on path planning techniques to estimate,
given the current configuration of the environment and learning progress, the best
path to follow. This path is re-estimated jointly with progress estimation update.

7.4.2 RL-IAC: General idea

RL-IAC works on the same principle than IAC in the sense that the exploration
space is divided in regions, that a learner tries to make predictions about the en-
vironment, and that a meta-learner monitors the error made in each region and
derives a learning progress. However, two additional components are considered
in RL-IAC, and are meant to provide an action policy able to handle the time spent
in performing actions.

IAC vs RL-IAC

Figure 7.8 presents the general architecture of RL-IAC. As compared with Fig-
ure 7.1, representing the general mechanisms of IAC, the only differences are about
the region module and the action policy modules. Provided as an input for the
meta-learner in the case of IAC, the regions here also help in the action policy pro-
cess. In addition, they are updated by the robot displacement by an incremental
procedure.

First, in the region module, we now rely on a graph describing the connec-
tivity between regions and encoding the average time required for displacements
between regions. Given this representation, all displacements are not possible from
a given region. To reach an arbitrary position from another position, a sequence
of displacements may be required. In addition, the distance between regions is in-
tegrated in the action policy module given this graph representation. In mobile
robotics, this kind of representation is called a navigation graph.

Second, the action policy module is a more complex one (called the reinforcement-
learning module), that integrates the navigation graph and the learning progress
to calculate a displacement policy that optimizes the amount of collected learning
progress. To this end, the environment is modeled in a reinforcement learning con-
text, where learning progress is a reward to be collected, and the navigation graph
models the states and actions of the environment. The RL module is re-trained at
each step to provide the robot with a displacement policy.

Aside from these two aspects, the learner, the region space definitions and the
meta-learner work exactly the same way as in IAC. Please refer to the correspond-
ing paragraphs of Section 7.3 for more details.
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FIGURE 7.8: General architecture of RL-IAC

Link with path planning approaches on a mobile robot

The problem of action policy is turned in our approach as a problem of path plan-
ning where the robot has to move in the environment to collect some rewarding
learning progress. The displacement of the robot is seen as a sequence of actions
performed to collect this reward, that can be solved by techniques of path finding.

As mentioned in Section 6.2.2, path finding can be solved by many different
approaches. Dijsktra [225] or LSPI [301]5 algorithms may have been used instead
of Q-learning and would probably have lead to similar results given the inputs of
the problem. Q-learning however has the advantage of being model-free and then
potentially applicable to more complex scenarios.

Unlike most path finding problems, our robot does not have to reach a spe-
cific goal. In addition, the learning progress is, by nature, progressively vanishing
during the experiment. We then consider our problem in a reinforcement learning
context, without any external goal, and with a non stationary intrinsic reward. This
kind of configuration is not very common in the literature.

Link with artificial curiosity

A few research works have tackled the problem of mixing learning progress or
intrinsic motivation with reinforcement learning [252], [257], [262], [290], [297] to
provide the robot with an intrinsically motivated exploration policy. In these ap-
proaches, there is no warranty on the optimality of the final policy. Indeed, the
proofs of convergence towards an optimal policy only holds for a constant reward.
Luciw reported this aspect in a previous work [297], and Lopes et al. provided a
mathematical proof of the exploration efficiency of their approach [257], without
claiming optimality. So far, the benefit of using learning progress with reinforce-
ment learning has only be empirically demonstrated.

The main difference between these approaches and RL-IAC is the way rein-
forcement learning is considered for action selection. In the aforementioned work,
reinforcement learning is part of the experiment and is what makes the robot select
a new action. As actions are taken and reward is collected, the policy is refined, and

5Least Square Policy Iteration
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this new policy guides the future robot’s actions. In our case, a new reinforcement
learning problem is initialized and solved after each model update. The optimal
policy is obtained by internal simulations, and the next action to take is decided
based on the optimal policy. In other words, we follow a philosophy of optimal
control[302], where Q-learning is used as a tool to find an optimal policy given
available data at time t, and use this policy to determine a single action.

7.4.3 Regions and navigation graph

The traditional region module is extended by a navigation graph representing the
spatial relationship between regions. We discuss in this section the construction of
such a navigation graph, and propose a method to build it incrementally as the
robot explores the environment.

Regions and navigation graph formatting

Regions in RL-IAC still represent a set of reachable points of view in an appropriate
space. We mainly reason here in the 2D map space of a mobile robot, as the method
was designed in that purpose. However, the navigation graph definition still holds
in other kind of spaces.

In Section 7.3.2, we defined regions in the (x, y, θ) space of the robot’s position,
divided into regular intervals. Here, we use a slightly different definition of regions,
although simple considerations could make the former definition compatible with
the description of this section.

Here, regions are defined as an area of the 2D map represented by a set of (x, y)
positions that the robot can reach. The θ component representing the orientation of
the robot is then not considered. This means that the region space is not formally
the one of all reachable positions of the robot. However, when selecting an action to
reach a given region, we add a θ component that fully describes the future state of
the robot. In additions, regions are not necessarily obtained by regular subdivisions
of the space.

To define a navigation graph from these regions, we consider the centroid of
each area describing a region. These centroids stand for the nodes of the navigation
graph. Regions are connected with each other if they share a common frontier. This
is represented in the navigation graph by connecting the nodes by an edge. Each
edge is associated with a weight that represents the euclidean distance between the
two centroids. The proposed navigation graph then represents the environment as
a topometric map. Figure 7.9 presents an example of regions defined by areas on a
2D map and the associated navigation graph. In this representation, nodes of the
navigation graph are represented at the physical centroid position of the region,
and weights of the edges are represented by their length.

The navigation graph is then a representation of the displacement cost, as time
for displacement is roughly proportional to the distance. It also represents the set
of reachable positions from a current position by considering the edges associated
with the current region. This representation has the advantage of being compact
and simple to obtain. However, this is only a rough approximation of the displace-
ment cost, as only distances between centroids are considered. Moreover, the se-
quence of actions proposed to join two points of the map is not necessarily the
shortest path.

Lastly, the way to obtain regions and navigation graph is flexible. If the en-
vironment map is known beforehand, a manual definition of the regions may be
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provided in order to define areas that are likely to be consistent (for example, a re-
gion could be defined as a room of a building). However, nothing in RL-IAC forces
the regions to be static, so that we developed a technique to determine regions and
navigation graph on-the-fly during the robot’s exploration.

Incremental navigation graph building for a mobile robot

The method described in this section is able to jointly define regions and build a
navigation graph as the robot moves in the environment. Both are then updated
when new areas of the environment are discovered, or when known areas have
changed (opening of a closed door for example). Note that this method has been
designed for a mobile robot equipped with an RGB-D camera.

More precisely, the method relies on an occupancy grid (the 2-D map) of the
environment and the visible field of view of the RGB-D sensor. Figure 7.10 presents
an example of regions and navigation graph obtained this way. On this figure, vis-
ible areas are colored depending on the region they belong to. Walls and obstacles
are represented by gray pixels. Lastly, circles with region index correspond to the
region centroid, and edges represent the available displacements of the robot. Each
region has at most 4 neighbor regions in adjacent proto-regions

Initially, the occupancy grid has a pre-allocated size, where each pixel state is
“unexplored”. This map is first divided in proto-regions based on a regular grid of
arbitrary size. This way, each position of the occupancy grid is then associated with
a proto-region. The regions determined in our algorithm are subdivisions of those
proto-regions.

As soon as a new robot observation is available, we update the occupancy grid
based on the RGB-D field of view: we transpose the point cloud obtained from the
depth map in the occupancy grid frame. Points belonging to the floor are marked as
“free” on the occupancy grid, and other visible points are marked as “occupied”. Let
us denote V the list of visible points marked as “free” on the map. Let us consider
{Pi}i=1..N the N proto-regions having an overlap with V . Each Pi is then the list
of all pixels contained in the square delimiting the proto-region. For a given Pi, let
us define {Rj}j=1..M the pixels of the M regions contained in Pi. Regions are now
updated using the following procedure for each Pi:
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FIGURE 7.10: Example of regions and navigation graph after explo-
ration.

• If V ∩ Pi ∩ {Rj}j=1..M = ∅, create a new region RM+1 constituted with all
pixels of V ∩ Pi;

• If V ∩Pi ∩{Rj}j=1..M 6= ∅ and V is overlapping a single region Rj , update Rj
with V . Rj ←− Rj ∪ V ∩ Pi

• If V ∩ Pi ∩ {Rj}j=1..M 6= ∅ and V is overlapping a set of L ≥ 2 regions
{Rk}k∈1..L merge all those regions by creating a region RM+1 = V ∩ Pi ∪
{Rk}k∈1..M . Then, empty all Rk.

Figure 7.11 provides an illustration of each aforementioned cases. In this configu-
ration, the robot is in proto-region P2 but the field of view V covers proto-regions
P1 to P4. In P2, no regions were previously defined, so a new region is created (re-
gion 6). In P3, region 4 already existed but has no overlap with V : a new region
is created (region 7). Region 1 in P1 overlaps V , so the region is extended. Lastly,
V overlaps two regions in P4, so that regions 2 and 3 are merged to create region
5. Last configuration, when a wall is splitting a proto-region, two separate regions
are naturally created on each side (as they are not connected components). Thus,
region 0 and 1 of P1 are separated by a wall and cannot be merged together.

The nodes of the navigation graph correspond to the positions of the regions
centroids (if not empty). Edges are determined based on the connexity between
regions and their neighbours. In other words, if a region has a common border with
another region, they are connected by an edge. Note that regions within the same
proto-region do not have any connexity, otherwise they would have been merged.
As a results, edges are necessarily between a region of proto-region Pi, and a region
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of the upper, lower, left or right proto-region Pj . We also attribute to each edge a
weight representing the distance between the two centroids.

7.4.4 Reinforcement learning module

To determine an action policy able to take into account the displacement cost, we
use the navigation graph, as it encodes the relative distances between regions and
the possible displacements to reach them. We use this navigation graph to model
states and actions of a Q-learning problem [303]. The reward is represented by the
learning progress in each region, and a batch of simulations is run on this setup
to determine the policy that optimizes progress while minimizing displacements.
After simulations, the robot moves to another region by following this policy.

We suppose in this work that the positions of the robot are perfectly known
and that a target position is perfectly reached. As Q-learning is designed for setups
where the transitions between states are probabilistic, the integration of noise in the
position measurement could be considered in the algorithm as a straightforward
extension.

To describe how the module works, let us consider that the robot is in a region
Ri at time t. As the navigation graph and learning progress are constantly evolving,
the procedure is repeated before each robot’s displacement.

States, actions and reward definition

Q-learning problems are typically defined by states, actions and rewards. The the-
oretical background about the Q-learning algorithm is recalled in Section 6.3.2. In
our setup, the states are the node of the navigation graph. They then represent the
regions, and are defined by the region centroids.

Actions are represented by displacements on the graph. Each region is con-
nected by edges with neighbor regions in one of the four (above, below, left and
right) adjacent proto-regions. As a result, the robot selects one action among “up”,
“down”, “left” or “right”, depending on the graph edges, and moves to the corre-
sponding neighbor region.

A reward r is associated with each region Rj . We take for each region the last
calculated learning progress. Thus, at time t, we define reward as:

r(Rj) = LPj(t) (7.11)
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LPj being the forward or backward learning progress defined by Equations 7.6
and 7.7.

State-Action policy computation

To determine a state-action policy, we simulate a batch of 1000 episodes where a
virtual robot moves in the navigation graph. For each episode, the initial state is
Ri (the actual state of the robot). During the episode, reward is collected right af-
ter taking an action and arriving in a given region. The episode stops when the
travelled distance exceeds N = 1km 6.

During the batch of episodes, the action-value function Q (also called the Q
matrix for simplicity) is updated according to the following rule

Q(sk, ak) = r(sk) + γMax
a′∈A

Q(sk+1, a
′) (7.12)

with γ the discount factor, sk the region where the robot is after k (virtual) ac-
tions, ak the action to take next, A the set of all possible actions, and sk+1 the region
after taking action ak. During the whole simulation, the virtual robot follows an
ε-greedy policy (ε = 0.1) to take the next action.

Robot displacement

Once all the episodes have been simulated, we use the Q-matrix to select the next
(not virtual) region to visit. For that, we define the next action at taken by the robot
by Equation 7.13:

at = Argmax
a′∈A

(Q(Ri, a
′)) (7.13)

Here again, an ε-greedy policy is used and 10% of the time, the policy is not fol-
lowed and the action is selected randomly among all available actions.

We now consider the region Rj connected to Ri and accessible by executing ac-
tion at. To perform the action in reality, a position (xj , yj) inRj is randomly selected
and constitutes the next target to reach. Additionally, an orientation θ is also ran-
domly determined to fully describe the next position of the robot. The robot then
moves to this position, updates the navigation graph, grabs a new RGB-D input,
updates the learner and meta-learner, and launches a new batch of simulation to
determine the next position to reach.

Note that each Q-learning policy is obtained by considering the navigation
graph and the reward as constant during the whole simulation. This assumption
is not representative of the real world, as each displacement influences both the
regions and the learning progress (that would eventually decrease to 0 when the
learner cannot get any better). However, the assumption is accurate enough to pro-
vide a reasonable displacement. As the Q matrix is re-estimated before each new
action, this approximation does not introduce a significant bias. Moreover, to force
the robot to quickly get a first estimation of the progress in each region, we force
the progress in a given region to be very high as long as less than three samples are
collected in there. This additional constraint has the same effect as the R-max [255]
exploration policy in reinforcement learning.

6This distance is obtained by cumulating the edge weights visited by the robot during the simu-
lation.
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7.4.5 Remarks

To conclude this section, we point out two features of RL-IAC that could be further
investigated in a future work.

IAC as a trivial case of RL-IAC

The action policy module proposed in RL-IAC is noting more than an extension
of the greedy action policy proposed by IAC. The greedy behavior of IAC could be
obtained in RL-IAC by providing the action policy module with a navigation graph
fully connected between regions, and having a displacement cost of 0 between each
region. In this kind of graph, the best policy is such that the action to take from any
region makes the robot end up in the most progressing region, which is exactly the
behavior proposed by IAC.

Of course, using Q-learning on a fully connected graph with a large number of
regions is not very efficient. The direct selection of the most progressing regions
without running the whole Q-learning simulations would lead to the same result
much faster, but this is just a matter of implementation.

Optimality and possible improvements

In RL-IAC, we calculate a policy at each step, apply this policy and recalculate a
new one, so that the robot follows in the end a sequence of displacement that is not
associated with a unique policy.

The policy is actually not the right tool for defining an optimal displacement
sequence of the robot, as learning progress in the different regions are evolving.

In a future work, the computation of the next states to reach should integrate the
diminution of the learning progress as new observations are taken in a given region,
and a different representation of the states should be considered for calculating the
optimal sequence of actions to take.

7.5 Conclusion

In this chapter, we proposed an exploration strategy dedicated for the task of learn-
ing saliency. More precisely, we have adapted and implemented the IAC algorithm
for our particular problem and setup. Equipped with this exploration strategy, the
robot is intrinsically motivated, and can efficiently explore and learn in a lifelong
learning perspective.

This approach was developed for two types of setups: first, a fixed but ori-
entable head equipped with a set of cameras. Second, and a mobile robot able
to move across a building. We then detailed and discussed the implementation
choices we took, as well as their innovation towards previous implementations.

A first contribution was the definition of the backward evaluation of the learn-
ing progress, which provides a better error evaluation in problems having a learner
shared between regions. The second contribution (probably the major contribution
of our work) is the creation of RL-IAC as an extension of the IAC algorithm, able to
take into account long and costly displacements across the environment. RL-IAC is
still, however, an open problem with many possible improvements.
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Chapter 8

Experimental results

8.1 Introduction

The previous chapter was presenting the technical details of the proposed method
to efficiently and autonomously explore the environment. We propose in this chap-
ter a quantitative and qualitative evaluation of this approach. We then exhibit the
behavior, advantages and drawbacks of both IAC and RL-IAC for the task of saliency
learning.

First, we propose to evaluate IAC applied in the context of saliency learning
based on several datasets and robotics platforms. We particularly exhibit the need
for a methodical exploration of the environment to rapidly obtain a reliable model.
We compare the efficiency of our approach with other exploration strategies to em-
phasize this finding. Aside from these results, We also examine the behavior of IAC
in terms of time allocation in each region. We also study how and to which extend
the method can adapt to a significant change in the environment.

Second, we study in more details the RL-IAC approach in the case where the
displacement time is non negligible. We present in this section three environments
in which the robot can jointly navigate and learn saliency. Based on experimental
results on these environments, we first exhibit the need for using RL-IAC instead of
IAC in this context. We then examine the influence of some parameters of the sys-
tem on the exploration efficiency. Lastly, we demonstrate that RL-IAC outperforms
other exploration techniques, and that learning progress as an intrinsic motivation
factor is efficient in spite of estimation biases.

8.2 IAC

In this section, we provide a set of experiments aiming to evaluate the use of the
Intelligent Adaptive Curiosity in the scope of saliency learning. To this end, we
produce results from three different setups, and we evaluate both the performance
of the algorithm and its behavior in this problem.

8.2.1 Experimental setups and evaluation procedure

Construction of the experiments

Our method is evaluated by conducting exploration in semi-simulated environ-
ments. This is done by using the recorded sequences presented in Chapter 2. We
call them semi-simulated as saliency is learned from real images taken from these
sequences, but actions taken by the robot are simulated.

More precisely, to make the robot reach a position in our setup, we simply select
one of the frames recorded in the sequence. This process has in practice no physical
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FIGURE 8.1: BioVision’s 16 regions and associated sample foveal im-
ages.

cost and do not take into account the time required to take this action in real life.
Once selected, we just consider that the robot has reached this position and can
start processing the associated observation.

BioVision

The first evaluation setup uses the BioVision platform. Considering the dataset de-
scribed in Section 2.3.1, we only work with one of the recorded sequences. This
sequence contains both RGB contextual and foveal images to estimate saliency and
update the model. In addition, we also use for the experiments the pan-tilt positions
associated with each observation.

Regions are defined before the experiment by dividing the reachable pan-tilt
positions into 4 pan intervals and 4 tilt intervals (for a total of 16 regions). The
size of each region is defined so that regions are not equally interesting. Some of
them only contain white wall, without any salient object, while other are mainly
composed with them. Figure 8.1 illustrate a sample of foveal images reachable in
each region.

For the action selection process, we attach to each region the list of observa-
tions falling within the region’s boundaries. When the robot selects a random action
within this region, one of these frames is randomly selected.

ENSTA

To exploit the ENSTA dataset described in Section 2.3.2 in this context, we consider
a sequence recorded in a single room of the building. The room considered is the
laboratory, represented in Figure 8.2.

During the sequences recorded in the ENSTA building, the robot was able to
estimate its position in the environment from a SLAM algorithm. We then consider
for each recorded observation the associated position and orientation of the robot.
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FIGURE 8.2: The 16 regions of the ENSTA laboratory sequence, and
sample observations for a few regions

Here, 16 regions are also defined before the experiment. This time the space is di-
vided along the x and y axes of the map (two subdivisions for each), and the θ angle
(four subdivisions) representing the orientation of the robot.

Here again, each observation recorded during the sequence acquisition is asso-
ciated with a position lying within a region interval. Each region then contains a
list of observations that the robot can reach by random selection. Here again, the
time for displacement and rotation is not considered.

RGB-D scenes

The last evaluation dataset is constructed from the RGB-D scenes dataset, and more
precisely the table_small_2 sequence. This time, we do not consider any information
about the position of the camera, and simply consider the sequence as a temporal
succession of observations.

In this case, the space where to define regions is simply the temporal axis. We
then define five different regions by spliting the sequence into 5 sub-sequences of
equal length. Some of these regions were more challenging than other because of
the local points of view. In this configuration, the robot reaches an observation by
simply selecting a frame index in a given region. Figure 8.3 shows sample images
for each region of the sequence.

Evaluation procedure

In general, the performance of IAC is hard to evaluate [13] as intrinsic motivation
systems are designed to develop skills autonomously and independently of any
task. The traditional approach that consists in evaluating the performance level of
a task does not make any sense in this case. As alternative evaluations, Oudeyer et
al. [13] have proposed a set of measures based on the robot’s point of view, external
point of view and the observation of successive stages.
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FIGURE 8.3: The 5 regions cut along the temporal axis of the ta-
ble_small_2 sequence

In our case, our system uses a developmental approach for the single task of
learning a saliency model. An objective evaluation based on the saliency map qual-
ity is then possible.

The measure of the saliency quality is evaluated using the evolution of the over-
all error rate of the system: based on the reference frames of the datasets for which
a ground truth is available, we produce an error measure of the estimated saliency
maps. To this end, we produce after each learner update the saliency maps for each
reference frame, and we compare them with the available ground truth. We use for
that the F1 score and a very similar formula than the one proposed for the back-
ward evaluation in Section 7.3.3:

Errovl(t) = 1− F1(GT , EMt) (8.1)

where GT is the ground truth label set, produced in a similar fashion than the regional
label set of Section 7.3.3, with the set of available ground truth masks. EMt is the
estimation set produced with the available model Mt at time t in a similar way than
the regional estimation set of the same section.

Given this measure, we can monitor the evolution of the error rate all along
the experiment and objectively compare the different exploration approaches. Note
that the overall error rate has a different signification than the regional error rate used
to compute learning progress. Indeed, the regional error rate is an intrinsic met-
rics, whose evaluation is based on segmentation rather than on an external ground
truth. Second, we use the F1 score, rather than the ROC curve for evaluation to be
consistent with our evaluation of the learning progress.

8.2.2 Behavior of IAC in the task of saliency learning

Learning curves in different regions

For IAC to be efficient and useful, the learning curves should be different in each
region. If not, the learning progress would be the same everywhere, and a uniform
exploration of the environment should lead to similar results much more easily.

We therefore estimate the error rate evolution on the table_small_2 sequence for
each region taken separately. To this end, we run five experiments (one for each
region) in which the robot is allowed to explore only in a single region. The cor-
responding curve then represents the evolution of the error rate in that particular
region. Results are reported in Figure 8.4.
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We notice that some regions converge very quickly (R2 for example), while
other are much more challenging (R4 and R5). These results were somehow ex-
pected, given the average point of view in each of these regions. In R2, the objects
and the table represent a large fraction of the input images. The table is easy to find
by the segmentation process, and objects on it are easily segmented. Conversely,
regions 4 and 5 show the table and objects on it at a smaller scale. The background
is much more present, and significant illumination changes (due to the auto white
balance) make some frames harder to classify.

As a result, the variability in the error evolution among the different regions
suggests that an intrinsically motivated exploration of the environment should lead
to better and faster learning.

Time allocation in regions

We now demonstrate that the IAC approach provides such a methodical explo-
ration of the environment, and that the exploration procedure taken by the robot
follows some stages of development. To this end, we use again the table_small_2
sequence and compare the exploration using IAC and the random exploration.

Figure 8.5 represents the proportion of time spend in each region during the
exploration. To build these graphs, we monitored during the whole sequence the
regions associated with each observation of the robot. Then, we measured the local
number of observations in each region by applying a sliding window of 50 obser-
vation all along the sequence. Each curve then represents the percentage of time
spent in a given region.

As opposed to random selection, where the time spend in each region is almost
constant, IAC shows a clear methodological exploration, consistent with the error
rate presented in Figure 8.4. For example, region R2 progresses very fast in the
beginning, then becomes flat after 50 observations. For that reason, the time spent
in R2 with IAC exploration is slightly higher at first, then significantly drops to a
very low rate. Region R1 and R5 have a similar behavior. Then, as R3 and R4 have a
much slower learning rate (and, as a result, a lower progress), much more energy is
spent in these regions to improve the model. In addition, a switch is clearly visible
between regions R3 and R4 precisely when R4 starts making fewer progress than
R3.

As a result, in IAC, the robots organized its exploration to visit regions of in-
creasing complexity. To better visualize this process, a video is also available1,
showing the evolution of the error in each region and the switch between regions.

Adaptation to a change in the environment

Most of our experiments use a static environment. We now want to examine the
evolution of the exploration in the case where the environment is changing. Sup-
pose now that BioVision is learning the saliency of the environment, when someone
comes and suddenly moves the positions of the objects on the table. The learning
curve in the regions containing objects should be drastically modified, and the ex-
ploration strategy should exhibit different patterns.

To produce such behavior, we consider three sequences of the BioVision dataset:
we make BioVision start learning with a certain sequence, and we switch to a new
one during the experiment. We use for that a first sequence with a moderate num-
ber of objects, and switch with two different sequences: first, a sequence in which

1https://www.youtube.com/edit?o=U&video_id=w-nGugA5SS4

https://www.youtube.com/edit?o=U&video_id=w-nGugA5SS4
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all objects were removed from the table (called “no objects” in the explanations).
Second, a sequence where additional objects were put on the table(“new objects” in
the explanations). Figure 8.6 illustrates the switch principle to simulate the change
in the environment. To further analyze the behavior of IAC in this configuration,
we run several experiments by changing the time at which the switch operates:
after 100 or 400 observations, or never.

We first present in Figure 8.7 the evolution of the learning curve when operat-
ing a switch in the environment after 100 and 400 observations (curves 100 and 400
in the figure). We also display the resulting error rate without any change (curve
inf). In the experiments, the error rate is evaluated based on the ground truth of
the sequences constituting each experiment. As a result, the no objects and new
objects experiments are not evaluated on the same set of ground truth and do not
have the same error rate curves. As expected, the change in the environment (in-
dicated by arrows in the plots) strongly modifies the learning curve quality: when
the environment switches to a table without any object, the scene is simplified, and
the robot cannot get additional samples to learn the visual aspect of salient objects.
As a result, the later the switch occurs, the better the learning. This is verified by
the first plot of the figure, where the switch after 100 observations produces a very
bad model. Conversely, when the new configuration of the environment is a more
complex one, the robot is able to learn the aspect of additional objects, which is
likely to improve the learning quality. This time, the switch is supposed to make
the model better. This is verified by the second plot of the figure, where the switch
at 100 observations enables a fast decrease of the error rate. However, when the
switch never occurs (represented by the inf curve), the error rate cannot reach a de-
scent performance. Lastly, the curve corresponding to a switch at 400 observations
seems to have the best final performance (as compared to the switch at 100). This
results would need to be confirmed with additional experiments, but this may be
due to the greater number of samples from the first configuration that produces a
better balanced model.

Second, we represent the amount of time spent in each region by following a
similar procedure than in Section 8.2.2. To better analyze the results, we group the
16 regions in four areas: first, regions containing salient objects at the beginning
of the experiment. Second, the one containing a background easy to learn (white
walls and table). Third, the one containing a complex background. Lastly, the one
for which the more complex environment contains salient objects and the initial one
does not (See Figure 8.6 to visualize the different environments, and Figure 8.8 to
visualize the groups of regions called areas in these explanations). We now display
in Figure 8.8 the evolution of the proportion of time in each of these groups, for all
of the experiments.

Regarding the curves obtained for both the no objects and new objects envi-
ronments, the following behaviors can be observed.

• Between 0 and 200 observations, the exploration time drops in each area, ex-
cept the one containing salient objects. This area is the most progressing one.

• After 900 observations, the area containing salient object decreases as well for
the ’inf’ curve. This is because the model does not make much more progress
in this area.

When looking in more details at the first row of the figure, obtained when
switching to the no objects environment:
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FIGURE 8.8: Time spent in each group of regions for each experi-
ment. Top: no objects. Bottom: new objects
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• For the curve ’100’, after 200 observations, exploration decreases in the salient
objects area and increases everywhere else. This is because this area does not
contain any salient object anymore.

• After 200 observations, the complex background area now seems to be the
most observed one.

• The same behavior is observed for curve ’400’, after 600 observations.

Lastly, when examining the second row, obtained when switching to the new
objects environment, the following comments can be made:

• For the curve ’100’, after 200 observations, exploration decreases in the salient
objects area and increases in the new salient objects area. This is because this
area now contains much more salient objects and is now worth exploring
more.

• The same behavior is observed for curve ’400’, after 450 observations.

As a last general comment, we observe a certain delay (between 50 and 200
observations) between the actual switch of the environment, and the exploration
behavior of the robot. This may be explained by the time required by the system
to correctly assess the change in the learning progress. Therefore, the system is
reactive to changes in the environment, but with a certain inertia.

IAC versus other exploration strategies

To demonstrate the benefits of exploring the environment using IAC, we compare
the performance of the system with three other types of exploration strategies. For
each dataset, results are reported in Figure 8.9 for the following explorations:

• Chronological: Frames of the sequence are integrated to the learner in chrono-
logical order;

• IAC: The next region to visit is determined with IAC and the next position to
reach in it is selected randomly;

• Random: The next region to visit is determined randomly and the next posi-
tion to reach in it is selected randomly as well.

Each of these exploration techniques were tested 10 times on each dataset, and the
mean and standard deviation were considered and displayed in the result curves.
As a reference, we also display the error rate obtained by training the classifier
offline with all the dataset (Offline in the figure), and the error rate of the bottom-
up saliency method BMS [66] already used in Chapter 5 (BMS in the figure).

As expected, the offline model is a lower bound of the error rate, and the sys-
tem tends to reach this limit after a certain number of observations, whatever the
exploration strategy. Our method rapidly outperforms BMS when enough obser-
vations are obtained. The chronological exploration is slower to converge than ran-
dom exploration at the beginning. Lastly, IAC seems to be the exploration strategy
for which learning is the fastest. Note that the difference between random and IAC-
based exploration is less significant on the robot sequence, but the error variance of
IAC is much lower than the one for random exploration.
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8.3 RL-IAC

In chapter 7, we described the limitations of IAC, and the need for a new algorithm
in the case of a mobile robot moving across a large environment. This section aims
to provide quantitative evidences on this need, and evaluates the performance of
RL-IAC as compared to IAC and other exploration strategies.

8.3.1 Experimental setup

To evaluate our results, we also rely on different experimental setups to simulate
the displacement of the robot across the environment.

ENSTA

The first dataset was recorded in the ENSTA building and presented in Chapter 2.
This time, we take the longest sequence recorded in the whole building (See Sec-
tion 2.3.2 to get an overview of the environment and the trajectory taken by the
robot). This sequence contains both the RGB-D images and the positions and ori-
entations of the robot associated with these images.

From this sequence, we build a navigation graph based on the technique de-
scribed in Section 7.4.3. Since this method constructs a navigation graph incremen-
tally as the robot is getting new RGB-D inputs from its environment, it could work
in parallel with the saliency learning model and the RL-IAC exploration strategy.
However, to simplify the experimentation, we use the sequence once to construct a
navigation graph, and we start the RL-IAC exploration with this navigation graph
as a static input. The navigation graph used in all our experiments is depicted in
Figure 8.10. Proto-regions were arbitrarily defined to be of 5 meters length.

Similar to the exploration procedure for IAC, we consider the positions of each
observation recorded during the sequence, and we associate each of them to a re-
gion. When selecting a position in a given region, we then select one among all
associated frames, we consider the position of this frame, and we simulate the dis-
placement of the robot to reach it. Once attained, we use this observation to update
our model. To get an overview of the incremental map building and the simulated
robot displacement, a video is available2.

Note that some of the regions here did not contain any frame. In these regions,
when the robot attempted to take an observation, no update was done in the model,
so that the prediction error was always high, and the region not attractive in terms
of learning progress.

RGB-D scenes

The two other datasets consist in artificial buildings constructed from the RGB-D
scene dataset [30]. Each of the eight video sequences of the dataset is recorded in a
single particular room (kitchen, office, meeting room), so that our artificial build-
ing contains rooms (one for each sequence) divided into 5 to 6 regions, with some
regions connected to other rooms (as if there were doors and corridors between
rooms).

We created two different building configurations, illustrated by Figure 8.11. In
these maps, the navigation graph is superimposed on the map of the building,
where regions are represented by a circle, and allowed transitions between regions

2https://www.youtube.com/edit?o=U&video_id=BZgcF-iIBDY

https://www.youtube.com/edit?o=U&video_id=BZgcF-iIBDY
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FIGURE 8.10: Navigation graph of the ENSTA building

are edges of the graph. The first artificial building, denoted as the short corridor, is
composed with five of the video sequences, and contains a short corridor of three
regions to switch between rooms. Some artificial doors between rooms also enable
a pathway between them without using the corridor. The second one, denoted as
the long corridor, is composed with the eight video sequences and contains three
long corridors. The regions constituting the corridor represent almost half the total
number of regions in the building.

To construct the navigation graph in each room, we first tried to apply a SLAM
algorithm to the video sequences and use the (x, y) positions of the camera to de-
fine regions. However, the displacements of the camera were much smaller than the
variation of the camera orientation, thus making the (x, y) positions not well-suited
to define regions boundaries. To simplify the region definitions, we then cut each
of the sequence into five of six sub-sequences of equal length (similar to what was
done in Section 8.2.1), and we created an arbitrary trajectory to travel across the
sequence. The navigation graph between regions is also arbitrarily designed. The
main constraints were to have equally-spaced regions in the corridor, and a build-
ing with a plausible size. Lastly, we limited the number of connections per region to
four. This corresponds to the four possible actions the robot can take, namely “up”,
“down”, “left” and “right”.

In both datasets, the observations that the robot can take in the corridors are
such that nothing salient can be detected. The only observation to be taken in the
corridor is a black RGB frame and a segmentation mask of only non salient pix-
els. This way, it is very uninformative for the robot to travel across the corridor.
The large proportion of corridor in the second datasets should then emphasize the
behavior of IAC.
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Processing Min time Max time

Meta-learner update 100 ms 300 ms

Q-learning training 250 ms 300 ms

Learner update 23 ms 13.5 s

Robot displacement 0 ms 22 s

TABLE 8.1: Processing time for the main steps of RL-IAC

Displacement simulation procedure

To simulate the displacements of the robot, we considered the following sequence
of steps:

1. The robot takes an observation, and updates the meta-learner;

2. the robot determines the next region to visit given learning progress and Q-
learning training;

3. the robot determines the next position to reach in this region;

4. the robot moves to this position;

5. while moving, the robot updates the learner based on the previous observa-
tion;

6. before taking the next observation, the robot waits for the displacement and
the learner update to be both finished.

In our experiments, this sequence was repeated 3000 times. Each estimated er-
ror rate was timestamped with the simulated time starting at the beginning of the
experiment. This timestamps was then used to plot our results.

To obtain the simulated time, we measure for each iteration the time spent by
the system to compute steps 1 to 3 (not simulated), and we add the longest step
between steps 4 and 5, as they are supposed to be run in parallel and wait for the
other to be finished. Table 8.1 provides additional measurements to get a better
overview of the execution time for each step.

The meta-learner update is much longer for backward than forward evaluation,
because saliency evaluation is done on a single frame in one case, and on a set of
samples in the other case. This step contains the time required for feature extraction
(deep features on GPU), segmentation, and learning progress estimation (which is
much faster than the first two steps). The Q-learning training is relatively constant
in time, and the learner update processing time was detailed in Chapter 5.

For the robot displacement, we consider an average speed of 0.5 m/s, and we
measure the time for a robot to reach a certain point by considering the euclidean
distance to this point and a constant speed of 0.5 m/s. The maximum displacement
time is then bounded by the distance between two points of two adjacent regions.
Of course, this measure is an approximation, and more considerations should be
taken into account to produce more accurate simulations (path planning for obsta-
cle avoidance, non constant speed, rotation time ...)
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To get a rough idea of the simulated time for a single experiment, the five steps
of an iteration take on average 10 seconds. Given the 3000 successive iterations, an
experiment then lasts for 8 hours.

The evaluation procedure is very similar to the one used in Section 8.2.1. The
overall error rate is once again our main evaluation metrics. However, this time,
the overall error rate is displayed versus time rather than versus the number of
observations. Again, we run 10 times each experiment and consider the average
and standard deviation to plot the result curves.

8.3.2 RL-IAC parameters influence

To evaluate and analyze the behavior of RL-IAC, we first examine the influence of
some parameters of the system. Because many parameters could be investigated
and fine tuned, we only select the most interesting ones and provide a few insight
on the way they influence the learning quality.

Robot’s displacement speed

To validate the need to consider displacement time in the exploration strategy, we
first examine the error rate evolution when the robot is moving at 0.5m/s, and the
corresponding evolution in the scenario where the robot can teleport across the
building and instantaneously reach a given position.

To simply observe such a behavior, we run experiments on short corridor build-
ing with four exploration strategies, namely

• RL-IAC : the RL-IAC approach described in Chapter 7

• Random pos. : after each observation, the robot selects a random position in
the building, determines the best sequence of actions (from the navigation
graph) to reach it, and moves to that position.

• Random act. : after each observation, the robot selects a random action to
reach a neighbor region in the navigation graph. It then selects a random
position in that region and moves to that position.

• IAC : after each observation, the robot selects the most progressing region
and a random position in that region. It then determines the best sequence of
actions to reach it, and moves to that position.

Note that in the case of IAC and Random pos., the robot does not learn in all
visited regions, but only the one targeted, once the displacement across the building
is finished.

We then display the results of these experiments in two different ways. First,
we plot the error rate evolution versus simulated time, based on the considerations
described in the previous section. This plot correspond to the behavior of the robot
with a 0.5m/s speed. Second, we plot the error rate versus the number of observa-
tions, without considering the displacement of the robot. This representation is the
one used in the IAC evaluation part and roughly corresponds to the evolution if
the robot could teleport across the building.

Based on results in Figure 8.12, RL-IAC is the most efficient approach when
considering time, and IAC is the best when considering observations. As RL-IAC
is designed to find a compromise between learning and displacements, the progress
between two consecutive observations is not as good as the one obtained with IAC.
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FIGURE 8.12: Error rate evolution versus time or number of frames

Therefore, when displacement time is not represented, RL-IAC is not doing much
better than random exploration. Lastly, the difference in the performance of Ran-
dom pos. and Random act. mainly comes from the fact that Random pos. makes
long displacements across the building without learning in between, thus having a
shape similar to IAC. However, Random pos. enables a better sampling of the over-
all environment, as Random act. only chooses a displacement among the immedi-
ate neighbor regions, thus explaining the better performance when considering the
number of observations rather than displacement time.

Discount factor

The second parameter of our discussion is the discount factor used in the reinforce-
ment learning process. Recall that the goal of reinforcement learning algorithms is
to maximize the amount of cumulated reward R such that

R =
N∑
t=1

γtrt+1 (8.2)

r being the immediate reward received at a certain time, and γ being the discount
factor. γ is a value between 0 and 1, and represents how much the long term reward
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matters in the calculation of the cumulated one. Thus, a small discount factor favors
an immediate reward, while a large discount factors favor all rewards equally.

To measure the influence of the discount factor, we run RL-IAC on the three
datasets by varying the value of γ (successively 0.1, 0.3, 0.5, 0.7 and 0.9). We report
our experimental results in Figure 8.13.

The clearest result is on the long corridor dataset: the larger the discount factor,
the better. This is probably due to the large amount of uninformative regions the
robot has to come across. With an immediate reward the robot will probably never
tend to visit rooms that are far away in the building. This behaviour is also visible
in the ENSTA dataset, where a discount factor of 0.9 seems to provide the best ex-
ploration, while a discount factor of 0.1 provides the worst. However, the results
are not as clear as they are in the long corridor dataset. Lastly, for the short corri-
dor dataset, the discount factor does not have a strong influence in the exploration
performance. Based on these results, we favor a high discount factor of 0.9 for the
remaining experiments.

Forward versus backward evaluation

Third, we compare the performance of RL-IAC using a forward and a backward
progress evaluation. We suggested in Chapter 7 that the backward evaluation was
better suited to accurately measure the learning progress in the case of a learner
shared among regions. To verify this hypothesis, we run again RL-IAC on the three
datasets.

We compare the performance obtained with the forward and backward evalu-
ation in Figure 8.14. At least for the ENSTA and the long corridor datasets, the back-
ward evaluation provides a much better exploration strategy. The results are not as
convincing for the short corridor dataset. This is probably because of the configura-
tion of this building and the number of regions to visit. Indeed, the restricted num-
ber of regions makes the update of the forward estimation much more frequent,
and the monitoring of the learning quality in this case more realistic.

8.3.3 Performance evaluation

As a last set of evaluations, we would like to compare the performance of RL-IAC
versus other types of exploration strategies and other types of intrinsic motivation.
To run the experiments in this section, we took a discount factor of 0.9 and consid-
ered the backward evaluation only.

Versus other exploration strategies

To demonstrate the benefits of exploring the environment using RL-IAC, we now
compare the evolution of the saliency with different exploration strategies on the
three datasets.

In mobile robotics navigation, the goal is generally to have a good coverage of
the environment to explore so as to get an accurate mapping. This coverage ap-
proach may be solved by heuristics of NP hard problems (traveling salesman, art
gallery problem ...). For example, Osswald et al. [123] have used a pre-defined map
and navigation graph, and solved a traveling salesman problem before exploration
to obtain an efficient exploration route. This route was refined during exploration
based on the sensory inputs of the robot. Our goal is not to make a mapping of
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FIGURE 8.13: Influence of the discount factor γ in the action selec-
tion process
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the environment, but using an exploration based on an extensive and efficient cov-
erage of the environment is a good baseline to compare with. For this reason, our
first exploration strategy consists in determining an exploration pattern covering
the whole regions of the environment, and repeating this pattern until the end of
the experiment. In Osswald et al., the global path was found with the Concorde
software [304] that solves the traveling salesman problem with various heuristics.
We used the same software with our regions configurations, and slightly adapted
the resulting route to be consistent with the allowed displacements defined by our
navigation graphs.

A few approaches rely on learning progress to guide exploration in a reinforce-
ment learning context. In particular, Schmidhuber [262] or Lopes et al. [257] have
used Q-learning to guide the robot’s displacements in a context where the only re-
ward is the learning progress. This kind of approach is very similar to RL-IAC, but
differs at a critical point: while a single Q-learning is run during the experiment and
directly decides the next action of the robot in Schmidhuber’s approach, we define
and solve a new problem with Q-learning after each robot’s displacements. We then
use the entire problem to find the next best displacement rather than following a
policy from a partially trained Q-matrix. Our second approach to compare with is
then following Schmidhuber’s approach: instead of running virtual displacement
simulations to train our Q-matrix, we simply update it based on Bellman’s equation
after collecting reward r(sk) in the current region (sk)

Q(sk, ak) = r(sk) + γMax
a′∈A

Q(sk+1, a
′) (8.3)

We also use an ε-greedy approach (50% random) to decide the next action to take.
Figure 8.15 shows the evolution of the overall error rate in time on both environ-

ments, for the 4 exploration strategies:

• RL-IAC: As described in Chapter 7. Selects the next region from the Q-matrix,
and the next position to reach in that region randomly.

• Uniform: We drive the exploration by a uniform coverage of the environ-
ment, from the sequence of regions determined with the TSP heuristic. This
pattern is repeated until the end of the experiment. The next region to visit is
determined from the sequence, and the next position to reach in that region
is taken randomly.

• Schmidhuber: Similar to RL-IAC, except that the Q-matrix is updated after
each observation rather than running a batch of simulations.

• Random act.: To get a worse case scenario, we select a random action to reach
a region, and random position in that region.

On all datasets, RL-IAC is the method with the fastest decreasing error. The
uniform exploration has a reasonable performance, even similar to RL-IAC in the
short-corridor dataset. This can be explained by the fact that this setup only has a
very small number of uninformative regions. Schmidhuber has a varying perfor-
mance depending on the dataset. We actually found this approach very sensitive to
the parameters of the experiment, and performing well with very different param-
eters than RL-IAC. For example, to converge rapidly enough, a large percentage
of random actions were necessary (typically 50%), while RL-IAC only works with
10% of random actions. Lastly, and as expected, the random action is providing the
worse performance, sometimes close to Schmidhuber’s approach.
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FIGURE 8.15: Error rate evolution for several exploration strategies
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FIGURE 8.16: Comparison of the learning progress versus other
kinds of intrinsic motivation techniques

Versus other kinds of intrinsic motivation

So far, we only considered learning progress as our intrinsic motivation factor.
The theoretical reasons for such a choice have been widely discussed in the lit-
erature [13], [296], but learning progress estimation suffers from several biases in
practice. First, a sufficient number of samples is required to make the evaluation of
the error statistically significant. Second, at time t, the progress is estimated based
on the evolution of the error over the last N samples. The progress estimated this
way then represents the progress at time t − N

2 , so that progress estimation is de-
layed in time. Therefore, the largerN is, the more accurate, but also delayed in time
the progress estimation is. On the other hand, using learning progress makes the
robot focus on areas where learning is actually possible and avoids loosing time in
unlearnable or trivial ones. This makes learning progress even more efficient when
learnable areas represent a small portion of the environment. As a result, a bigger
gap should be observed between learning progress and other strategies in environ-
ments that are essentially unlearnable.

We are then interested in comparing exploration based on learning progress
with other sources of intrinsic motivation. We then propose four factors, namely
Error, Confidence and Uncertainty) to replace the learning progress in the RL-IAC
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procedure. More precisely, we replaced the backward learning progress LP backi (t)

LP backi (t) =
2

π
|atan(−βi(t))| (8.4)

as defined in Section 7.3.3 and used as the reward in the Q-learning training by the
following terms:

• Error: Errbacki (t) (see Equation 7.1). The agent is rewarded by exploring re-
gions with high prediction error.

• Confidence: Confi(t) = 1
ti

, ti the number of frames observed in region Ri.
The agent is rewarded by exploring regions in which confidence is low (hav-
ing the fewest number of observations).

• Uncertainty: Unci(t) =
∑ti

j=1−|ELtj − 0.5|, where ELtj are the samples of
the regional estimation set ELtti , described in Section 7.3.3. These samples are
values between 0 and 1 and represent the probability of a sample to be salient.
As a result, the closer to 0.5, the most “uncertain” the learner is about the
sample. This measure was already used and detailed in Craye et al. [20]. In
this configuration, the robot is then rewarded by exploring regions producing
fuzzy saliency maps.

We compare the performance of RL-IAC with the aforementioned intrinsic mo-
tivations on the long corridor and short corridor datasets. The comparison is displayed
in Figure 8.16. In both configurations, progress seems to be the best source of in-
trinsic motivation, but the difference is much more significant in the long corridor
configuration. In this configuration, the error fails as the absence of positive sam-
ples keeps the error rate very high in the whole corridor3. Confidence spends as
much time in the corridor as in the rooms, thus making learning much slower.
Uncertainty is the only one able to avoid the corridor, as, in the absence of posi-
tive samples in the model, saliency maps are set to ’0’ by default everywhere, thus
making output saliency maps not fuzzy at all.

8.4 Conclusion

In this chapter, we separately evaluated IAC and RL-IAC for the task of saliency
learning. To demonstrate the generalization capability of our approach, we evalu-
ated them on several datasets. As a summary and concluding remarks, our experi-
mental evaluation led us to the following findings:

First, IAC shows a clear behavior of methodical exploration of the environment.
When driven by IAC, the robot first focuses at regions where learning progress
is high. Then, as learning progress decreases in these regions, the robot tends to
explore more complex ones and spends more time in them to acquire knowledge.

Second, when a significant change occurs in the environment (for example, if
all salient objects are removed), IAC makes the robot still able to adapt to the most
progressing regions. Nevertheless, this adaptation is not immediate because of a
delayed evaluation of the learning progress.

Third, when displacement time is not negligible, IAC can reveal very inefficient.
Indeed, focusing on the most progressing region forces the robot to perform long

3When no positive samples are observed in a region, the F1 score is either undefined or equals 0
(So that error equals 1). If undefined, we force the F1 score to be 0



8.4. Conclusion 171

displacements that could be used to learn in other regions nearby. As a result, the
use of RL-IAC makes sense in large environments such as buildings. Nevertheless,
when measuring the learning evolution in terms of number of observations rather
than in time, IAC still performs better than RL-IAC.

Fourth, the parameters of the system have a strong influence on the perfor-
mance. We demonstrated that the backward evaluation was, in general, better than
the forward one, and that a high discount factor was preferable in a large environ-
ment. Nevertheless, IAC and RL-IAC’s parameters are complex to optimize, and
there is no rule of thumb to determine them before the experiment.

Lastly, both IAC and RL-IAC have been found to be efficient exploration strate-
gies as compared with more extensive and uniform kinds of exploration. In ad-
dition, learning progress has been found to be an appropriate source of intrinsic
motivation, as compared with other sources unable to detect unlearnable areas of
the environment. Nevertheless, those findings are much more significant on large
environments where the proportion of uninformative regions is high.
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Chapter 9

Discussions and perspectives

In this works we have presented several contributions, both in the field of visual
attention and intrinsically motivated exploration. We summarize in this concluding
chapter the proposed approach and highlight the main contributions of this work.
We then discuss the strength and limitations of our system under a theoretical and
experimental points of view. Lastly, we open the discussion by suggesting future
work directions and possible applications of our method.

9.1 Contributions of this work

9.1.1 Incremental learning of visual saliency

Summary

The first part of the manuscript was dedicated to the description and evaluation of
a method for learning a model of visual saliency directly on a robot. In our experi-
ments, the saliency is specialized in the detection of objects in indoor environments,
but could be generalized to other applications.

To do so, we have used a modular block architecture of three main components.
First, a feature extractor able to encode the characteristics of an image at the pixel
level. Second, a self-annotation process able to provide a partial but accurate state of
the saliency on the image. Lastly, a classifier combining features and partial saliency
annotation to learn a model and generalize over the partial signal.

Our system then works in two modes. On the one hand, a learning mode, in-
tegrating on the fly the visual inputs perceived by the robot into a model of visual
saliency. On the other hand, an inference mode, using the learned model to gener-
ate saliency maps.

Contributions

Unlike most saliency methods proposed by the state-of-the-art, our approach is in-
cremental. This means that the current available model of saliency can be learned
directly on the robot, within its operating environment. The advantages of such ap-
proach are threefold: first, it does not require a long dataset preparation and learn-
ing period. Unlike saliency approaches based on machine learning techniques, ours
does not require any prior model before the experiment, and gets better as explo-
ration goes. Second, the produced saliency maps are adapted to the environment
and the task the robot should accomplish (this is a top-down kind of saliency).
Lastly, the saliency model remains flexible to any change in the environment by
simply updating the model continuously.

Unlike object detectors based on geometrical segmentation, our saliency model
is able to provide a probability of a pixel to belong to an object on the whole image.
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Indeed, geometrical segmentation techniques are often unable to provide a result
on the entire image frame, because of the quality of the sensor, or the reliability of
the segmentation algorithm.

9.1.2 Intrinsically motivated exploration

Summary

In the second part of the manuscript, we investigated the methods to drive the
robot exploration in order to improve the quality of the saliency model. We directed
our research towards developmental robotics and the area of intrinsic motivations.
We got particularly interested in the Intelligent Adaptive Curiosity algorithm, and
designed an adapted version for the task of saliency learning.

IAC is a mechanism able to drive a robot’s actions, based on the current state
of knowledge, towards areas of the space likely to help improving this knowledge.
This method conveys a methodical and efficient exploration strategy, by choosing
actions that are adapted to the current skills of the robot: not to complex, not too
trivial.

IAC relies on a measure of the local learning progress, estimated in regions of
the exploration space. The actions taken by the robot are then selected so as to favor
regions having the highest learning progress. This means that the robot focuses the
attention on the most progressing region and tries to gain more knowledge in there.
As knowledge increases, the learning progress vanishes, until a more progressing
region catches the robot’s attention.

Contribution

Our contribution here is the adaptation of the IAC algorithm for the task of saliency
learning in general, and saliency learning on a mobile robot. This adaptation in-
volved a number of design choices such as regions definition, learning error mea-
surement, progress estimation, or action policy. This required a deep understand-
ing of the algorithm to make IAC consistent and efficient for our application. In
particular, we proposed a new way of estimating learning error in cases where the
model to learn by IAC was shared among the regions. We called this error estima-
tion the backward error estimation.

Moreover, we found that IAC was not integrating the time for processing ac-
tion in the decision scheme. For a mobile robot, this factor was too important to
be omitted. We therefore created an extension of IAC, called RL-IAC (for Reinforce-
ment Learning-Intelligent Adaptive Curiosity) to overcome this limitation and ensure
an efficient exploration strategy for mobile robots. RL-IAC then relies on reinforce-
ment learning to find a good trade off between learning progress attraction and
displacement time.

Aside from the improvements of the algorithm itself, this work was also the oc-
casion to propose an original exploration strategy to the fields of foveated visual
attention, and the one of mobile robotics. In visual attention setups, exploration is
typically guided by saliency maps, and the focus is targeted at the most salient re-
gions. We took in this work the problem the other way around by learning saliency
with intrinsic motivation. In addition, the use of intrinsic motivation is not very
common for mobile robotics. We then proposed an exploration approach based on
knowledge optimization rather than the amount of information collected in the en-
vironment.
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9.1.3 Experimental setups

As a last contribution, our work was tested and evaluated on several experimen-
tal setups. In particular, we constructed two different datasets from two robotics
platforms.

The first platform is a bio-inspired head placed on a table and able to observe
its environment by performing saccades and fixations. Equipped with both foveal
and contextual cameras, this robot is an excellent platform for demonstrating bio-
inspired visual attention mechanisms.

The second one is a mobile robot equipped with an RGB-D sensor and a laser
range finder. This robot is able to move across indoor environments such as rooms
or entire buildings while building a map and localizing itself in this environment.

Our contribution then consisted in creating sequence datasets on those two plat-
forms so as to be able to efficiently evaluate our work. We also processed all the
recorded data, formatted them and annotated them to perform a numerical evalu-
ation.

To evaluate the performance of IAC and RL-IAC, we also adapted our datasets
to create a simulated environment in which the robot was able to move and collect
images, while avoiding the constraints of a robot navigating across a real building.
Moreover, these simulated environments allowed us to repeat the experiments sev-
eral times, to precisely analyze the behavior of our algorithms, and to compare our
approach with other exploration strategies.

9.2 Discussions and current limitations

This work is still an ongoing research that could be largely improved and extended.
We discuss in this section the strength and limitations of our approach.

9.2.1 Incremental learning of visual saliency

Strengths of the method

The incremental learning of visual saliency was evaluated on four different datasets
and has shown a very similar behavior in each of them. We demonstrated that the
method was able to generalize saliency over a weak supervision signal, and that the
produced saliency maps, when evaluated on a similar environment than the one the
model was trained in, were more accurate than state-of-the-art techniques. Lastly,
we evaluated the saliency quality on a dataset with a model of saliency trained on
another environment. The results were still acceptable and outperforming state-of-
the-art. As a results, the similar behavior in each dataset suggests that the method
is robust and should work in many types of indoor environments.

In addition, the modular architecture of our system makes it easy to replace
components with more efficient ones. We already demonstrated this ability by test-
ing several types of feature extractors and two types of segmentation masks. Using
a new classifier, or even using the system for another related problem (joint object
detection and recognition for example) should not require a strong re-implementation
effort.

Current limitations

A major limitation of our approach is the strong dependence on the learning sig-
nal (the product of the object segmentation process). For saliency to be correctly



176 Chapter 9. Discussions and perspectives

learned, the segmentation needs to be reliable and adapted to the environment. If
the robots explores an environment where so many objects are piled-up that the
floor cannot be detected, the whole process will fail. As a result, the design of a
reliable segmentation process is a potentially complex procedure that must be care-
fully treated prior to any experiment. This is the cost for having a self-supervised
learning rather than a supervised one.

Another potential problem is that the algorithm is not completely incremental.
As random forests are not designed to be incremental, the training set and the train-
ing time necessarily increases as exploration progresses. This aspect is limited by
the process of forgetting oldest samples, but this approach is not viable in a lifelong
learning scenario.

Lastly, the generalization capacity of the model is hard to predict. When testing
the saliency algorithm in a new environment, there is absolutely no warranty about
the performance.

9.2.2 Intrinsically motivated exploration

Strengths of the method

The implementation of IAC for the task of saliency learning has demonstrated a set
of interesting behavioral properties and good performance on several datasets.

We demonstrated that exploration with this principle was methodical, but also
logical. When monitoring the learning progress in each region, the exploration pri-
ority followed by the robot was intuitive and understandable. Equipped with this
kind of exploration drive, our experiments have shown that the robot was behaving
in a developmental way, thus reinforcing the findings of Oudeyer et al.in previous
experiments on other problems [14], [190], [268].

The integration of reinforcement learning in the process of action selection was
also a successful solution to the problem of long and varying displacement times to
get new observations. We demonstrated with several experiments that exploration
with RL-IAC was still efficient in this type of scenarios.

We also demonstrated the ability of IAC to be flexible to changes in the envi-
ronment, by adapting the exploration strategy and refocus after some time on the
areas of high learning progress. This property is extremely important in the scope
of a realistic lifelong learning experiment.

Current limitations

In spite of promising and interesting results, IAC and RL-IAC still suffer from a few
limitations. First, this kind of exploration strategies only show a strong advantage
over other techniques when the environment contains a large fraction or trivial or
unlearnable areas. Otherwise, a regular exploration pattern is likely to show the
same performance.

In addition, IAC depends on many factors, and uses learning progress mea-
surement at the heart the process. By definition, learning progress is obtained by
approximating the derivative of an approximation of the learning error. This suc-
cession of approximation is likely to make the measure of progress unstable and
unreliable. Our own experience feedback is that IAC is globally hard to set up, and
required a lot of trials to get a good insight on the influence of the parameters.

Moreover, the action policy proposed by RL-IAC is not optimal and only pro-
vides a reasonable solution given the current configuration. We believe that further
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theoretical and experimental investigations should be conducted to create a more
satisfying model.

Lastly, we highlighted the adaptation behavior in the case of a change in the
environment of the robot, but the environment still needs to be globally static. In a
very dynamic environment, the measure of progress will most likely not be reliable.

9.3 Perspectives

To conclude this manuscript, we suggest a few short and long term perspectives
that would be worth investigating in a future work.

9.3.1 Short-term perspectives

Coupling saliency with object recognition

Saliency maps are not an end in themselves. We provided in this work a way to
learn them, but they are meaningless if not used in another context. A first possible
plan would be to integrate them into an object recognition framework. We already
suggested a way to use them to improve the proposal of agnostic bounding boxes
around objects, but this could be largely improved to provide a framework able to
both localize and identify objects within their environments.

Make RL-IAC fully incremental

In this work, we presented separately a method for building incremental maps and
navigation graphs of the environment, and a method using a navigation graph to
explore the environment. Those two are used one after the other, but everything
has been done to build the navigation graph and autonomously explore at the same
time. A few implementation efforts should be sufficient to make RL-IAC fully in-
cremental.

Using more biologically plausible models

For practical reasons, the regions defined in RL-IAC are very arbitrarily splited and
could be largely improved with biologically plausible components. For example,
considering gist aspects to make regions more visually and biologically consistent
is a possible approach. In addition, the use of an ε-greedy approach to guide explo-
ration could be replaced by more biologically plausible stochastic transition mod-
els. Thus, the displacement policy could rely on the way human deploy their visual
gaze in a scene which is not steered by a greedy process. In the BioVision scenario,
fixation and saccades could then be driven by curiosity, but also the distribution
of saccade amplitudes, orientations, the fixation durations and so on measured on
human populations. To go one step further, and for the future research, it would
make sense to consider some aspects used by saccadic models of the literature.

9.3.2 Long-term perspectives

Integrating the method in an end-to-end deep architecture

In this work, we have shown the promising performance of deep features and high-
lighted the limitation of random forests as a non incremental classifier. The next
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algorithmic step would be to integrate the saliency learning technique into an end-
to-end deep learning architecture. The biggest challenge would then probably be
the one of making the network both incremental and stable.

Because of the flexibility of neural networks, this architecture would have very
interesting properties. First, the network could not only learn saliency, but also
bounding boxes detection, and even eventually recognition. Ideally, the system
should perform similar tasks than an end-to-end system like YOLO [105], but in-
crementally learn this task for a dedicated environment.

Additionally, coupling neural network and intrinsic motivation (and especially
learning progress) would be a very exciting area of investigation. Research in this
area are at their early stages [305], but there are for sure many interesting ways to
explore in that direction.

Testing RL-IAC in a real environment

Our experiments have been so far limited to the recording of video sequences on
a robot, and to the simulation of the robot displacements on virtual environments.
Now that our method seems to be efficient in this context, it would be interesting
to verify its performance in a real life scenario.

Given the estimations provided in the last experimental chapter, we suggested
that the experiment should last for about eight hours for 3000 observation. This is a
considerably long experiment for a mobile robot that will very likely lack batteries
before the end, and needs a very reliable hardware and software to run for so long.

To make this possible, the robot would also need an efficient obstacle detec-
tion and avoidance mechanism, able to determine a realistic and reliable path be-
tween two locations, while avoiding potential obstacle on the way. The navigation
graph should also be constantly updated based on the evolution of the environment
(doors closed then opened, presence of humans, etc...).

The problem of discovering the exploration space at the first time is also a ques-
tion to consider. Should we define boundaries of the experiment to make sure the
robot does not explore dangerous or unexpected places (stairs for example).

To simplify, but also to enhance the experiment, the presence of a human assis-
tant or teacher, helping the robot would be an interesting alternative.

A potential application of IAC for active image annotations

A last interesting future work could be related to the integration of IAC in an inter-
active manual annotation software.

Using active learning to simplify the task of image annotation is not a new
idea [306]. Nevertheless, IAC would be perfectly suited to this task, and the work
done in the scope of this thesis would be a good starting point to develop this idea.

Suppose that a video sequence needs to be manually annotated by providing
bounding boxes around objects of interest. IAC would then be applied in the fol-
lowing manner: the sequence could be divided into subsequence of arbitrary length
to define the regions. IAC would propose to the user selected frames and ask for
a manual annotation. This annotation would serve as a learning signal, and would
replace the segmentation mask of our current approach. Thus the user would not
have to annotate the entire dataset, but only a set of frames selected by the algo-
rithm to improve its own model. IAC should naturally avoid frames that are trivial
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(containing no annotation for example), and progressively focus on the most com-
plex cases. Lastly, once enough confident in the model, the remaining frames could
be annotated automatically.
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Titre : Apprentissage incrémental de la saillance visuelle par des mécanismes de motivation
intrinsèque

Mots clefs : Saillance visuelle, robotique mobile, robotique cognitive, bio-inspiration, motivation intrinsèque, lo-
calisation d’objets

Résumé : La conception de systèmes de perception
autonomes, tels que des robots capables d’accomplir
un ensemble de tâches de manière sûre et sans assis-
tance humaine, est l’un des grands défis de notre siè-
cle. Pour ce faire, la robotique développementale pro-
pose de concevoir des robots qui, comme des enfants,
auraient la faculté d’apprendre directement par interac-
tion avec leur environnement. Nous avons dans cette
thèse exploré de telles possibilités en se limitant à
l’apprentissage de la localisation des objets d’intérêt (ou
objets saillants) dans l’environnement du robot.
Pour ce faire, nous présentons dans ces travaux un mé-
canisme capable d’apprendre la saillance visuelle di-
rectement sur un robot, puis d’utiliser le modèle appris
de la sorte pour localiser des objets saillants dans son en-
vironnement. Cette méthode a l’avantage de permettre
la création de modèles spécialisés pour l’environnement

du robot et les tâches qu’il doit accomplir, tout en restant
flexible à d’éventuelles nouveautés ou modifications de
l’environnement.
De plus, afin de permettre un apprentissage effi-
cace et de qualité, nous avons développé des straté-
gies d’explorations basées sur les motivations intrin-
sèques, très utilisées en robotique développementale.
Nous avons notamment adapté l’algorithme IAC à
l’apprentissage de la saillance visuelle, et en avons conçu
une extension, RL-IAC, pour permettre une exploration
efficace sur un robot mobile.
Afin de vérifier et d’analyser les performances de nos
algorithmes, nous avons réalisé des évaluations sur
plusieurs plateformes robotiques dont une plateforme
fovéale et un robot mobile, ainsi que sur des bases de
données publiques

Title : Intrinsic motivation mechanisms for incremental learning of visual saliency

Keywords : Visual saliency, mobile robotics, cognitive robotics, bio-inspiration, intrinsic motivation, object local-
ization

Abstract : Conceiving autonomous perceptual systems,
such as robots able to accomplish a set of tasks in a safe
way, without any human assistance, is one of the biggest
challenge of the century. To this end, the developmen-
tal robotics suggests to conceive robots able to learn
by interacting directly with their environment, just like
children would. This thesis is exploring such possibil-
ity while restricting the problem to the one of localizing
objects of interest (or salient objects) within the robot’s
environment.
For that, we present in this work a mechanism able to
learn visual saliency directly on a robot, then to use the
learned model so as to localize salient objects within
their environment. The advantage of this method is the
creation of models dedicated to the robot’s environment

and tasks it should be asked to accomplish, while re-
maining flexible to any change or novelty in the envi-
ronment.
Furthermore, we have developed exploration strategies
based on intrinsic motivations, widely used in develop-
mental robotics, to enable efficient learning of good qual-
ity. In particular, we adapted the IAC algorithm to visual
saliency leanring, and proposed an extension, RL-IAC to
allow an efficient exploration on mobile robots.
In order to verify and analyze the performance of our
algorithms, we have carried out various experiments
on several robotics platforms, including a foveated sys-
tem and a mobile robot, as well as publicly available
datasets.
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