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Abstract

This thesis reports a study of the Higgs boson production in association with top quarks
and decaying into� leptons in proton-proton (pp) collisions at

p
s = 13 TeV recorded with

the CMS detector at the CERN Large Hadron Collider (LHC).
This work has been carried out in the context of the Run 2 of the LHC, marked by

an increase in the center-of-mass energy from 8 to 13 TeV together with an increase in
the instantaneous luminosity of the collisions with respect to Run 1. To cope with this
new data-taking conditions, CMS had initiated a full upgrade of the Level-1 trigger system
achieved by 2016. This new system and in particular the new Level-1 electron and photon
algorithm have successfully contributed to a large number of CMS results using Run 2
data. The commissioning of this new system and its performance measured in the �rst
data collected with this new trigger are presented in details.

An original analysis technique based on the Matrix Element Method optimized for the
search of thet�tH; H ! � � process is also presented, including several generic tools which
can be used in a large variety ofH ! � � analyses. Results of the CMS analysis using
this method based on 35.9 fb� 1 collected in 2016 are presented. The background-only
hypothesis is disfavored but not yet excluded by this analysis alone.
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Résumé

Cette thèse présente une étude de la production associée du boson de Higgs en association
avec une paire de quarks tops (processust�tH ), dans des collisions proton-proton (pp) àp

s = 13 TeV enregistrées avec le détecteur CMS au Grand collisionneur de hadrons (LHC)
du CERN. A l'ère où la physique du Higgs entre dans le domaine de la mesure de précision,
le mode de productiont�tH est important pour caractériser les propriétés du boson de Higgs
et en particulier son couplage au quark top, auquel le processust�tH o�re un accès direct.
Les résultats présentés concernent en particulier les canaux sensibles à une désintégration
du boson de Higgs en leptons� et viennent compléter les analysest�tH existantes, sensibles
aux autres modes de désintégration du boson de Higgs.

Ce travail s'inscrit dans le contexte du Run 2 du LHC, marqué par une augmentation
de l'énergie dans le centre de masse de 8 à 13 TeV accompagnée d'une augmentation
de la luminosité instantanée des collisions par rapport au Run 1. Pour faire face à ces
nouvelles conditions de prise de données, CMS a entrepris une amélioration complète du
système de déclenchement de niveau 1 (L1 trigger) accomplie avant 2016. Le nouveau L1
trigger de CMS se base sur une architecture inédite pour un système de déclenchement,
appeléeTime Multiplexed Trigger, qui permet de traiter en parallèle l'information relative
à plusieurs croisements de faisceau. Grâce à cette nouvelle architecture, des algorithmes
de reconstruction et d'identi�cation plus complexes et plus performants que ceux utilisés
au Run 1 ont pu être déployés pour la prise de données du Run 2.

Dans le cadre de cette amélioration du L1 trigger de CMS, j'ai activement participé à
la mise en service du système de déclenchement calorimétrique, et plus particulièrement du
nouvel algorithme de sélection des électrons et photons (L1EG). J'ai notamment contribué
à l'implémentation �rmware de l'algorithme L1EG et à sa validation sur banc de test puis
avec les données collectées pendant les dernières semaines du run de physique de 2015.
J'ai ensuite �nalisé la con�guration de l'algorithme EG pour la prise de données en 2016
et j'ai mesuré ses performances avec les premières données collectées en 2016. Le nouveau
L1 trigger et en particulier le nouvel algorithme électron et photon de niveau 1 ont ainsi
contribué avec succès à un grand nombre de résultats CMS basés sur les données du Run
2, y compris les analysest�tH .

En parallèle, j'ai participé à l'implémentation de la Méthode des Éléments de Matrice
(MEM) optimisées pour les analyses impliquant un boson de Higgs se désintégrant en
leptons � . La MEM se base sur le calcul numérique des sections e�caces di�érentielles
associées aux processus de signal et de bruit de fond pertinents pour l'analyse. Pour ce
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faire, une intégral multi-dimensionnelle est calculée à partir de techniques Monte Carlo,
en prenant en compte la description théorique des processus physiques, au travers de leurs
éléments de matrice, ainsi que les e�ets de résolution, par le biais defonctions de transfert.
Les fonctions de transfert peuvent couvrir à la fois les e�ets liées à la reconstruction des ob-
jets dans CMS, comme dans le cas des jets, mais également les désintégrations de particules
produisant des neutrinos, comme dans le cas des leptons� . J'ai ainsi déterminé l'ensemble
des fonctions de transfert applicables à un large ensemble d'analyses génériques à partir
de données simulées ou à partir de calculs théoriques. J'ai également e�ectué tous les
développements mathématiques nécessaires à la procédure d'intégration, en vue de réduire
le nombre de dimensions d'intégration, a�n de pouvoir mettre en place une implémentation
de la MEM optimisée en termes de temps de calcul. J'ai en�n participé à la validation de
son implémentation dans le cadre d'une analyse ciblant le mode de production VBF du
boson de Higgs se désintégrant en paire de leptons� .

Par la suite, j'ai optimisé l'implémentation de la MEM pour couvrir le canal avec
deux leptons de même signe (électrons ou muons) et un� hadronique (2`ss + 1� h) de
l'analyset�tH de CMS. La sélection d'événements avec deux leptons de même signe permet
de fortement réduire la contribution de la majorité des bruits de fond du Modèle Standard
et donc d'obtenir une pureté relativement élevée dans ce canal, tout en béné�ciant du
rapport de branchement hadronique d'un des quarks top, qui permet de conserver un
nombre d'événements de signal plus élevé que des canaux avec davantage de leptons. Ce
canal o�re ainsi la plus grande sensibilité au processust�tH , H ! � �� .

Les bruits de fond résiduels principaux sont constitués par la production d'une paire de
quarks top en association avec un boson électrofaible (t �tV ) ainsi que par des événementst�t
avec des leptonsnon-prompt, produits dans la désintégration semi-leptonique de hadronsB.
L'acceptance à ce dernier est réduite grâce à l'utilisation d'un discriminant MVA dédié à la
sélection des électrons et des muons. La contamination résiduelle est estimée à l'aide d'une
méthode defake rate, directement à partir des données. La présence de plusieurs bruits de
fond non négligeables rend cette analyse relativement complexe mais en optimisant la MEM
pour discriminer simultanément di�érents types de bruit de fond, il m'a été possible de
dé�nir un discriminant avec des performances très satisfaisantes qui a été par la suite utilisé
dans les résultats rendus publics par la collaboration CMS à l'occasion de la conférence de
Moriond QCD 2017.

Cette analyse est basée sur les données collectées en 2016 par CMS, correspondant
à une luminosité intégrée de 35.9fb� 1. La combinaison des résultats obtenus dans la
catégorie2`ss + 1� h avec d'autres catégories incluant un� h a permis d'établir une limite
supérieure observée à 95% de niveau de con�ance sur� = �=� SM correspondant à 2.0 fois
la valeur attendue dans le cadre du Modèle Standard, pour une valeur attendue de 1.1 dans
l'hypothèse bruit de fond seul. Un excès d'événements par rapport à l'hypothèse bruit de
fond seul à été observée, correspondant à une intensité du signal� obs = 0:72+0 :62

� 0:53 pour une
signi�cance de1:4� . L'hypothèse bruit de fond seul est donc défavorisée mais n'est pas
encore exclue par cette analyse à elle seule.
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Introduction

There are many examples in physics showing
that higher precision revealed new phenomena,
inspired new ideas, or con�rmed or dethroned
well-established theories.

Wolfgang Paul

After the observation of the Higgs boson by the CMS and ATLAS collaborations in
2012 [1, 2], all of the elementary constituents needed for a consistent theory describing
particle physics, namely the Standard Model, had �nally been observed. This observation
represented the most important achievement of LHC Run 1 and enabled to achieve one
of its primary goals. After this, the high energy physics community was left without any
obvious direction to look towards though. Di�erent strategies have therefore been followed
in parallel. First, analyses have been designed to look for additional particles or processes
not predicted by the Standard Model, like supersymmetric particles. Other analyses tried
to further improve the precision on the measurement of some Standard Model parameters,
like the W boson or the top quark masses and their couplings, to be able to check more
thoroughly the consistency of the experimental results with the Standard Model prediction.
Finally, some of the processes predicted by the Standard Model which had not yet been
observed have also been looked for. This is for instance the case of thet�tH process, o�ering
a direct probe of the Higgs boson coupling to the top quark at the tree level. This process
had already been studied during LHC Run 1 and the results from the CMS and ATLAS
collaborations [3] were consistently pointing towards a possiblet�tH excess with respect to
the Standard Model expectation. The sensitivity of these analyses were however limited by
the available statistics collected during Run 1 and no unambiguous observation had been
possible at that time.

LHC Run 2 aroused a lot of hope and interest among particle physicists. Indeed, the
increase of the center-of-mass energy of the collisions from 8 to 13 TeV together with
the increase in instantaneous luminosity, beyond the LHC nominal design, has induced a
large boost in sensitivity in a wide variety of analyses, sensitive to physics both within
and beyond the Standard Model. However this also required signi�cant upgrades of the
detector and of the analysis techniques in order to be able to deal with the higher collision
rate and the more intense pile-up conditions. One of these changes concerned the Level-1
trigger system of CMS which has been fully upgraded by 2016. Completely changing this

13



14 CONTENTS

critical system for data-taking has been a major challenge which has been successfully met
by the CMS collaboration. In this thesis, I will focus on the monitoring of this new system,
and speci�cally on the Level 1 electron and photon algorithm, in which I played a major
role.

For the t�tH analyses, LHC Run 2 has also represented a major step forward thanks to
the sizable increase in the cross section of this process. As the data-taking conditions have
been exceptionally good in 2016, it became clear that this process would be very likely
observed by the end of Run 2.t�tH analyses are usually quite challenging though because
of the complex �nal states they target. Taking into account the decays of the top quarks
and of the Higgs boson, this process can indeed yield between six and ten reconstructed
objects at leading order, often with no obvious variable to characterize this signal. The
complexity of those analyses make them ideal use cases for multivariate discriminants, com-
bining information related to all of the reconstructed particles. Such discriminants can be
built using the so-called Matrix Element Method (MEM), which combines the theoretical
information on a given physics process with the experimental information related to the
detector resolution. I have been personally involved in the development of this method in
the H ! � � group of the Laboratoire Leprince-Ringuet, focusing �rst on its implementa-
tion for a VBF H ! � � analysis. This gave the opportunity to develop a large variety of
tools which have then been reused for the development of a MEM discriminant optimized
for a t�tH; H ! � � analysis.

This thesis is organized as follows. Chapter 1 gives some theoretical motivations to
study the t�tH; H ! � � process, brie�y introducing the Standard Model and the Higgs
boson phenomenology. The LHC and the CMS experiment are presented in chapter 2.
Both the experimental apparatus and the basic reconstruction techniques are described.
Chapter 3 focuses on the upgrade of the Level-1 electron and photon (L1EG) trigger and
its commissioning. The L1EG algorithm itself is described and its performance achieved
during 2016 data-taking are presented. Finally, chapter 4 o�ers a general introduction to
the Matrix Element Method and its application to H ! � � analyses, focusing in details
on the various parts of its implementation I contributed to develop. Finally, chapter 5
presents its application to the search fort �tH in �nal states with a � lepton, including the
corresponding public results released by the CMS collaboration.



Chapter 1

Theoretical motivations

Ce que l'on conçoit bien s'énonce clairement,
Et les mots pour le dire arrivent aisément.

Nicolas Boileau

The observation of a new particle at LHC, compatible with the so-called Higgs boson,
and the measurement of its invariant mass enabled to determine one of the last missing
parameters of the Standard Model (SM). This theory is currently the one which best
describes the elementary particles and their interactions. In particular, the theoretical
value of the coupling between the Higgs boson and the top quark, the two most massive SM
particles, can be predicted from the measured value of the top quark mass. A measurement
of that coupling at LHC would therefore provide a direct test of the SM prediction. The
following chapter is dedicated to a brief overview of the SM, based on quantum �eld theory
and gauge invariance, and to its consequences on the phenomenology of the Higgs boson
and of the top quark.

1.1 Overview of the Standard Model

1.1.1 Particle content

The elementary particles described by the Standard Model (SM) are presented in Fig. 1.1.
They can be divided into two categories: the fermions and the bosons. The bosons are
particles with integer spin and are associated to interactions which will be introduced in
the next sections. The fermions are spin-1/2 particles described with Dirac spinor �elds
 . In the case of a non-interacting fermion of massm, those spinor �elds are solutions of
the Dirac equation

(i =@� m) = 0 (1.1)

where natural units have been used (~ = c = 1). The operator =@is de�ned as 
 � @� ,
where 
 � are matrices satisfyingf 
 � ; 
 � g = 2� �� and � �� is the Minkowski metric. The
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Figure 1.1: Particles described by the Standard Model [4]

Lagrangian associated to that equation is given by

L f f ree =  (i =@� m) (1.2)

with  =  y
 0.
The masses of the fermions cover a wide range from less than 1 eV for the neutrinos, up

to 173 GeV for the top quark. The fermions are divided into three families, each composed
of two leptons and of two quarks. Unlike the leptons, the quarks are never observed as
free states but only in composite particles called hadrons. Being the most massive, the
fermions of the2nd and the3rd families decay into fermions of the1st family, which represent
therefore the ordinary matter. For every fermion, there is an associated anti-fermion of
same mass, with opposite quantum numbers. The latest fermions to be observed were the
top quark in 1995 [5, 6] and the� neutrino in 2000 [7].

1.1.2 Quantum electrodynamics

The electromagnetic interaction was the �rst interaction to be described with a quantum
�eld theory, called quantum electrodynamics (QED). This theory was developed by Tomon-
aga [8], Schwinger [9], Feynman [10] and Dyson [11] and describes the interaction of elec-
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trically charged fermions with photons. The photons are described by the electromagnetic
potential A � , used to de�ne the electromagnetic �eld strength tensorF �� = @� A � � @� A � .
In absence of fermions, the photon �eld obeys the Maxwell's equations which are associated
to the following Lagrangian

L Max = �
1
4

F �� F�� (1.3)

The interaction of a fermion of electric chargeq with the photons is described via the
modi�ed Lagrangian

L f QED =  (i =D � m) + h:c: (1.4)

with =D = 
 � (@� + iqA � ) and h:c: the hermitian conjugate of the �rst term. The total
Lagrangian is then given by

L QED = L f QED + L Max =  (i =@� m) � q 
 �  A � �
1
4

F �� F�� (1.5)

One of the basic principles of QED is gauge invariance: the total Lagrangian is invariant
under localU(1)em transformations. The action of an elemente� iq� of U(1)em on the �elds
being

A � ! A � + @� � ;  ! e� iq�  (1.6)

the two terms L f QED and L Max are indeed invariant, thanks to the de�nition of D � . From
Noether's theorem, this leads to a conserved quantity, which is the electric charge. Note
that requiring gauge invariance strongly constrains the form of the Lagrangian. The choice
of a particular gauge group (U(1)em in the case of QED) entirely determines the Lagrangian
of the free gauge �eldA � and the choice of a particular representation of the group for the
fermion �elds determines the term involving the fermion �elds. For instance, a mass term
for the photon of the formM 
 A � A � is forbidden if gauge invariance is required. In the case
of an abelian group, likeU(1)em, the Lagrangian is a bit simpler than in the general case,
which will be addressed in the following sections. In terms of Feynman diagram, there is
a single vertex involved (see Fig. 1.2).

Figure 1.2: Basic vertex in QED
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Taking into account the 1-loop correction to this diagram, the 1-loop� -function can
be deduced

� (� ) =
@�

@log�
=

2� 2

3�
(1.7)

with � = q2=4� the coupling constant and� the energy scale. This implies that the
coupling constant � increases with the energy scale� . This phenomenon is understood
as a charge screening due to virtual particle-antiparticle pairs, which tend to reduce the
e�ective electric charge of a particle at low energy.

1.1.3 Quantum chromodynamics

Quantum chromodynamics (QCD) is the theory describing the strong interaction. The
only fermions sensitive to the strong interaction are the quarks, which were proposed by
Gell-Mann [12] and Zweig [13] in 1964 in order to provide a classi�cation of hadrons.
They were �rst observed in deep inelastic scattering experiments at the Stanford Linear
Accelerator Center (SLAC) in 1968 [14, 15]. Unlike QED, QCD is a gauge theory related
to a non-abelian group,SU(3). The associated massless spin-1 gauge bosons are called
the gluons and are described by eight independent �eldsGa

� . These �elds are associated
to the generators of theSU(3)C group, which can be chosen as� i =2, the � 's being the 8
Gell-Mann matrices

� 1 =

0

B
B
@

0 1 0
1 0 0
0 0 0

1

C
C
A � 2 =

0

B
B
@

0 � i 0
i 0 0
0 0 0

1

C
C
A � 3 =

0

B
B
@

1 0 0
0 � 1 0
0 0 0

1

C
C
A � 4 =

0

B
B
@

0 0 1
0 0 0
1 0 0

1

C
C
A

� 5 =

0

B
B
@

0 0 � i
0 0 0
i 0 0

1

C
C
A � 6 =

0

B
B
@

0 0 0
0 0 1
0 1 0

1

C
C
A � 7 =

0

B
B
@

0 0 0
0 0 � i
0 i 0

1

C
C
A � 8 =

0

B
B
B
@

1p
3

0 0
0 1p

3
0

0 0 � 2p
3

1

C
C
C
A

(1.8)

The gluon �eld strength tensorGa
�� has to include an additional term with respect to QED

in order to be gauge invariant under the action ofSU(3)C . It is de�ned as

Ga
�� = @� Ga

� � @� Ga
� � gsf abcGb

� Gc
� (1.9)

with gs the coupling constant of QCD andf abc the structure constants ofSU(3)C de�ned
by "

� a

2
;
� b

2

#

= if abc
� c

2
(1.10)

The quarks are associated to spinor �elds in the fundamental representation ofSU(3)C .
The free �eld Lagrangian for a single quark �avorqf can therefore be written as

L q free = qf (i
 � @� � m)qf =
3X

i =1

 i (i

� @� � m) i with qf =

0

B
B
@

 1

 2

 3

1

C
C
A (1.11)
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The interactions with the gluon �elds are simply taken into account by introducing the
covariant derivative

D � = @� + igs
� a

2
Ga

� (1.12)

The total Lagrangian for the QCD sensitive �elds is therefore given by

L QCD =
X

f

qf (i
 � @� � m)qf �
1
4

G��
a Ga

�� � gsqf 
 � � a

2
qf Ga

� (1.13)

This Lagrangian is by construction invariant under a localSU(3)C in�nitesimal transfor-
mation parameterized by

U = e� igs � a � a
2 � 1 � igs� a � a

2
(1.14)

Ga
� ! Ga

� + gs� bf abcGc
� + @� � a � a

2
; qf ! Uqf (1.15)

Note that it is also possible to include a CP-violating term in the QCD Lagrangian but this
is not supported by any experimental evidence so far. TheSU(3)C symmetry is associated
to three color charges, usually referred to as red, blue and green. Each quark degree of
freedom i carries one color whereas each gluon �eldGa

� carries a color and an anti-color.
This is another di�erence with QED, since the photon is electrically neutral, while the
gluon �elds are color charged.

The vertices encoded in the Lagrangian are represented in Fig. 1.3. As for QED, there
is a coupling of the quark with the gluon �eld but the non-abelian structure ofSU(3)C

also allows a gauge self-interaction. Because of that gauge self-interaction, the 1-loop� -
function associated to the coupling constant� s = g2

s=4� is di�erent from the QED one and
is given by

� (� s) = �
7� 2

s

2�
(1.16)

The � -function being negative, this means that the coupling constant decreases with the
energy scale, which leads to what is called asymptotic freedom, a property discovered by
Politzer [16], Gross and Wilczek [17] in 1973. The low-energy limit of QCD is governed by
another property called con�nement. Because the interaction between two QCD-sensitive
particles increases as their separation increases (which corresponds to a decreasing energy
scale), the quarks and the gluons are expected never to be observed as free states but
always to be bound into hadrons. This hypothesis can be accounted for by requiring that
all the observable particles must be invariant underSU(3)C . Consequently, when a quark
or a gluon is produced, it undergoes a process called hadronization, during which quark-
antiquark pairs are produced to create hadrons, which results in a bunch of collimated
particles called a jet. Those objects will be described in more details in section 2.3.4.

1.1.4 Electroweak interaction

In 1934, Fermi proposed his theory to describe the� decaysn ! pe� � [18]. This required
to introduce a new interaction called the weak interaction. It was �rst assumed to be a
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Figure 1.3: Basic vertices in QCD

point-like interaction but this theory su�ers from a loss of unitarity at high energy, since
it predicts interaction probability arbitrarily large as the energy increases.

Moreover, Yang and Lee suggested in 1956 [19] that parity was not conserved by weak
interactions, based on studies about the decays of particles nowadays known as kaons.
This was con�rmed experimentally by Wu in 1957 [20] thanks to the study of nuclear�
decays. This is explained by the fact that, unlike QED or QCD, the weak interaction
acts di�erently on particles with di�erent chiralities, a Lorentz invariant quantity which
corresponds to the eigenvalue of the operator
 5 = i
 0
 1
 2
 3. The eigenvectors of that
operator associated to the eigenvalue -1 (respectively +1) are said to have a left-handed
(right-handed) chirality. The properties of the 
 5 matrices enable to de�ne the left-handed
and right-handed projectors

PL =
1
2

(1 � 
 5) and PR =
1
2

(1 + 
 5) (1.17)

Each fermion �eld  can then be decomposed as the sum of a left-handed chiral �eld and
a right-handed chiral �eld  = PL  + PR  .

Helicity corresponds to the projection of the spin along the momentum direction. Par-
ticles with a helicity h = � 1 (respectivelyh = +1 ) are said to have a left-handed (right-
handed) helicity. This quantity is not Lorentz invariant for a massive particle but is
identical to the chirality for massless particles (or in the ultra-relativistic limit). Helicity is
easier to determine experimentally and the chiral nature of the weak interaction has there-
fore been �rst observed through di�erent results for particles with a left- and right-handed
helicity.

In the 1960's, Glashow [21], Salam, Ward [22] and Weinberg [23] showed, within their
electroweak theory, that the weak interaction was consistent with the existence of spin-1
massive chargedW � bosons. The �eldsW �

� are coupled only with the left components of
the fermion �elds, which means that only the left-handed chiral particles and the right-
handed chiral antiparticles can interact with theW bosons. TheW bosons were discovered
at CERN in 1983 in the UA1 and UA2 experiments [24, 25] and their mass is currently
estimated at [26]

MW = 80:385� 0:015 GeV (1.18)

Moreover, the weak eigenstates of the fermions interacting with theW bosons are
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di�erent from the mass eigenstates of the fermions. In the case of the quarks, that mixing
is described by the CKM (Cabibbo-Kobayashi-Maskawa) matrix and in the case of the
leptons, by the PMNS (Pontecorvo-Maki-Nakagawa-Sakata) matrix. In addition to theW
boson, the electroweak theory also predicts the existence of neutral currents, discovered at
CERN in the Gargamelle experiment in 1973 [27, 28] and associated to a spin-1 massive
neutral Z boson. TheZ boson was discovered a few months after theW bosons in the
UA1 and UA2 experiments [29, 30] and its mass is currently estimated at [26]

MZ = 91:1876� 0:0021 GeV (1.19)

However, as explained in section 1.1.2, a massive boson is not compatible with a gauge
interaction and would make the theory not renormalizable. To take into account the chiral
nature of the weak interaction, Glashow, Salam and Ward proposed to introduce a new
gauge groupSU(2)L which acts only on the left components of the fermion �elds. This
leads to the following representations for the fermions1

 
uL

dL

!

;

 
cL

sL

!

;

 
tL

bL

!

;

 
� eL

eL

!

;

 
� �L

� L

!

;

 
� �L

� L

!

uR ; cR ; tR ; � eR ; � �R ; � �R ; dR ; sR ; bR ; eR ; � R ; � R

(1.20)

For simplicity, we will only consider here the doublet of �eldsu and d, since the structure
of the Lagrangian is similar for all of them. They are denoted by

L =

 
uL

dL

!

; uR ; dR (1.21)

Since the left-handed and right-handed �elds transform di�erently under anSU(2)L trans-
formation and since the mass term of a fermion can be written as

m  = m R  L +  L  R (1.22)

the only way to have a Lagrangian invariant underSU(2)L is to require that the fermions
are massless. In the next section, the mechanism of electroweak symmetry breaking, which
enables to generate the mass terms required to account for the experimental mass mea-
surements, will be described in more details. The mass term in the Lagrangian is therefore
set to zero for now.

There are three gauge bosons described by the �eldsW i
� and associated to the generators

of the SU(2)L group, which can be chosen as� i =2, the � 's being the Pauli matrices

� 1 =

 
0 1
1 0

!

� 2 =

 
0 � i
i 0

!

� 3 =

 
1 0
0 � 1

!

(1.23)

1In the original Standard Model formulation, no right-handed neutrino �elds were present. They are
added here to account for the non-zero neutrino mass, assuming Dirac neutrinos.
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Similarly to QCD, the �eld strength tensor W i
�� is de�ned as

W i
�� = @� W i

� � @� W i
� � gw � ijk W j

� W k
� (1.24)

with gw the coupling constant ofSU(2)L and � ijk the structure constants ofSU(2)L de�ned
by � � i

2
;
� j

2

�

= i� ijk
� k

2
(1.25)

De�ning D � = @� + igw
� i
2 W i

� , one gets for the associated Lagrangian

L SU(2) = �
1
4

W i
�� W ��

i + uR i
 � @� uR + dR i
 � @� dR + Li
 � D � L (1.26)

The conserved charge associated to theSU(2)L group is called the weak isospin and has
three componentsTi . The right �elds uR and dR have a third isospin componentT3 = 0 as
they are singlets underSU(2)L whereas theuL and dL �elds have respectivelyT3 = +1 =2
and T3 = � 1=2 since they form a doublet underSU(2)L . The physical W � bosons are
associated to a linear combination of the gauge �eldsW 1

� and W 2
�

W +
� =

1
p

2
(W 1

� � iW 2
� )

W �
� =

1
p

2
(W 1

� + iW 2
� )

(1.27)

In order to explain the di�erent couplings of theZ boson with respect to theW bosons, the
SU(2)L group is not enough and an additionalU(1)Y gauge group has to be introduced,
even though the original motivation to introduce the additionalU(1)Y gauge group was
actually to try to unify the weak and the electromagnetic interaction. The gauge �eldB �

associated to that group is described by a Lagrangian very similar to the QED Lagrangian,
except that it does not involve the electric charge but another kind of charge, called the
weak hyperchargeY, associated to a coupling constantgY

L U(1) =
X

uR ;dR ;L

 (i =@� Y gY 
 � B � ) �
1
4

B �� B �� (1.28)

Combining the two Lagrangian, it is then possible to mix the electrically neutralB � and
W 3

� to obtain the electromagnetic �eldA � and the �eld Z � associated to theZ boson. This
is done via a rotation of angle� W

 
A �

Z �

!

=

 
cos� W sin� W

� sin� W cos� W

!  
B �

W 3
�

!

(1.29)

In order to get the correct electromagnetic couplings of the fermion �elds with the photon
�eld A � , the weak hypercharge is given by the Gell-Mann-Nishijima formula

Y = 2( Q � T3) (1.30)
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and the angle� W is related to the coupling constantse, gw and gY via

e = gw cos� W = gY sin� W (1.31)

At this stage, the boson �eldsW �
� and Z � are all massless and an additional �eld has to be

introduced in order to account for their mass. This is done via the Higgs mechanism, which
will be described in the next section. The development of the full electroweak Lagrangian
enables to determine the interactions of the electroweak bosons and the photon with the
fermions and with each other. The full development can be found for instance in [31].

1.1.5 Electroweak symmetry breaking and Higgs �eld

As a gauge interaction, the electroweak interaction introduced in the previous section is
naturally associated with massless bosons, which are not compatible with the experimental
data. A possible solution to that problem was proposed by Higgs [32], Brout, Englert [33]
and Guralnik, Hagen and Kibble [34] in 1964. This solution, nowadays referred to as the
Higgs mechanism, involves a doublet of two complex scalar �elds, known as the Higgs �eld

� =

 
� +

� 0

!

=

0

@
1p
2
(� 1 + i� 2)

1p
2
(� 3 + i� 4)

1

A (1.32)

where the� i 's are real scalar �elds. This scalar �eld doublet is associated to an hypercharge
Y = 1 and is a doublet for the weak isospin. The Lagrangian used to describe the gauge
interaction of that �eld is the following

L EW
� = ( D � � )y(D � � ) � V (� ) (1.33)

with

D � = @� + igwW i
�

� i

2
+ igY B �

Y
2

(1.34)

V(� ) = � 2� y� + � (� y� )2 ; (� 2 < 0; � > 0) (1.35)

Because� 2 < 0, the ground state of the scalar �eld, which minimizes the potentialV(� )
does not correspond to� = 0 but has to verify

� y� =
� � 2

2�
�

v2

2
(1.36)

This condition is ful�lled by an in�nity of possible groundstates. Therefore, although the
original Lagrangian LEW

� is symmetric underSU(2)L � U(1)Y , the choice of a particular
groundstate breaks that symmetry (see Fig. 1.4). This groundstate can be conveniently
chosen as

� groundstate =

0

@ 0
vp
2

1

A (1.37)
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Figure 1.4: Potential of a complex scalar �eldV(� ) for the case� 2 < 0 in the simpli�ed
case of aU(1) symmetry [35]

If the symmetries associated to the generators� i
2 and Y

2 are indeed broken, there is
one remaining symmetry given byQ = � 3

2 + Y
2 . This generator is nothing but the electric

charge and the associated symmetry group isU(1)em. A convenient parametrization of the
Higgs �eld around its minimum is given by

� (x) = ei� a (x)� a

0

@ 0
1p
2
(v + h(x))

1

A (1.38)

The �elds � a are associated to massless scalar bosons, called Goldstone bosons. They are
associated to the broken generators of the originalSU(2)L � U(1)Y symmetry. These �elds
can be absorbed by the choice of a particular gauge, called the unitary gauge.

Combining the kinetic term of the gauge bosons ofSU(2)L � U(1)Y with the Lagrangian
of the Higgs �eld, we are left (after some rearrangements) with

L EW
gauge free + L EW

� = 1
2@� h@� h � j � 2jh2

� 1
4(W �

�� )yW � �� + 1
2( gw v

2 )2(W �
� )yW � �

� 1
4(W +

�� )yW + �� + 1
2( gw v

2 )2(W +
� )yW + �

� 1
4Z �� Z �� + 1

2( gw v
2 cos� W

)2Z � Z �

� 1
4A �� A ��

+ g2
w v
2 hW �

� W + � + g2
w
4 h2W �

� W + � + g2
w v

4 cos2 � W
hZ � Z � + g2

w
8 cos2 � W

h2Z � Z �

+ � 2

v h3 + � 2

4v2 h4

(1.39)
with V�� = @� V� � @� V� for each of the spin-1 �eld. The �rst line of that Lagrangian
describes a spin-0 �eldh with a mass

mH =
p

2j� j =
p

2�v (1.40)
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The associated particle is the so-called Higgs boson, observed by the ATLAS and the CMS
collaborations in 2012 [1, 2] and its mass is currently measuread at [36]

mH = 125:09� 0:24 GeV (1.41)

The second, third and fourth lines describe spin-1 �eldsW �
� and Z � , associated to the

W and Z bosons, with masses

mW + =
gwv
2

= mW � and mZ =
gwv

2 cos� W
=

mW

cos� W
(1.42)

The �fth line describes a massless spin-1 �eldA � associated with the photon. The sixth
line describes the interaction of the Higgs boson with the massive spin-1 �elds and the last
line describes the self-interactions of the Higgs boson �eld.

The Higgs mechanism only accounts for the mass of theW and Z bosons. In order
to acount for the measured mass of the fermions, a gauge invariant term corresponding
to Yukawa couplings of the fermion �elds with the Higgs �eld can be introduced in the
Lagrangian. For the quarksu and d, with the notations introduced in the previous section,
such a term can be written as

L Y uk d = � gdL�d R � gddR � yL (1.43)

The gauge invariance is ensured since the hypercharge of the Higgs �eld and of the fermionic
�eld satisfy the relation y� = yL � ydR (this is true for every isospin doublet).

After the spontaneous symmetry breaking,L Y uk d can be rewritten as

L Y uk d = �
gdp

2
dd(v + h) = � mddd �

md

v
ddh (1.44)

with
md =

gdp
2

v (1.45)

To introduce mass term for the upper component of the isospin doublet, the charge conju-
gate of the Higgs �eld � c can be used. It is de�ned as

� c = i� 2� � (1.46)

The Yukawa term leading to the mass term for theu quark is then

L Y uk u = � guL� cuR � guuR(� c)yL (1.47)

Since the hypercharge associated to� c is y� c = � 1, this term is gauge invariant as well
and gives after spontaneous symmetry breaking

L Y uk u = � muuu �
mu

v
uuh (1.48)

with
mu =

gup
2

v (1.49)
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After spontaneous symmetry breaking (assuming Dirac neutrinos), the Yukawa terms thus
lead to the following Lagrangian

L Y uk =
X

f

� mf   �
mf

v
  h (1.50)

A mass term is therefore present for each fermion. Moreover each of them is coupled to
the Higgs boson with a coupling proportional to its mass. Note that the �elds involved
in the previous Lagrangian are the mass eigenstates. As explained in section 1.1.4, those
mass eigenstates are not eigenstates of the weak interaction involving theW bosons, which
results in a mixing, described by the CKM matrix in the quark sector and the PMNS
matrix in the lepton sector.

So far, all the measurements done in particle physics are consistent with the version
of the SM presented above. Assuming massive Dirac neutrinos, the SM can be described
by 25 parameters. Since the measurement of the mass of the Higgs boson observed for
the �rst time at LHC in 2012 [1, 2], all of those parameters are measured, except in the
neutrino sector. Therefore, theoretical predictions can be made for every possible process
described by the SM and compared with experimental results.

1.2 Phenomenology of the Higgs boson at LHC

1.2.1 Proton-proton collisions

Before describing the production mechanisms of the Higgs boson at LHC, it is useful to
explain �rst some properties of the proton-proton collisions. The description of these
collisions can be factorized into the "hard" and the "soft" interaction [37]. The "hard"
interaction corresponds to the interaction between the elementary particles called partons
and can be described perturbatively as a high energy process. This is not the case for
the "soft" interaction, which is associated with low-energy properties of QCD, such as
con�nement and hadronization. This decomposition enables to write the cross section
� pp! X , with X any �nal state, as

� pp! X =
Z 1

0
dx1dx2

X

i;j

f i (x1; � 2)f j (x2; � 2)�̂ ij ! X (1.51)

x1;2 is the fraction of the total momentum of the proton carried by each parton. They can
be valence quarks (u or d quarks in the case of the proton), gluons (which are constantly
exchanged between the quarks) or even antiquarks from the sea (virtually produced in
gluon splitting within the proton). f i (x; � 2) are the Parton Density Functions (PDF),
which depend on the �avor i of the parton, the fraction x of the total momentum of the
proton carried by the parton and the scale of the hard process� 2. Since the proton is a
composite object, the description of its inner structure is achieved thanks to the PDFs:
f i (x; � 2)dx corresponds to the number of partons of typei within the proton carrying a
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momentum fraction betweenx and x + d x. The last term �̂ ij ! X is the cross section of the
hard processij ! X and can be computed perturbatively from Feynman diagrams.

The PDFs dependence onx is not completely calculable, since they depend on "soft"
QCD processes. However the dependence on� 2 can be computed from the DGLAP equa-
tion [38, 39, 40]. The PDF dependence onx can be measured in some experiments at a
given scale� 2 and be extrapolated to the LHC collisions. Several sets of PDFs are currently
available, which are determined from deep inelastic scattering experiments (HERA), �xed
target experiments and hadron collisions at the Tevatron and the LHC. The PDFs from
the NNPDF3.0 [41] set are presented at di�erent energy scales in Fig. 1.5. At highx, the
dominant contribution in the PDFs comes from the u and d valence quarks, whereas at
low x, there is a large dominance of the gluons.

Figure 1.5: Parton Distributions Functions xf (x; � 2) of the proton from the NNPDF3.0
set at di�erent energy scales� 2 [42]

1.2.2 Production of the Higgs boson at LHC

The Higgs boson being coupled to every massive particle, several production modes are pos-
sible in particle colliders. In proton-proton collisions at LHC, four main production modes
are theoretically possible (see Fig. 1.6). The cross sections of the di�erent production
modes are presented in Fig. 1.7.
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Figure 1.6: Feynman diagrams of the main Higgs production modes: gluon-gluon fusion
(top left), Vector Boson Fusion (top right), VH (bottom left) and t�tH (bottom right)

Figure 1.7: cross section of the main Higgs production modes in function of the center-of-
mass energy

p
s [43]
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The main production mode is the gluon-gluon fusion process, in which two gluons
interact to produce a Higgs boson via a loop of heavy quarks. This loop is required since
the Higgs boson does not couple to the gluons which are massless. As the Higgs coupling
to fermions is proportional to their mass and as the top quark is by far the most massive
one, the process is dominated at leading order within the SM by a top-quark loop. Current
measurements of the Higgs boson cross sections are consistent with the SM expectation
for the top-quark Yukawa coupling [44]. However, any particle beyond the SM sensitive to
QCD may in principle also enter this loop, therefore this production mode only enables to
measure the coupling of the Higgs boson to the top quark in a model-dependent way.

For the other production modes, additional particles are produced in association with
the Higgs boson. The second most likely production mode is the vector boson fusion
(VBF). In that process, two quarks from the protons radiate massive vector bosons which
interact to produce a Higgs boson. At LHC, theW fusion cross section is approximately
three times higher than theZ fusion because of the di�erent couplings of the quarks to
the W and Z bosons. The experimental signature of that production mode is cleaner than
the gluon-gluon fusion. Indeed, since that process is purely electroweak and there is no
color exchange between the quarks, the QCD activity is concentrated around the outgoing
quarks. Consequently, analysis categories speci�cally sensitive to this production mode
typically require two forward jets with large pseudorapidity separation and large di-jet
invariant mass, with no jet in-between.

In the case of the VH production mode or Higgs-Strahlung, a valence quark interacts
with an antiquark from the sea to produce a massive vector boson which radiates a Higgs
boson. The WH cross section is approximately twice higher than the ZH cross section.
This di�erence is even increased when a leptonic decay of the vector boson is considered,
sinceBR(W ! `� ) = 21:3% whereasBR(Z ! `` ) = 6 :7%2.

The last of the four main production modes corresponds to the associated production
of a Higgs boson with heavy quarks. In the case of top quarks, this process is referred to as
t�tH production mode, while in the case ofb quarks this is referred to asb�bH production.
Those processes can be initiated either by two incoming gluons or aq�q initial state (see
Fig. 1.8). Those two production modes have similar cross sections at

p
s = 13 TeV. Since

no loop is involved, unlike for the gluon-gluon fusion, thet�tH production mode enables
to probe directly the Higgs coupling to the top quark, which is the main focus of this
thesis. During the Run I of LHC, the sensitivity to this speci�c production mode was
not enough to claim its discovery with a5� signi�cance. Searches fort �tH production
at LHC have previously been published for speci�c decay modes of the Higgs boson in
Run 1 [45, 46, 47, 48]. The �rst combination oft �tH searches in di�erent �nal states
has been published by the CMS collaboration on the full data set collected at

p
s = 7

and 8 TeV [49]. Assuming SM branching ratios, this analysis has been able to set a
95% con�dence level upper limit on thet�tH signal strength � = �=� SM at 4.5, while an
upper limit of 1.7 is expected in the background-only hypothesis (see Fig. 1.9). The
measured value of the signal strength was of2:8 � 1:0 at 68% con�dence level (see Fig.

2Decays into � leptons are not considered here.
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1.10), representing a3:4� excess over the background-only hypothesis and a2� excess
over the Standard Model expectation including thet�tH production. Combining Run 1
results, the ATLAS collaboration measured independently an excess in thet�tH production,
associated with a signal strength� = 1:81� 0:80[50]. The combination of CMS and ATLAS
results on the Higgs boson production and decay rates [3] enabled to increase the measured
signi�cance over the background-only hypothesis to the4:4� level, while a2:0� signi�cance
was expected.

Figure 1.8: Feynman diagrams contributing to thet�tH production mode

During the Run II of LHC, the center-of-mass energy has been increased to
p

s=13 TeV
at least. This has resulted in an increase in the cross section of the di�erent production
modes as seen in Table 1.1. Thet�tH production has bene�tted from the largest increase
(by a factor 4) thanks to an opening of the phase space. Indeed, since three massive
particles have to be produced, the momentum fractions of the incoming partonsxa;b have
to ful�ll (xa + xb)

p
s � MH + 2M t , which is easier to achieve at

p
s=13 TeV than at

p
s=8

TeV. Despite this boost in the cross section, thet�tH production will still remain the rarest
production mode with a cross section of only 0.51 pb.

1.2.3 Decay channels of the Higgs boson

Since the Higgs boson couples to every massive particle, it can decay in many di�erent
channels. It can even couple indirectly, via boson or fermion loops, to photons and gluons.
The corresponding branching ratios depend on the Higgs mass and are presented in Fig.
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Figure 1.9: 95% CL upper limits on the signal strength parameter� = �=� SM for the t�tH
process atmH = 125:6 GeV, in each individual t �tH channel and for all channels combined
[49]

Figure 1.10: Best-�t values of� = �=� SM for the t�tH process atmH = 125:6 GeV, in each
individual t �tH channel and for all channels combined [49]
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Production mode Cross section [pb] Precisionp
s = 8 TeV

p
s = 13 TeV

GGF 19:27� 10:4% 43:92+10 :3%
� 9:9% NNLO+NNLL QCD

and NLO EW
VBF 1:58+2 :6%

� 2:8% 3:75� 3:3% NNLO QCD and NLO EW
WH 0:70� 2:5% 1:38+2 :3%

� 2:7% NNLO QCD and NLO EW
ZH 0:42� 4:0% 0:87� 4:4% NNLO QCD and NLO EW
ttH 0:13+8 :9%

� 12:3% 0:51+10 :5%
� 12:8% NLO QCD

bbH 0:20+12%
� 16% 0:51+15%

� 25% Santander Matching with
5FS (NNLO) and 4FS (NLO) [51]

Table 1.1: Cross section of the main Higgs production modes at
p

s = 8 and 13 TeV for
MH = 125 GeV [52]

1.11. The �nal states of analysis involving Higgs boson generally include leptons or pho-
tons, since these particles are rarely produced in QCD processes, which represent a major
background in proton-proton collisions. These analyses can therefore bene�t from lepton
and photon triggers (see Section 2.2.7). Moreover the resolution on variables associated to
leptons and photons is also usually much better than the one on those related to quarks
or gluons.

Figure 1.11: Branching ratios of the Higgs boson [43]

The highest branching ratio of the Higgs boson is for the decayH ! b�b (57.7%).
This decay mode su�ers from a high QCD background, which can be partially reduced
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using dedicated algorithms to identify jets originating fromb quarks. However the QCD
production of b�b pairs represents a very important irreducible background which strongly
limits the sensitivity of a search of theH ! b�bdecay targetting the gluon fusion production
mode. Therefore searches for theH ! b�b decay mostly focus on the VH production mode
[53, 54] (see Section 1.2.2), where a massive electroweak boson is produced in association
with the Higgs boson. The presence of leptons and/or missing transverse energy in the
�nal state is then used to select events withZ ! `` , Z ! �� or W ! `� .

The decayH ! � �� represents the other main decay of the Higgs boson into fermions
accessible at LHC, with a branching ratio of 6.4%. However the resolution on the invariant
mass of the Higgs boson is limited in that channel. Indeed, since neutrinos are involved in
the decay of the� leptons, the four-momenta of the� 's cannot be exactly reconstructed and
the reconstructed invariant mass has to take into account a contribution from the missing
transverse energy. Some reconstruction techniques based on theoretical probability densi-
ties or on multivariate analysis can nevertheless be used. The combination of ATLAS and
CMS Run 1 results yielded an excess of events over the background-only hypothesis with
a 5:5� signi�cance [3]. Other decays of the Higgs boson into fermions may be potentially
accessible at LHC, although they su�er either from a very high QCD background (H ! c�c,
BR = 2:7%) or from a very low branching ratio (H ! � �� , BR = 2:2 � 10� 4).

The Higgs boson also couples to massive electroweak bosons, therefore it can decay
into ZZ (BR = 2:7%) or W + W � (BR = 21:6%). Since MH < 2MV only one of the
electroweak bosons produced in this decay can be on-shell. Despite its very low branching
ratio (1:3 � 10� 4), the decay modeH ! ZZ ! 4` was one of the main discovery channels
of the Higgs boson in 2012 [1, 2], thanks to its high resolution on the4`-invariant mass and
to its very large signal over background ratio of� 50� 100%. The distribution of the 4`-
invariant mass observed in the preliminary CMS analysis based on 2016 data is presented in
Fig. 1.12. This channel has also been used to measure properties of the Higgs boson such as
its spin and CP quantum numbers [55, 56] or its decay width [57, 58]. For theH ! WW,
the searches mainly focused on theH ! WW ! 2`2� decay channel, which has a poor
resolution on the Higgs boson mass due to the presence of missing transverse energy. In
that channel, the ATLAS and CMS collaboration respectively reported an observed excess
over background of 6.1 and 4.3 standard deviations [59, 60].

Finally, the Higgs boson can also decay into bosons via loops of fermions (mostly top
quarks) or W bosons. Although the Higgs boson does not couple to gluons or photons
at tree level, since these particles are massless, an e�ective coupling can be generated at
quantum level (see Fig. 1.13). This leads to the decaysH ! gg, H ! 

 and H ! Z
 .
Because these decays are loop-induced, they are suppressed by two extra-powers of the
coupling constant (� s or � ) with respect to the tree-level decays described previously but
this suppression is mitigated thanks to the large coupling of the Higgs boson to the virtual
particles (namely the top quark and theW boson). This is for instance the case for the
H ! gg decay which has a branching ratio of 8.6%. However the sensitivity of that decay
mode is very low because of its high irreducible QCD background. In contrast, the decays
H ! 

 (BR = 2:3 10� 3) and H ! Z
 (BR = 1:5 10� 3) have enough sensitivity to be
probed at LHC. The very high resolution on the invariant di-photon mass contributed to
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Figure 1.12: Distribution of the 4`-invariant mass for the mass region 70<m4`<170 GeV
observed in the preliminary CMS Run 2 analysis [61]

make of theH ! 

 one of the main discovery channels of the Higgs boson in 2012 [1,
2], in spite of its high background from the QCD

 production. The diphoton invariant
mass observed in the CMS Run 2 analysis is presented in Fig. 1.14. Since a top quark
is involved in the loop, the measurement of theH ! 

 gives access to the top-quark
Yukawa coupling, although indirectly only.

1.3 Focus on the associated production of Higgs bo-
son with top quarks, with H ! � �� decay

1.3.1 � lepton physics

The � lepton is the heaviest of the leptons, with a mass of [26]

m� = 1776:82� 0:16 MeV (1.52)

Because of its high mass, it is the only lepton which can decay into hadrons ("hadronic
decay"). It can also decay into an electron or a muon ("leptonic decay"). The decay of the
� lepton occurs through the weak interaction involving an o�-shellW boson, as seen in
Fig. 1.15. In the case of a leptonic decay, two neutrinos are produced in association with a
charged lepton, while a single neutrino is produced in a hadronic decay. The lifetime of the
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Figure 1.13: Feynman diagrams of the loop-induced decaysH ! gg and H ! 

 (Z )

Figure 1.14: Distribution of the diphoton invariant mass observed in the preliminary CMS
Run 2 analysis [62]

� lepton being relatively short, a 30 GeV� lepton can only cover a distance
c� � 1 mm
before decaying and it is therefore only possible to reconstruct the visible decay products
of the � leptons, hadrons or a charged lepton. The neutrinos remaining undetected, it is
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not possible to evaluate exactly the momentum of the� lepton before its decay. In the
case of a hadronic decay, the set of all the reconstructed decay products is usually referred
to as a "hadronic tau" and labelled as� h.

Figure 1.15: Feynman diagram of the possible� lepton decays. The decay involving as
quark, leading to a kaon in the �nal state, is possible through CKM-mixing.[63]

The branching ratios of the� lepton are detailed in Table 1.2. The leptonic decays
represent around 35% of the decays, the decays into an electron or a muon sharing a similar
branching ratio. The remaining 65% correspond to hadronic decays, mainly into one or
three charged mesons, with or without additional neutral pions. The charged mesons are
in most cases charged pions ("prongs"), the decays into kaons being CKM-suppressed. The
neutral pions decay almost immediately into two narrow photons. Some of the hadronic
decays occur through a meson resonance, which a�ects the distribution of the "visible mass"
of the � (invariant mass of its visible decay products), as seen in Fig. 1.16.

Decay mode Resonance Mass (MeV) Branching ratio
� ! e� e� � - - 17.85%
� ! � � � � � - - 17.36%
� ! h� � � � 139.6 11.6%

� ! h� � 0� � � 770 26.0%
� ! h� � 0� 0� � a1 1260 9.5%
� ! h� h+ h� � � a1 1260 9.8%

� ! h� h+ h� � 0� � - - 4.8%
others - - 3.1%

Table 1.2: Branching ratios of the� lepton decays

Since the� 's produced at LHC are very energetic, when they undergo a hadronic decay
into more than one particle, the visible decay products are collimated and detected as a
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Figure 1.16: Observed and predicted distributions for the visible� h mass,m� h
vis , for events

with a reconstructed � and � h in CMS data. The Z ! � � contribution is split according
to its reconstructed decay mode. The mass distribution of the� h built from one charged
hadron and photons peaks around the mass of the intermediate� (770) resonance, while
the one for � h reconstructed from three charged hadrons peaks around the mass of the
intermediate a1(1200) resonance. By construction, the� h built from one charged hadron
and no photon are reconstructed with the� � mass and represent the main contribution of
the �rst bin. [64]

bunch of close-by particles in the detector. In order to di�erentiate hadronic� decays
from jets originating from quarks or gluons, it is necessary to exploit the granularity of the
detector to reconstruct each individual decay product. The number of particles produced
in those decays is indeed signi�cantly smaller than the one produced in the hadronization
of quarks or gluons. This feature is exploited by speci�c algorithms dedicated to the
reconstruction and the identi�cation of hadronic � 's. They will be described in Section
2.3.6.

For a resonance decaying into a pair of� leptons, six �nal states are possible and their
branching ratios are presented in Table 1.3. The dominant decay mode is the decay into
two � h. However the sensitivity to that channel is reduced due to the misidentifaction of
jets originating from quarks or gluons as� h, which can lead to a sizeable background from
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QCD processes. On the other hand, although the purely leptonic �nal states can rely on a
very clean identi�cation of the charged leptons, they su�er from relatively low branching
ratios. As for the decay modes into a charged lepton and a� h, they combine at the same
time a high branching ratio and a lower mistag rate than the decay into two� h.

Decay mode Branching ratio
X ! � � ! ee+ � 0s 3.19%
X ! � � ! �� + � 0s 3.01%
X ! � � ! e� + � 0s 6.20%
X ! � � ! e�h + � 0s 23.13%
X ! � � ! �� h + � 0s 22.50%
X ! � � ! � h � h + � 0s 41.98%

Table 1.3: Branching ratios of a resonanceX decaying to a pair of� leptons

The decay of the Higgs boson into� 's is only one of the many other Standard Model
processes studied at LHC which involve� leptons. � 's can also be produced through Drell-
Yan production [65], where aZ boson or a photon decays into� 's, or processes involving
a W boson [66] or a top quark [67]. The� leptons are also used as a probe for new physics
beyond the Standard Model, for instance in searches for Supersymmetry [68],Z 0 bosons
[69] or charged Higgs bosons [70].

The analysis of the angular correlations between the� lepton and its decay products
can also be used to extract some information regarding the polarization of the� lepton.
This is true for all the � decay modes but the sensitivity is higher in the case of hadronic
decay modes because they involve a single neutrino in the �nal state. It is then possible
to exploit that property to determine the quantum numbers (J and CP) of a resonance
decaying into � leptons [71].

1.3.2 Top quark physics

The top quark is the most massive particle described within the Standard Model, with a
mass currently estimated at [26]

M t = 173:21� 0:87 GeV (1.53)

The top quark has a large decay width� = 2 :0 � 0:5 GeV [26], because its large mass
allows for its decay into a down-type quark and an on-shellW boson. This decay width
corresponds to a lifetime of only5 � 10� 25 s or c� � 0:1 fm. The typical QCD scale being
ten times larger, the top quark does not have time to hadronize before its decay, unlike
the other quarks.

Because of the large matrix elementjVtbj2 in the CKM matrix, the top quark almost
exclusively decays into ab quark and aW boson with a measured branching ratio of91� 4



1.3. FOCUS ONTTH; H ! � � 39

% [26]. The W quark can then decay either into two quarks, with a branching ratio of
67%, or into a charged lepton and a neutrino. In the case of a leptonicW decay, the
three lepton �avours are approximately equally likely. The Feynman diagrams of the main
top decays are presented in Fig. 1.17. Depending on theW decay mode, the top quarks
can then be referred to as "hadronic" or "leptonic" tops. Leptonic tops are in principle
easier to detect because of the presence of a charged lepton but because of the neutrino
in the �nal state, it is not possible to reconstruct directly the four-momentum of the top
quark. In the case of hadronic tops, jet reconstruction algorithms, which will be detailed
in section 2.3.4, can give an estimate of the four-momenta of all the �nal-state quarks and
therefore of the hadronic top. Depending on the energy of the hadronic top, standard
jet algorithms may fail to reconstruct three separate jets because some of the �nal-state
quarks are too collimated. However speci�c top tagging algorithms, based on the analysis
of the jet substructures, can still be used to identify hadronic tops [72].

Figure 1.17: Feynman diagram of (a) leptonic top decays and (b) hadronic top decays.l
stands fore, � or � . [73]

In the most current Standard Model processes involving top quarks, they are produced
by pair via the strong interaction. Assuming a 100% branching ratio fort ! bW, there
are therefore ten possible �nal states for the top pair, whose branching ratio are given in
Table 1.4. The dilepton, lepton + tau and ditau �nal states have the lowest branching ratio
(10.6% altogether), while the all-hadronic �nal state has the largest one but su�ers from
a high QCD background at LHC. The lepton + jets �nal state are interesting to exploit
because they have at the same time a sizeable branching ratio and an energetic lepton in
the �nal state.

The top quark has been extensively studied using Tevatron data by the CDF and
D; collaborations in various production modes [74, 75]. At LHC, the cross sections of
Standard Model processes involving the top quark have also been measured in di�erent
�nal states [76, 77]. As the only Standard Model particle with Yukawa couplings to the
Higgs boson of order one, the top quark is commonly associated to new physics. In some
supersymmetric theories for instance, the scalar partner of the top quark is often assumed
to be the lightest scalar superpartner and the top quark plays therefore a special role in
searches for Supersymmetry at LHC [78]. It is also involved in other physics analyses
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Category Decay mode Branching ratio
Dilepton tt ! bbee+ � 0s 1.6%

tt ! bb�� + � 0s 1.6%
tt ! bbe� + � 0s 3.1%

Lepton + tau tt ! bbe�h + � 0s 1.9%
tt ! bb�� h + � 0s 1.9%

Ditau tt ! bb�h � h + � 0s 0.5%
Lepton + jets tt ! bbqqe+ � 0s 17.2%

tt ! bbqq�+ � 0s 17.0%
Tau + jets tt ! bbqq�h + � 0s 9.9%

All-hadronic tt ! bbqqqq 45.4%

Table 1.4: Branching ratios of at�t pair. The decays of� leptons are taken into account
here.

beyond the Standard Model such as the search forW 0 or Z 0 bosons [79, 80].

1.3.3 b quark physics

The associated production of a Higgs boson with top quarks leads to the presence of at least
two b quarks in the �nal state, from the top quark decays. Other processes at LHC can
also lead to the production ofb quarks, such as the production of a Higgs boson decaying
into b quarks, the production of a top quark pair or QCD processes whereb quarks can be
produced from gluon splitting.

With respect to other parton �avors, the jets originating from b quarks exhibit speci�c
properties which enable to tag them. Theb-tagging is then useful to reduce the important
QCD background with no b quark production. The b-jet identi�cation can also be used
in multi-jet �nal states to determine the correct assignment of reconstructed objects to
parton level objects, like int�t lepton + jets or all hadronic �nal states, where it can be
used to distinguish jets originating frombquarks from those produced by light quarks from
hadronic W decays.

The characteristic features of theb-jets originate from the speci�c properties ofb quark
hadronization and weak decays ofB mesons, which are exploited inb-tagging algorithm (see
Section 2.3.4). One of them is the large lifetime ofB mesons of about 1.5 ps (c� � 450� m),
which can be measured thanks to high resolution tracking detectors. This leads to the
presence of a secondary vertex along the tracks of charged particles, whose shift in the
transverse plane with respect to the primary vertex corresponding to the proton-proton
interaction can be used to characterize such decays. MoreoverB mesons have large masses
(above 5 GeV) with respect to their decay products, which are therefore produced with a
larger momentum transverse to the jet axis with respect to nonb-jets, resulting in a wider
opening angle.b-jets also have typically a larger multiplicity of charged particles.
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Finally B mesons can also undergo semi-leptonic decays, as shown in Fig. 1.18. In
about 40% of the cases, an electron or a muon is thus produced inside ab-jet. The large
transverse momentum of the lepton with respect to the jet axis is used in some algorithms
to tag b-jets [81]. Those leptons can also be misidenti�ed as "prompt" leptons, produced
in hard electroweak processes, such as the decay of Z or W bosons for instance. Events
with such non-prompt leptons can then contribute as backgrounds for analyses targetting
events with b-jets and leptons, such ast�tH analyses. Dedicated identi�cation criteria have
thus been developed to distinguish prompt from non-prompt leptons and will be presented
in more details in Section 5.2.1.

Figure 1.18: Semi-leptonic decay of a�B 0
s meson into ��` � and a D + meson.

1.3.4 State-of-the-art t �tH signal and backgrounds modeling

As one of the key processes to determine the couplings of the Higgs boson, the modeling
of the t�tH signal and its main backgrounds have bene�ted from signi�cant e�orts in order
to make the theoretical predictions for those processes as accurate and precise as possible.
The most recent improvements in this area are presented in [82]. Thet�tH signal modeling
in particular has recently been improved thanks to the computation of the next-to-leading
electroweak (NLO EW) corrections to this process [83, 84, 85], while the NLO QCD cor-
rections have already been available for several years [86, 87, 88, 89]. These NLO EW
corrections are important in particular to put precise constraints on the top Yukawa cou-
pling (yt ), as they introduce additional corrections related to the Higgs boson coupling to
vector bosons or to itself which modify the trivial dependence of thet�tH cross section on
y2

t . The NLO cross sections for thet�tH signal and for thet�tV backgrounds are presented
in Table 1.5 as well as their associated uncertainties.

The e�ect of the NLO corrections on some distributions characteristic of thet�tH process
is presented in Fig. 1.19. Di�erent NLO QCD calculations from di�erent generators
interfaced with Parton Shower (PS) tools have also been compared in details. They have



42 CHAPTER 1. THEORETICAL MOTIVATIONS

Process � NLO
QCD [fb] � NLO

QCD + EW [fb] K QCD � EW [%] Scale[%] PDF+� S[%]
ttH 498.7 507.1 1.25 1.7 +5.8 -9.2 � 3.6
ttZ 841.3 839.3 1.39 -0.2 +9.6 -11.3 � 4.0
ttW 620.6 600.8 1.50 -3.2 +12.9 -11.5 � 3.4

Table 1.5: Inclusive cross sections at NLO QCD and NLO QCD+EW accuracy for
p

s=13
TeV of the ttH and ttV processes [82].K QCD corresponds to the ratio of the NLO QCD and
LO cross sections.� EW corresponds to the relative di�erence between the NLO QCD+EW
and NLO cross section. The scale uncertainty is estimated by varying the central value
of renormalization and factorization scales� 0 = M t + MV=H =2 by a factor 2, while the
PDF+ � S uncertainty is obtained following the PDF4LHC recommendations [90].

found to be overall in very good agreement, as seen in Fig. 1.20. Thet�tH signal and
t�tV background samples used in the analysis presented in Chapter 5 have been generated
using MadGraph5_aMC@NLO [91] interfaced with PYTHIA 8.2 [92] to model the parton
shower and fragmentation.

1.3.5 Sensitivity of t �tH analyses to Beyond the Standard Model
physics

A large variety of models Beyond the Standard Model (BSM) predict modi�ed top-Higgs
coupling with respect to the Standard Model. This is for instance the case in Two-Higgs-
Doublet Models (2HDM) [93, 94, 95]. Those can arise in several BSM theories such as
the minimal supersymmetric extension of the Standard Model (MSSM) [96], twin Higgs
models [97] and certain composite Higgs Models [98]. In those classes of models, two SU(2)
doublets � 1 and � 2 are introduced (instead of a single one in the Standard Model).
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Figure 1.19: Distributions at the LHC at
p

s=13 TeV for the t�tH ! b�be+ � e� � �� � H process:
for the transverse momentum of the positron (upper left), of the b-jet pair (upper right), of
the Higgs boson (lower left) and the azimuthal angle between the positron and the muon
in the transverse plane (lower right). A dynamical scale� 0 = ( MT;t MT;�tMT;H )1=3 with

MT =
q

M 2 + p2
T is used and the bands correspond to the scale uncertainty estimated by

varying the renormalization and factorization scales within a factor 2 from� 0. [82]
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Figure 1.20: NLO QCD+PS and �xed-order NLO QCD predictions for di�erential t �tH
observables at 13 TeV. Each ratio plot shows all results normalized to one particular NLO
QCD+PS prediction and the scale variation band of the latter. [82]
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The most general Lagangian describing such a Higgs sector can then be written as
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1
2

�

m2
11(�

y
1� 1) + m2

22(�
y
2� 2) +

n
m2

12(�
y
1� 2) + h:c:

o�

+
� 1

2
(� y

1� 1)2 +
� 2

2
(� y

2� 2)2 +
� 3

2
(� y

1� 1)(� y
2� 2)

+
� 4

2
(� y

1� 2)(� y
2� 1) +

(
� 5

2
(� y

1� 2) +
h
� 6(� y

1� 1) + � 7(� y
2� 2)

i
(� y

1� 2) + h:c:

)

(1.54)

This general potential contains 14 real free parameters (in contrast with only two real
parameters in the case of a single doublet). With some additional assumptions, such as the
conservation of CP symmetry in the Higgs sector, this number of parameters can however
be reduced. Assuming that the vacuum expectation values of the two doublets are invariant
under the U(1)EM gauge symmetry, they can be written as

h� 1i =
1

p
2

 
0
v1

!

; h� 2i =
1

p
2

 
0
v2

!

(1.55)

Those two SU(2) doublets corresponds to eight scalar �elds:

� a =

 
� +

a

(va + � a + i� a)=
p

2

!

; a = 1; 2 (1.56)

Among those, three correspond to Goldstone bosons which can be absorbed in the unitary
gauge. After diagonalization of the mass terms of the Lagrangian, �ve physical Higgs
bosons remain: two charged HiggsesH � , two CP-even neutral Higgsesh and H and a
CP-odd neutral HiggsA. A very important parameter for the study of 2HDMs is

tan � �
v2

v2
(1.57)

The angle � is the rotation angle which diagonalizes the mass-squared matrices of the
charged scalar �elds� +

a and pseudoscalar �elds� a, while the mass eigenstatesh; H are
obtained from the scalar �elds � a by a rotation of angle � . The phenomenology of the
2HDMs is then strongly governed by the values of those two angles. The coupling of the
CP-even bosons to electroweak vector bosons is for instance given by

ghV V = 2
m2

V

v
sin(� � � ); gHV V = 2

m2
V

v
cos(� � � ) (1.58)

with v �
q

v2
1 + v2

2.
In the so-called type-II 2HDMs, the � 2 doublet has Yukawa couplings to up-type

fermions while the � 1 doublet couples to down-type fermions. The coupling to up-type
and down-type fermions of the CP-even mass eigenstates are then given by

ghuu =
mu

v
sin(� � � )

�
1 + cot � cot(� � � )

�
; gHuu =

mu

v
cos(� � � )

�
1 � cot � tan(� � � )

�

(1.59)
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ghdd =
md

v
sin(� � � )

�
1 � tan � cot(� � � )
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; gHdd =
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v
cos(� � � )

�
1 + tan � tan(� � � )

�

(1.60)
The couplings of theh boson get compatible with the couplings of the Standard Model
Higgs boson in the so-called decoupling limit with� � � = �= 2. However, away from the
decoupling limit, those couplings can deviate from those predicted by the Standard Model.
In particular, for low values of tan � the coupling of theh boson to up-type fermions gets
enhanced, which would lead to an increase of thet�tH cross section. The gluon-gluon fusion
cross section can at the same time keep values compatible with the Standard Model in case
new colored particles (such as light stop quarks) are introduced [99]. At lowtan � , the
coupling of the h boson to down-type fermions gets also suppressed, which induces an
increase of the branching ratio of the Higgs boson decay into electroweak bosons. Those
kinds of models can then be probed in particular by studying thet�tH; H ! WW process.
Because of the suppressed couplings to the down-type fermions, thet�tH; H ! b�b and
t�tH; H ! � �� processes are less sensitive to those models.

In the so-called type-I or fermiophobic 2HDMs, the� 2 doublet couples to all the
fermions while the� 1 has no couplings to fermions but only to gauge bosons. For those
models, charged Higgses with a mass below the top mass are not excluded yet and they
can dominantly decay intoH + ! A=HW +( � ) if mH + > m A=H , while their fermionic decays
are supressed. IfmA=H . 110 GeV,A or H dominantly decays intob�b or � �� . The process

pp ! t �t ! (bW+ )(�bH� ) ! (bW+ )(�bW� (� )A=H ) (1.61)

can then lead to a large contamination in searches for thet�tH; H ! b�b and H ! � ��
processes, as illustrated in Fig. 1.21 [100].

Figure 1.21: Rare top decay tobH� in a light type-I 2HDM, whose �nal states overlap
with those of the Standard Model processest�tH; H ! b�b=� �� [100]

Some deviations with respect to the Standard Model are thus expected in some classes
of BSM models in the di�erent t �tH �nal states and analyses searching for this Standard
Model process can therefore also be used in principle to put some constraints on the
parameters of those BSM models.



Chapter 2

The LHC and the CMS experiment

It doesn't matter how beautiful your theory is,
it doesn't matter how smart you are.
If it doesn't agree with experiment, it's wrong.

Richard Feynman

2.1 The LHC

Put into service on September 10th 2008, the Large Hadron Collider (LHC) is currently
the most powerful particle collider in the world. Located under the French-Swiss border,
the LHC was built at CERN in Geneva in the circular tunnel of its predecessor, the Large
Electron Positron Collider (LEP). This 26.7-km-long tunnel is located at a mean depth of
100 m and hosts the two beam pipes, in which protons circulate in opposite directions.
During dedicated periods, the LHC is also used to accelerate heavy ions (Pb) at a nucleon-
nucleon center-of-mass energy

p
sNN = 5:1 TeV (2.76 TeV during Run 1). The Pb-Pb and

p-Pb collisions are used to cover the Heavy�Ion LHC physics programme.
Four main experiments, visible in Fig. 2.1, collect data produced in LHC collisions:

ATLAS, CMS, ALICE and LHCb. ATLAS [102] and CMS [103] are multipurpose detectors
that search a large panel of physics processes, from precision electroweak measurements
and to the search for processes involving a Higgs boson as well as tests of supersymmetric
theories or extra-dimensions. The ALICE detector [104] focuses on the analysis of heavy
ion collisions to study the properties of the quark-gluon plasma. Lastly LHCb [105] is
dedicated to the study of B mesons and of the CP-violation.

Before entering the LHC, the protons are accelerated in several steps by the accelerator
complex shown in Fig. 2.2. The �rst acceleration step is achieved by the linear accelerator
LINAC2, which produces 50 MeV protons. They are injected afterwards in the Proton
Synchrotron Booster (PSB) and then in the Proton Synchrotron (PS), where they are
accelerated up to 26 GeV. Finally the proton bunches enter the Super Proton Synchrotron
where their energy is increased to 450 GeV before entering the LHC ring. Once in the

47
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Figure 2.1: Overall view of the LHC [101]

Figure 2.2: CERN's accelerator complex [106]
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LHC, they are further accelerated up to their maximal energy. The linear acceleration
of the protons is performed thanks to high frequency accelerating cavities whereas the
bending of their trajectory is achieved with 1232 superconducting dipole magnets, which
operate at a �eld of 8.3 Tesla and need to be cooled down to 1.9 K with super�uid helium.
Additional magnets (mainly quadrupoles) are also needed in order to focus the beams.

During the LHC Run 2, the bunches contain around1011 protons with an energy of 6.5
TeV (for a nominal energy of 7 TeV) and are spaced by 25 ns (50 ns at the beginning of Run
2). These bunches are characterized by a transverse normalized emittance� n = 3:75� m
and a beam� function at the collision point � � = 0:55m. The instantaneous luminosity
can be expressed as [107]

L = 

nbN 2f rev

4�� � � n
R (2.1)

with 
 = Ebeam=mp, nb the number of bunches in the machine (2808 for 25 ns spacing),
N the number of protons per bunch,f rev the revolution frequency andR a luminosity
geometrical reduction factor due to a non �at crossing angle of the bunches at the collision
point. The nominal instantaneous luminosity isL = 1034 cm� 2s� 1 but it had been already
exceeded in 2016 where it reached1:5 � 1034 cm� 2s� 1. The rate of eventsdN=dt (s� 1) for
a physical process with cross section� (cm2) is then given by

dN
dt

= L � � (2.2)

The increase in the center-of-mass energy, from 8 TeV to 13 TeV, increases the sensitivity
of the experiments for rare processes, like Higgs boson production, due to the increase
in their cross-sections and in the luminosity of the collisions (both a�ecting background
processes as well). However, this will also increase the number of particles produced in the
collisions and the detectors will have therefore to extract the relevant information from
a harsher environment. The inelastic collisions of two protons can be described as the
interaction of one parton from each proton (see section 1.2.1). The interactions of the
remaining constituents of the proton form the underlying event. During the crossing of
the proton bunches, several inelastic collisions may also occur, which contribute to what
is called in-time pile-up. The other contribution to pile-up is due to collisions in adjacent
bunch crossings and is called out-of-time pile-up. During 2016, the average number of
pile-up interactions recorded by the CMS detector was 27 but the peak pile-up reached up
to 50 simultaneous collisions. The higher pile-up environment with respect to Run 1 has
been partially compensated by upgrades of the detectors but the analysis techniques had
also to be optimized to mitigate the in�uence of pile-up and underlying events.

2.2 The CMS experiment

The Compact Muon Solenoid (CMS) experiment is one of the two multipurpose detectors
collecting data from the LHC collisions, the other being the ATLAS (A Toroidal LHC
AppartuS) experiment. A full description of the CMS detector can be found in [103]. The
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detector has a cylindrical geometry visible in Fig. 2.3. It is the heaviest detector at the
LHC, with a mass of 14,000 t, a length of 28.7 m and a diameter of 15 m. The compactness
of the CMS detector (half the length of ATLAS) is mainly due to its superconducting
solenoid, which produces a magnetic �eld of 3.8 T. The design of the detector and its
performances have been determined to achieve the LHC physics programme [108].

Figure 2.3: General view of the CMS detector

2.2.1 Design constraints

One of the main goals of the LHC when it was designed was the discovery of the Higgs
boson, the last missing piece of the Standard Model at that time. Since its mass was very
loosely constrained, the search for the Higgs boson had to span a large mass range, over
which the branching ratio of the Higgs boson can signi�cantly vary (see section 1.2.3). The
CMS detector has therefore been designed to measure precisely as many decay channels as
possible.

In order to be sensitive to theH ! b�b and H ! � �� decays, a tracker system with high
performance was needed in order to reach an e�cient reconstruction of all the charged
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particles originating from thebquark and � lepton decays. TheH ! 

 search, which had
to cope with an overwhelming continuous background, required a granular electromagnetic
calorimeter with a very high energy resolution. Finally, the decay channels involving �nal
states with leptons (e.g. H ! ZZ ! 4`, H ! WW ! 2`2� ) depended on an excellent
lepton reconstruction, identi�cation and isolation.

A good lepton reconstruction is also mandatory to searches of Standard Model exten-
sions at the TeV scale. Indeed, some of these models predict the existence of new gauge
bosons (e.g. Z 0, W 0) which can decay leptonically. Because of the high mass of these
resonances, they decay into very energetic leptons, which requires a linear response of
the electromagnetic calorimeter up to an energy ofO(1 TeV). Moreover, the presence of
a very intense magnetic �eld of 3.8 T enables a good muon momentum resolution and
unambiguous charge determination up top�

T � 1 TeV.
Other theories beyond the Standard Model (e.g. supersymmetry) predict the existence

of weakly interacting particles. If they are produced in collisions, they will be associated
to a signi�cant amount of missing transverse energy=E T . Since this quantity is evaluated
from the momentum conservation in the transverse plane, it is important to have the most
accurate reconstruction as possible for every interacting particle. A precise measurement
of =E T can be achieved thanks to a hermetic detector with a good jet energy resolution.

The high instantaneous luminosityL � 10� 34 cm� 2s� 1 in collisions, necessary to have
access to very rare processes, represents also a constraint in the detector design. With
LHC collisions produced every 25 ns, a very fast trigger system and detector response are
required to be resilient to out-of-time pile-up. In-time pile-up also produces a lot of soft
particles which can degrade the detector performance, due to the energy density varying
from collision to collision. In order to mitigate the in�uence of in-time pile-up, a very
segmented tracker and high-granularity calorimeters have been built. Finally, the large
�ux of particles in the forward region, due to the underlying events, had to be taken into
account into the design of the subdetectors in that region to resist to the radiation damage.

2.2.2 CMS geometry

The coordinate system adopted in CMS is represented in Fig. 2.4. The origin of that
system is located at the interaction point, in the center of the detector. Thex-axis points
radially towards the center of the LHC while they-axis is vertically oriented towards
the surface. Thez-axis is then de�ned to coincide with the beam axis, to form a direct
Cartesian coordinate system. The azimuthal angle� 2 [� �; � ] is measured in the(x; y)
plane (transverse plane) starting from thex-axis. The polar angle� is measured from the
z-axis.

The rapidity � is de�ned as

� =
1
2

ln

 
E + pz

E � pz

!

(2.3)

which is linear under a longitudinal Lorentz boost. This motivates the use of the pseudo-
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Figure 2.4: CMS coordinate system [109]

rapidity coordinate � de�ned as as

� = � ln tan
�
2

=
1
2

ln

 
j~pj + pz

j~pj � pz

!

(2.4)

For ultra-relativistic particles with E � mc2, the pseudo-rapidity is approximately equal
to the rapidity. The transverse momentum~pT is de�ned as the projection of the momentum
in the transvers plane(x; y). Its magnitude is given by

pT =
q

p2
x + p2

y =
pz

sinh�
(2.5)

The distance� R between two particles with a pseudo-rapidity di�erence� � and an az-
imuthal angle di�erence � � is de�ned as

� R =
q

� � 2 + � � 2 (2.6)

The CMS detector is divided into a central part (the barrel), which covers the region
up to j� j . 1:5, and two forward regions (the endcaps), with1:5 . j� j . 3. The geometry
of the detector is essentially driven by the solenoid, which produces the 3.8 Tesla magnetic
�eld required to achieve a high momentum resolution and an e�cient charge identi�cation
of the particles produced in the collision. In the barrel, the magnetic �eld is parallel to
the direction of the beams. The tracker, the electromagnetic calorimeter (ECAL) and the
hadronic calorimeter (HCAL) are located inside the magnet coil, while the muon chambers
are the outermost part of the detector, outside of the coil. The muon chambers are inter-
leaved with a return yoke, made up of iron slabs, which contain and guide the magnetic
�eld.
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2.2.3 Tracking system

The �rst layer crossed by the particles produced in the collisions is the tracker. This
subdetector has therefore to deal with a very high �ux of particles and was designed to
sustain high radiation levels, a high granularity and a quick response, in order to reconstruct
precisely the primary vertices (the proton interaction points) and the trajectories of every
charged particle. The tracker can also identify secondary vertices along the tracks, a
characteristic feature used to identify jets originating fromb quarks (see section 2.3.4).

The CMS tracker forms a hermetic subdetector of 5.8 m long and 1.2 m of diameter and
is entirely based on silicon detectors, which detect the charged particles via the ionization
of their silicon cells. The trajectories are then built from the di�erent hits and their
associated momentum is determined from their curvature. The tracker is divided into two
subsystems: the pixel detector and the silicon strip tracker (see Fig. 2.5).

Figure 2.5: Longitudinal view of the 2016 CMS tracking system [110]

Until 2016, the pixel detector in the barrel was made of three 53-cm-long cylindrical
layers (Tracker Pixel Barrel), located atr=4.4, 7.3 and 10.2 cm from the beam, while two
vertical discs closed o� each side of the pixel detector (Tracker Pixel Endcap), atjzj=34.5
and 46.5 cm betweenr=6 and 15 cm. Altogether, those layers represent a total of 65 million
silicon channels, measuring 100x150� m. This granularity enables to achieve a resolution
of 10(20) � m in the (x; y)-plane (along thez-axis). At the beginning of 2017, the pixel
detector has been upgraded to improve the e�ciency and resolution on tracks and allow
recovery of degradation in outer tracker layers. Its geometry has thus been modi�ed and a
fourth additional layer in the barrel and an additional third disk in the endcaps have been
added [111].

The silicon strip tracker consists of up to ten layers of micro-strip sensors. The Tracker
Inner Barrel (TIB) is formed of the four innermost cylindrical layers, which extend up to
r=55 cm and jzj=65 cm and have a variable pitch between 80 and 120� m. Each side



54 CHAPTER 2. THE LHC AND THE CMS EXPERIMENT

is enclosed by three Tracker Inner Discs (TID), betweenjzj=65 cm and 110 cm with a
variable pitch between 100 and 140� m.

Those two subsystems are surrounded by six concentric layers forming the Tracker Outer
Barrel (TOB), up to r=116 cm with a pitch going from 120 to 180� m. While the silicon
strips of the TIB and the TID are 320-� m-thick, those in the TOB have a thickness of 500
� m. The spatial resolution in the transverse plane achieved in the TIB varies between 23
and 34� m, which increases to 35-52� m in the TOB. Along the z-coordinate, the spatial
resolution is of the order of 10 times larger.

The tracker is completed by nine Tracker EndCap (TEC) discs on each side, covering
the region j� j < 2:5 with 120< jzj < 180cm. Among those nine discs, the �ve innermost
are 320-� m-thick while the four outermost are 500-� m-thick with a variable pitch between
100 and 180� m.

2.2.4 Electromagnetic calorimeter

One of the characteristic features of the CMS detector is its homogeneous crystal-made
electromagnetic calorimeter (ECAL). Its main goal is to measure the energy of photons and
electrons, by collecting all the energy deposit from the induced electromagnetic showers.
The ECAL consists of 75,848 crystals of lead tungstate (PbWO4) arranged in a quasi-
projective structure, as seen in Fig. 2.6. The lead tungstate was chosen because of its
high density (8.3 g=cm3), its short radiation length (X 0 = 0:89 cm) and Molière radius
(RM = 2:2 cm), which enables to achieve a high compacity for the ECAL. This material also
bene�ts from a short scintillation decay time, which ensures that 80% of the scintillation
light is emitted within the 25 ns interval between two bunch crossings.

Figure 2.6: Longitudinal view of the CMS electromagnetic calorimeter [112]

The ECAL is organized in a barrel (EB) and two endcaps (EE), which cover the regions
j� j < 1:48 and 1:48 < j� j < 3 respectively. The barrel counts 61,200 crystals, divided
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between 36 supermodules of 3t, with 1,700 crystals each, while 14,648 further crystals are
located in the endcaps. Each crystal has a trapezoidal shape and covers a solid angle of
0:0174� 0:0174in (�; � ). Their length varies between 22 and 23 cm in the barrel and in
the endcaps, which corresponds to around 25 radiation lengthsX 0.

In the endcap region, the ECAL is completed by a preshower sampling calorimeter
(ES), consisting of alternating layers of lead and of silicon strips, in front of the calorimeter
endcaps. Since the hadronic activity is particularly high in that region, the goal of the
ES is to distinguish the high-energy photons from the close pairs of low-energy photons,
produced by� 0's decays.

Photodetectors are used to detect the scintillation light and amplify this signal. In the
barrel, silicon avalanche photodiodes (APD) are used, while vacuum phototriodes (VPT)
are deployed in the endcaps, because of the higher radiation level and magnetic �eld.
Moreover, the light yield of the crystals is very sensitive to the temperature and a cooling
system is therefore required to extract the heat from the readout electronics and keep the
crystal temperature stable around18� 0:05� C.

Although radiation-hard, the crystal transparency varies with the radiation level be-
cause of the nuclear interactions between the material and the ionizing particles. A moni-
toring system using laser light is therefore used. The laser monitoring is sollicitated during
the abort gap of the LHC (2.6� s) to measure the transparency change in real time. It is
used to derive time-dependent calibration constants.

The intrinsic energy resolution of the ECAL barrel, measured in test beams, has the
following dependence
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whereS (2.8% GeV1=2) is the stochastic term,N (120 MeV) the noise term andC (0.3%)
the constant term [103]. The stochastic term takes into account the �uctuations in the
number of produced photo-electrons, while the noise term is coming from electronics noise
and pile-up events. The constant term is related to the non-uniformity of the crystal
response and the error for crystal intercalibration of the calorimeter. As seen in Fig. 2.7,
the energy resolution is smaller than 1% for electrons with an energy higher than 15 GeV,
while it goes down to 0.6% for electrons above 40 GeV.

2.2.5 Hadron calorimeter

The hadron calorimeter (HCAL) is the last subsystem of the CMS detector located inside
the solenoid coil. It measures the energy deposited by neutral and charged hadrons and
helps determine the missing transverse energy (see section 2.3.7). Unlike the homogeneous
ECAL, the HCAL in CMS is a sampling calorimeter. Non-ferromagnetic materials (stain-
less steel and brass) have been used for the supporting structure and as absorbers, because
of the intense magnetic �elds in the detector. As for the active medium, tiles of plastic
scintillators have been used and piled-up into quasi-projective towers. The scintillation
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Figure 2.7: Intrinsic energy resolution of the ECAL as a function of the electron energy
(measured in a beam test) [103]

light produced by the hadronic showers is channeled by optic �bers and converted into an
ampli�ed analogical signal by hybrid photodiodes (HPD).

The HCAL is divided between a barrel region (HB) and two endcaps (HE), as seen in
Fig. 2.8. The barrel covers the regionj� j < 1:4 and is segmented into 36 wedges of 26 t
each. In order to avoid energy leak from the tails of the hadronic showers, an additional
layer of active material (HO) is located outside the coil forj� j < 1:26, inside the muon
system, which ensures a calorimeter depth of approximately 11 interaction lengths. The
endcaps count 36 additional wedges betweenj� j = 1:3 and j� j = 3. The size of the towers
vary between � � � � � = 0:087� 5� in the barrel and � � � � � = 0:302� 20� in the
endcaps.

The barrel and the endcaps are completed by two hadronic forward calorimeters (HF),
located at 11.2 m from the interaction point and covering the region3 < j� j < 5. Because of
the very intense hadronic activity in that region, they have to be more radiation-hard than
in the barrel and the endcaps. The materials used in the two sampling HF calorimeters are
steel absorbers and embedded quartz �bers, which channel the light produced by Cerenkov
radiation to photomultiplier tubes (PMT). The HF calorimeters count 18 wedges of 24
towers, whose size is� � � � � = 0:171� 0:171� .

The energy resolution of the ECAL and the HCAL together has been measured from
test beams with pions between 5 and 300 GeV. A reweighting of the ECAL and the HCAL
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Figure 2.8: Longitudinal view of the CMS hadron calorimeter, segmented between barrel
(HB), endcaps (HE), outer barrel (HO) and forward (HF) regions [103]

contributions in the barrel is applied to take into account di�erences in the responses
for electrons and hadrons. The measured resolution is then dominated by the HCAL
contribution and is given by [113]
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2.2.6 Muon detectors

The outermost subdetector in CMS consists of the muon detectors located outside the
magnet coil. The muons are indeed the only particles able to go through the whole de-
tector (along with the undetected neutrinos), which makes their identi�cation relatively
straightforward. Di�erent kinds of detector are part of the muon system, as seen in Fig.
2.9. The drift tubes (DT) are located inside the barrel, up toj� j < 1:2, in which the muon
�ux and the neutron noise are relatively low. In the endcaps, for1:9 < j� j < 2:4, Cath-
ode Strip Chambers (CSC) are able to deal with the higher radiation level and magnetic
�eld. Resistive Plate Chambers (RPC) are used in addition in the whole detector to ensure
redundancy for muon triggers.

The barrel part of the muon system is longitudinally segmented into �ve dodecagonal
wheels with a length of 2.7 m, each of the 12 sectors having a30� opening. Four DTs
stations and 6 RPC layers are interleaved with the three iron slabs of the return yokes
of the magnet. The �rst DT station is located at r = 4:5 m, while the outermost one is
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Figure 2.9: Longitudinal view of the CMS muon system, divided between drift tubes (DT),
Cathode Strip Chambers(CSC) and Resistive Plate Chambers (RPC) [114]

at r = 7 m from the beam axis. Each DT station includes 2 or 3superlayers, each one
being made of four stacked layers of DT chambers. Those gaseous chambers, �lled with
a mixture of argon andCO2, can record tracks from the drift time of avalanche electrons
left by muon crossings.

In the three innermost DT stations, two superlayers have their wires parallel to the
beam axis, to measure the trajectories along the(r; � )-coordinates, whereas the third one
has its wires orthogonal, to measure the trajectories along the(r; z)-coordinates. The last
DT station has only two superlayers with wires installed along the beam axis. The three-
dimensional trajectories of the muons can then be reconstructed from two-dimensional
segments measured with di�erent superlayers. The resolution achieved with the DTs is
better than 1 mrad in � and 100 (150)� m in position in the (x; y)-plane (along thez-
axis).

The endcaps are both arranged into four disks perpendicular to the beam axis from
z = 7 to 10 m, with in total six CSC layers and three RPC layers. Those disks are divided
into two or more concentric rings. The CSCs are gaseous chambers �lled with a mixture
of argon, CO2 and CF4 in which closely spaced anode wires are stretched between two
radially oriented cathodes. The measurements from the cathodes are used to estimate the
(r; � ) position, while the anodes are optimized to measure the� -coordinate and the bunch
crossing the detected muon comes from (because the ionization electrons can be detected
much faster with the anodes than the ions on the cathodes). The CSCs have a position
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resolution of 75 to 150� m along the � -coordinate and 200� m for the r -coordinate.
The RPCs, present both in the barrel and the endcaps, are double gap chambers,

operated in avalanche mode, in order to ensure good operations at high rate. Thanks to
their fast response and good time resolution, they play an important role in the trigger
system of CMS (see section 2.2.7) and are used to assign the muons to the correct bunch
crossing.

As visible in Fig. 2.10, thepT -resolution for the muons in the barrel withpT < 100
GeV is dominated by the tracker measurement but for higher momenta the muon system
response dominates and allows to achieve 10% for 1 TeV muons.

Figure 2.10: The muon transverse-momentum resolution as a function of the transverse-
momentum (pT ) using the muon system only, the inner tracking only, and both [103]

2.2.7 Trigger system and data acquisition

With a full detector readout of around 1 Mb/event, it is not technologically possible to store
all the data produced every day by the billions of proton collisions in the CMS detector.
Hopefully most of those collisions do not correspond to the high-energy processes, like the
production of Higgs bosons, but rather to elastic proton scatterings for example. It is
therefore possible to reduce the bare collision rate of 40 MHz (for 25 ns bunch spacing) by
selecting only events likely to involve interesting physics processes. This task is achieved
by the trigger system, which has to quickly take the decision whether to store or not data
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associated with a given bunch crossing. In CMS, the trigger system is organized in two
successive levels: the Level 1 (L1) trigger and the High-Level Trigger (HLT) [115].

Level 1 trigger

The �rst level of �ltering corresponds to the L1 trigger that is implemented on custom
hardware processors located in the service cavern of the detector. It has to provide a rate
reduction of O(103), down to an absolute rate of about 100 kHz. The L1 trigger takes
as input raw data from the front-end readout electronics and looks for signs of interesting
physics, like particles with a high energy.

As the L1 trigger has only 3.8� s to take a decision, the full o�ine reconstruction
of the physics objects cannot be applied at this level. Instead, the L1 trigger produces
L1 candidates, corresponding to a coarse-granularity and low-energy-resolution estimate
of the particle four-momenta. Because of the timing constraints, which include the fact
that the L1 trigger is fully synchronized, iterative procedures like track reconstructions
using the tracker information cannot be used at Level 1. Therefore the tracker and the
preshower detector are not used in the L1 trigger, because their read-out do not have
enough latency, and the L1 candidates are only reconstructed using calorimeter and muon
system information. Note that the trigger upgrades of CMS planned for HL-LHC will
however be able to make use of the tracker information within the L1 trigger [116].

Speci�c algorithms, directly implemented on electronic boards, are used to reconstruct
the transverse energy and the position in(�; � ) of the di�erent L1 candidates. They can be
associated to electromagnetic objects, namely electrons or photons (L1 EG), hadronically
decaying� leptons (L1 Tau), muons (L1 Mu) or jets (L1 Jet). Those candidates are built
from energy deposits in the trigger towers of the calorimeters or track segments in the muon
chambers. These building bricks are calledtrigger primitives and are used to estimate the
direction and the transverse momentum or energy of the candidates. Logical bits are also
computed to de�ne isolated candidates, based on the surrounding energy deposit in the
calorimeters. They are then sorted according to their energy. Global quantities, such as
the missing transverse energy (L1 MET) or the total hadronic transverse energy (L1 HT)
are also computed and used for triggering at Level 1. During the Run 2, the L1 trigger
system of CMS underwent a major upgrade to deal with new data taking conditions, in
which most of the L1 algorithms have been modi�ed. This upgrade will be speci�cally
detailed in Chapter 3.

Di�erent selection criteria, potentially combining di�erent trigger primitives, can then
be used to select an event. Those criteria can be for instance to require a jet withET

larger than 180 GeV or one muon and one� h with an ET larger than 18 GeV and 24
GeV respectively. Some of those selections can be prescaled to deal with high physics
rate: in that case, only some fraction of events passing those selections are randomly kept.
The set of all the selection criteria forms theL1 trigger menu, which can be modi�ed to
accommodate the di�erent conditions of data taking in CMS. If an event is accepted by
any of the selection algorithms, the associated data is transferred to the HLT.
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High-Level Trigger

In order to reduce the rate down to a level of 1 kHz, compatible with the data acquisition
capabilities, the HLT has to provide an additional reduction ofO(102). Since the input
rate has already been reduced by the L1, more sophisticated algorithms closer to the o�ine
reconstruction can be exploited, using a software-based implementation on a computer
farm of around 2000 computers. Track reconstruction can for instance be performed and a
better estimation of the energy and the position of the trigger primitives can be achieved
with a more optimal use of the subdetectors information. With respect to L1, high-level
objects, likeb-jets, can also be reconstructed and used for the trigger decision. To reduce
the processing time, the HLT reconstruction starts around the L1 seeds. This results in
average timing of 60 ms per event and a maximum timing of 1 s for a small fraction of
events.

2.3 Particle-Flow algorithm and object reconstruction
in CMS

One of the main challenges for a particle detector like CMS is the precise measurement
of the energy and momentum of the hadronic jets produced in the collisions. This task
could in principle be accomplished by the calorimeters only. However, the tracking system
can o�er a better resolution for the measurements of charged particles, depending on their
energy. Only the energy of the neutral component of the jets needs to be determined
using the calorimeters. Since the typical energy distribution inside a jet between the
charged hadrons, the photons and the neutral hadrons is in a proportion 65:25:10, the
jet reconstruction can therefore bene�t from a substantial improvement. But for this,
the energy deposits in the calorimeters have to be e�ciently associated with the di�erent
particles, in order to avoid double counting of the charged components of the jets. This is
the role of the Particle-Flow algorithm used in CMS [117], which aims at reconstructing
each stable particle, to optimize the use of the information of each subdetector.

The Particle-Flow algorithm in CMS relies on its performant silicon tracker, which is
able to separate the tracks in collision event with high number of charged particles. This is
an essential feature required for the assignement of the calorimeter energy deposits. Bene-
�ting from the 3.8 Tesla magnetic �eld, the momentum of the charged particles can also be
better measured from a higher-precision track reconstruction than with the calorimeters.
In the case of muons, the Particle-Flow algorithm can also rely on the complementary
information from the muon detectors. The high transverse granularity of the calorimeters
is also exploited to reach an e�ective track-to-cluster association.

The Particle-Flow algorithm produces in the end a list of reconstructed particles with
their associated momentum. They can then be used as inputs for high-level algorithms
which can reconstruct jets (including their substructures), hadronically decaying� leptons
or discriminate b-jets from light-quark jets.
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2.3.1 Building bricks

In order to reconstruct the individual particles with the Particle-Flow algorithm, the
tracker, calorimeter and muon detectors signals (hits) have �rst to be processed into higher-
level objects. The tracker hits compatible with the same helix hypothesis are combined
using the Combinatorial Track Finding (CTF) algorithm [118]. This algorithm reconstructs
tracks with a four-step iterative procedure:

ˆ The seed generation looks for initial track candidates with 2 or 3 hits, which give an
initial estimate of the trajectory and its uncertainty.

ˆ The track �nding, based on a Kalman �lter [119], extrapolates the trajectory from
the initial track, consistently with the motion of a charged particle in a magnetic
�eld. The subsequent hits consistent with the extrapolated helix are then associated
to the track.

ˆ A track �tting is performed to improve the determination of the trajectory parameters
and smooth the track path.

ˆ A track selection is then performed using a quality criteria based on the� 2 of the �t,
the number of hits and the number of missing hits in the track.

At each iteration, the hits associated to a reconstructed track are removed, which reduces
the combinatorics and the fake rate. This algorithm is also applied to reconstruct tracks
from the muon chambers hits. With this procedure, the track reconstruction has an overall
e�ciency of 99% for isolated muons and 90% for charged hadrons in jets.

In the calorimeters, the hits are gathered to buildParticle-Flow clusters. The clustering
is performed indepently in the ECAL and the HCAL and in the barrel and the endcaps,
as well as in the �rst and second layer of the ES. (No clustering is done in the HF.)
First, local energy maxima above some energy threshold are used to de�ne seeds for the
clustering. The neighboring cells with an energy above a certain clustering threshold (80
MeV in the ECAL barrel, up to 300 MeV in the ECAL endcaps and 800 MeV in the HCAL)
are then aggregated to build topological clusters. Several seeds can be included into the
same topological clusters and an iterative sharing of the cell energy inside those clusters is
therefore performed. This leads �nally to the Particle-Flow clusters which are interpreted
as the energy deposits associated to single particles. In Fig. 2.11, the clusters resulting
from a simple hadronic jet are represented.

2.3.2 Link algorithm

To reconstruct individual particles, the Particle-Flow algorithm must then combine the
previous building bricks, in an unambiguous way, avoiding possible double counting. A
link algorithm assigns therefore a link distance for each pair of elements and connect them
into blocks, which combine therefore information from the di�erent subdetectors.



2.3. OBJECT RECONSTRUCTION IN CMS 63

Figure 2.11: Event display in� � � view of a simple hadronic jet as reconstructed in the
ECAL (left) and b) in the HCAL (right). This jet consists of two charged pions (associated
to tracks T1 and T2), a � 0 (decaying to two photons) and aK 0

L . Only the � � , the two
photons and the K 0

L deposit some energy in the ECAL, which are gathered into three
topological clusters. This leads after sharing to four Particle-Flow clustersE1-E4. In the
HCAL, only the charged pions deposit their energy inside a single topological cluster, which
can be divided into two Particle-Flow clustersH1-H2. [117]

To compute the link between a charged particle track from the tracker and a calorimeter
cluster, the track is extrapolated from its last measured hit to the depth where the shower is
expected to happen (to the two layers of the PS, to the electromagnetic shower maximum
for the ECAL and to one interaction length for the HCAL). If the track lies inside the
boundaries of a Particle-Flow cluster (potentially enlarged to take into account the detector
geometry or multiple scattering for low-momentum particles), this cluster is linked to the
track and the link distance is de�ned as the� R between the track and the cluster. To
collect Bremsstrahlung photons emitted by electrons, additional ECAL clusters can be
linked to a charged particle track, based on the extrapolation of the track tangents to the
ECAL from each tracker layer intersection. If one of the tangents lies inside the cluster
limits, it is linked to the track.

Similarly, two calorimeter clusters (one PS and one ECAL cluster or one ECAL and one
HCAL cluster) are linked if the position of the cluster from the more granular calorimeter
(the PS or the ECAL) is inside the boundaries of the cluster from the coarser one (the
ECAL or the HCAL). In that case, the link distance is again de�ned as the� R between
the two clusters.

Finally, a link between a charged particle track from the tracker and a muon track from
the muon chambers is created if the� 2 of the combined �t between the two tracks is small
enough. If several global muons can be reconstructed from a given muon track, the tracker
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track leading to the smallest� 2 is chosen. The link distance is then de�ned as the� 2 of
the combined �t.

2.3.3 Particle reconstruction and identi�cation

The next step of the Particle-Flow algorithm consists in the assignation of the blocks built
after the linking step to single particles. During that procedure, the elements univocally
assigned are progressively removed to reduce the combinatorics, until no element is left.

Muons

Muons are the �rst particle to be identi�ed, because of their high identi�cation e�ciency.
The muon reconstruction in CMS [120] uses two approaches to combine the tracks from
the tracker (tracker track) and from the muon systems (standalone-muon track):

ˆ Global Muon reconstruction (outside-in). For each standalone-muon track, a
matching tracker track is looked for by comparing the extrapolated tracks parameters.
A global-muon trackis obtained with a combined �t of the hits associated to the two
tracks. For muons withpT > 200GeV, that combined �t can improve the momentum
resolution with respect to the tracker-only �t.

ˆ Tracker Muon reconstruction (inside-out). Each tracker track with pT > 0:5
GeV and p > 2:5 GeV is extrapolated to the muon systems. If at least one muon
segment matches the extrapolated track, this track is considered as atracker-muon
track.

The Tracker Muon reconstruction is more e�cient for low-momentum muon (pT < 5 GeV)
because it only requires a single muon segment in the muon chambers, while the Global
Muon reconstruction targets high-pT muons with at least two segments reconstructed in
the muon chambers. Thanks to the high reconstruction e�ciency of the tracker and that
of the muon systems, more than 95% of the muons produced in the geometrical acceptance
of the muon chambers, with a su�ciently large momentum, are reconstructed as a Global
or a Tracker Muon (often as both). Standalone-muon tracks alone are typically not used
in the muon reconstruction because of their worse momentum resolution and the high
contamination from cosmic muons.

The reconstructed muons are then classi�ed into three categories in the Particle-Flow
reconstruction [121]. Isolated muonscorresponds to global muons for which the sum of
the pT of the tracks and of the transverse energy of the calorimeter hits within a cone
size of� R = 0:3 centered around the muon is less than 10% of the muonpT . Among the
remaining reconstructed muons (which are typically included inside jets), thetight muons
are then identi�ed requiring a minimal number of hits in the muon track and compatibility
of the track with the linked calorimeter clusters, according to a template derived from
simulation. The tracks associated to isolated or tight muons are then removed from the
blocks.
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The few muons not identi�ed as isolated or tight muons can still be identi�ed asloose
muons, once all the other particles have been reconstructed by the Particle-Flow algorithm.
If they have a track momentum much larger than their associated energy deposit in the
calorimeter, they will indeed not be reconstructed as charged hadrons. For those loose
muons, the requirement on the number of hits is relaxed and a matching between the
extrapolated tracker track and the hits in the muon system is required.

As shown in Fig. 2.12, the muons reconstructed in CMS can be used to reconstruct the
di�erent resonances in the di-muon mass spectrum in a range from less than 1 to several
hundreds of GeV.

Figure 2.12: Invariant mass spectrum of opposite-sign muon pairs collected with di�erent
triggers in CMS [122]

Electrons

The next particles to be reconstructed are the electrons. The main challenge regarding the
electron reconstruction in CMS is related to the production of Bremmstrahlung photons
along the electron track. An electron can indeed radiate a large amount of photons in
the tracker. At � � 0, an electron has thus lost 33% of its energy on average due to
Bremmstrahlung before it reaches the ECAL and this fraction can go up to 86% at� � 1:4,
where the amount of material budget is the highest. The electron reconstruction has to
be able to assign correctly the associated energy deposits in the ECAL, otherwise this
algorithm may result in a degradation of the energy resolution not only for the electrons,
but for the jets and the missing transverse energy as well.

Two approaches are followed for the electron reconstruction in CMS [123]. The �rst one,
better suited for high-pT and isolated electrons, uses ECAL clusters as seeds for the electron
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track �nding. Large energy deposits in the ECAL (superclusters) are built by gathering
hot cells around local energy maxima, in a small window in� and in an extended window
in � (of around � 0.6 rad). The details of the clustering algorithm di�er in the barrel and
the endcaps because of the di�erent geometry of the crystals. A large extension in� is
used by the supercluster algorithm are able to collect most of the Bremsstrahlung photons
produced by the initial electrons, as seen in Fig. 2.13.

Figure 2.13: Typical energy deposit topology of an electron radiating Bremsstrahlung
photons. The squares represent the ECAL crystals while the green ones are those associated
with a signi�cant energy deposit: the electron and the Bremsstrahlung photons produce
each a cluster of crystals. The reconstruction procedure aims at gathering those clusters
to form a supercluster [124].

The energy-weighted center of the supercluster is then assumed to be the position on the
ECAL surface of an electron with the energy of the supercluster which would have produced
no Bremsstrahlung. From that position, two helices (one for each charge hypothesis) are
propagated back to the interaction point. If some tracker seed is compatible with those
extrapolations, a dedicated track reconstruction algorithm based on a Gaussian sum �lter
(GSF) [125] is used. Unlike the Kalman �lter algorithm, this track reconstruction is able
to follow the change of curvature of the tracks due to the Bremsstrahlung radiation.

As the GSF algorithm is relatively time-consuming, the superclusters used as seeds for
the ECAL-based approach must not be backed up by an HCAL cluster whose energy is
more than 15% of the supercluster energy. Because of that selection, the reconstruction
e�ciency for electrons in jets is relatively limited with that approach alone. Low-pT elec-
trons also fail to be reconstructed that way because the size of the superclusters is too
small to contain all of their Bremsstrahlung radiation. In order to recover those electrons,
a tracker-based approach is also used for the electron reconstruction, using a loose track
preselection. A dedicated search for Bremsstrahlung photons not included in superclusters
is also performed by extrapolating track tangents from each tracker layer.
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To be reconstructed as electrons by the Particle-Flow algorithms, the electron can-
didates from the two approaches have to pass in addition identi�cation criteria based
on calorimetric and track variables. Those variables are either used to de�ne cut-based
working points or are alternatively combined in a multivariate discriminator based on the
output of a Boosted Decision Tree (BDT) [126], which has been trained to separate gen-
uine electrons (selected amongZ ! ee candidates) from fakes (mostly from pions) [123].
The performance of di�erent electron identi�cations is compared in Fig. 2.14 with ROC
(Receiver Operating Characteristic) curves, which display the identifcation e�ciency for
electrons as a function of the mistag rate for jets faking electrons.

Figure 2.14: Performance of the electron identi�cation, using the BDT discriminant (red
curve) or cut-based workind points, in the barrel (left) and in the endcaps (right) [123]

Charged hadrons, neutral hadrons and photons

The remaining tracks are then associated to charged hadrons and linked to ECAL and
HCAL clusters. Depending on the energy deposits in the calorimeter (E) compared to the
momentum of the track (p), additional neutral particles can be created. For that purpose,
a cluster calibration is performed [127], which corrects for the non-linear response of the
calorimeters and for threshold e�ects.

For a given cluster, if its total calibrated energy is smaller than the linked track momenta
(E < � p), a search for additional loose muons is performed. The remaining tracks are then
removed progressively, starting with the ones with the highestpT uncertainty, until either
E > � p or no track is left. Each remaining track gives rise to a charged hadron. Its
momentum is either obtained from a �t to the track momentum and the cluster energy, if
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the calorimetric energy is consistent with the track momentum within its uncertainty, or is
equal to the track momentum otherwise. All the charged hadrons are assigned the charged
pion mass.

On the other hand, if the track momenta are higher than the cluster energy (� E =
E � � p > 0) by more than one standard deviation of the cluster energy, additional neutral
particles are created. Photon reconstruction is favored with respect to neutral hadrons,
as they carry twice more energy in hadronic jets. If some ECAL cluster is present with
an energyEem smaller than the calorimetric excess� E, it is used to build a photon with
energyE 
 = Eem and the remaining part of the excess is assigned to a neutral hadron with
energyEh0 = � E � Eem. Otherwise, if Eem > � E, it gives rise to a photon with energy
E 
 = � E and the remaining ECAL energy is assumed to come from an early shower of the
charged hadron. The remaining clusters, which are not linked to tracks, are then associated
to photons for ECAL clusters and to neutral hadrons with theK 0

L mass for HCAL clusters.

2.3.4 Jet reconstruction

As mentioned in section 1.1.3, when quarks or gluons are produced in hard interactions,
they will hadronize and produce bunches of collimated particles called jets. To reconstruct
those high-level objects, CMS uses the anti-kT clustering algorithm [128] with a cone size
of R = 0:4 (0.5 during Run I). This iterative algorithm takes as inputs the particles
reconstructed by the Particle-Flow algorithm and gather them into jets, whose momentum
gives an estimate of the initial partons. The anti-kT algorithm works as follows. For each
input object k and for each pair of objects(i; j ), a beam-distancedkB and a distancedij is
calculated. They are de�ned as

dkB = 1=p2
T k (2.9)

dij = min(1 =p2
T i ; 1=p2

T j )
� R2

ij

R2
(2.10)

where pT is the transverse momentum and� R2
ij = ( � i � � j )2 + ( � i � � j )2 the angular

distance squared. At a given step, the smallestdij is compared with the smallestdkB . If
dij < d kB the objects i and j are combined into a single proto-jet with four-momentum
pij = pi + pj . Otherwise, the objectk is removed from the process and is considered as a
jet. The anti-kT algorithm leads usually to jets with an intuitive circular shape, as seen in
Fig. 2.15.

The use of the Particle-Flow algorithm to provide the inputs of the clustering algorithm
enables to achieve a better resolution on the jet transverse momentum than withcalo-jets,
reconstructed from calorimeter cells only. Indeed, the Particle-Flow algorithm bene�ts
from the precise momentum measurement in the tracker and from the granularity of the
ECAL to reconstruct the charged hadrons and the photons, which carry 90% of the overall
jet energy. The jet energy resolution has been measured inZ=
 � ! �� events using a tag-
and-probe technique, the probe being a jet recoiling against the di-� pair, and is presented
in Fig. 2.16.
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Figure 2.15: Active area of jets reclustered with the anti-kT algorithm. A parton-level
event is overlaid with soft ghost particles to illustrate the e�ective area of the hard jets.
[128]

Figure 2.16: Jet transverse momentum resolution measured in Monte-Carlo simulation and
2010 data, for calo-jets (left) and Particle-Flow jets (right) [129]

The raw momentum of the jet, de�ned as the sum of the momenta of all its constituents,
is corrected to match the momentum of the parton which initiated the jet. First an
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o�set correction is applied to remove the contribution from the pile-up and the detector
noise. It is computed using the median transverse momentum density� for each event and
subtracting the product of � times the area of the jet in the� � � plane [130]. Then an
additional calibration, which depends on the kinematics of the jets, is applied in three steps
to correct for the response, non�linearity and inhomogeneity of the calorimeters [131].

In collisions with a high level of pile-up, fake jets may be reconstructed from the ac-
cidental clustering of neighbouring particles or from the superimposition of soft jets from
di�erent interaction vertices. To discriminate them from hard jets initiated by QCD par-
tons, a multivariate discriminant (MVA pile-up jet ID) based on a BDT output can be
applied. The BDT inputs include information from the tracks and from the jet shapes
[132].

2.3.5 b-jet identi�cation

As mentioned in section 1.3.3,b quark hadronization has speci�c characteristics with re-
spect to light quarks or gluons, which provides a way to tag the jets originating fromb
quarks. Those jets are identi�ed using the CSVv2 algorithm [133]. This algorithm relies
mainly on the tracker information to identify a seconday vertex among the tracks, which
is a characteristic feature of theb-jets. Several variables related to that secondary vertex
identi�cation are then used to exploit the long lifetime ofB hadrons and the higher particle
multiplicity and mass of b-jets compared to light-quark and gluon jets. Those variables are
combined to build a discriminator value, whose distribution can be seen in Fig. 2.17 for
di�erent parton �avors.

Figure 2.17: Distribution of the CSV discriminator in 2016 data [134]
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Di�erent working points can be de�ned with that discriminator. The associated ef-
�ciencies are detailed in Table 2.1. The mistag rates indicated correspond only to jets
associated to light �avors (u; d; s quarks and gluons). The mistag rate forc quarks can be
signi�cantly higher, as its hadronization presents similar features to the one of ab quark.

Working point b-tagging Light �avor (udsg)
e�ciency mistag rate

Loose 83% 10%
Medium 69% 1%

Tight 49% 0.1%

Table 2.1: CSVv2 b-tagger e�ciencies evaluated in Monte Carlot�t events [133]

2.3.6 � reconstruction and identi�cation

As mentioned in section 1.3.1, hadronically-decaying� leptons have distinct features with
respect to jets produced by quarks or gluons, with typically a signi�cantly lower number
of hadrons produced. In order to optimally reconstruct� h, dedicated algorithms have been
developed. The one used in CMS is the hadrons-plus-strips (HPS) algorithm [135], which
takes advantage of the individual particle reconstruction by the Particle Flow algorithm.
Starting from the jets clustered with the anti-kT algorithm with j� j < 2:5 and pT > 14
GeV (before calibration), di�erent decay mode hypotheses are tested for the� h to build
its 4-vector and identi�cation criteria are applied in a second step to reduce the fake rate
from QCD partons.

The possible decay modes of a� h include neutral pions in the �nal state, which quickly
decay into two photons. Those photons have a high probability to be converted into an
electron pair within the tracker volume. In order to take into account that possibility,
the HPS algorithm clusters photons and electrons from the jet into "strips" in the� � �
plane. These strips are more extended along� to account for the bending of the electron
trajectory in the 3.8T magnetic �eld and their size is adjusted as function of thepT of
the electron or photon to be merged (unlike in Run 1 where their size was independent of
the pT ). The clustering is performed iteratively, starting from the electron or photon with
the highest pT . Then, the subleading electromagnetic particle within the strip centered
on the seed is added to the strip. The center of the strip is rede�ned using the direction
of the sum of the 4-vectors of the clustered particles. This procedure is repeated until
no electron or photon is found inside the strip and a new strip is then created starting
from the remaining electromagnetic particles in the jet. In the end, strips withpT sums of
electrons and photons larger than 2.5 GeV are considered as� 0 candidates.

Those strips are then combined with the charged particles in the jet to attempt to
reconstruct the di�erent decay mode hypotheses of the� h. Only the charged particles with
pT >0.5 GeV and a track compatible with the production vertex of the charged particle with
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highestpT are considered, to reduce the in�uence of pile-up. Those elements are combined
in multiple � h hypotheses, corresponding to combination of one or three charged particles
and up to two strips. The charged particles are treated as charged pions and are assigned
the mass of the� + while the electrons from the strips are treated as massless. The charge
of a � h candidate is de�ned as the sum of all the particles included in the reconstruction
hypothesis, except for electrons in the strip.

Di�erent mass criteria are applied according to the hypothesis considered, consistently
with the expected resonance involved in that decay (see section 1.3.1):

ˆ h� h� h� : combination of three charged particles with total charge� 1, with

0:8 < m � h < 1:5 GeV (2.11)

ˆ h� � 0� 0: combination of one charged particles with two strips, with

0:4 < m � h < min

 

max
�

1:2 GeV; 1:2 GeV
q

pT � h =100 GeV
�

; 4:0 GeV

!

(2.12)

ˆ h� � 0: combination of one charged particle with one strip, with

0:3 < m � h < min

 

max
�

1:3 GeV; 1:3 GeV
q

pT � h =100 GeV
�

; 4:2 GeV

!

(2.13)

ˆ h� : single charged particle with no strip

Depending on the hypothesis considered, the mass window can be enlarged as thepT

increases to take into account resolution e�ects.
If an hypothesis fails the mass requirement, it is discarded. This is also the case if a

charged hadron or a strip is found within a signal cone of

� R = max
�
0:05; min

�
3:0 GeV=pT ; 0:1

� �
(2.14)

as the decay products are expected to be more collimated for boosted� h. If multiple hy-
potheses are still possible after the mass window and signal cone requirements are applied,
the one associated to the� h candidate with highestpT is chosen, the others being discarded.
At most, one � h candidate per jet is therefore produced. The associated hypothesis is then
referred to as the reconstructed decay mode of the� h, which can be 1-prong (prong meaning
charged hadron), 1-prong+� 0's (which gathersh� � 0 and h� � 0� 0) and 3-prongs.

To discriminate � h from QCD induced jets, the isolation of the candidates can be used as
the hadronization of QCD partons is expected to produce more particles than in a genuine
� h decay. This isolation is computed as the scalar sum of thepT of charged particles and
photons with pT > 0.5 GeV, reconstructed with the PF algorithm, within an isolation cone
of size� R = 0:5, centered on the� h direction (excluding the� h constituents). For analyses
targetting �nal states with large hadronic activity, such ast�tH searches, the isolation cone
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size is reduced to� R = 0:3. To reduce the sensitivity to pile-up, only the charged particles
associated to the same vertex as the� h are considered (within� z<0.2 cm and � r<0.03
cm). The photons cannot be unambiguously assigned to a given vertex and the in�uence
of pile-up for those particles is therefore evaluated on a statistical basis via the so-called
modi�ed � � corrections:

I � =
X

charged; � z< 0:2 cm

pT + max

0

@0;
X



pT � � �

1

A (2.15)

The � � corrections are computed from the scalar sum of charged particles that are within
a cone of size� R=0.8 around the � h direction and are associated to vertices with� z>0.2
cm with respect to the � h production vertex (i.e. pile-up vertices). That sum is scaled
by a factor 0.2 to take into account the relative contribution of the charged and neutral
components of the pile-up:

� � = 0:2
X

charged; � z> 0:2 cm

pT (2.16)

In its most simple version, the� h identi�cation directly relies on thresholds applied
to this isolation variable (cuto�-based isolation). A more complex MVA (Multi-Variate
Analysis) discriminant, based on a BDT output, has also been developed. In addition to
the aforementioned charged and neutral isolation sums, it also uses the transverse impact
parameter of the leading track of the� h candidate as input variable. This variable is de�ned
as the distance of closest approach in the transverse plane of the track to the� h production
vertex. For the candidates reconstructed in the 3-prongs decay mode, it also takes into
account the distance between the� h production point and the decay vertex. The possible
pT and � dependence of the input variables is also taken into account in the BDT training.
The distribution of that variable in simulated samples is presented in Fig. 2.18.

� h identi�cation e�ciencies and misidenti�cation rates, evaluated in Monte-Carlo sim-
ulated events, are presented in Fig. 2.19. The di�erent working points are able to de�ne
working points with a sizable signal e�ciency, while signi�cantly reducing the contribution
from the di�erent reducible backgrounds.

In addition to fakes from QCD jets, the� h identi�cation has also to deal with electrons
or muons reconstructed as� h. It can be a crucial issue for analyses looking for a resonance
decaying into a� lepton pair, one of them decaying leptonically and the other hadronically.
One of the main backgrounds is then the Drell-Yan production of aZ boson decaying into
a pair of electrons or muons, which can have a cross section signi�cantly higher than the
one of the searched signal. Anti-lepton discriminators have therefore been developed to
keep the fake rate from electrons and muons as low as possible [135].

Prompt isolated electrons, produced for instance in the decay of gauge bosons, can easily
be reconstructed as 1-prong� h. Moreover, because of the signi�cant material budget in
the tracker, electrons have also a sizable probability to produce Bremsstrahlung photons
and can be reconstructed in that case in the 1-prong+� 0's decay mode or even in the
3-prongs decay mode, in the case of a photon conversion. To discriminate genuine� h

from electrons, a discriminator based on a BDT score is used. The variables used as
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Figure 2.18: Distribution of MVA output for the � h identi�cation discriminant that includes
life-time information for hadronic � decays in simulatedZ=
 � ! � � (blue), and jets in
simulated W+jets (red) events. [135]

Figure 2.19: Expected e�ciencies and misidenti�cation rates of various� h identi�cation
working points as a function ofpT evaluated in simulation. The e�ciency is shown as a
function of the � h transverse momentum while the misidenti�cation probability is shown
as a function of the jet transverse momentum [136].
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inputs are related to the distribution in energy depositions in the ECAL, to the amount of
Bremsstrahlung emitted along the leading track and to the overall particle multiplicity, in
order to distinguish electromagnetic from hadronic showers.

As for the muons, the discrimination is in principle a lot easier since the muons can
go through the outermost parts of the detector, while the hadronic� decay products are
stopped in the calorimeters. Sometimes though, detector ine�ciencies or non-instrumented
regions can cause the muon reconstruction to fail and the muon can then mimic a perfect
1-prong candidate. Those cases are covered thanks to an MVA discriminant, based on a
BDT using calorimetric and muon chambers information, to assess the compatibility of a
candidate with a minimum ionizing particle, such as a muon.

2.3.7 Missing transverse energy

Using the Particle-Flow algorithm, the CMS detector is able to reconstruct almost all the
stable particles produced inpp collisions. However, weakly interacting neutral particles,
such as neutrinos or hypothetical dark matter candidates, cannot be directly detected,
which prevents their individual reconstructions. Nevertheless, their presence can still be
inferred using the conservation of the momentum in the collision. As the incoming partons
from the protons can be assumed to have no transverse momentum, the vectorial sum
of the momenta of all the particles produced in the �nal state should also share this

characteristic. The missing transverse energy
�!
=E T is then de�ned as the imbalance in the

transverse momentum of all the reconstructed particles in an event. Its magnitude is
denoted as=E T .

In a hadron collider experiment, this quantity is the only available estimate of the un-
detected particles momenta. The longitudinal momentum or the energy of those particles
cannot be reconstructed as the energy of the incoming partons from the protons is un-
known. This limitation is not present with lepton colliders, since elementary particles are
used for the collisions, whose energy is precisely measured, which enables to use the full
four-momentum conservation during the collisions to evaluate the four components of the
undetected particles momenta.

Di�erent estimations of the
�!
=E T have been considered in CMS [137], based on the inputs

used to compute it. The most performant algorithms usually make use of the particles

reconstructed by the Particle Flow algorithm. Yet, the measurement of
�!
=E T can still be

impacted by tracker ine�ciency or calorimeter non linearity, which a�ect the other particle
reconstruction. Therefore corrections are applied to mitigate those e�ects. The so-called
"type-1" corrections are applied to propagate the jet energy corrections (see section 2.3.4)

into the
�!
=E T computation, while the "type-0" corrections reduce the e�ects of pile-up by

subtracting charged hadrons and compensating for the remaining imbalance from neutral
hadrons.

The performance of the
�!
=E T reconstruction can be evaluated usingZ ! �� events. No

real
�!
=E T is expected in those events but it can be induced by removing the muon pair from
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the event reconstruction. The resolution on the
�!
=E T is then dominated by the hadronic

activity as the muon resolution is very good. The scale and the resolution of the
�!
=E T are

measured by comparing the response of the hadronic recoil�! uT to the transverse momentum
of the vector boson�! qT , which are related by

�! qT + �! uT +
�!
=E T =

�!
0 (2.17)

The di�erent vectors are represented in Fig. 2.20. The hadronic recoil is decomposed into

two componentsuk and u? with respect to the axis de�ned by�! qT . As
�!
=E T is supposed to

be null for those events, in the ideal case,uk = qT and u? = 0 and the resolution on the

two projections � (uk) and � (u? ) can be used to estimate the resolution on the
�!
=E T .

Figure 2.20: Illustration of Z ! l+ l � event kinematics in the transverse plane [138]

The resolution on the PF
�!
=E T , de�ned from the negative vectorial sum of the momenta

of all the Particle-Flow particles reconstructed in the event, is strongly degraded at higher
pile-up, which induces a smearing of the longitudinal and transverse components by a few
GeVs. Several algorithms have therefore been developed [138] in order to mitigate that

e�ect, which separate the PF
�!
=E T into di�erent contributions: particles originating from

the production vertex (PV) and particles originating from pile-up interactions (PU).

One of them is the so-called No-PU PF
�!
=E T , in which the contribution from pile-up

particles is scaled down by a factor computed using the tracks that are not clustered into
jets with pT >30 GeV and are either associated to the primary vertex or not

SF =
P

P V; charged pT
P

P V; charged pT +
P

P U; charged pT
(2.18)

Another algorithm is based on a set of multivariate regressions computed as corrections

to the hadronic recoil �! uT of the PF
�!
=E T . First a correction on the azimuthal angle of�! uT

is applied by using a BDT to match the azimuthal angle of� �! qT . In a second step, a
correction derived from another BDT is used to predict the magnitude of the true�! uT .

The corrected value of�! uT is then added to�! qT to de�ne the negative MVA
�!
=E T . Two BDT
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trainings have been investigated: one optimizes the
�!
=E T resolution (MVA PF

�!
=E T ) while the

other is trained to reach unity response for the variableuk=qT (MVA Unity PF
�!
=E T ).

Five
�!
=E T estimators are used to compute the input variables for the BDTs:

1. the negative vectorial sum of the momenta of all PF particles in the transverse plane

(PF
�!
=E T ),

2. the negative vectorial sum of the momenta of all charged PF particles that have been
associated to the selected primary vertex,

3. the negative vectorial sum of the momenta of all charged PF particles that have been
associated to the hard-scatter vertex and all neutral PF particles within jets that
have passed the MVA pileup jet ID (see section 2.3.4),

4. the negative vectorial sum of the momenta of all charged PF particles that have not
been associated to the hard-scatter vertex and all neutral PF particles within jets
that have failed the MVA pileup jet ID,

5. the negative vectorial sum of the momenta of all charged PF particles that have been
associated to the hard-scatter vertex and all neutral PF particles (also those that
have not been clustered into jets) plus the positive vectorial sum of the momenta of
all neutral PF particles within jets that have failed the MVA pileup jet ID.

For each
�!
=E T , the hadronic recoil�! uT is computed. The input variables of the BDTs are then

the magnitude and azimuthal angle of all �ve types of�! uT , the scalar sum of transverse

momenta of all PF particles of each
�!
=E T variable, the momenta of the two highestpT jets in

the event, and the number of primary vertices. The BDTs can therefore bene�t from each
missing transverse energy estimation: (2) is almost pile-up insensitive, (3) does not depend
much on pile-up and provides a better estimation of the energy scale, (4) estimates the
pile-up contribution and (5) takes into account the contribution from unclustered particles.

As seen in Fig. 2.21, the MVA PF
�!
=E T signi�cantly improves the resolution on the

�!
=E T and the pile-up dependence is reduced. Other

�!
=E T estimations based on the PUPPI

algorithm [139] are also under study in CMS for Run 2.
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Figure 2.21: Longitudinal (left) and transverse (right) recoil component resolution as a

function of the number of reconstructed vertices for di�erent PF
�!
=E T algorithms in Z ! ��

events [138]



Chapter 3

Level-1 electron and photon trigger
upgrade and commissioning

Don't lower your expectations to meet your performance.
Raise your level of performance to meet your expectations.

Ralph Marston

In Run 2, not only the center-of-mass energy of the LHC collisions has been increased
to 13 TeV, but the instantaneous luminosity delivered has even reached values beyond
the nominal design of the machine of1034 cm� 2s� 1. In order to guarantee a successful
and ambitious physics programme in this intense environment, the CMS trigger and data
acquisition system had to be upgraded. The Level-1 electron and photon trigger (Level-1
EG) hardware and architecture has been redesigned to maintain the current thresholds
even in presence of more extreme conditions. The trigger thresholds used for data taking
play an important role for analyses involving a Higgs boson decaying into� leptons, as
their visible decay products can have relatively lowpT due to the presence of neutrinos. I
had the opportunity to play a major role in the commissioning of this new trigger system
and to measure the performance of the upgraded Level-1 EG trigger. In this chapter, the
whole upgrade of the CMS Level-1 trigger system will be introduced. The implementation
of the new Level-1 EG trigger in particular will then be detailed. Finally, the performance
of this trigger, measured in the �rst 2016 collision data, will be presented.

3.1 Phase 1 Level-1 trigger upgrade

3.1.1 General principles of a trigger system

With a collision rate of 40 MHz, the data volume produced by the CMS detector can reach
up to 1000 Tb/s. This amount of data is far beyond the technical capabilities of any data
acquisition system based on computing. However, the rate of physics processes targeted
by physics analyses (either within or beyond the Standard Model) can be more than ten
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orders of magnitude lower than the one of inelastic scattering, as presented in Fig. 3.1.
The aim of a trigger system is therefore to increase the event purity, by being as e�cient
as possible on the signals while reducing the QCD background down to a level compatible
with data acquisition. The reduced amout of data can then be processed by a computer
farm with a thousand of processing units.

Figure 3.1: Cross sections for various processes at LHC for collisions at
p

s = 14 TeV. The
corresponding rates are indicated for an instaneous luminosityL = 1034 cm� 2s� 1. [124]

In high energy physics experiments, the rate reduction is generally performed in several
steps. As mentioned in section 2.2.7, in CMS, the �rst level of the trigger system, called
"Level-1 trigger" (L1), is based on custom electronic boards, while the second level, called
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"High Level Trigger" (HLT), uses a dedicated computer farm [115]. The Level-1 trigger
decision is based on coarse detector information while the HLT bene�ts from the full
granularity of the detector. The conception of the CMS trigger system takes of course
into account physics considerations related to the physics programme of CMS but has also
to deal with technical constraints related to the detector itself as well as the available
technology when being designed.

Physics considerations

For what regards the trigger, physics analyses must determine how they can optimally
make use of an allocated bandwidth in terms of rate. For that purpose, the nature of
the physics objects required for the analysis and their optimal selection criteria must be
assessed. The search for the Higgs boson provides a good benchmark for this. At the
time of the conception of CMS, since the mass of the Higgs boson was not known, it was
important to provide a good coverage in terms of trigger of all its possible decay modes,
as the corresponding branching ratios can signi�cantly vary depending on the mass value
(see section 1.2.3). The main discovery channels wereH ! ZZ ! 4`, H ! WW ! 2`2�
and H ! 

 . For the decay into massive electroweak bosons, isolated leptons and possibly
missing transverse energy are expected in the �nal state. The trigger selection had therefore
to be able to identify leptons with pT thresholds as low as possible with a high e�ciency,
to target leptons from an o�shell Z or W boson decay. The triggers used for these analyses
were requiring either the presence of at least a single electron or muon or a tighter selection
with at least two isolated leptons, with lowerpT thresholds resulting in a higher e�ciency.
For what regards theH ! 

 search, the L1 trigger used was in fact the same as requiring
two electrons, as no distinction is made between electrons and photons at this level since
only the calorimeter information is used in that case.

The H ! � � and H ! bbanalyses must deal with a large rate from the QCD back-
ground and it is therefore important to exploit every available leverage for rate reduction.
In the case ofH ! � � , it is not realistic to require the presence of only a single� h as the
pT thresholds would be too high to e�ciently collect that signal. Instead the presence of at
least two � h or at least one� h and one isolated lepton is required. Additional handles can
be used in the case of associated productions modes like VBF, where the presence of two
forward jets can be exploited, or VH, where the trigger can rely on the presence of leptons
from the electroweak boson decay. As an example, the combination of triggers used in the
2`ss + 1� h category of the 2016t�tH analysis in �nal states with � leptons (see Chapter 5)
is presented in Table 3.1.

Di�erent kinds of objects, more or less corresponding to those used in the o�ine analyses
but with a lower resolution, are reconstructed at the trigger level. In the busy hadronic
environment of LHC, isolated leptons provide good candidates to trigger on, as they are
not produced in most of QCD events, which enables to signi�cantly reduce the rate. Muon
candidates are produced with a relatively low cross section with respect to other trigger
objects, as they are reconstructed based on information from the muon detectors, which
are located behind the solenoid and are therefore less impacted by hadronic activity than
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Trigger type HLT path Lowest unprescaled L1 seed
Single electron HLT_Ele27_eta2p1_WPLoose_Gsf L1_SingleIsoEG34er

OR HLT_Ele27_WPTight_Gsf OR L1_SingleIsoEG36
OR L1_SingleEG38

Single muon HLT_Iso(Tk)Mu22(_eta2p1) L1_SingleMu20er
OR HLT_Iso(Tk)Mu24 OR L1_SingleMu22

Double electron HLT_Ele23_ Ele12_CaloIdL_ L1_DoubleEG_25_12
TrackIdL_IsoVL_DZ OR L1_DoubleEG_24_17

OR L1_SingleIsoEG34er
OR L1_SingleIsoEG36

OR L1_SingleEG38
Muon+electron HLT_Mu23_TrkIsoVVL_ L1_Mu20_IsoEG6

Ele8_CaloIdL_TrackIdL_IsoVL(_DZ) OR L1_SingleMu20er
OR L1_SingleMu22

HLT_Mu8_TrkIsoVVL_ L1_Mu5_IsoEG20
Ele23_CaloIdL_TrackIdL_IsoVL(_DZ) OR L1_Mu5_EG23

Double muon HLT_Mu17_TrkIsoVVL_ L1_DoubleMu_12_5
Mu8_TrkIsoVVL_DZ

Table 3.1: Triggers used in the2`ss + 1� h category of the 2016t�tH analysis in �nal states
with � leptons. The events must �rst trigger the L1 seed then the corresponding HLT
path. Only the L1 seeds enabled for all luminosity conditions are indicated here. The
numbers indicated in the trigger paths refers to thepT thresholds. In addition, various
quality criteria, isolation requirement or eta-restriction (er) can be applied. For L1 seeds
such as L1_SingleIsoEG34er, er means eta-restricted and corresponds to anj� j < 2:1 cut.

the calorimeters. Algorithms involving muons have therefore typically lowerpT thresholds
than the calorimeter triggers. Electrons and photons candidates are reconstructed based
on the information from ECAL. As the tracker information is not available at Level-1,
no distinction is made between the two for Level-1 triggers. The rate associated to those
objects can be further reduced by requiring isolation criteria based on the surrounding
energy deposits in the calorimeters.

For what regards hadronic objects, the distinction between those produced in hard and
soft scattering is relatively di�cult with the limited information available at trigger level,
which is why their associatedpT thresholds are much higher than those for leptons. It
is possible to reduce the associated rate by requiring the presence of multiple jets in the
events or by targetting speci�c topologies (like the VBF one). LowpT thresholds can
still be used in trigger paths with monitoring purposes but they must be prescaled. For
instance, in the case of a prescale of 1000, the trigger system for instance only keeps one
triggered event every one thousand, which allows to reduce the associated rate. The jets
produced by hadronic� 's are typically narrower than those produced by QCD partons
and this characteristic can be exploited at the trigger level using dedicated reconstruction
techniques to produce� candidates. Combined with an isolation requirement, it is thus
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for instance possible to use at Level-1 the unprescaled path L1_DoubleIsoTau36er, while
the lowest unprescaled double jet trigger is L1_DoubleJetC112. Finally, global quantities
such that the missing transverse energy=E T or the total hadronic activity HT can also be
used to trigger.

Technical considerations

The main points regarding the technical speci�cation of the trigger system are the rate
reduction, imposed by the capabilities of the data acquisition (DAQ) system, together with
the available latency. The current DAQ in the CMS experiment can typically sustain a
data taking up to 1.5 kHz of events. On the other hand, at a luminosity of1034 cm� 2s� 1

and with on average more than 20 interactions per bunch crossing, the input rate of events
in the detector is of the order of 1 GHz, which requires a rate reduction by a factor106. As
already mentioned in section 2.2.7, to meet that challenge, the CMS trigger is organized
in two stages. The Level-1 trigger �rst reduces the rate down to 100 kHz. Because of the
considerable amount of data produced by the detector (1000 Tb/s), the Level-1 trigger
must be based on custom electronic boards. The Level-1 output data �ux is thus reduced
to 2.5 Gb/s sent to the HLT, which further skims it down to 225 Mb/s.

The latency of the trigger system corresponds to the maximum time allowed for the
system to take the decision to accept or discard an event. This parameter depends on
di�erent factors including:

ˆ the required time to read the information from the detector: this must take into
account the transit of data from the detector through optical �bers, limited by their
bandwidth.

ˆ the time needed by the trigger algorithms to process the information and produce
physical quantities which are used to trigger on the events

ˆ the capability of the data bu�er in each subdetector: it corresponds here to the
maximal depth in terms of number of events which can be stored in the Front End
(FE) Electronics.

ˆ the time needed to distribute the L1 Accept signal to the FE of each subdetector

The CMS Level-1 trigger has a �xed latency of 3.2� s. This constraint is imposed by the
data bu�er of the tracker and the preshower detectors in the endcaps. Since the electronic
boards used by the Level-1 trigger system are located in the service cavern, outside of
the experimental cavern, 62 m of optical �bers are required, which already consumes a
non-negligible part of the latency budget. In the end, 1� s only are allocated to the trigger
algorithms, constraint which has to be taken into account in their design.

In addition to the rate reduction and the latency, the �exibility of the trigger system
is important as well. Indeed, with the evolving conditions of LHC collisions, the trigger
system must be con�gurable to make it as optimal as possible for every luminosity and
pile-up conditions. As the Level-1 trigger is hardware-based, this is a priori more di�cult
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for the Level-1 than for the software-based HLT. Still, the Level-1 system bene�ts from
the programmable logic available nowadays in FPGAs (Field Programmable Gate Arrays).
However, these FPGAs cannot be used in a radiation-hard environment. As during the
CMS conception, the available optical �bers did not meet the needs of the experiment in
terms of radiation-hardness, bandwidth and cost, the chosen solution consists of ASICs
(Application-Speci�c Integrated Circuit) on the detector and of FPGAs on the electronic
boards in the service cavern.

3.1.2 CMS Level-1 Trigger architecture in Run 1

The architecture of the Level-1 trigger system used by CMS during Run 1 is presented in
Fig. 3.2. As can be seen, data produced by the muon subsystems and by the calorimeters
are �rst treated separately by the Muon Trigger and the Calorimeter Trigger. Those
subsystems take as inputstrigger primitives, which corresponds to a coarse reconstruction
of energy deposits in the subdetectors. In the case of the muon subsystems, those trigger
primitives consist of track segments mainly produced by the Drift tubes (DT) and the
Cathode Strip Chambers (CSC) (see section 2.2.6). The Resistive Plate Chambers (RPC)
produce complementary trigger information with a very good timing resolution. Muon
candidates (L1Mu) are then reconstructed from that information and the Global Muon
Trigger (GMT) collects them, removes potential duplicates and orders them by decreasing
order of pT . For what regards the Calorimeter Trigger, the trigger primitives are produced
from ECAL, HCAL and HF data and are processed to produce electron-photon (L1EG),
jets (L1Jet), hadronic � 's (L1Tau) candidates as well as global quantities such as total
hadronic energy (L1HT) or missing transverse energy (L1MET). All the L1 candidates
produced by the Muon and the Calorimeter Trigger are then sent to the Global Trigger
(GT), which checks if any of the conditions implemented in the full set of L1 algorithms
used for data-taking (L1 menu) is ful�lled. If so, a L1 Accept signal is produced and the
event is then sent to the HLT to be further processed.

One of the challenges the CMS L1 trigger system has to meet is the massive amount
of data produced by the detector, which has to be processed during the 3.2� s of latency
allocated to the L1 trigger. As the amount of data to transfer in a given time is limited
by the bandwidth of the system, the strategy adopted in Run 1 was then to progressively
reduce the amount of data to be transferred to be compatible with the technical constraints.
This reduction is achieved thanks to a regionalized implementation. This regionalization
already starts at the level of the trigger primitive generation. In the case of ECAL for
instance, the trigger primitives are for instance built in the barrel from5 � 5 arrays of
crystals (while in the endcaps, the geometry is more complex, as presented in Fig. 3.3).
They already take into account some identi�cation criteria, especially regarding the removal
of anomalous ECAL signals known as spikes [124]. In the Regional Calorimeter Trigger
(RCT), the detector is segmented in areas of� � � � � = 0:35 � 0:35, corresponding to
4� 4 trigger towers (combination of an ECAL and HCAL trigger primitive). Each of those
RCT regions are then processed in parallel to produce L1 EG candidates and to compute
the total energy deposit in those regions, which are then sent to the Global Calorimeter
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Figure 3.2: CMS Level-1 trigger architecture during Run 1. The di�erent subsystems of
the Muon Trigger are presented on the left while those for the Calorimeter Trigger are
displayed on the right. Level-1 candidates are sent by the Global Muon Trigger (GMT)
and the Global Calorimeter Trigger (GCT) to the Global Trigger (GT) which delivers the
Level-1 trigger decision. [140]

Trigger (GCT). The GCT takes care of theET ordering of the L1EG candidates and of
the reconstruction of L1Tau and L1Jet candidates together with the computations of L1
global quantities.

3.1.3 Upgrade of the CMS Level-1 Trigger for Run 2

With the luminosity increase planned by LHC during Run 2 and 3 potentially up to
2:1034 cm� 2s� 1 (twice the design luminosity!), CMS undertook a major upgrade of its
Level-1 Trigger system to be able to deal with those harsh data-taking conditions. If
nothing had been done, the trigger thresholds required to stay within the Level-1 rate of
100 kHz would have been increased signi�cantly, which would have signi�cantly impacted
the physics programme of CMS.

For what regards the Level-1 Calorimeter Trigger, one of the major changes introduced
with this upgrade has been the improvement of the granularity of this trigger system: the
upgrade has enabled the trigger reconstruction algorithms to get access to the individual
trigger towers instead of the regional information used previously. The upgrade had thus
positive consequences in several areas:
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Figure 3.3: Trigger towers map in the ECAL endcaps. The trigger towers are bounded by
full black lines. [124]

ˆ For the electrons and photons, the Run 1 algorithm reconstructed L1EG candidates
from a �xed window of 2x1 trigger towers. In the case of Bremsstrahlung radiation,
this window was actually too small to recover the whole energy deposit from electrons
or photons. With the new Run 2 trigger, it has been possible to adapt the reconstruc-
tion to improve the resolution on L1EG candidates. Moreover, an improved isolation
criteria, including a pile-up mitigation, has also been deployed.

ˆ For the hadronic � 's, the rate reduction with respect to QCD jets was achieved
using a dedicated topological pattern identi�cation on the calorimeter energy deposit.
However, this resulted in a limited trigger e�ciency below 60% (which was mitigated
combining L1Tau and L1Jet algorithms). The new L1Tau algorithm makes use of
a reconstruction and an isolation criteria similar to the ones for L1EG candidates,
which achieves a much higher e�ciency than the Run 1 algorithm for all the possible
� h decay modes.

ˆ For the jets and calorimeter sums, the new L1 trigger better granularity enabled to
improve the energy resolution, especially in the HF, and introduced pile-up subtrac-
tion techniques absent in Run 1.



3.1. PHASE 1 LEVEL-1 TRIGGER UPGRADE 87

ˆ The new L1 trigger also introduced the possibility to implement sophisticated correla-
tion conditions, in particular based on invariant mass computations already possible
at hardware level. Those improvements have been exploited to design for instance
VBF triggers, improving signi�cantly the sensitivity to that production mode of the
Higgs boson.

Another major change introduced in the new Level-1 Calorimeter Trigger, which en-
abled all the aforementioned improvements, concerns the hardware architecture. The Run
1 regionalized approach has indeed been replaced with a trigger architecture called Time
Multiplexed Trigger (TMT) [141]. Instead of splitting and duplicating information based
on detector regions to process it in parallel, the TMT processes together all the information
coming from the whole detector. This enables for instance to determine the energy density
in the event to mitigate the e�ect of pile-up. However such a treatment of the informa-
tion results in an increased latency. The TMT includes therefore several processors which
can treat sequentially the events corresponding to di�erent bunch crossings. Moreover the
TMT does not require more latency as the trigger algorithms can process data as they
arrive, without having to wait for the reception of the whole information.

This new architecture is illustrated in Fig. 3.4. It uses a �rst layer of CTP7 electronic
boards and a second Layer of MP7 boards, presented in Fig. 3.5. The Layer-1 boards
receive in parallel the information from the calorimeters and reorganize it to send it se-
quentially to the Layer-2: at each clock count, data corresponding to a whole� slice is
sent to a single MP7 board. The data from the next event is then sent to another MP7.
Overall 9 MP7 boards are used, which corresponds to a latency of9� 25 ns for running the
L1 trigger algorithms. Thanks to that latency, a certain �exibility in the complexity of the
algorithms is allowed. An additional MP7 board is then used as demultiplexer (Demux)
to reorder and format data before sending it to the Global Trigger.

In order to ensure the constant availability of the trigger system during data taking,
the following strategy has been adopted by CMS. An upgraded version of the Calorimeter
Trigger, called Stage-1, has been designed and used for data-taking in 2015. It was based
on the same regionalized architecture as the Run 1 Calorimeter Trigger. The new version
of the Calorimeter Trigger, to be used for the remaining of the Phase 1 and called Stage-2,
has been �nalized and tested in parallel with the Stage-1 trigger until the end of data-
taking in 2015. I have been deeply involved into the �nal implementation of the Stage-2
L1EG algorithm and its commissioning during this phase. The detailed implementation of
the Stage-2 L1EG algorithm will be presented in the next section. The parallel running
enabled to show that the Stage-2 trigger was able to run with the expected performance
and it has therefore been used from 2016 onward for data-taking.
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Figure 3.4: TMT architecture used in the upgraded CMS Level-1 Calorimeter Trigger. See
text for explanations. [140]

Figure 3.5: CTP7 [142] (left) and MP7 [143] (right) boards used in the upgraded CMS
Level-1 Calorimeter Trigger.
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3.2 Implementation of the Stage-2 Level-1 EG algo-
rithm

3.2.1 Reconstruction

As mentioned previously, the inputs of the Calorimeter Trigger correspond to the ECAL
and HCAL trigger towers. Those trigger towers are �rst processed by the Layer-1 to orga-
nize the information in a way compatible with the TMT architecture. Due to bandwidth
limitations, information from ECAL and HCAL has to be compressed before being sent to
Layer-2, where the L1EG algorithm is implemented. The information associated to each
trigger tower is sent under the form of a 16-bit number:

ˆ one bit corresponding to the ECAL �ne-grain bit used for the L1EG identication (see
section 3.2.2)

ˆ one bit corresponding to the HCAL feature bit (currently unused)

ˆ one bit indicating whether the ECAL energy in the trigger tower (E) is larger than
the HCAL energy (H )

ˆ one bit indicating whether E = 0 or H = 0

ˆ three bits corresponding tolog2(E=H) (binary logarithm of the E=H ratio) if E � H
or log2(H=E) if H > E

ˆ nine bits corresponding to the total transverse energyE + H

Knowing the value ofE + H and H=E, it is possible to reconstruct if needed the individual
componentsE and H . The position of a trigger tower is indexed by two numbersi� (going
from -28 to 28 for ECAL) and i� (going from 1 to 72). Each CTP7 sends information
related to 4 trigger towers alongi� (corresponding to a20� sector). At each clock count,
data corresponding to a whole� slice of 72 towers is sent for each half of the detector
(� < 0 and � > 0). The i� position is therefore inferred from the clock and the L1EG
algorithm can start running without waiting for data from the whole detector to be sent.

The reconstruction of the L1EG candidates used in the Stage-2 algorithm is inspired
by the superclustering algorithm used for the o�ine reconstruction of electrons (see sec-
tion 2.3.3). This algorithm showed indeed good performance to collect the potential
Bremsstrahlung radiation emitted by electrons when going through the tracker material.
For that reason, even though electrons produce compact electromagnetic showers, their en-
ergy deposits in the ECAL can have di�erent sizes. The study of the footprint of electrons
in the ECAL, presented in Fig. 3.6, showed that an appropriate shape was provided by
a 3x3 window around the tower with maximal energy (the seed), extended by one or two
towers in the � direction. Moreover, the size of the footprints is most of the time contained
within two trigger towers along � .

Based on those observations, the following clustering algorithm has been implemented:
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Figure 3.6: "Footprints" of the energy deposit from electrons in di�erent� regions of the
detector, observed in Run 1 data. The granularity shown here corresponds to the trigger
towers (5x5 ECAL crystals). Thez axis represents the fraction of energy deposited by the
electron in each tower around the maximum. [140]

ˆ Potential seeds are �rst de�ned as trigger towers associated to a local maximum of
energy deposit in a3 � 9 window in i� � i� around them. They are also required
to have an energy above 2 GeV to limit the in�uence of detector noise. To avoid
situations where two towers with the same energy in a3� 9 window would veto each
other, a dedicated set of large and strict inequalities, shown in Fig. 3.7 (left), is used
to de�ne whether a tower is a potential seed.

ˆ The neighboring towers in a3� 3 window around the seed are then clustered together
with the seed if they have an energy above 1 GeV. The cluster is potentially extended
along the � direction by one or two towers if they have an energy above 1 GeV and
can be linked to the seed (i.e. if the intermediary tower is also clustered).

ˆ The maximal size of the cluster is then reduced down to 2 towers along� by removing
the � -side with the lower energy.

After this procedure, the maximal size of a cluster corresponds therefore to the one pre-
sented in Fig. 3.7 (right). These clusters are used to produce not only L1EG candidates
but L1Tau candidates as well. Note that for that reason, the clustering is performed using
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E + H as the energy of the towers and notE only. When combined with a L1EG identi-
�cation based on H=E, the performance of the L1EG algorithm is actually equivalent in
the two cases.

Figure 3.7: Left: Description of the �ltering window used to de�ne a local energy maximum
in the trigger towers. Right: Maximal cluster shape allowed for a L1EG candidate. Each
block represents a trigger tower and the cluster is at most two-tower wide along� and
�ve-tower wide along � . [140]

As previously mentioned, the dynamic clustering enables to improve the energy res-
olution on electrons and photons with respect to a sliding window algorithm. However,
background candidates are mainly produced from QCD processes and pile-up interactions
and tend to create wider energy deposits within jets. The dynamic clustering algorithm
will therefore collect all the neighboring energy and would in principle produce background
EG candidates with higher energy than a sliding window algorithm including only up to
two trigger towers for instance, since background candidates are more likely to have wide
shapes. The di�erence in the topological distributions of the clusters for real electrons and
for background candidates is presented in Fig. 3.8. To tackle this issue, a trimming is
applied on the EG candidates: this step corresponds to an e�ective reduction of the size of
the clusters. The trimming is based on a Look-Up Table (LUT), which simply corresponds
to the �rmware implementation of a multi-dimensional array. This trimming LUT takes as
inputs the � position and the shape of the cluster and returns a reduced shape, where some
of the original towers have been removed from the original cluster. The largest shapes,
more characteristic from background events, are thus reduced, which e�ectively limits the
energy of background candidates. The trimming LUT has been determined to keep 90%
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of the real electrons una�ected.

Figure 3.8: Distribution of the shapes obtained with the dynamic clustering algorithm
for real electrons (signal) and for the background, in 8 TeV data and in Monte-Carlo
simulation, in linear scale (left) and logarithmic scale (righ) [140]

In order to keep the bene�t from the improved energy resolution due to the dynamic
clustering, a dedicated calibration is applied on the L1EG candidates. The energy of the
candidates, obtained by summing the energy of the towers after trimming, is multiplied
by a correction factor encoded in another LUT, with the� position, the untrimmed shape
and the uncalibrated energy as inputs. The correction factors are determined based on
real electrons reconstructed o�ine in data such that the L1 transverse energy gets as close
as possible to the transverse energy of the electrons o�ine calorimeter superclusters (see
section 2.3.3). Those correction factors are typically larger than one, especially in the case
of the large shapes, more a�ected by trimming. This calibration enables therefore to get a
uniform L1 energy response in the detector and to compensate for the loss of energy due
to the trimming of real electrons. The improvement in the energy resolution with respect
to the Run 1 algorithm is presented in Fig. 3.9. Since background EG candidates have an
energy distribution within the cluster di�erent from real electrons and since the calibration
is tuned on real electrons, the background EG candidates gets undercorrected with respect
to the real EG candidates, which enables to keep their energy lower than before trimming
and therefore to reduce the rate at a given L1 threshold.

The position resolution has also been considerably improved with the new L1EG al-
gorithm used from Run 2. In the Run 1 algorithm, the resolution in position was limited
by the size of the RCT, corresponding to4 � 4 sets of trigger towers. With the dynamic
clustering, this resolution can even go below the size of a trigger tower. Indeed, the default
position attributed to an EG candidate corresponds to the one of its seed tower but using
the energy distribution within the cluster, it is actually possible to re�ne it. For instance,
if the upper half of the cluster corresponds to a higher energy deposit than the lower half,
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Figure 3.9: Transverse energy resolution of the L1EG candidates with respect to o�ine
electrons in di�erent regions of the detector, for the Run 1 and the upgraded Run 2 algo-
rithm, in 8 TeV data. [140]

the position of the EG candidate is determined accordingly to be shifted by a quarter of
trigger tower in that direction with respect to the center of the seed tower, which makes this
procedure close to an energy-weighted position. A sketch of the di�erent allowed positions
together with the obtained L1EG resolution in position are presented in Fig. 3.10.

Figure 3.10: Left: Possible re�ned positions of a L1EG candidate within the seed tower.
Right: Position resolution of the L1EG candidates with respect to o�ine electrons in the
barrel, for the Run 1 and the upgraded Run 2 algorithm, in 8 TeV data. The resolution of
the Run 1 algorithm is limited by the size of the RCT regions. [140]
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3.2.2 Identi�cation

Without any identi�cation criteria, the rate of the L1EG algorithm would be driven by
hadronic candidates and would be very similar for instance to the one of the L1Tau al-
gorithm. Knowing that the lowest unprescaled L1 threshold a�ordable in 2016 for the
SingleTau algorithm has been 120 GeV, dedicated identi�cation criteria for the L1EG al-
gorithm must be used to maintain trigger thresholds low enough to cover the electroweak
processes which represents an important part of the CMS physics programme. Those are
based on three vetos:

ˆ Fine Grain : the Fine Grain is a veto computed at the level of the ECAL trigger
primitives [124]. It is based on the compactness of the electromagnetic shower in the
seed tower.

ˆ H/E : a cut on the H/E ratio is determined to reject the large contribution from
hadronic background candidates. Two higher bounds have been separately deter-
mined for the barrel and the endcaps to keep una�ected 99.5% of the electrons. This
cut has been relaxed for candidates above 128 GeV to ensure a 100% e�ciency at
high pT .

ˆ Shape: this veto is based on the topological shape of the clusters. As mentioned
previously, background candidates have typically a larger footprint. The largest pos-
sible shapes can therefore almost unambiguously be attributed to those background
candidates and be vetoed. The shape veto is based on a LUT using as inputs the
� position, the untrimmed shape and the uncalibrated energy of the clusters and is
tuned to have a minimal e�ciency of 99% on real electrons, this e�ciency increasing
with ET to reach 100% for electrons above 70 GeV.

Those vetoes are only applied to L1EG candidates below 128 GeV, in order to ensure a
100% e�ciency for high ET electrons and photons. All the L1EG candidates passing those
vetoes are then sorted independently in each� -half of the detector and the six leading ones
are further sent to the Global Trigger to be used in the triggers included in the L1 menu.

3.2.3 Isolation

Most of the electrons and photons produced in electroweak processes are expected to be
produced without hadronic activity around them (so-called "prompt" electrons or photons).
This is for instance the case for electrons produced inW or Z boson decays or for photons
produced in Higgs boson decays. An additional identi�cation criteria, based on the energy
deposit around the L1EG candidate, is therefore implemented in the Level-1 trigger and
can be optionally used to de�ne Level-1 seeds (L1IsoEG) with lowerET thresholds than
the inclusive L1EG seeds.

This isolation criteria is de�ned based on a 9x6 TT region around the seed of the L1EG
candidate, presented in Fig. 3.11, in which the electromagnetic and hadronic energy from
all the towers is summed. A footprint of the L1EG candidate is de�ned as a 5x2 ECAL
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region backed by a 2x1 HCAL region (to include potential energy leakage in HCAL of
the electron or photon). The energy from this footprint is then subtracted from the total
energy deposited in the 9x6 region to de�ne the isolation energy. The isolation criteria
requires that this isolation energy is lower than some customized threshold implemented
in a LUT, using as inputs the� position, the uncalibratedET of the L1EG candidate and
an internal variable callednT T .

Figure 3.11: L1EG isolation region, decomposed between ECAL and HCAL components.
The red tower corresponds to the seed, while the white towers are included in the EG
footprint (see text). The blue towers are the ones summed to de�ne the isolation energy.

The nT T variable allows to introduce a dependence to pile-up in the thresholds to
apply. Indeed, the isolation energy includes some pile-up contribution which increases with
the number of additional pile-up interactions and to avoid a reduction of the triggering
e�ciency with pile-up, this e�ect has to be taken into account. The variable nT T is then
de�ned as the number of trigger towers in the 8 central slices of the detector with a non-
zero energy deposit. This variable has been shown to exhibit a strong correlation with the
number of reconstructed pile-up vertices, as shown in Fig. 3.12. The pile-up contribution
to the isolation energy is then taken into account by progressively relaxing the isolation
thresholds asnT T increases.

In practice, the isolation cut has been derived based on data in a givennT T range. For
each value ofET , a target isolation e�ciency has been imposed and the corresponding cut
on the isolation energy has been derived for each possible value of� . An linear extrapolation
to any possible value ofnT T has then been used, based on the correlation of the isolation
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energy with nT T . To ensure a high e�ciency at high ET , the isolation requirement is also
relaxed with the L1EG ET , by increasing the target e�ciency together with ET . This
energy dependence can be adapted to di�erent luminosity conditions in order to optimally
combine rate reduction and triggering e�ciency.

Figure 3.12: Distribution ofnT T and the number of reconstructed vertices (left) and average
nT T values as the function of the number of reconstructed vertices (right) in 13 TeV data.

3.3 Commissioning of the Stage-2 Level-1 EG trigger

3.3.1 2015 commissioning

The new Level-1 Stage-2 trigger was scheduled to be used for data-taking in CMS from
2016 onwards. 2015 has therefore been dedicated to the commissioning of the new sys-
tem, which had to demonstrate that it would be ready for LHC restart after the winter
shutdown. It has to be understood that for practical reasons, the trigger algorithms are
�rst developed with a software implementation, mainly in C++. This software imple-
mentation is called "emulation". When I started my work on the upgrade of the L1EG
trigger, the corresponding emulator was mostly �nalized and had demonstrated already
very good performance, compatible with the expected 2016 LHC conditions. Still, as men-
tioned previously, the Level-1 trigger in CMS is implemented on custom electronic boards
and a �rmware implementation had therefore to be developed to reproduce the software
emulation. This �rmware implementation is in fact much more complex than the software
implementation as it has to be compatible with the TMT architecture and it has to be
optimized such that all the calorimeter trigger algorithms are able to �t on the FPGA of
a single MP7 board, which has a limited amount of resources. This implementation has
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been done in tight collaboration with engineers in electronics using the VHDL program-
ming language (Very high speed integrated circuit Hardware Description Language). The
VHDL implementation can then be compiled into an executable which can be uploaded
on the FPGA. This compilation is done using the Vivado software [144] and requires a
powerful computer, on which the conversion is typically performed in twelve hours. Once
this is done, the �rmware can be uploaded on an MP7 board and tested using data to
check the outputs of the algorithm. The test bench used at LLR for the tests of the L1EG
�rmware is visible in Fig. 3.13.

Figure 3.13: � TCA testbench used at LLR. On the left, the Vadatech� TCA crate, with
the MHC board in the middle of the crate (used to download �rmware) and the MP7 board
on the right of the crate. On the right, the Dell computer used for the compulation of
VHDL programs and the production of FPGA �rmwares. [140]

The Level-1 EG �rmware implementation has been �rst developed at LLR and I have
been in charge of validating the �rmware implementation with respect to the software
implementation. The procedure adopted was to send to the board test patterns, generated
from simulated events with two electrons or two gluons. The test patterns corresponded to
data, as if produced by the Layer-1 (see section 3.1.3). Those data can then be processed
on the FPGA and the outputs of the MP7 can be compared to the outputs of the software
emulator. The possible discrepancies had to be understood and �xed, either by modifying
the �rmware or the software implementation, while maintaining the same level of physics
performance. Fixing those discrepancies can be quite challenging as from the �rmware side,
only the outputs of the MP7 are available, i.e. the list of L1EG candidates produced with
their position and energy, and the intermediary variables de�ned in the software emulation
cannot be accessed in the FPGA. Fortunately, a virtual test bench simulation has been
developed, which gives the possibility to check some of those variables directly using the
VHDL implementation. After several iterations, it has been possible by the spring of
2015 to obtain a quasi-perfect agreement between emulator and �rmware for the L1EG
candidates, as seen in Fig. 3.14.
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Figure 3.14: Comparison of theET (in �rmware units) of the L1EG candidates between
the emulator and the �rmware outputs, for simulated events with two electrons (left) and
two gluons (right).

At this point, the �rmware implementation for the L1EG and L1Tau algorithms had
been developed independently from the L1Jet and L1Sums algorithms. As all of those
algorithms were intended to �t in the FPGA of a single MP7 board, some parts of those
implementations have been revisited to better optimize the resource shared among the
di�erent blocks. For example, the original size of the isolation window for the L1EG
algorithm was 5x9 trigger towers, while the L1Jet candidates were based on a 9x9 window,
using intermediary sums of 3x9 windows. The L1EG isolation window has then been
extended to a 6x9 window, computed as the sum of two 3x9 windows to better make use
of quantities already computed in some other blocks. The structure of the whole Level-1
calorimeter trigger �rmware after re-optimization is presented in Fig. 3.15. The horizontal
links show how some results of the di�erent �ows are re-used in di�erent blocks.

The last months of 2015 LHC proton-proton collisions have been dedicated to the
validation of this new �rmware. A parallel running had been designed for the Level-1
trigger system for that purpose. One trigger data-�ow was going through the upgraded
Stage-1 system, which had been deployed for the 2015 data-taking. The Level-1 trigger
decision was based on the outputs of this system. Another parallel trigger data-�ow was
set up for monitoring purposes and was going through the Stage-2 system. All the Stage-
2 data have been recorded for o�ine analysis, while an online Data Quality Monitoring
(DQM) system had been deployed to monitor the Stage-2 system during data-taking. A
sample of online DQM plots is presented in Fig. 3.16. The list of runs which have been
analysed during the parallel running is presented in Table 3.2.
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Figure 3.15: Final structure of the Level-1 calorimeter trigger, including all the calorimeter
trigger algorithms (L1MET, L1EG, L1Tau, L1Jet and L1HT). The data �ow goes from
the top to the bottom. The di�erent blocks correspond to computing steps run in paral-
lel. Three main data streams can be identi�ed, corresponding to the L1MET (left), the
L1EG+L1Tau (middle) and L1HT+L1Jet (right). Five outputs streams are produced and
sent to the Demux, corresponding to the L1MET, the L1Tau, the L1EG, the L1HT and
the L1Jet candidates.
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Figure 3.16: Sample of distributions available in the online DQM of the Level-1 Calorime-
ter Layer-2. On the top raw, from left to right: the distributions of L1 HTT, the 2D
distribution of the ET of L1IsoEG candidates as function of the bunch crossing, theET -
weighted 2D distribution of the � � � position of L1IsoEG candidates and the� distribution
of L1IsoEG candidates. On the bottom raw, from left to right: the 2D distribution of the
� � � position of L1IsoEG candidates, the� distribution of L1IsoEG candidates, theET

distribution of of L1IsoEG candidates and the� distribution of L1Tau candidates.

This parallel running gave the opportunity to validate the Stage-2 �rmware implemen-
tation in real data-taking conditions by comparing the �rmware outputs with the corre-
sponding emulator quantities. The corresponding validation plots are presented in Fig.
3.17, obtained from data collected with single electron triggers. A perfect agreement is
obtained for the energy of the L1EG candidates. In the run 260576 (ECAL only inputs),
a bump at 20 GeV (=40 in �rmware units) is observed in the fallingET distribution of the
L1EG candidates. This corresponds to a bias due to the 20 GeV threshold used for the
single electron trigger in that run. In the run 260627, inputs from ECAL and HCAL were
used and this bias is not visible. The reason is that at this time, the H/E identi�cation
criteria for the L1EG electrons was not implemented in the �rmware version deployed for
the parallel running. Therefore any calorimeter energy deposit could produce a valid L1EG
candidate. Since the hadronic deposits are produced in larger amount than the electromag-
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Run number Time Luminosity Notes

258741 30 min. 4.7 pb� 1 ECAL
258742 4.5 h 59 pb� 1 ECAL
259884 1 h 6.7 pb� 1 ECAL + HCAL
260424 4.3 h 63 pb� 1 ECAL
260490 30 min. 5.3 pb� 1 ECAL + HCAL
260493 20 min. 3.7 pb� 1 ECAL + HCAL
260576 3 h 48 pb� 1 ECAL
260627 12 h 180pb� 1 ECAL + HCAL + HF

Total 26 h 370pb� 1

Table 3.2: List of runs recorded in the parallel running of the Stage-2 system. Those runs
correspond to a total of over 7 billions events, which have been used for o�ine analysis.

netic ones and are not biased by the single electron trigger thresholds, the energy spectrum
does not exhibit the same feature as the one from the run 260576. The energy spectrum
stops at a �rmware value of 300 due to the energy saturation of the L1EG candidates.

Concerning the position of the L1EG candidates, the agreement between emulator and
�rmware is quasi-perfect in the run 260576, while some discrepancies are observed in the
run 260627, especially a trend with� . Those discrepancies are due to a known di�erence
present at that time between the emulator and the �rmware implementation of the sorting
of the L1EG candidates, when some candidates have the same energy: in particular, the
emulator implementation favors the candidates with higher� while the sorting in the
�rmware is uncorrelated with � . Since a limited number of L1EG candidates is produced
(12 at most), the L1EG candidates may di�er between emulator and �rmware. Note that
the energy spectrum is not a�ected as those di�erences only a�ect events where the trailing
L1EG candidates have the same energy. The di�erence is mostly visible in the run 260627
because the L1EG multiplicity in that run was higher, since ECAL and HCAL inputs were
used. The small remaining di�erences between emulator and �rmware were �xed during
the subsequent LHC end-of-year technical stop.

3.3.2 Preparation of the 2016 data-taking

Before the LHC restart in 2016, I tuned all the parameters (mostly encoded in LUTs)
to make the L1EG algorithm ready for 2016 data-taking. This �nal optimization has
been mostly based on data taken during the parallel running and the performance has
been checked in data and simulation. The calibration has thus been rederived using an
MVA-based regression to obtain the LUT encoding the correction factors to applied to
the raw L1EG ET . The improved L1EG resolution with the Stage-2 trigger has thus been
con�rmed, as visible in Fig. 3.18. The isolation LUT has also been rederived using 2016
data.
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Figure 3.17: Comparison of L1EG �rmware and emulator outputs for theET (top), �
(middle) and � (bottom) variables, from run 260576 (ECAL only, left column) and run
260627 (ECAL+HCAL, right column).
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Figure 3.18: L1EG relative energy response in the barrel (top left), in the endcaps (top
right) and L1EG resolution as function of the pseudorapidity (bottom) obtained with the
Stage-1 system (black) and the re-optimized calibration of the Stage-2 system (red) in 2015
data. To de�ne the L1EG resolution, an e�ective RMS is de�ned from a �t of the relative
energy response with a double Crystal-Ball function and is divided by the average energy
response.

Measuring the e�ciency of a trigger in data requires actually some care to avoid any
bias in the measurement. Indeed, data are recorded using one of the available triggers. If
the e�ciency of the single electron trigger was to be measured in data using events triggered
with the same single electron trigger, the measurement would be biased: for instance, it
would not be possible to spot any ine�ciency of this trigger, since the events where the
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single electron trigger has not �red would not be included in the data sample considered.
One possible solution would be to use events triggered with a dedicated ZeroBias (i.e.
random) trigger or an uncorrelated trigger (for instance a muon trigger). The problem in
that case is that a very low number of o�ine electrons is expected to be found in such
events and a very large number of events would have to be collected to get a reasonable
statistical error on the e�ciency measurement. A solution widely adopted in experiments
on particle colliders is the so-called tag-and-probe method. This method takes advantage
of a physical process in which the particle of interest (the probe) is produced in association
with another particle (the tag). The tag is then used to trigger the event while the probe
is used to provide an unbiased measurement of the trigger e�ciency.

In the case of electrons, the process commonly chosen for the Tag-and-Probe method
is the decay of aZ boson into a pair of electrons. The events used are selected among
those triggered with a single electron trigger. Among those, additional requirements are
applied to select those compatible with aZ boson decay: those events must contain two
o�ine reconstructed electrons with opposite charge and an invariant mass compatible with
the Z boson mass. Additional electron identi�cation criteria are also applied to increase
the purity in real electrons in those events. One of the electrons is then �agged as the
tag while the other is �agged as the probe. A selected event can therefore have two
interpretations in terms of Tag-and-Probe, depending on which electron is chosen as the
tag. Both interpretations can be considered for the e�ciency measurement to reduce the
statistical error. The tag must then be compatible with a triggering electron, using some
matching criteria. In the case of the L1EG trigger, the position of the o�ine electron
supercluster (see section 2.3.3) was thus required to correspond to the seed trigger tower
of the L1EG cluster or one of its neighboring towers.

For the L1EG e�ciency measurements presented here, the events are selected among
those �ring the HLT_Ele30WP60_Ele8_Mass55 and HLT_Ele30WP60_SC4_Mass55 paths.
Those paths require the presence at the HLT level of an electron withpT > 30 GeV, pass-
ing the 60%-e�ciency working point of the electron ID. The event must also contain an
additional electron with pT > 8 GeV or an ECAL supercluster withET > 4 GeV and the
invariant mass of the "di-electron" system must be larger than 55 GeV. Those HLT paths
are seeded by Level-1 SingleEG triggers and a geometrical matching of the o�ine tag elec-
tron is required with an L1EG candidate compatible with the Level-1 SingleEG seeds. The
electrons are required to be within the ECAL �ducial volume (withj� j < 2:5, excluding the
crack between the barrel and the endcaps). The pair of opposite charge electrons must have
an invariant mass between 60 and 120 GeV. The tag electron is required to haveET > 30
GeV and to pass the medium working point of the o�ine electron identi�cation while the
probe electron must only pass the loose working point of the electron identi�cation.

One of the usual tools used to evaluate the performance of the L1EG trigger is the
so-called "turn-on" curve, representing the L1 SingleEG e�ciency for a given threshold
as function of the ET of the o�ine electron ECAL supercluster (see section 2.3.3). The
SingleEG20 turn-on curves obtained after re-emulation on 2015 data with the new L1EG
parameters to be used for the 2016 data-taking is presented in Fig. 3.19. The turn-on
curves present a sharp increase centered on the L1 threshold value related to the good
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L1EG energy resolution. The turn-on is sharper in the barrel than in the endcaps because
of the better energy resolution in the barrel. Moreover, the e�ciency of the SingleIsoEG20
trigger is lower than for the inclusive SingleEG20 trigger but gets closer to 1 asET increases
due to the progressive relaxation of the isolation criteria.

Figure 3.19: L1EG turn-on curves for a 20 GeV-threshold obtained in 2015 data with
the re-optimized set of L1EG parameters in the barrel (left) and in the endcaps (right),
without (black) and with (red) isolation requirement. The lines correspond to the result
of an unbinned maximum likelihood with a Crystal-Ball integral function.
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The updated sets of parameters have then been used �rst for data-taking in cosmic runs
a few weeks before the LHC restarts in spring 2016. The so-called "splashes" have then
been another important test for the upgraded Stage-2 trigger. The splashes correspond to
injection tests performed by the LHC, where the proton beams collide with the collimator
blocks in front of the detectors, which produces a very large multiplicity of very energetic
particles. The splashes produce a much harsher environment than what is produced in
usual proton-proton collisions and are mainly used for detector monitoring and timing
studies. For the �rst run of splashes, it has been decided to use the new L1EG trigger for
data-taking (with a 5 and 20 GeV thresholds), with only the two innermost rings of ECAL
trigger towers unmasked for that test, in order to reproduce conditions compatible with
central collisions. Unfortunately, this test was only a half-success as the L1_SingleEG20
algorithm did not �re. The L1_SingleEG5 triggered though in what was believed to be the
"aftermath" of some splashes, catching the trailing particles produced in the splash event.
After a prompt analysis of the 2015 splashes data, I've been able to identify a feature of
the algorithm explaining why the L1EG algorithm failed to trigger in the con�guration
deployed for the splashes. During splashes, all the trigger towers are saturated because
of the very large energy deposit in the whole detector (all the towers are produced with
an energy of 127.5 GeV). The algorithm used to de�ne L1EG seeds from local energy
maxima (see Fig. 3.7 left) fails then to produce a valid seed if all the towers have the same
energy because of the� symmetry of the detector. In normal conditions during proton-
proton collisions, this is not a problem as the electrons and photons produce localized
energy deposits. (It is actually more appropriate to trigger on those events with L1 sums
algorithm.) To take that feature into account, I proposed to mask 4 consecutive towers in
the two rings to break the� symmetry and to use additional L1 algorithms, including the
L1 sums, as back-ups. With that feature implemented, the L1EG algorithm successfully
triggered on the second run of splashes. Event displays of those splash events are presented
in Fig. 3.20. The L1EG trigger had then demonstrated its complete readiness for the 2016
data-taking and was monitored in the following weeks until the beginning of the 2016 LHC
proton-proton collision run.

3.4 Measurement of the Stage-2 Level-1 EG trigger
performance in 2016 data

During the �rst months of 2016 data-taking, I continued the monitoring of the L1EG trig-
ger performance. I have been in charge of the weekly data certi�cation for the L1EG.
Bene�tting from the large luminosity collected, I have been able to measure the perfor-
mance of the L1EG trigger in the �rst 0.5fb� 1 collected in 2016 [145] then with the �rst 8.2
fb� 1 collected in 2016 [146]. Those results are shown in Fig. 3.21 - 3.26. The rate measure-
ments have been performed using ZeroBias data, while for the e�ciency measurements,
the Tag-and-Probe method detailed in the previous section is used.

All those results are in agreement with the expected level of performance of the up-
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Figure 3.20: Event displays of splash events triggered with the upgraded L1EG algorithm.
The light red (blue) areas correspond to ECAL (HCAL) energy deposits, while the red
lines correspond to reconstructed muon tracks.

graded Level-1 EG trigger. The position and energy resolutions, presented in Fig. 3.21 and
3.22, are thus signi�cantly improved with respect to the Run 1 L1EG trigger. The di�erent
position and energy resolutions between barrel and endcaps can be explained by the di�er-
ent geometries of the trigger towers, which are larger and have a more complex geometry
in the endcaps (see Fig. 3.3). The energy resolution is also considerably deteriorated in
the transition region between barrel and endcaps because of the large amount of material,
which induces a large amount of energy loss by Bremsstrahlung. These good position and
energy resolutions will be possibly exploited in the future to implement invariant mass
triggers, which should be developed as the LHC luminosity increases.
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Figure 3.21: Di�erence in pseudo-rapidity� (left) and azimuthal angle � (right) for L1
EG candidates with respect to the o�ine reconstructed electron supercluster, in the barrel
(black) and in the endcaps (red), measured in 2016 data.

Figure 3.22: L1EG relative energy response in di�erent� bins (left) and L1EG resolution
as function of the pseudorapidity (right) measured in 2016 data. To de�ne the L1EG
resolution, an e�ective RMS is de�ned from a �t of the relative energy response with a
double Crystal-Ball function and is divided by the average energy response.
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As seen in Fig. 3.23 and 3.24, the turn-on curve without isolation requirement exhibits
a sharp increase, in particular in the barrel, thanks to the very good energy resolution
of the L1EG trigger. The isolation requirement, slightly tighter in the barrel, induces a
slower turn-on but the lower e�ciency is compensated by a lower rate, as visible in Fig.
3.25. The rate is thus reduced with respect to the inclusive L1EG trigger by up to a factor
2 for a 24 GeV threshold. The isolation relaxation enables to still get a very high e�ciency
at high energy and explains why the rate with isolation gets closer to the inclusive rate at
high thresholds (above those used for data-taking). As the LHC instantaneous luminosity
gets higher, it will be possible to re-optimize the isolation requirement with a new LUT
to keep reasonable SingleEG thresholds. Moreover, the trigger e�ciency stays relatively
stable across di�erent pile-up conditions, as seen in Fig. 3.26. This is the case even when
the isolation requirement is applied, thanks to the use of an online pile-up estimate.

Figure 3.23: L1EG turn-on curves measured in 2016 data for a 40 GeV-threshold without
isolation requirement (left) and for a 24 GeV-threshold with isolation requirement (right),
in the barrel (black) and in the endcaps (red). The lines correspond to the result of an
unbinned maximum likelihood with a Crystal-Ball integral function.
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Figure 3.24: L1EG turn-on curves measured in 2016 data for di�erent thresholds without
isolation requirement (left) and with isolation requirement (right). The lines correspond
to the result of an unbinned maximum likelihood with a Crystal-Ball integral function.

Figure 3.25: Rate of triggered events from ZeroBias data from 2016 run with initial lumi-
nosity of 7:2 � 1033cm� 2s� 1, without isolation requirement (black) and with isolation re-
quirement (red). The lowest unprescaled SingleEG thresholds in that run were SingleEG40
(4.8 kHz) and SingleIsoEG24 (11.4 kHz).
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Figure 3.26: Trigger e�ciency as function of the number of reconstructed vertices measured
in 2016 data, for a 40 GeV-threshold without isolation requirement (left) and for a 24
GeV-threshold with isolation requirement (right). The e�ciency in the left (right) plot is
de�ned as the fraction of o�ine reconstructed electrons withET > 40 GeV (ET > 24 GeV)
associated with a L1EG (isolated) candidate passing the corresponding threshold.

3.5 Preparation of the 2017 data-taking

In the last months of my PhD, I also contributed to develop some improvements before the
2017 data-taking. These improvements were motivated by the following observation. In the
original L1EG algorithm, the H/E identi�cation was based only on the information related
to the seed trigger tower of the cluster. However, as seen in Fig. 3.27, the neighbouring
towers for background candidates can also be associated with a sizable hadronic energy
deposit, even after applying the H/E criteria for the seed tower. A possible extension of
the H/E criteria to include also the neighboring towers has therefore been investigated.

Applying the same H/E criteria as for the seed to all the neighboring towers was found
to cause a large reduction of e�ciency, because of low-energy towers with hadronic activity.
A loose H/E criteria, corresponding to H/E<1, is therefore used for towers with transverse
energy above 5 GeV, while no requirement is applied to towers with lower energy. This
new extended H/E criteria is then applied in addition to the already existing one used
for the seed tower. The ine�ciency due to this new criteria has been measured to be
very small, while bringing a rate reduction of up to 20% for SingleEG triggers, as seen in
Fig. 3.28. This improvement bene�ted to all the triggers using EG objects and helped to
keep the trigger thresholds for 2017 at a similar level as in 2016, in spite of an expected
increase in instantaneous luminosity by 30%, up to2� 1034cm� 2s� 1. This new feature also
demonstrated the advantage of using tower-level information together with the �exibility
in implementation of the Stage-2 calorimeter trigger, allowing incremental changes to be
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Figure 3.27: H/E ratio (z-scale) distribution for L1EG candidates in ZeroBias data. The
position of the seed trigger tower corresponds to (i� ,i� )=(0,0).

implemented in the �rmware to improve the performance of all the trigger objects.

Figure 3.28: L1EG turn-on curves measured in simulation for a 40 GeV-threshold without
isolation requirement (left) and SingleEG rate as function of the threshold (right) with the
standard H/E used in 2016 (black) and with the new extended H/E developed for 2017
(red).
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3.6 Conclusion

The upgrade of the Level-1 trigger and in particular of the L1EG trigger represented a
critical achievement for the CMS collaboration in view of the end of the LHC Phase 1.
Thanks to the new trigger architecture deployed and the new implementation of the L1EG
algorithm, the performance of the L1EG trigger has been substantially improved. The
expected level of performance of the upgraded L1EG trigger has thus been achieved and
bene�ted to a wide range of physics analyses in CMS.

The experience gained with the Phase I trigger upgrade has shown that signi�cant gains
in performance can be achieved by bringing the reconstruction techniques at Level 1 closer
to those used o�ine, as shown with the dynamic clustering used for L1EG. For the Phase
II trigger upgrade, the Level 1 trigger will bene�t from a major improvement thanks to the
tracker information which will be available at Level 1. This gives in principle the possibility
to implement reconstruction techniques at the trigger level very close to the o�ine Particle
Flow algorithm, together with more powerful pile-up mitigation techniques, which will be
the biggest challenge for Phase 2 with an average pile up expected to go above 120. In
that context, the experience gained with the TMT architecture will probably be bene�cial
in order to develop sophisticated algorithms using inputs with high granularity and having
access to the whole detector information.





Chapter 4

Matrix Element Method for H ! � �
analyses

What is the Matrix?

Neo

Physics analyses pursued in high energy physics typically involve several particles in
the �nal state, associated to a large number of observables. One of the main issues to
tackle is then to identify relevant variables which can be used to discriminate the signal
from the background processes. Multivariate analysis has therefore become increasingly
relevant in particle physics, as the signal process searched in LHC experiments for instance
has become more and more complex. One of the developed approaches is the so-called
Matrix Element Method (MEM).

Analyses involving a Higgs boson decaying into� leptons with complex �nal states in-
cluding jets, leptons, hadronically decaying� 's and missing transverse energy can typically
bene�t from dedicated multivariate discriminants. A lot of the MEM tools are actually
common to all those analyses and will be presented in details in this chapter. The 8 TeV
analysis focusing on the Vector Boson Fusion production of a Higgs boson decaying into�
leptons presented in [147] has been the �rst one to use a MEM implementation optimized
for a resonance decaying into� leptons. It bene�ted from the work detailed in this chapter
where an implementation of the MEM optimized for the search of thet�tH; H ! � � process
is detailed. The results of this analysis will be presented in the last chapter of this thesis.

4.1 Introduction to the Matrix Element Method

Among all the available multivariate approaches currently available in high energy physics,
the Matrix Element Method (MEM) is probably the one which tries to exploit the most the
link between theory and event reconstruction in the detector. One of its �rst applications
has been the measurement of the top quark mass at the Tevatron [148]. It has been since

115
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adapted to other analyses, such as theH ! 4` search in CMS [56], in the form of the
"MELA" approach, or the search for a Higgs boson decaying intob quarks in the ttH
production mode [149].

The goal of the MEM is to provide a discriminating variableL (y) which optimally uses
the available information from the objects reconstructed in the detector, associated to a set
of observablesy. According to the Neyman-Pearson lemma [150], the optimal test statistic
for comparing two hypothesesH0 and H1 is provided by the likelihood ratio

�( y) =
L(H0jy)
L(H1jy)

(4.1)

where L(H0jy) (respectively L(H1jy)) is the likelihood for the hypothesisH0 (H1) as a
function of the data y. In the case of the MEM,H1 would be that a given event has been
produced by a signal process whileH0 would be that this event has been produced via a
background process. The MEM aims then at providing an estimate for a given event of
the likelihoodsL(H1jx) and L(H0jx).

To do so, the MEM makes use of the di�erential cross sections and decay widths
predicted by the theory, by using the matrix elementM 
 (x) associated to a given process

 (hence the name), which depends on a set of variablesx which describes the initial- and
the �nal-state particles at a parton level. The squared matrix element is then convoluted
with a function W(yjx) associated to the event reconstruction in the detector and called
transfer function. It represents the probability that a set of observablesy is measured
given a parton-level con�gurationx.

More speci�cally, the MEM aims at computing the di�erential cross section of the
process
 with respect to the observablesy, while integrating over the unmeasured or
poorly measured parton-level quantitiesx, as well as the Bjorken fractions of the incoming
partonsxa and xb. The di�erential cross section, also called weight in the case of the MEM,
is then computed as

w
 (y) =
1

� 


X

p

Z
dxdxadxb

f i (xa; Q)f j (xb; Q)
xaxbs

� 2(xaPa + xbPb �
X

pk)jM 
 (x)j2W(yjjx)

(4.2)
The factor � 
 can be �xed by the condition

R
dyw
 (y) = 1 and corresponds to the product

of the cross section of the process
 with the acceptance of the analysis. Because of that
normalization condition, all the overall multiplicative factors, which do not depend onx
or y in the integrand can be omitted, as they would anyway simplify with� 
 . The sum
P

p
corresponds to a sum over all the possible assignements of the reconstructed objects to

the parton-level objectsp (a so-called permutation). In some simple cases, it is actually
possible to include those permutations in the computation of the matrix element squared
jM 
 (x)j2, as it will be explained in Section 4.3. The functionsf i (x; Q) are the parton
distribution functions associated to the incoming parton of �avori , depending on their
Bjorken fraction x and the scale of the processQ.

The four-vectorsPa;b are those of the colliding protons at a center-of-mass energy
p

s,
while the four-vector

P
pk = P is the sum over all the �nal-state particles. The conservation
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of energy and of longitudinal momentum is ensured thanks to the 2-dimensional� function.
The integrations overxa and xb can then be simpli�ed, imposing

xa;b =
P0 � j P3j

p
s

(4.3)

The total transverse momentum of the system is not constrained to be exactly zero to ac-
count for a possible boost in the transverse plane of the �nal-state system, due for instance
to initial-state or �nal-state QCD radiations, which would require a proper treatment of
higher order corrections in the matrix element. The approach adopted here is instead to
use a leading order matrix element for the hard process and to constrain loosely the total
transverse momentum of the system with a transfer function relating the measured recoil
of the system to the recoil at parton level.

As the reconstructions in CMS of the di�erent objects are mostly uncorrelated, the
overall transfer function W(yjx) can be split into a product of di�erent transfer functions
associated to each individual objects. The di�erent terms involved will be described in
details in the next sections. Finally, the integration is performed over the phase-space
spanned by the �nal-state particlesdx. In the general case, this can be decomposed as a
product over the �nal-state particles dx = d

Q
xk with

dxk =
d3~k

(2� )32Ek
(4.4)

Because of the non-analytic parametrization of the function to integrate, the integration
must be performed numerically event by event. This can be done using the VEGAS
algorithm [151], brie�y described in the next section. The hard scattering amplitude can be
evaluated thanks to dedicated code generated using standard high-energy physics Monte-
Carlo generators, such as MadGraph [152]. Finally, the transfer functions can be de�ned
either analytically from theoretical considerations or parametrically, using in situ estimates
for the detector resolution.

Each weightw
 (y) represents the probability to measure the set of observablesy given
the process
 . Those weights are then usually combined in a likelihood ratio of the form

L(y) =
wS(y)

wS(y) +
P

B 2B
wB (y)

(4.5)

with S the signal process andB 2 B the set of background processes considered in the
MEM. This variable, whose value is between 0 and 1, can then be interpreted as the
probability that a given event associated toy originates from the processS, rather than
from one of the background processesB.

The Matrix Element Method o�ers in principle a large number of advantages which
can justify its use in particle physics analyses. First of all, it is in principle universal and
can be applied to a wide range of processes for which a theoretical prediction exists for
their amplitude (even though if the detailed implementation of the MEM may have to
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be specialized for each use case). The combination of this theoretical information with
the detector resolution is then done in an optimal way. Moreover, in contrast with other
multivariate methods, like Boosted Decision Trees [126], no training is required for the
MEM, which is really bene�cial when no large statistics Monte-Carlo samples are available
for the processes investigated. On the other hand, the numerical integration required to
compute the �nal discriminating variable makes this method heavily CPU time consuming,
even though progress in the implementation of this method using GPU's makes its use
more practical. In addition, the MEM cannot be used directly in the context of model-
independent searches but it is perfectly suited for searches of Standard Model processes
with a single signal hypothesis.

4.2 Numerical integration with the VEGAS algorithm

To understand the necessary steps required to implement the computation of a MEM
discriminant, it is necessary to present how a numerical integration can be performed
using Monte-Carlo methods, in particular with the VEGAS algorithm [151]. The goal of
such a method is to compute an-dimensional integral

I =
Z




dnxf (x) (4.6)

with f (x) the function to integrate and 
 the integration space. Generic Monte-Carlo
integration methods aim at approximating this integral as an average of the values taken
by the function f (x) over a large numberN of points x i (also called integration points or
shots) within 
 , randomly chosen with a density� (x)

I � S =
1
N

NX

i =1

f (x i )
� (x i )

(4.7)

Successive estimates(Sj )1� j � m are then made with the same number of integration points
N using formula (4.7) to de�ne a cumulative estimate�S

I � �S = �� 2
mX

j =1

Sj

� 2
j

(4.8)

with � j the approximate uncertainty in Sj as an estimate ofI

� j =
1

N � 1

0

@ 1
N

NX

i =1

f (x i )2

� (x i )
� S2

j

1

A (4.9)

and �� the uncertainty in �S
1
�� 2

=
mX

j =1

1
� 2

j
(4.10)
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A � 2 per degree of freedom is also computed as

� 2=dof =
1

m � 1

mX

j =1

(Sj � �S)2

� 2
j

(4.11)

which converges towards 1 whenN increases, if the algorithm works as expected.
In the simplest form of Monte-Carlo integration, the integration points are chosen

uniformly-distributed. With the VEGAS algorithm, the density � (x) is modi�ed for each
of the successive estimate, in order to minimize� 2

j (Eq. 4.9) using the information from
the previous sampling. Theoretically,� 2

j is minimized for

� ((x)) =
jf (x)j

R



dnxf (x)

(4.12)

In particular, it implies that the integration points are concentrated where the integrand
is largest in magnitude. To realize this, the VEGAS algorithm starts from a uniform
sampling at the �rst iteration, dividing the space to integrate into hypercubes using a
rectangular grid. The integration points are then used to histogram the function and to
rede�ne the integration grid, by concentrating the hypercubes around the region where
jf (x)j is the largest. After several iterations, the sampling converges in an adaptive way
and the uncertainty �� decreases as1=

p
Nm.

To implement the numerical integration of the MEM weights using the VEGAS algo-
rithm, it is therefore necessary to de�ne precisely what are the integration variables to
be used. Then for each integration point (de�ned by a given value for each integration
variable), the integrand must be computed, which means that its dependence with respect
to the integration variables must be explicitly de�ned. Moreover, the de�nition of the
integration space must also be provided.

4.3 Scattering amplitude

The scattering amplitude for a process
 can be generically written as

jM 
 (x)j2 =
X

f lavours

f 1(x1; Q)f 2(x2; Q) �X

spins

jM (p1p2 ! X )j2 (4.13)

with pi the incoming QCD partons. An averaged sum is done over the spins of the di�erent
particles. (A potential re�nement of the analyses could take into account polarization
e�ect of the � leptons.) The matrix element squared associated to di�erent parton �avors
(u; d; c; s and g) are summed incoherently, weighted by the associated PDFs, as those
di�erent processes do not interfere at the quantum level. Summing here the matrix elements
associated to di�erent �avors, rather than integrating each of them independently, allows
to reduce the number of calls to the VEGAS algorithm and is done for practical purposes.
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For the incoming partons, the convention chosen is to de�ne the partons 1 and 2 as
those with four-vectors

q1 =

 

xa

p
s

2
; 0; 0; xa

p
s

2

!

; q2 =

 

xb

p
s

2
; 0; 0; � xb

p
s

2

!

(4.14)

In the case of matrix elements associated to the VBF production of a Higgs boson
decaying into � leptons or the production of aZ boson in association with two jets, the
number of possible �avor combinations for the incoming and outgoing QCD partons is of
the order of several hundreds. A sample of those is presented in Fig. 4.1. A brute force
implementation requires therefore a very large amount of operations, which would lead to
a sizable computation time for the numerical integration. However, from �rst principles,
it is easy to actually �gure out that all the matrix elements do not have to be individually
computed. Indeed, when considering for instance the VBF processuc ! ucH, it appears
that

M
�
u(q1)c(q2) ! u(q3)c(q4)H

�
= M

�
c(q1)u(q2) ! c(q3)u(q4)H

�
(4.15)

based on the universality of the couplings between the �rst and the second quark generation.
In principle, some processes are still expected to have di�erent matrix elements though,
due for instance to the di�erent couplings of theW and Z bosons to the quarks. Still, it
is possible to group those into di�erent categories of similar matrix elements for which a
single matrix element can be computed with minimal e�ect on the overall matrix element
computation. The distributions of some simpli�ed PDF-weighted squared matrix elements
are presented in Fig. 4.2. The so-called "v2" has given very close values of the matrix
elements while reducing the computing time by one order of magnitude.

In the case of processes producing top quarks, the number of matrix elements is much
smaller because the initial states are in most cases reduced to gluon-gluon or quark-
antiquark con�gurations, as seen in Fig. 4.3. Thus, for thet�tH; H ! � � MEM im-
plementation, no simpli�cation of the matrix element computation has been required and
an exact sum over all the possible partonic initial states has been used.

4.4 Transfer functions

4.4.1 General considerations

The transfer function W(yjjx) includes information on the resolution of the detector and
reconstruction techniques. It relates the parton-level variablesx with the set of observables
y. Those observables1 are typically:

ˆ the energy or the transverse momentum (̂E j , p̂T j ) and the direction (~̂ej ) of the jets

ˆ the three-momentum of the charged leptons (~̂l)

1Measured quantities are represented with a hat symbol
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Figure 4.1: Feynman diagrams of some of the processes contributing to the VBF production
of a Higgs boson decaying into� leptons

ˆ the three-momentum of the visible decay products from hadronic� decays (̂~� )

ˆ the missing transverse energy (̂~E miss
T )
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Figure 4.2: Distributions of the PDF-weighted squared matrix element for the VBF process
evaluated on VBF Monte-Carlo events (left) and for the Drell-Yan (DY) production of a
Z boson in association with two jets in DY Monte-Carlo events (right))

Given the performance of the CMS reconstruction, based on the Particle-Flow algorithm
[127], the following assumptions can be made:

ˆ The direction of the quarks is assumed to be perfectly measured with the direction
of the jets, the angular resolution for jets withp̂T j > 20 GeV being smaller than 0.03
rad [127].

ˆ The momentum of the charged leptons is perfectly measured, both in direction and
in magnitude.

ˆ The momentum of the visible decay products from hadronic� decays is perfectly
measured, both in direction and in magnitude.

Based on those assumptions, the transfer functionW(yjjx) can be decomposed into

W(yjjx) =
Q

q2A
� (~̂ej � ~eq)Tj (p̂T j jpT q; � q)

Q

q62A
Aq(pT q; � q)

Q

�
� (~̂� � ~� )Th(�̂ j� h)

Q

l
� (~̂l � ~l)T` ( ^̀j� ` )TET (~̂� T j ~PT )

(4.16)

The previous assumptions have been translated into� -functions. T` (`j� ) relates the
momentum of the� decaying into a charged lepton and neutrinos to the momentum of its
visible decay product̀ . Th(� h j� ) relates the momentum of the� decaying into hadrons and
neutrinos to the momentum of its visible decay products� h. For some processes for which
the reconstructed hadronic� decay corresponds to a misreconstructed lepton, another
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Figure 4.3: Feynman diagrams of some of the processes contributing to the ttH production
of a Higgs boson decaying into� leptons

transfer function T` ! � (� h j`) is used to relate thepT of the reconstructed� h to the one of
the original lepton. In the case of processes with non-prompt leptons from semi-leptonic
B hadron decays, a transfer functionTnon � prompt (`jb) is used to relate thepT of the lepton
to the one of the originalb quark. The notation q 2 A (q 62 A) indicates those quarks
which are (not) associated to at least one of the jets. Forq 2 A , Tj (pT j jpT q; � q) relates
the pT of reconstructed jets to thepT of the associated quark, while forq 62 A, Aq(pT q; � q)
represents the probability that no jet is reconstructed given the kinematics of the quark.
Finally TET relates the opposite of the measured recoil~� T =

P

`;� h ;j
~pT + ~E miss

T to the recoil

~PT associated with the point in phase space considered for the integration. The di�erent
parts will be described in the next sections. Note that, since the transfer functions are
interpreted as conditional probabilities of measuringy given x, the convention adopted for
their normalization is such that

Z
dyW(yjjx) = 1 ; 8x (4.17)
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4.4.2 Jets

The transfer function for the jets corresponds to the conditional probability to measure a
jet with a transverse momentumpT j , given a quark with a transverse momentumpT q and
pseudo-rapidity � q. The � dependence is introduced to better model the di�erent energy
resolutions of the jets in the barrel and the endcaps. This energy transfer function can be
very well modelled using a sum of two Gaussian distributions

Tj (pT j jpT q; � q) = f G
�
pT j j� 1(pT q; � q); � 1(pT q; � q)

�
+ (1 � f )G

�
pT j j� 2(pT q; � q); � 2(pT q; � q)

�

(4.18)

G(pT j j�; � ) =
1

�
p

2�
exp

0

@�
1
2

 
pT j � �

�

! 2
1

A (4.19)

with � i (pT q; � q) and � i (pT q; � q) the mean and the width of the Gaussian distributions. The
distribution of the jet transverse momentum matched to quarks in di�erentpT bins is
presented in Fig. 4.4, both for light quarks and forb quarks. ThepT distribution for jets
from b quarks shows a larger tail towards lowpT values due to the production of neutrinos
in semi-leptonic decays ofB hadrons. The parametrization of the jet transfer functions
has been derived from a Monte-Carlot�t sample in two � bins (j� j < 1:5, 1:5 < j� j < 2:4).
The values of� i and � i are extracted from a �t of the pT distribution of the jets in bins of
pT q (requiring a geometrical matching of� R < 0:4) with a double Gaussian distribution.

Figure 4.4: pT distribution for jets matched to light quarks (left) and to b quarks (right)
in di�erent bins of quark pT for jets with j� j < 1:5 obtained in a t�t Monte-Carlo sample.
The solid line represents the result of a �t with a double Gaussian distribution.

The pT q dependence of� i is then obtained �tting a linear function through the values
obtained previously, while for � it is obtained from the result of a �t with the sum in
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Flavor j� j m1=m2 n1=n2 a1=a2 b1=b2 c1=c2 f
light quarks [0.0,1.5] 0.99/0.94 -2.33/9.39 0.0/0.0 1.53/0.78 0.13/0.05 0.81

[1.5,2.4] 0.94/0.82 10.79/51.65 4.26/2.56 0.58/1.99 0.0/0.0 0.80
b quarks [0.0,1.5] 0.99/0.97 -6.24/-8.12 0.0/0.0 1.07/0.0 0.05/0.23 0.66

[1.5,2.4] 0.98/0.94 -6.24/-10.31 0.0/3.86 1.14/0.47 0.0/0.21 0.52

Table 4.1: Numerical values of the coe�cients used to parametrize the jet transfer functions

quadrature of a noise, stochastic and constant term. The relative weightsf is taken
constant as a function ofpT q. A di�erent parametrization is used for jets matched to light
quarks and tob quarks.

� i (pT q; � q) = mi (� q)pT q + ni (� q) (4.20)

� i (pT q; � q) = ai (� q) � bi (� q)
p

pT q � ci (� q)pT q (4.21)

The numerical values of the di�erent parameters is presented in Table 4.1.

4.4.3 Quark acceptance

The transfer function for a quarkq not reconstructed as a jet (q 62 A) is given by

Aq(pT ; � ) =

8
>>>>><

>>>>>:

1 if j� j > � c

0 else if � Rq` < R c
` and E

E `
> f c

1 else if minj 0 � Rjj 0 < R c
jRpc

T
0 dp0

T Tj (p0
T jpT ; � ) else

(4.22)

The numerical values of the parameters in Eq. (4.22) are reported in Table 4.2. A uniform
prior (Aq = 1) is assigned to a quark getting out of the detector acceptance (j� j > � c),
� c corresponding to the� acceptance of the jets in the analysis. On the opposite, if the
quark is close to one of the reconstructed charged lepton by less than some cut valueRc

`
and its energy is in excess off cE` , whereRc

` corresponds to the size of the cone veto used
to remove jets overlapping with isolated leptons andf c is the relative isolation cut applied
on the reconstructed lepton, such an occurrence would have been vetoed by the selection
cuts and is therefore not considered in the integration (Aq = 0).

If instead, the quark direction is closer to one of the jetsj 0 by less than the jet algorithm
radius Rc

j , that quark is assumed to have been merged with another quarkq0 into the same
jet. In this case, the acceptance function forq is set to 1, while the transfer function
Tj (pT j 0jpT q0; � q0) is replaced byTj (pT j 0jpT qq0; � q0), using thepT of the qq0 pair instead of the
pT of the single quarkq0. Otherwise, the acceptance function is taken as the cumulative
distribution of the jet transfer function, evaluated at the transverse momentum threshold
pc

T .
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� c Rc
j Rc

` f c pc
T

2.4 0.4 0.4 0.4 25 GeV

Table 4.2: Numerical values of the coe�cients used to parametrize the quark acceptance

4.4.4 Hadronic � transfer function

As hadronic� decays include one neutrino in the �nal state, the four-vector of the� lepton
before decay cannot be directly deduced from its visible decay products. To take into
account the contribution from neutrinos, integrations over some variables related to the
di-� system, which will be described in section 4.5.1, are performed. To account for the
non-�at distributions of the energy of the visible decay products a transfer function, based
on the � di�erential decay width, is used.

1-prong decay mode

In the case of the 1-prong decay� ! �� , the kinematics is the one of a two-body decay.
In that case, the energy transfer function is given by

Th1(E � jE � ) /
d�

dE�
/

E �

j~� j

Z 1
E �

j~� j2d
 �

(2� )32E �

d3~�
(2� )32E �

� 4(� � � � � )jM � (� ! �� )j2 (4.23)

with jM � (� ! �� )j2 the matrix-element corresponding to 1-prong decay. The spin-
averaged matrix element is given by

1
2

�� jM (� ! �� )j2 = G2
F jVud j2m4

� f 2
�

 

1 �
m2

�

m2
�

!

(4.24)

The di�erent factors do not depend on the four-vectors of the particle and are therefore
dropped in the computation, as mentioned in section 4.1. From the energy-momentum
conservation� 4(� � � � � ), we then deduce that

cos� � � =
2E � E � � (m2

� + m2
� )

2j~� jj~� j
(4.25)

After integration and requiring the normalization condition
Z

Th1(E � jE � )dE� = 1 (4.26)

this leads to

Th1(E � jE � ) =
1

E �

�

1 � m2
�

m2
�

� (4.27)
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This transfer function corresponds to a �at distribution of the variable z = E � =E� .
Now, assuming that the momentum of the pion is perfectly measured, both in magnitude
and in direction, the overall transfer function for the hadronic� is given by

Th1(E � jE � )� (~̂� � ~� )
d3~�

(2� )32E �
/ � (~̂� � ~� )

j~� j2

E 2
�

�

1 � m2
�

m2
�

� dj~� jdcos� � � d� � �

We have to take into account the constraint oncos� � � given by Eq. (4.25). The measure-
ment of the momentum of the pion enables thus to remove the integration overcos� � � ,
which �nally leads to

Th1(� j� )� (~̂� � ~� )
d3~�

(2� )32E �
/

j~� j2

E 2
�

�

1 � m2
�

m2
�

� dj~� jd� � � (4.28)

Moreover, for a physical solution, we must have� 1 � cos� � � � 1. This constraint
leads to

js� j � j ~� j � s+ (4.29)

with

s� =
(m2

� + m2
� )j~� j � E � (m2

� � m2
� )

2m2
�

(4.30)

In the ultra-relativistic regime Eq. (4.29) is simply equivalent to the constraint

E � � E � �
m2

�

m2
�

E � (4.31)

Other hadronic decay modes

The other hadronic � decay modes are in principle not as straightforward. Indeed, since
they involve hadronic resonances, a simple analytic computation is not possible as for the
decay into 1 prong. The constraints given by Eq. (4.25) and (4.29) still remain valid.
However, unlike for the 1-prong case, the invariant mass of the visible decay products
cannot be assumed to be �xed but has to be de�ned asm2

� = E 2
� � j ~� j2. The e�ect on the

distribution of the invariant mass of the hadronic system and on the variablez = E � =E�

is visible in Fig. 4.5.
Even if the distribution of the invariant mass of the hadronic decay products cannot

be directly computed, it is reasonable to assume that for a given value ofm� , the matrix
element associated to the� decay keeps the structure of a 2-body decay (� ! �� , with a
subsequent decay of� ) and is therefore independent on other kinematics quantities. If this
is indeed the case, as for the 1-prong case, a �at distribution of the variablez = E � =E�

betweenm2
� =m2

� and 1 is expected for a �xed value ofm� . This is indeed what is observed
in Fig. 4.6. Convoluting these distributions with the observed mass spectrum of the visible
decay products enables then to recover the overallz spectrum for the di�erent decay modes,
as seen in Fig. 4.7. The modeling of the hadronic tau transfer function giving an excellent
agreement with the observedz distribution, the same formula as for the 1-prong case is
therefore used for the other decay modes.
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Figure 4.5: Distribution of the invariant mass of the hadronic� visible decay products
(left) and of the variable z = Evis =E� (right) for di�erent � h decay modes at generator
level in H ! � � simulated events.

Figure 4.6: Distribution of the variable z = Evis =E� for di�erent bins of mvis for 1-
prong+� 0's (left) and 3-prong (right) � h in H ! � � simulated events. The lines correspond
to the analytic expression of the transfer function used.
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Figure 4.7: Distribution of the variable z = Evis =E� for 1-prong+� 0's (left) and 3-prong
(right) � h in H ! � � simulated events. The black distribution correspond to the one
directly observed in Monte-Carlo while the red distribution is the one obtained with the
convolution of the analytic transfer function with the mvis distribution.

4.4.5 Leptonic � transfer function

In the case of a leptonic� decay, the transfer function is given by

Tl (`j� ) /
d3�

d3~̀
/

1
E �

Z 1
(2� )32E`

d3~�
(2� )32E �

d3~��
(2� )32E ��

� 4(� � `� � � �� )jM � (� ! `� �� )j2 (4.32)

with jM � (� ! `� �� )j2 the matrix-element corresponding to the leptonic decay. The spin-
averaged matrix element is given by

1
2

�� jM (� ! `� �� )j2 = 64G2
F (�:` )(��:� ) (4.33)

One gets then

Tl (`j� ) /
1

E � E`

Z d3~�
2E �

d3~��
2E ��

(�:` )(��:� )� 4(� � ` � � � �� ) (4.34)

One can show that2

Tl (`j� ) /
1

E � E`
[(`:� )(m2

� + m2
` � 2l:� ) + 2( l:� � m2

` )(m2
� � `:� )] (4.35)

2The detailed computation is available in Appendix A.
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Moreover, the requirement thatE � and E �� are positive leads to

cos� � ` �
2E � E` � m2

� � m2
`

2j~� jj ~̀j
� � (4.36)

This constraint has to be taken into account in the integration. Indeed, since we must
have cos� � ` � 1, this puts a constraint over the integration range forj~� j. The same kind
of computation as for the hadronic case leads to the constraint

t � � j ~� j � t+ (4.37)

with

t � =
(m2

� + m2
` )j~̀j � E` (m2

� � m2
` )

2m2
`

(4.38)

Contrary to the hadronic case (Eq. (4.29), there is no absolute value for the lower bound
t � Again, in the ultra-relativistic regime Eq. (4.37) is equivalent to the constraint

E` � E � �
m2

�

m2
`
E` (4.39)

For what regards the direction of the� lepton with respect to the charged leptoǹ , it is
in principle only constrained by Eq. (4.36) but is not �xed beyond that. However, as the
� leptons from Higgs orZ decay are relatively boosted, the directions of the� is very close
to the one of the charged leptoǹ , as seen in Fig. 4.8. Based on that observation, it is
assumed that the direction of the� before decay is the same as the one of the charged lepton
`. This enables to remove two integration variables associated to the direction of the� in
the Matrix Element Method integration. The di�erence in the direction being relatively
small, this is expected to lead to a negligible di�erence in the MEM �nal discriminant.

Within the collinear approximation and assumingm` = 0, the only remaining part in
the leptonic � transfer function is therefore the energy transfer function given by

TlE (`j� ) /
d�
dE`

=
Z

d
 `E 2
`
d3�

d3~̀
(4.40)

It can be shown that this leads �nally to3

TlE (`j� ) =
1

3E �
(1 � z)

�
5 + 5z � 4z2

�
(4.41)

with z = E`=E� . Together with the integration related parts, this gives therefore

TlE (`j� )� (~e� � ~̂è )� (~̀̂� ~̀)
d3~�

(2� )32E �
/

1
3

(1 � z)
�
5 + 5z � 4z2

� j~� j2

E 2
�

dj~� j (4.42)

This result has been con�rmed in simulation, as presented in Fig. 4.9.

3The demonstration is given in Appendix A.
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Figure 4.8: Angular distributions for the leptonic� decay in the electron (left) and muon
(right) decay channels. The distributions are obtained from generator level in a VBF
sample. cos� � `min is de�ned by Eq. (4.36)

Figure 4.9: Distribution of the variable z = E`=E� for � decaying into neutrinos and an
electron (left) or a muon (right).

4.4.6 Fake � h from leptons

As mentioned in section 2.3.6, some of the reconstructed� h can actually originate from
electrons (or less often from muons), even after application of anti-lepton discriminants.
Moreover, depending on the analysis, it is not always bene�cial in terms of sensitivity to
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use those anti-lepton discriminants if the signal has also some fraction of events with such
leptons faking� h. As the reconstruction algorithm for� h is not optimized for those objects,
the pT of the reconstructed� h does not exactly match the one of the misreconstructed
lepton, as shown in Fig. 4.10. To take that e�ect into account, dedicated transfer functions
for fake� h from leptons have been developed. In the case of electrons, that transfer function
can be described using a Breit-Wigner distribution, while in the case of muons a Crystal-
Ball distributions has been found to be more adapted.
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�

� 2 (4.43)
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Figure 4.10:pT distribution for reconstructed � h matched to generator level electrons (left)
and muons (right) in di�erent bins of lepton pT , obtained in a t�tZ Monte-Carlo sample.
The solid line represents the result of a �t with a Breit-Wigner distribution for electrons
and Crystal-Ball distribution for muons.

The parameters� , � , n and � depend on thepT of the lepton. This parametrization is
extracted from a �t of those parameters, with the followingpT dependence

� (pT ) = apT + b (4.45)

� (pT ) = cpT + d (4.46)

n(pT ) = epT + f (4.47)

The numerical values of the di�erent parameters are presented in Table 4.3.
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Lepton �avor a b c d e f �
Electrons 0.96 0.84 0.04 4.69 - - -

Muons 0.97 1.17 0.02 4.46 -0.015 2.29 1.2

Table 4.3: Numerical values of the coe�cients used to parametrize the lepton to fake� h

transfer functions

4.4.7 Non-prompt leptons from b quarks

As mentioned in section 1.3.3, non-prompt leptons can be produced insideb-jets from
semi-leptonic decays ofB hadrons. If such a lepton passes all the selection and isolation
criteria, jets overlapping with such objects are usually not considered for the analysis. In
order to evaluate the originalbquark momentum, the reconstructed lepton can still be used
as a proxy. A dedicated transfer function can therefore be used to relate the momenta of
the b quark and the non-prompt lepton. For this purpose, the direction of the lepton is
assumed to be the one of theb quark while a dedicated transfer function relating thepT

of the fake lepton to the one of theb quark has been used. As shown in Fig. 4.11, a
Gaussian distribution provides a good description of this transfer function. The following
parametrization is used for the Gaussian parameters.

� (pT b) = mpT b + n (4.48)

� (pT b) = a � b
p

pT b � cpT b (4.49)

The numerical values of the di�erent parameters is presented in Table 4.4.

m n a b c
0.58 -10.74 6.26 0.0 0.14

Table 4.4: Numerical values of the coe�cients used to parametrize the fake lepton transfer
functions

4.4.8 Recoil transfer function

As mentioned in section 4.4.1, the recoil transfer function relates the total measured trans-

verse momentum~̂� T = ~̂E miss
T +

P

`;�;jets
~̂pT to its parton level equivalentPT =

P

�;p
~pT . It is used

both to account for the presence of potential initial or �nal state radiation not described
by the matrix element at leading order, as well as the detector resolution on the missing
transverse energy.
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Figure 4.11:pT distribution for reconstructed leptons matched tobquarks in di�erent bins
of b quark pT , obtained in a t�t Monte-Carlo sample. The solid line represents the result of
a �t with a Gaussian distribution.

This transfer function is obtained from the "Particle-Flow signi�cance" algorithm, doc-
umented in [131] and summarized here. The particles reconstructed with the Particle-Flow
algorithm are grouped into exclusive collections of objects, depending on whether they are
clustered inside jets, are isolated (e.g. leptons) or unclustered. The measurement of the
transverse momentum~E i

T of a given particlei is then associated to a covariance matrix

U i =

 
� 2

ET i 0
0 � 2

�i

!

(4.50)

evaluated in the reference frame with axes parallel and perpendicular to~E i
T . The U00 and

U11 elements depend in general on thepT and � of the object considered. The covariance
matrices are then summed together after a rotation into the global(x; y; z) CMS reference
frame to build the transverse energy covariance matrix

V =
X

i

R(� i )� 1U i R(� i ) (4.51)

This covariance matrix, evaluated on an event-by-event basis, is then used to compute the
recoil transfer function, de�ned as

TET (~̂� T j ~PT ) =
1

q
2� jV j

exp

 

�
1
2

�
~̂� T � ~PT

� T
V � 1

�
~̂� T � ~PT

�
!

(4.52)
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4.5 Dimensionality reduction and kinematic reconstruc-
tion

The computation of the multi-dimensional integral de�ned in Eq. (4.2) requires in principle
3 dimensions of integration per particle in the �nal state. In the case of at�tH , t ! b`� ,
�t ! �bq�q, H ! � �� ! `� h + � 0s weight, this represents for instance 33 dimensions. Such a
high number of dimensions would require a very large number of integration points to make
the numerical integration convergent. Fortunately, some of the transfer functions enable
to reduce the dimensionality: this is for instance the case for leptons where the detector
resolution makes reasonable the assumption that the measured momentum corresponds
to the genuine momentum of the lepton. Due to the resonant nature of the processes
taken into account, the dimensionality can be further reduce by assuming that some of
the intermediate particles involved are on their mass shell. This is the case for Higgs,Z
and W bosons, for top quarks and for� leptons. O�-shell contributions would anyway be
strongly suppressed by a small value of the matrix element and would therefore not have
a signi�cant contribution to the integral.

4.5.1 Higgs and Z boson decaying into � leptons

For a Higgs (or aZ) boson decaying into� leptons, the phase space associated to that
decay is

d� H /
d3~�
2E �

d3~��
2E ��

(4.53)

Without loss of generality, it is assumed here that the� lepton decays into� ! ` + � � + �� `

while the �� lepton decays into �� ! � h + �� � . With the approach of e�ective � transfer
functions presented in sections 4.4.4 and 4.4.5, the direction of the� lepton is assumed to
be the one of the charged leptoǹ, which leaves the following integration variables

d� H /
j~� j2

E �
dj~� j

j~�� j2

E ��
d~��d cos� �� � d� �� � (4.54)

with the angles � �� � and � �� � de�ned with respect to the visible decay products of the
hadronically-decaying� .

To take into account the resonant mass spectrum, the following change of variables is
introduced.

dj~� jdj~�� jdcos� �� � d� �� � ! dj~� jdcos� �� � dcos� � �� dm2
� �� (4.55)

This requires to be able to determine~�� as a function of the variables used for the �nal
integration. For that purpose, we can introduce the following Cartesian system of co-
ordinates (~e� ;~ex ;~ey) with ~e� the direction of the visible decay products of the�� , ~ex =

1
sin � � �

(~e� � cos� � � ~e� ) and ~ey = ~e� ^ ~ex (see Fig. 4.12). In that frame,~�� is given by

~�� = j~�� j(cos� �� � ~e� + sin � �� � cos� �� � ~ex + sin � �� � sin� �� � ~ey) (4.56)
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Figure 4.12: Cartesian system used to describe a� l �� h decay

Introducing now the system of non-Cartesian coordinates(~e� ;~e� ;~ey), ~�� can be written
as

~�� = j~�� j(�~e � + �~e � + 
~ey) (4.57)

With that parametrization,

� =
cos� �� � � cos� � � cos� � ��

sin2 � � �
; � =

cos� � �� � cos� � � cos� �� �

sin2 � � �
(4.58)


 2 = 1 � � 2 � � 2 � 2�� cos� � � (4.59)

This system has a solution if and only if
 2 = 1 � � 2 � � 2 � 2�� cos� � � � 0, with � and
� de�ned by the previous equations as function ofcos� � �� and cos� � � . However, this is
not always guaranteed. In principle, to take into account all of the kinematically allowed
con�gurations, the integration domain should cover at least the whole region of phase
space for which
 2 � 0. Although not solvable analytically, this constraint could be tested
prior to the integration process for di�erent values of the integration variables. We can
therefore determine in advance what will be the contributing region in the phase space for
the integration and reduce the integration range consequently.

The so-called "boost" associated to the outgoing particles, de�ned by~PT =
P

~pT , is
then computed for the two signs. At leading order, all the outgoing particles are indeed
expected to be perfectly balanced in the transverse plane, having thusPT = 0. The sign
of 
 is consequently chosen as the one leading to the smallest boost in magnitude. This
procedure to determine the sign of
 has been proven to be very e�cient at generator level
(see Fig. 4.13).

The value of j~�� j can be determined from the following equation

m2
� �� = ( � + �� )2 = 2m2

� + 2( E � E �� � j ~� jj~�� j cos� � �� ) (4.60)
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Figure 4.13: Distribution of 
 (MC ) = ~e�� :~ey and PT (
 > 0) � PT (
 < 0) in leading-order
Monte-Carlo samples for VBF (left) and DY+2 jets (right). All the quantities have been
evaluated using the kinematic reconstruction detailed previously, �xing the integration
variables at their generator-level values. A clear anti-correlation can be observed between
the sign of 
 and the sign ofPT (
 > 0) � PT (
 < 0).

De�ning M 2 = 1
2m2

� �� � m2
� , we get

j~�� j =
M 2j~� j cos� � �� + E �

r

(M 2)2 � m2
�

�
m2

� + j~� j2 sin2 � � ��

�

m2
� + j~� j2 sin2 � � ��

(4.61)

with the additional constraint

j~� j �
m� ��

j sin� � �� j

vu
u
t m2

� ��

4m2
�

� 1 (4.62)

With the change of variables introduced in Eq. (4.55) and taking into account the
additional constraint from Eq. (4.25) and the on-shell hypothesis used for the di-� pair,
the phase space of the Higgs boson is �nally reduced to a 2-dimensional phase space4

d� H /
j~� j2

E �

j~�� j2

E ��

1


 j sin� � � j
�
�
�
�E �

j~�� j
E ��

� j ~� j cos� � ��

�
�
�
�

dj~� jdcos� � �� (4.63)

The integration boundaries are determined taking both into account the constraint
from Eq. (4.37) and the constraint
 2 > 0. Those constraints are illustrated for a single

4The detailed computation is available in Appendix A.
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event in Fig. 4.14. If for a given permutation, no
 2 > 0 region is found (which can happen
for instance ifm(`� h) > 125GeV in the case of a signal hypothesis with aH ! � �� decay),
the numerical integration is skipped for that permutation and the corresponding weight is
assigned a value of 0, as the kinematical con�guration is not compatible with the process
hypothesis.

Figure 4.14: Region where
 2 > 0 (colored region, the color scale corresponding to the value
of 
 2) for a single VBF event in the (j~� j; cos� � �� ) space. The black rectangle corresponds
to the limits of the integration region, which is determined prior to the integration. The
lower limit for j~� j takes into accountt � from Eq. (4.37), which explains why the rectangle
does not cover the whole region
 2 > 0.

4.5.2 Hadronic top

The phase space associated to a hadronic top can be written as

d� th / dt2dW2� (t � W � b)� (W � q � �q)
d3~t
2E t

d3 ~W
2EW

d3~b
2Eb

d3~q
2Eq

d3~�q
2E �q

(4.64)

Taking into account the mass constraints of the top quark and theW boson, this can be
reduced to5

d� th /
j~bjE �q

1 � cos� q�q

1
�
�
�
�

Eb

j~bj
~W:~eb � EW

�
�
�
�

dEq (4.65)

5The detailed computation is available in Appendix A.



4.5. DIMENSIONALITY REDUCTION AND KINEMATIC RECONSTRUCTION 139

with

E �q =
M 2

W

2Eq(1 � cos� q�q)
(4.66)

~W = Eq~eq + E �q~e�q and EW =
r

M 2
W + E 2

q + E 2
�q + 2EqE �q cos�̂ q�q (4.67)

E �
b =

EW � M 2 � j ~W:~ebj
q

(� M 2)2 � m2
b(E 2

W � ( ~W:~eb)2)

E 2
W � ( ~W:~eb)2

(4.68)

and � M 2 = ( M 2
t � M 2

W � m2
b)=2. In Eq. (4.68), some unphysical solutions may have been

introduced, depending on the sign chosen, which can be removed by requiring the following
condition to be ful�lled by one of the solutionsE �

b ,

~W:~eb > 0 andE �
b >

� M 2

EW
or ~W:~eb < 0 andE �

b <
� M 2

EW
(4.69)

If two admissible (positive) solutions exist, the largest one is chosen.
The MEM also allows in principle to account for jets from one of the light quarks

not being reconstructed. In that case, the phase space integration is simply expanded by
adding two integration variables corresponding to the direction of the missing jet. Up to
that change, all of the previous developments are still valid and the reconstruction of the
hadronic top can be performed in the same way.

In all cases, the integration range forEq is determined by considering the 95% con�dence
interval of the associated jet transfer function. Moreover, in the case where all jets are
reconstructed, a lower limitM low

t (bjj ) and an upper limit M up
t (bjj ) are determined for the

mass of the hadronic top candidate, by considering the invariant mass of the jet triplet
with their transverse momentum shifted to the edge of their respective 95% con�dence
interval. If the following condition is not ful�lled

M low
t (bjj ) < M t = 173:21 GeV< M up

t (bjj ) (4.70)

the numerical integration is skipped as the jet triplet is not compatible with a hadronic top
decay and a null value is assigned to the integral. In the case of an event with a missing
jet, a lower limit M low

t (bj) is de�ned only from the two considered jets, and the following
condition has to be ful�lled to get a non-zero integral

M low
t (bj) < M t = 173:21 GeV (4.71)

Those compatibility checks enable to avoid the computation of integrals for spurious per-
mutations mainly arising from combinatorial background (when considering wrong jet as-
signements for instance). If taken into account, the kinematic reconstruction introduced
above would assign to the quarkspT very far from the value of their associated jet. In
that case, the integrals would have a negligible value due to the jet transfer functions and
neglecting that computation does not change much the �nal result while speeding up the
computation.
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4.5.3 Leptonic top

The phase space associated to a leptonic top can be written as

d� t l / dt2dW2� (t � W � b)� (W � ` � � )
d3~t
2E t

d3 ~W
2EW

d3~b
2Eb

d3~̀

2E`

d3~�
2E �

(4.72)

Taking into account the mass constraints of the top quark and theW boson, this can be
reduced to6

d� t l /
j~bjE 2

�

E`

1
�
�
�
�

Eb

j~bj
~W:~̂eb � EW

�
�
�
�

d
 � (4.73)

with

E � =
M 2

W

2E` (1 � cos� `� )
(4.74)

~W = ~̀+ E � ~e� and EW (E � ;~e� ) =
q

M 2
W + E 2

` + E 2
� + 2E`E � cos� l� (4.75)

E �
b =

EW � M 2 � j ~W:~ebj
q

(� M 2)2 � m2
b(E 2

W � ( ~W:~eb)2)

E 2
W � ( ~W:~eb)2

(4.76)

and � M 2 = ( M 2
t � M 2

W � m2
b)=2. Again in Eq. (4.76), some unphysical solutions may have

been introduced, depending on the sign chosen, which can be removed by requiring the
same conditions as in Eq. (4.69). If two admissible (positive) solutions exist, the largest
one is chosen.

Similarly to the case of the hadronic top with a missing jet, a lower limitM low
t (b )̀

is de�ned by shifting the energy of theb jet according to the 95% lower edge of the jet
transfer function and considering the invariant mass of theb jet and the lepton. If the
following condtion is not ful�lled

M low
t (b )̀ < M t = 173:21 GeV (4.77)

the integration is skipped for the permutation and the value of the integral is set to zero.
In the case of a top decaying intot ! b��; � ! � h � ("tauonic top"), the reduction of the

dimensionality and the kinematic reconstruction is very similar to the one of the leptonic
top, the four-momentum of the � lepton replacing the one of the charged leptoǹ. The
� ! � h � decay is taken into account using the hadronic� transfer function introduced in
4.4.4 and adding an additional integration overdj~� j. The top mass compatibility check is
the same as for a leptonic top, using the measured� h momentum instead of the charged
lepton momentum.

6The detailed computation is available in Appendix A.
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4.5.4 Z boson decaying into leptons

In the case of aZ boson decaying into two leptons with one of them misreconstructed as
a � h (labelled as` � in that section), an integration over thepT of the lepton is in principle
required because of the �nite resolution associated to thepT measurement of such an object.
However, this can be avoided if theZ boson is assumed to be on-shell. In that case, the
phase-space associated to theZ boson is given by

d� Z / dZ2� (Z � ` � ` � )
d3 ~Z
2EZ

d3~̀

2E`

d3 ~̀
�

2E` �

(4.78)

Taking into account the on-shell condition of theZ boson, the perfect momentum mea-
surement assumed for the leptoǹ, the perfect direction measurement assumed for` � , it
is reduced after integration over~Z to

d� Z / � (EZ (`; ` � ) � E` � E` � )
E` �

EZ E`
dE` � (4.79)

with
EZ (`; ` � ) =

q
M 2

Z + E 2
` + E 2

` �
+ 2E`E` � cos� `` � (4.80)

Integrating over E` � one gets

d� Z /
1

�
�
�
�

@EZ
@È�

� 1
�
�
�
�

E` �

EZ E`
(4.81)

with E` � de�ned by

E` � =
M 2

Z

2E` (1 � cos� `` � )
(4.82)

This leaves �nally no remaining integration and a simple Jacobian term

d� Z /
E 2

` �

E`
(4.83)

4.6 Integration of the MEM in the VBF H ! � � cat-
egories

Based on the previous tools developed in this thesis, a full analysis using the Matrix
Element Method for signal extraction in the VBF H ! � � categories has been presented
in [147], focusing on theH ! � � ! �� h decay channel. The results presented in that
reference are summarized here for completeness, to assess the improvement brought by the
MEM with respect to the CMS H ! � � analysis of Run I [153]. This analysis includes
several categories targeting the two main production modes of the Higgs boson, the gluon-
gluon fusion and the VBF production. Those categories are de�ned in particular based
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on the jet multiplicity in the event. The so-called VBF categories include events with
at least two jets with pT > 30 GeV. To take into account the VBF topology, additional
requirements are applied on the invariant mass of the two leading jets (mjj ) as well as the
di�erence in pseudo-rapidity of those jets (� � jj ). Moreover, due to the electroweak nature
of the interaction between the two partons in the VBF process, additional hadronic activity
is expected to be suppressed in the region between the two VBF jets. For this reason, a
so-called "central jet veto", requiring that no additional jet with pT > 30 GeV is present
between the two leading jets, is also applied in the VBF categories. All the categories used
in [153] are presented in Fig. 4.15.

Figure 4.15: Categories used in theH ! � � ! �� h channel in the CMSH ! � � Run I
analysis [153]

4.6.1 Validation of the Matrix Element Method implementation

The full reconstruction of the di-� system, starting from the variables integration variables
dj~� jdcos� � �� dm2

� �� , has been validated in a VBF Monte-Carlo sample. For that purpose,
the reconstruction procedure detailed previously in section 4.5.1 has been used with the
variables j~� j, cos� � �� and m2

� �� set to their actual values. The results of that validation
are presented in Fig. 4.16-4.18. As can be seen, an excellent agreement is observed in
the quantities associated both to the leptonic� and the hadronic � , which shows the
validity of the procedure described above. The small disagreements observed between
the actual values in Monte-Carlo and the reconstructed values can be explained by the
various approximations performed in the previous computations (including the collinear
approximation for the leptonic � ).

As an additional cross-check, the dependence on the functions to integrate with respect
to m� � has been checked. For that purpose, a VBF event and a Drell-Yan event have
been chosen randomly in the Monte-Carlo samples used to evaluate those processes. All
of the integration variables have then been set to their actual values except form� � which
has been varied. The result of that check is presented in Fig. 4.19. As can be seen, the
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Figure 4.16: pT distribution of the leptonic (left) and hadronic (right) � , directly from the
Monte-Carlo (�lled) and as reconstructed by the MEM algorithm (dots) [147]

Figure 4.17: � distribution of the leptonic (left) and hadronic (right) � , directly from the
Monte-Carlo (�lled) and as reconstructed by the MEM algorithm (dots) [147]



144 CHAPTER 4. MATRIX ELEMENT METHOD FOR H ! � � ANALYSES

Figure 4.18: � distribution of the leptonic (left) and hadronic (right) � , directly from the
Monte-Carlo (�lled) and as reconstructed by the MEM algorithm (dots) [147]

VBF integrand (used to compute the VBF weight) peaks at 125 GeV while the Drell-Yan
integrand (used to compute the Drell-Yan weight) peaks at 91 GeV, which is the expected
behavior due to the resonant nature of the matrix elements.

Figure 4.19: VBF (left) and Drell-Yan (right) integrand as a function of m� � for a VBF
(blue) and a Drell-Yan (red) event
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Based on those results, the VBF and Drell-Yan MEM weights (wV BF and wDY ) have
been computed in the VBF and the Drell-Yan samples, for events with one muon, one� h and
two jets. The associated distributions are presented in Fig. 4.20 and some discrimination
is already visible with those individual weights. The expected ordering is also observed,
namely that the VBF weight is higher on average for VBF events while the Drell-Yan
weight is higher on average for Drell-Yan events. To combine those weights, a likelihood
ratio is de�ned as introduced in section 4.1

L =
wV BF

wV BF + kwDY
(4.84)

The factor k is present to adjust the relative values of the VBF and Drell-Yan weights. Its
numerical value however does not impact the discrimination power of the likelihood ratio,
as any cut onL is equivalent to a cut on the ratiowDY =wV BF which does not depend on
k. In the following results, its numerical value has been chosen to get a crossing point of
the VBF and Drell-Yan distributions around L = 0:5. The distribution of the likelihood
ratio is presented in Fig. 4.21.

Figure 4.20: VBF (left) and Drell-Yan (right) weight distributions in the VBF (blue) and
Drell-Yan (red) samples [147]

To further validate the MEM implementation, the correlation of the likelihood ratio
with VBF-associated variables has been investigated, namely the invariant mass of the two
leading jetsmjj and their pseudo-rapidity di�erence� � jj . Due to the VBF topology with
two forward jets, those variables are expected to be higher on average in VBF events than
in Drell-Yan events. Selecting VBF-like events based on the value of the MEM likelihood
ratio should therefore re�ect those characteristics and it is indeed what is observed in Fig.
4.22.
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Figure 4.21: MEM likelihood ratio distribution in the VBF (blue) and Drell-Yan (red)
samples [147]

Figure 4.22: mjj (left) and � � jj (right) distributions evaluated in the VBF sample for
events with L < 0:1 (red) and L > 0:995(blue)

4.6.2 Results

After the analysis selections, the main background in all the categories is the Drell-YanZ !
� � production. Another important background corresponds to the electroweak production
of a W boson decaying into a muon and a neutrino in association with jets, among which
one fakes a� h. The remaining backgrounds consist essentially int�t production and in pure
QCD processes. Most of those backgrounds are evaluated using data-driven techniques and
the interested reader can �nd more details about the background estimation techniques
and the associated systematics in [147] and [153].
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To compare the performance of the MEM with the default analysis, the following strat-
egy has been adopted. In the VBF categories, a binned maximum likelihood �t is performed
for the signal extraction using either the MEM distribution or the distribution of the di-�
mass estimate. Because the number of events in those categories is relatively low, the back-
ground shapes and yields are poorly constrained if those categories only are considered.
Therefore, the 0- and 1-jet categories have also been taken into account in the analysis,
using the distribution of the di-� mass estimate for the signal extraction as in [153].

The detailed statistical procedure applied for this analysis is detailed in section 5.5, as
it is the same as the one used for thet�tH analysis targetting �nal states with � h. The
expected and observed 95% C.L. exclusion limits are displayed in Fig. 4.23. As expected in
the MEM analysis, the highest sensitivity is achieved formH = 125 GeV, which is consistent
with the fact that the implementation of the MEM has been optimized for that mass value.
The signi�cance of the observed excess is presented in Fig. 4.24. In both cases, the MEM
analysis shows an improvement with respect to the default analysis, demonstrating the
potential of this method. The expected 95% C.L. exclusion limits and signi�cance at
mH = 125 GeV are summarized in Table 4.5.

Figure 4.23: 95% C.L. upper limit on� = �=� SM as a function of the Higgs boson mass
mH in the H ! � � ! �� h channel for the default analysis (left) and the analysis using
the MEM in the VBF categories (right). The observed limit (black dots) is represented
together with the expected limit (red line). The bands show the expected one- and two-
standard-deviation probability intervals around the expected limit. [147]
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Figure 4.24: Localp-value and signi�cance in number of standard deviations as a function
of the Higgs boson massmH for the default analysis (left) and the analysis using the MEM
in the VBF categories (right). The observation (solid line) is compared to the expectation
(dashed line) for a Standard Model Higgs boson with massmH . [147]

Default analysis Analysis with MEM
in the VBF categories

Expected 95% C.L.
upper limit on � = �=� SM 0.97 0.93

(mH =125 GeV)
Expected signi�cance 2:1� 2:3�

(mH =125 GeV)

Table 4.5: Expected 95% C.L. upper limit and expected signi�cance atmH =125 GeV
for the default analysis and the analysis using the MEM in the VBF categories in the
H ! � � ! �� h decay channel.
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4.7 Conclusion

In this thesis, signi�cant contributions to the development of generic tools useful for the
implementation of the Matrix Element Method have been developed in the context of
analyses with a Higgs boson decaying into� leptons. The 8 TeV VBF H ! � � analysis
presented in [147] has thus been the �rst analysis where the MEM has been successfully
implemented for the search of a resonance decaying into� leptons. The di�erent conclusive
checks presented in this chapter gave con�dence in the MEM implementation presented
here and the observed improvement with respect to the default 8 TeVH ! � � analysis
showed the potential of this method, which can now be applied to more complex �nal
states. This is the purpose of the next chapter where the MEM will be applied to the
search for the associated production of the Standard Model Higgs boson with top quarks
in �nal states with a � lepton.





Chapter 5

Search for the t �tH process in �nal
states with a � lepton

Rien ne donne le repos que la recherche sincère
de la vérité.

Blaise Pascal

The study of the t�tH process o�ers a good opportunity to study the coupling of the
Higgs boson to the top quark. Thanks to the substantial increase in the cross-section of
this process and the large luminosity collected, this process is expected to be observed by
the end of LHC Run 2. In order to optimize this search, all the di�erent possible Higgs
decay modes are investigated. Due to the di�erent �nal states, the analysis techniques and
signal extraction methods need to be speci�cally optimized for each �nal state though.

In this thesis, the development of the �rst dedicated analysis targeting thet�tH pro-
duction of a Higgs boson decaying into� leptons using 2016 data is presented. My work
speci�cally focused on the most sensitive category of this analysis, covering events with
two same-sign leptons and one hadronically-decaying� . Indeed, this category bene�ted
from the development of a discriminant based on the Matrix Element Method, making
use of the tools presented in the previous chapter. In addition, my contributions to the
combination of this category with other categories sensitive to thet�tH; H ! � �� production
are presented in this chapter as well as the speci�c details of this analysis presented in the
Physics Analysis Summary [154].

5.1 Introduction

Analyses focusing on the search for thet�tH production in �nal states with several leptons
are mostly sensitive to theH ! WW=ZZ decay modes. Still, as mentioned in section
1.3.5, some BSM models predict di�erent modi�cations of the signal strengths of thet�tH
production for di�erent decay modes of the Higgs boson, due to the modi�cation of several

151



152 CHAPTER 5. SEARCH FOR TTH IN FINAL STATES WITH A � LEPTON

Higgs boson couplings and not only the top-Higgs coupling. In that sense, the search for the
t�tH production in di�erent decay modes provides additional checks of the Standard Model,
which can be confronted with di�erent BSM models. The contribution fromH ! � �� decays
can in particular be enhanced by requiring the presence of reconstructed� h 's in the �nal
state.

The t�tH; H ! � �� process produces three massive objects, with uncorrelated decay
modes. For instance, one light charged lepton (electron or muon) can be produced in one
of the top quark decays while another one is produced in the subsequent decay of one of
the � lepton. One of the advantages of having those uncorrelated decays is that in 50%
of the cases, the leptons will have the same charge, while in most of the Standard Model
processes where two leptons are produced they have opposite charges. Selecting events
with two same-sign leptons and one� h enables thus to strongly reduce the contribution
of most of the Standard Model backgrounds. The contribution from events where a pair
of vector bosons is produced (diboson) can be reduced by requiring the presence ofb-
tagged jets. The main irreducible backgrounds consist essentially in events where a top
quark pair is produced in association with a vector boson (t�tV ). As mentioned in section
4.4.7, additional leptons can also be produced in semileptonic decays ofB hadrons. This
makes thet�t production a sizable source of background, which can be reduced by applying
tight isolation and identi�cation criteria for the leptons but still yields a non-negligible
contribution, due to its relatively large cross section in comparison tot�tH . The object and
event selections in the two same-sign leptons + one� h (2`ss + 1� h) category, as well as the
background estimation techniques will be presented in section 5.2 and 5.3.

Even after the event selection, the background yield remains sizable in comparison to the
signal yield and the signal extraction can be improved with the use of dedicated variables
with some discriminating power between thet�tH signal and the di�erent backgrounds. I
developed for that purpose a Matrix Element Method (MEM) discriminant optimized to
separate thet�tH; H ! � �� signal component from the irreduciblet�tZ and the reducible
t�t backgrounds. This discriminant bene�ts from all the tools presented in the previous
chapter and its speci�cities will be presented in details in section 5.4. Finally, the results
obtained with events with two same-sign leptons and one� h have been combined with other
categories sensitive to thet�tH; H ! � �� production in order to measure the signal strength
of this process. The statistical procedure used for the signal extraction will be introduced
in section 5.5 and the results will be presented in section 5.6.

5.2 Objects and event selection

As mentioned in section 2.3, the information provided by all CMS subdetectors is used by
a Particle-Flow algorithm [127, 155, 156, 121, 117] to identify and reconstruct individual
particles in the event, namely muons, electrons, photons, charged and neutral hadrons.
These particles are then used to reconstruct jets,� h candidates and the missing transverse
energy vector~=E T , as well as to quantify the isolation of leptons. Those objects are then
used for the event selection and the computation of the MEM discriminant.
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5.2.1 Electrons and muons

The identi�cation of electrons and muons is performed in two stages. Basic electron (muon)
identi�cation criteria and loose isolation criteria are applied in the �rst stage to separate
genuine leptons from jet backgrounds. In the second stage, the leptons originating from
decays ofW and Z bosons and from� lepton decays are separated from leptons produced
in the decays of bottom quarks or from misreconstructed hadrons. The former are referred
to as "prompt" leptons while the latter as "non-prompt" leptons. Dedicated multivariate
algorithms have been developed in the context of thet�tH multilepton analysis [157, 158]
to distinguish the prompt leptons from the non-prompt leptons.

Basic muon identi�cation

Muons reconstructed by the Particle-Flow algorithm are used in the analysis. As described
in section 2.3.3, muon candidates are reconstructed combining the information from both
the silicon tracker and the muon spectrometer in a global �t. Di�erent identi�cation se-
lections are then performed using the quality of the geometrical matching between the
tracker and the muon system measurements, de�ning a loose and medium muon identi�-
cation. Only muons within the muon system acceptancej� j < 2:4 and minimum pT cuts
of 5 GeV are considered.

Basic electron identi�cation

As described in section 2.3.3, electrons are reconstructed using tracking and electromag-
netic calorimeter information by combining ECAL superclusters and Gaussian sum �lter
(GSF) tracks. Electrons are required to havej� j < 2:5 to ensure that they are within
the tracking volume and a minimumpT of 7 GeV. The electron identi�cation is performed
using a multivariate discriminant built with variables related to the shape of the electro-
magnetic shower reconstructed in ECAL and to the associated tracks. A loose selection
based on� -dependent cuts on this discriminant is used to preselect electron candidates.
This discriminant is used as well for the lepton multivariate selection to separate prompt
leptons from non-prompt leptons.

In order to remove electron candidates that are due to photon conversions, it is also
required that the electron track is associated to a hit in each layer of the pixel detector that
is crossed by the track, except for at most one layer. Electron candidates are also rejected
in case there exists a track of opposite charge near the electron track that, if paired with the
electron track, can be �tted to a common vertex within the volume of the tracking detector.
For reasons which will be described in section 5.3.2, additional identi�cation criteria are
also applied for electrons withpT greater than 30 GeV to mimic the identi�cation applied
at the trigger level for single electron triggers.
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Lepton vertexing

Collision vertices are reconstructed using a deterministic annealing algorithm [159, 160].
The reconstructed vertex position is required to be compatible with the location of the
LHC beam in thex � y plane. The tracks associated to each vertex are clustered using the
anti-kT algorithm [128]. For each vertex, a weightedp2

T is then computed using those jets,
remaining single tracks including identi�ed leptons and the missing transverse momentum
associated to the vertex, to account for neutral particles. The primary vertex (PV) is then
selected as the one with the largestp2

T .
In order to reject pile-up or misreconstructed tracks, and more importantly to reject

non-prompt leptons fromB hadron decays, the following impact parameter variables are
also considered: the impact parameter in the transverse planedxy , the impact parameter
along thez axisdz and the signed impact parameter, in three dimensions, of the lepton track
with respect to the PV, divided by its uncertainty, which corresponds to its signi�cance
d=� d.

Electron and muon isolation

Electrons and muons in signal events are expected to be isolated, while leptons fromB
hadrons decays, as well as from in-�ight decays of pions and kaons, are often reconstructed
within jets. Isolated leptons are distinguished from leptons in jets by means of the sum of
scalarpT values of charged particles, neutral hadrons, and photons, that are reconstructed
within a narrow cone centered on the lepton direction. The sizeR of the cone shrinks
inversely proportional with the pT of the lepton in order to increase the e�ciency for leptons
reconstructed in events with high hadronic activity to pass the isolation criteria. The
narrow cone size has the further advantage that it reduces the e�ect of pileup. E�ciency
loss due to pileup is further reduced by considering only charged particles originating from
the lepton production vertex in the isolation sum. Residual contributions of pileup to the
neutral component of the isolation of the lepton is taken into account by means of so-called
e�ective area corrections:

I ` =
X

charged

pT + max

0

@0;
X

neutrals

pT � � A

 
R
0:3

! 2
1

A ; (5.1)

where� represents the energy density of neutral particles reconstructed within the geomet-
ric acceptance of the tracking detectors, computed as described in Refs. [161, 162]. The
size of the cone is given by:

R =

8
>><

>>:

0:05 if pT > 200GeV
10 GeV=pT if 50 < pT < 200GeV
0:20 if pT < 50 GeV

: (5.2)

The e�ective area A is obtained from the simulation, by studying the correlation between
I ` and � , and is determined in bins of� , separately for electrons and muons.
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Lepton MVA discriminator

To discriminate prompt leptons from non-prompt leptons produced in the decays ofB
hadrons, additional variables are used in addition to the vertexing and isolation variables.
These additional variables are related to the jet reconstructed closest to the lepton. To
avoid over-correction of the jet due to the clustering of the prompt lepton, the jet energy
corrections are only applied to the hadronic part of the jets. The additional variables
related to the jets are then the ratio between thepT of the lepton and thepT of the jet,
the value of the CSV b-tagging discriminator (see section 2.3.5), the number of charged
tracks of the jets and the transverse momentum of the lepton with respect to the jet.

In order to optimally combine the discrimination from all those variables, a multivariate
discriminant has been trained using prompt leptons passing loose preselections from at�tH
signal Monte Carlo sample and non-prompt leptons from at�t+jets Monte Carlo sample,
separately for electrons and muons. This MVA uses as input variables the vertexing,
isolation and jet-related variables described so far, thepT and � of the lepton and two
additional variables that contribute to make it robust also in the rejection of leptons from
light jets misidenti�cation: the electron MVA ID discriminator and the muon segment-
compatibility variables. The distributions of some of those variables obtained for prompt
and non-prompt leptons in at�t Monte Carlo sample are presented in Fig. 5.1.

The tight lepton selection, used in the signal region, corresponds to the requirement
lepMVA>0.75. The closest jet must also fail the medium working point of the CSV dis-
criminator (CSV<0.8484). A so-calledfakeableselection is also used for the data-driven
estimation of backgrounds with non-prompt leptons, presented in details in section 5.3.2.
This selection is obtained by relaxing the lepMVA requirement. Some additional require-
ments are applied to leptons failing the tight selection based on the jet variables, in order
to reduce the systematic uncertainty on the fake lepton background related to the jet �avor
composition.

5.2.2 Hadronic � decays

The hadronic � decays are reconstructed using the hadrons-plus-strips algorithm. The
identi�cation of the � h candidate is then based on an MVA discriminant, whose inputs
variables have been described in section 2.3.6. However, with an isolation cone of� R = 0:5,
as it is the cases in most analyses using� h, it has been found that this isolation cone size
leads to a sizable ine�ciency for the� h selection int�tH; H ! � �� events, due to the high
hadronic activity in those events. The cone size for the isolation variable used as input
of the MVA has thus been reduced to� R = 0:3, which has been determined to be the
optimal one in terms of signal e�ciency and background rejection.
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Figure 5.1: Distribution of some of the input variables and of the MVA used for the lepton
selection, obtained int�t Monte Carlo events with two same-sign fakeable leptons. Prompt
and non-prompt leptons are de�ned based on a generator-level matching with a lepton
produced in the decay of aW boson. The variables presented are: the relative isolation of
the lepton (top left), the number of charged tracks in the nearby jet (top right), the ratio
of the lepton and nearby jetpT (middle left), the transverse momentum of the lepton with
respect to the nearby jet (middle right), the CSV b-tagging discriminator of the nearby jet
(bottom left) and the lepton MVA.
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� h candidates are then required to have apT > 20 GeV and j� j < 2:3 and not to
overlap within � R = 0:3 with any muon or electron passing loose identi�cation criteria.
No dedicated anti-lepton discriminator are used beyond this overlap removal as they do
not improve the sensitivity of the analysis. The medium working point of the MVA Tau
ID is used in the 2`ss + 1� h category, corresponding to an average� h selection e�ciency
around 50%.

5.2.3 Jets and missing energy

Jets are reconstructed using the anti-kT algorithm [128] with a distance parameterR = 0:4.
Charged particles not originating from the primary vertex are excluded from the jet clus-
tering. Fake jets, mainly arising from calorimeter noise, are rejected by requiring recon-
structed jets to pass a set of loose jet identi�cation criteria. As mentioned in section 2.3.4,
jet energy corrections depending onpT and � are applied. Jets are only considered if they
have apT > 25GeV andj� j < 2:4. In addition, they have to be separated from any fakeable
lepton and loose� h candidates. Jets originating from the hadronization ofb quarks are
identi�ed by the CSV algorithm (see section 2.3.5). The loose and medium CSV working
points are used to select jets for this analysis.

The type-1 PF ~=E T is used as estimate of the missing transverse energy (see section
2.3.7). Its magnitude is referred to asE miss

T . To mitigate the in�uence of pile-up, the miss-
ing transverse energy is complemented by the observableH miss

T , de�ned as the magnitude
of the vectorial transverse momentum sum of leptons,� h, and jets:

H miss
T = j

X

leptons

~pT ` +
X

� h

~pT � +
X

jets

~pT j j : (5.3)

The H miss
T variable has a worse resolution thanE miss

T but is more robust with respect to
pile-up as it does not rely on the soft part of the event. A linear combination of those two
variables

E miss
T LD = 0:6 � E miss

T + 0:4 � H miss
T ; (5.4)

is used for the event selection, based on the fact thatE miss
T and H miss

T are less correlated
in events with instrumental missing energy with respect to events with genuine missing
energy.

5.2.4 Event selection in the 2`ss + 1� h category

Events in the 2`ss + 1� h category are selected by a combination of triggers based on the
presence of one or two leptons, either electrons or muons, in the event. ThepT threshold of
the single electron (muon) trigger amounts to 27 GeV (22 GeV). ThepT thresholds of the
double electron (muon) triggers amount to 23 GeV (17 GeV) for the leading and 12 GeV
(8 GeV) for the subleading lepton. Events containing electron plus muon pairs pass the
trigger selection if either the electron satis�es the conditionpT > 23 GeV and the muon
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pT > 8 GeV or the muon satis�es the conditionpT > 23 GeV and the electronpT > 8 GeV.
The complete list of HLT paths and L1 seeds can be found in Table 3.1.

The 2`ss + 1� h category includes events with exactly two tight leptons together with at
least one� h. The two selected leptons are required to have the same charge. The leading
lepton must have a transverse momentum larger than 25 GeV, while the subleading lepton
must be above 10 GeV for a muon and 15 GeV for an electron. At least one� h is required
to pass the medium working point of the Tau ID and the leading selected� h must have an
opposite charge with respect to the leptons. In addition, selected events are also required to
contain at least three jets, including either at least two jets passing the loose CSV working
point or at least one jet passing the medium CSV working point.

To reduce the acceptance to events where the charge of one of the leptons is mismea-
sured, additional requirements are applied on the quality of the charge assignement. For
the electrons, the consistency between the independent measurements of the charge from
the ECAL supercluster and from the tracker is required, while for the muons the track
transverse momentum must measured with a relative uncertainty lower than 20%. Those
requirements are further referred to astight-charge criteria. The background from elec-
trons from Z boson decays, where the charge of one electron is mismeasured, is further
suppressed by vetoing events where the di-electron invariant mass is within a 10 GeV-
window around the Z mass. For the same reason, theE miss

T LD is required to be larger
than 30 GeV for di-electron events. Events containing lepton pairs of mass less than 12
GeV are rejected as well, as these events are not well modeled in the Monte Carlo samples.

5.3 Signal and backgrounds estimation

5.3.1 Monte Carlo estimation

Samples

The shape templates for thet�tH signal and the backgrounds with two same-sign prompt
leptons are estimated using Monte Carlo simulated samples. The signal events are gener-
ated for aH boson mass ofmH = 125 GeV. The dominant irreducible backgrounds consist
of the production of a top quark pair in association with aZ or a W boson. The other
irreducible backgrounds include the diboson electroweak production as well as some rare
SM processes, such as triboson production, the production of a single top quark in associ-
ation with a Z boson or the production of same-signWW boson pairs. The background
estimation includes also a contribution fromt�t events with real photons, where a photon
undergoes an asymmetric conversion
 ! e+ e� in which one electron or positron carries
most of the energy of the photon, while the other is of low energy and fails to get recon-
structed. For all those processes, contributions from events both with a genuine� h or a
fake � h (from jets or leptons) are considered.

Monte Carlo samples have been generated using next-to-leading-order matrix elements
implemented in the generators MadGraph5_aMC@NLO [91] and POWHEG [163, 164,
165], interfaced with PYTHIA 8.2 [92] to model the parton shower and fragmentation.
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The samples are generated with the NNPDF3.0 set of parton distribution functions (PDF)
[166, 167, 168]. The decays of� leptons, including polarization e�ects, are modelled by
PYTHIA. Minimum bias events generated with PYTHIA are overlaid on all simulated
events, according to the luminosity pro�le of the analyzed data and for a pp inelastic cross
section of 69.2 mb. In the analyzed dataset, approximately 30 inelastic pp interactions
(pileup) occur per bunch crossing on average. All generated events are passed through a
detailed simulation of the CMS apparatus, based on GEANT4 [169], and are reconstructed
using the same version of the CMS event reconstruction software as used for data.

Data-to-Monte Carlo corrections

To correct for small data-to-Monte Carlo mismodellings, so-called "scale factors" are com-
puted as ratios of reconstructions and/or identi�cation e�ciencies between data and Monte
Carlo. They are used to reweight the Monte Carlo events and correct for those di�erences.
Corrections are applied for the following e�ciencies:

ˆ Trigger e�ciency : The combined trigger e�ciency of single and double lepton
triggers has been measured in data collected with a MET trigger, avoiding thus any
bias in the measurement. The data/MC scale factors have been measured to be
1:01� 0:02 for events with two electrons,1:01� 0:01 for events with one electron and
one muon and1:00� 0:01 for events with two muons.

ˆ Lepton identi�cation e�ciency : The lepton identi�cation e�ciency has been
measured in data separately for muons and electrons, usingZ ! `` events selected
using the tag-and-probe method (see section 3.3.2). Scale factors are computed as a
function of the lepton pT and � and the event scale factor is computed as the product
of individual lepton scale factors.

ˆ � h identi�cation e�ciency and mistag rate : The � h identi�cation e�ciency
has been measured in data, usingZ ! � � ! �� h tag-and-probe events [136], and
has been found to be compatible with the� h identi�cation e�ciency obtained in
simulation. The mistag rate due to fake� h from jets has been measured int�t !
b�be��� events and a corresponding scale factor is applied to simulated events with a
fake � h from a jet.

ˆ b-tag e�ciency and mistag rate : The full shape of the CSV discriminant used
for b-jet identi�cation is corrected in simulation to match the one observed in data.
This shape is measured int�t events forb quarks and inZ ! `` +jets events for light
quarks [170]. The event scale factor is then computed as the product of the individual
jet scale factors.

5.3.2 Non-prompt leptons

The background contribution due to events with at least one non-prompt leptons is evalu-
ated from data using a loose-to-tight extrapolation developed in the CMSt�tH multilepton
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analysis [157, 158]. This method requires to measure the fake rate for non-prompt leptons
passing the tight lepton MVA selection, which is then used to extrapolate the contamina-
tion of such events in the signal region.

Fake rate measurement

The region used to measure the fake rate is enriched in QCD jet events and obtained
selecting events with one loose lepton and a jet well separated from the lepton. Events are
selected at trigger level using prescaled single lepton triggers. At low muonpT , a jet with
pT greater than 40 GeV is also required in the trigger. Studies based on simulated samples
have shown that the trigger requirements could a�ect the fake rate, which represents an
issue as events in the signal region can be triggered by single or double lepton triggers. In
particular, a trigger with a given threshold can only be used to measure the fake rate for
leptons with signi�cantly higher pT . Moreover, single electron triggers used in the signal
region include tight isolation criteria which are not used for double lepton triggers or for
the triggers used in the fake rate measurement region. Selections reproducing the HLT
isolation cuts are therefore used for electrons withpT > 30 GeV to avoid any bias in the
fake rate.

The fake ratef is then measured as the fraction of fakeable leptons (as de�ned in section
5.2.1) passing the tight MVA selection as a function ofpT , � and �avor of the lepton, after
subtraction of backgrounds with prompt leptons. The lepton identi�cation criteria used on
the fakeable object a�ect mostly the fake rate for fake leptons from hadrons, while a cut
on the CSV discriminant of the jet associated to the fakeable lepton can alter the fake rate
for non-prompt leptons from b-jets. The fakeable selection has thus been tuned in order
to reduce the �avor dependency of the fake rate and thus reduce the associated systematic
uncertainty.

Extrapolation to the signal region

The contamination from events with non-prompt leptons in the signal region is evaluated
using a so-called "application region", de�ned with the same selections as the signal region,
except that at least one of the leptons must pass the fakeable selection while failing the
tight MVA selection. The background prediction due to events with fake leptons can then
be obtained by weighting the events in the application region with:

ˆ f=(1 � f ) for events with a single failing lepton, wheref is the fake rate of the failing
lepton

ˆ � f 1f 2=((1 � f 1)(1 � f 2)) for events with two failing leptons, wheref 1 and f 2 are the
fake rates of the two failing leptons

The second case allows to correct for the contamination from events with two non-prompt
leptons in events with a single failing lepton. Contamination from events with two prompts
leptons is subtracted from the application region using simulation in order to avoid double-
counting in the signal region.
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5.3.3 Charge mis-identi�ed leptons

The background where the charge of one of the lepton is misreconstructed arises mainly
from t�t ! b�b +̀ ` � �� +jets events. The charge misidenti�cation rate for electrons and muons
has been measured in data as a function ofpT and � , using Z ! ee and Z ! �� events.
This rate is found to be negligible for muons, while it varies from around 0.02% in the
barrel up to around 0.4% in the endcaps for electrons. This background is estimated from
data, using events that pass all selection criteria of the signal region, except that the two
leptons are required to be of opposite charge. The events in this application region are then
reweighed by the charge misidenti�cation rate associated to the lepton with opposite-sign
with respect to the selected� h.

5.4 Matrix Element Method in the 2̀ ss + 1� h category

5.4.1 Implementation and object assignement

After the event selection, the dominant background in the2`ss + 1� h category is the
production of a Z boson in association with a pair of top quarks (t �tZ ). The reconstructed
� h can either correspond to a genuine hadronic decay of a� (from a t�tZ; Z ! � � event)
or a misreconstructed electron or muon (from at�tZ; Z ! `` event). A sizable background
contribution also originates from events with a non-prompt lepton, mainly fromt�t events
where the non-prompt lepton is produced in abquark hadronization and is isolated enough
to pass the tight lepton MVA selection. In that case, the associatedb-jet is often not
considered in the analysis because it overlaps with the tight lepton, as illustrated in Fig.
5.2.

Consequently, the following processes1 have been considered in the computation of a
Matrix Element Method (MEM) discriminant, using the various tools presented in Chapter
4.

ˆ gg=q�q ! t �tH; H ! � �� with the subsequent decayst ! b +̀ � , �t ! �bq�q0, �� ! `+ �� � � `

and � ! � h � �

ˆ gg=q�q ! t �tZ; Z ! � �� with the subsequent decayst ! b +̀ � , �t ! �bq�q0, �� ! `+ �� � � `

and � ! � h � �

ˆ gg=q�q ! t �tZ; Z ! `+ ` � with the subsequent decayst ! b +̀ � and �t ! �bq�q0 and ` �

being reconstructed as a� h

ˆ gg=q�q ! t �t with the subsequent decayst ! b +̀ � and �t ! �b� �� � , � ! � h � � and an
additional `+ lepton produced in the semi-leptonic decay of aB hadron from one of
the b quarks

Some of the corresponding Feynman diagrams are presented in Fig. 5.3.
1For all the processes, the corresponding case where the two charged leptons have a negative charge

can be easily deduced.
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Figure 5.2: Event display of at�t event entering the2`ss+1� h category, with one of the tight
leptons produced in the hadronization of ab quark and vetoing the associated jet. The
particles at generator level are represented with empty markers while the reconstructed
objects are represented with �lled markers. The generator objects with identical color are
from the same decay chain. In that event, an electron is produced in the hadronization of
the b quark around (�; � ) = ( � 1; 0) and passes the tight lepton selection. No jet is then
considered within� R = 0:4 around this tight electron.

The jet multiplicity expected in a leading order t�tH event is in principle of four jets,
including two b-tagged jets. However, due to next-to-leading order QCD contributions and
to pile-up, the jet multiplicity can often be higher than the leading order value expected
for the MEM computation. To avoid computing the MEM weights for every possible
combination of four jets, which would be very CPU consuming, the following assignment
algorithm is used to select the MEM inputs. First the two jets with the highest CSV
value are chosen to be the ones associated to theb quarks (later called "b-jets"). This
has been shown to lead to a correct assignment in 62% of Monte Carlot�tH events, with
t ! b`�; t ! bqqand H ! � � and one jet associated to each quark. The two jets to be
associated to theW quarks are then chosen among the remaining jets (later called "light
jets") as the pair of jets with the invariant mass closest to the mass of theW boson ("W-
tagged jets"). This whole procedure leads to a correct assignment in 35% of thet�tH with
one jet associated to each quark.

In that case, there are two same-sign leptons and two jets associated tob quarks in the
MEM inputs. For a t�tH event, there is therefore an ambiguity to assign one lepton to the
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Figure 5.3: Sample of Feynman diagrams of the processes for which a dedicated MEM
weight is computed in the implementation presented here. Theq�q initial states are consid-
ered as well in the computation of the MEM weights.

leptonic top decay and one to the Higgs decay and another ambiguity to assign oneb-jet to
the leptonic top decay and one to the hadronic top decay. To take those ambiguities into
account, the computation of the MEM weights under each of the signal and background
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hypotheses is done for each of the four possible permutations and they are summed to
de�ne a total weight. Note that in the case of thet�t background weight, only oneb-jet
and no pair of W-tagged jets is expected but there are still four permutations taken into
account as one has to decide which of the twob-jets is to be used in the computation. For
each permutation, all the compatibility checks based on the reconstructed Higgs and top
masses presented in section 4.5 are applied so the computation may be skipped in some
cases.

Moreover, sometimes no jet is associated to one of the light quarks, either because
the hadronization products gets out of the detector acceptance or because they have been
merged with another jet during the reconstruction. To cover those cases, two hypotheses
are taken into account in the MEM computation: either all the four jets expected are
reconstructed ("no missing jet hypothesis") or one of the two jets from theW boson decay
is not reconstructed ("missing jet hypothesis"). In the missing jet hypothesis, only three
jets are taken as inputs and the MEM weights computation includes an integration over
the direction of the missing jet. In that case, as it is not possible to know a priori which jet
comes from a hadronicW decay, the computation of the weights is done for each light jet in
the event (each time taking into account the four permutations due to the ambiguity in the
lepton andb-jets assignement). Again among all the a priori4� n(light jets) computations,
only those passing all the compatibility checks are taken into account.

To determine which of the two hypotheses is to be used in the computation, the following
procedure is applied. If the invariant mass of the two jets associated to theW boson is
lower than 60 GeV or larger than 100 GeV, the missing jet hypothesis is used. This means
that no pair of jets compatible with a hadronic W boson decay has been found in the
event. Otherwise, all the compatibility checks are applied to the four permutations. If one
of the permutations passes all those checks for thet�tH signal hypothesis, the computation
is done under the "no missing jet hypothesis" while if all of the permutations fail those
checks, the computation is done under the "missing jet hypothesis". This last possibility
targets cases where the twoW-tagged jets happen to have an invariant mass close to the
one of theW boson but in fact do not originate from aW boson decay. In that case, it
is unlikely that the event passes the compatibility checks related to the hadronic top and
this event enters the missing jet hypothesis. The two exclusive subcategories of events (no
missing jet and missing jet) are treated as independent categories for the signal extraction.

5.4.2 Performance

As presented in section 4.1, the MEM weights are combined to build a so-called MEM
likelihood ratio de�ned as

LR (k(t�tZ; Z ! � � ); k(t �tZ; Z ! `` ); k(t �t)) =
w(t�tH )

w(t�tH ) +
P

B
k(B)w(B)

(5.5)

The closer to 1 this likelihood ratio is, the more signal-like is the event. Reicever Operating
Characteristic (ROC) curves are used for performance assessment: they represent the
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background e�ciency as a function of the signal e�ciency for di�erent selection working
points de�ned from a cut on the likelihood ratio. Monte Carlo samples are used to estimate
the corresponding e�ciencies. Those e�ciencies are computed for events entering the
two same-sign leptons and one� h category, mentioned in section 5.2.4. Due to a limited
statistics in the t�t dilepton Monte Carlo sample after those selections, the shape templates
for that background are obtained by considering events where at least one of the leptons
fail the tight MVA selection and reweighting them using their fake rate, as it is done for
the data-driven evaluation of that background presented in section 5.3.2.

Note that the ROC curve associated to a given de�nition of the likelihood ratio is
invariant by a uniform scaling of all the k(B) values and thus, in theory, one can �x one
of the k(B) to 1. However, for plotting purposes, speci�c values are chosen here. Speci�c
likelihood ratios are de�ned as the ones where all thek(B)'s but one are equal to zero.
They are expected to give the largest discrimination betweent�tH and the corresponding
background. A combined likelihood ratio is tested as well where all thek(B)'s are non-
zero. The values of thek(B)'s in the combined likelihood ratio have been checked to give a
discrimination very close to the optimal one. The values of thek(B)'s used for the di�erent
likelihood ratios are presented in Table 5.1.

Category Likelihood ratio k(t �tZ; Z ! � � ) k(t �tZ; Z ! `` ) k(t �t)
No missing jet Specifct�tZ; Z ! � � 0.5 - -

Specifct�tZ; Z ! `` - 1.0 -
Specifct�t - - 10� 15

Combined 0.1 0.2 10� 18

Missing jet Specifct�tZ; Z ! � � 0.05 - -
Specifct�tZ; Z ! `` - 0.1 -

Specifct�t - - 10� 12

Combined 0.05 0.5 5 � 10� 15

Table 5.1: Values ofk(B) used for the di�erent versions of the likelihood ratio

The discrimination obtained in each of those categories of events with the di�erent
likelihood ratios is presented in the ROC curves in Fig. 5.4 and the distributions of the
combined likelihood ratio are presented in Fig 5.5. It can be seen that the speci�c likelihood
ratios have the expected behavior and provide a signi�cant discrimination between the
t�tH , H ! � �� signal and the background for which they are optimized. However, using
a single speci�c likelihood ratio would have poor performance to discriminate thet�tH ,
H ! � �� signal from the backgrounds for which the likelihood ratio is not optimized. The
combined likelihood ratio, although less performant against a given background than the
optimal speci�c likelihood ratio, is still relatively performant against each of the background
components and has therefore been chosen as the discriminating variable used for signal
extraction in the 2`ss + 1� h category.
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Figure 5.4: ROC curves obtained with the di�erent speci�c and combined likelihood ratios
(LR) obtained in the "no missing jet" subcategory (left) and in the "missing jet" subcategory
(right). The discrimination is presented for the signal and backgrounds for which the MEM
has been optimized:t �tH , H ! � �� signal againstt �t dilepton (top), t �tZ; Z ! � � (middle)
and t�tZ; Z ! `` (bottom) backgrounds. Thet�t dilepton background is evaluated here from
Monte Carlo.
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Figure 5.5: Combined likelihood ratio distributions in the "no missing jet" subcategory
(left) and in the "missing jet" subcategory (right). The area of the inclusive background
and of each signal component is normalized to unity.

It can be seen in Fig. 5.5 that thet�tH; H ! WW=ZZ component of the the signal has
a likelihood ratio distribution closer to the background than thet�tH; H ! � � component
of the signal. Although thet�tH; H ! � � represents the dominant signal contribution, the
t�tH; H ! WW=ZZ component represents still around 40% of the inclusivet�tH signal and
therefore improvements in the treatment of this signal component could probably be used
to improve the sensitivity of the analysis. Keeping a MEM based approach, a possibility
would be to compute a MEM weight for thet�tH; H ! WW hypothesis but this would
face two main challenges. The �rst one is that thet�tH; H ! WW contribution actually
originates both from events where a genuine� h is produced (either as a Higgs or as a
top decay product) and from events where the reconstructed� h is a fake produced in
a light quark hadronization. Those two components yield similar contributions and the
optimal approach would probably be to design a di�erent weight for each one. The second
challenge is that theH ! WW decay is a priori less kinematically constrained than the
H ! � � decay, due in particular to the fact that one of theW bosons is o�shell. The phase
space associated to the Higgs decay in the integration would then require two additional
dimensions with respect to the one used for theH ! � � decay and two di�erent weight
computations depending on whichW is o�-shell. All of this would in principle make the
computation more CPU intensive but developments of GPU-based implementations of the
MEM could actually make this realistic in the near future. Another possibility would be
to use multivariate discriminants trained with MEM variables as inputs using the inclusive
t�tH signal but this requires large statistics samples to be made available for training.
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5.5 Statistical interpretation and systematic uncer-
tainties

5.5.1 Likelihood model

The statistical procedure used for the signal extraction in the general case of a binned
maximum likelihood �t using the distribution of a discriminating variable is presented
in this section. The �t is performed both under the signal + background hypothesis
(H1) and under the background only hypothesis (H0). The statistical approach presented
here corresponds to the modi�edCLs method [171]. The results of an observation can
be represented as an array of data yields in each bin of the distribution of the variable
considered in each category. The expected yield in the bin numberi is parametrized as

� i (�; ~� ) = �s i (~� ) + bi (~� ) (5.6)

wheresi and bi represents respectively the expected amount of signal and background in
that bin, depending on some nuisance parameters~� . In the case of Higgs searches, the
signal yield is �xed to its Standard Model prediction and a signal strength modi�er� is
introduced, potentially modifying by the same scale the signal rate from all production
modes. The Standard Model prediction corresponds by construction to� = 1, while the
absence of signal corresponds to� = 0. The likelihood associated to an observation ofni

events in each bin is given by the following product of Poisson distributions

L (dataj�; ~� ) =
Y

i

�
�s i (~� ) + bi (~� )

� n i

ni !
e� (�s i (~� )+ bi (~� )) � � (~� j~̂� ) (5.7)

with � (~� j~̂� ) the probability density function associated to the nuisance parameters~� , given

their best estimates~̂� .

5.5.2 Systematic uncertainties and nuisance parameters

In the statistical model used here, each source of systematic uncertainty is associated with
a nuisance parameter� j . Those nuisance parameters are typically constrained by auxiliary
measurements that restrict their values within con�dence intervals. Those auxiliary mea-
surements can be for instance event counting in sidebands used to constrain the background
yields in the signal region or e�ciency measurements using a tag-and-probe method.

The nuisance parameters associated to a normalization uncertainty (like the uncertainty
on a cross section) are associated to a log-normal distribution

� (� j�̂ ) =
1

p
2� ln(� )

exp

0

B
B
@�

�
ln(�= �̂ )

� 2

2(ln � )2

1

C
C
A

1
�

(5.8)
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with � = 1 + � and � the relative scale of the uncertainty. Such nuisance parameters can
a�ect several processes in di�erent channels or categories, in general with di�erent scales.
The errors originating from the same nuisance parameter are then taken as fully correlated
or fully anti-correlated.

In the case of an estimation from a sideband, the uncertainty has a statistical origin
and is modeled with a Gamma distribution

� (njN ) =
1
�

(n=� )N

N !
exp(� n=� ) (5.9)

where N is the number of events in the control region, used to estimate the number of
events in the signal regionn with an extrapolation factor � such that n = �N . The
extrapolation factor � can itself be associated with a log-normal systematic uncertainty.

Finally some nuisance parameters can a�ect the shape of the distribution of the variable
used for the signal extraction. This is for instance the case of the jet or the� energy
scale. Those are taken into account using a vertical template morphing technique: a shape
uncertainty is modeled by de�ning a family of alternative shape templates governed by
a parameter � . The templates corresponding to� = � 1 correspond to the templates
obtained by shifting the relevant nuisance parameter by� 1 standard deviation around
their nominal value, while the nominal template is recovered for� = 0. The family of
templates is then de�ned by a quadratic interpolation between the up and down template
for j� j < 1, and linear beyond. The pdf constraining the� parameter is taken to be the
normal distribution with mean 0 and � = 1.

The systematic uncertainties taken into account are detailed below. E�ects arising from
the same source cause correlations across di�erent event categories, which are taken into
account in the statistical analysis.

Normalization uncertainty

ˆ Luminosity
The uncertainty in the integrated luminosity amounts to2:6%. This value is obtained
from dedicated Van-der-Meer scans and stability of detector response during the data
taking.

ˆ Trigger e�ciencies
In the 2`ss + 1� h category the uncertainty in the trigger e�ciency amounts to 1%
(2%) for events containing either two muons or one electron and one muon (two
electrons). This corresponds to the uncertainty associated to the measurement of
the trigger e�ciency.

ˆ Identi�cation and isolation e�ciency for electrons, muons and � h

The uncertainty for electrons and muons to pass the loose (tight) lepton selection
criteria amount to 2%(3%) while the uncertainty to reconstruct and identify hadronic
� decays amounts to5%. This corresponds to the uncertainty associated to the
measurement of those e�ciencies with tag-and-probe methods.
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ˆ Charge mismeasurement
The yield of the charge ��ip� background in the 2`ss+1� h category has an associated
uncertainty of 30%, based on the statistical uncertainty in the charge misidenti�cation
measurement and on the closure test performed on simulated events.

ˆ Signal and background yields
The uncertainties in the SMt�tH cross section, computed at NLO accuracy, amount
to +5 :8%

� 9:1% due to missing higher orders and to� 3:6% due to the uncertainties in the
PDF and � s [52]. The corresponding uncertainties witht�tW (t�tZ ) backgrounds are
12% (11%) for the higher order corrections and4% (3%) for the PDF and � s. The
rate of the WZ+jets background is assigned an uncertainty of100%, while the rate
of other (small) irreducible backgrounds is assigned an uncertainty of50%.

ˆ Jet and � h energy scales
Uncertainties in the energy scale of jets are parametrized as function of jetpT and
� and typically vary between 1% and 4%. The energy scale of� h is attributed an
uncertainty of 3%. Those uncertainties are taken into account in the2`ss + 1� h

category by computing the variation obtained in event yields after selections when
varying the jet and � h energy scales in the Monte Carlo samples. The impact on the
shape of the MEM discriminant has been checked to be negligible.

Shape uncertainty

ˆ b-tagging e�ciency
Uncertainties in b-tagging e�ciencies and mistag rates are applied as function of jet
pT and � and typically amount to 3% and 10%, respectively.

ˆ Modelling of t �tH signal and t�tW , t�tZ backgrounds
Uncertainties of theoretical origin on the modelling of thet�tH signal and of thet�tW
and t�tZ backgrounds are estimated by varying the renormalization and factorization
scales within a factor two relative to their nominal values.

ˆ �Fake� backgrounds
The uncertainties in the measurement of the jet to� h misidenti�cation rate and fake
rate for non-prompt leptons are treated aspT - and � -dependent e�ects. They are
determined from the statistical uncertainty in the measurement of the tight-to-loose
ratios and from testing the closure of the method in simulated background events
[158].

ˆ Bin-by-bin uncertainty Additional uncertainties arise from the limited amount
of Monte Carlo events available to model the shape of the distribution in the dis-
criminating observable for thet�tH and for the background processes. Limitations
in number of events on the shape templates are accounted for by the approach de-
scribed in [172, 173]. Nuisance parameters are added to the likelihood functionL
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which allow the number of events expected in a given bin to vary within statistical
uncertainties during the �t.

5.5.3 Measured signal strength, limits setting and signi�cance

Results are presented in terms of the measured value of the signal strength� obs, i.e. the
value of the signal strength� which maximizes the likelihood functionL , in terms of an
upper limit on � at 95% con�dence level (CL) and in terms of signi�cance.

The uncertainty in � obs is obtained by determining lower and upper bounds,� min and
� max , for which the value of -2 ln L exceeds the maximum by one unit, corresponding
to a coverage probability of68%. The di�erences � + = � max � � obs and � � = � obs � � min

represent the uncertainty on� that arises from the combination of statistical and systematic
uncertainties. The nuisance parameters are pro�led, that is, their values are chosen such
that the likelihood function L reaches its local maximum, subject to the constraint that�
equals� min and � max , respectively.

Given the likelihood L de�ned in Eq. (5.7), a test statistics q� is de�ned using the
pro�le likelihood ratio � (� ) de�ned as

� (� ) =
L (�;

^̂~� (� ))

L (�̂; ~̂� )
(5.10)

with
^̂~� (� ) the conditional maximum likelihood estimator of~� , i.e. the value of~� maximizing

L for a given value of� , while �̂ and ~̂� are the usual maximum likelihood estimators. In
addition, the following requirement is imposed

0 � �̂ � � (5.11)

that ensures the signal rate to be positive (̂� � 0) and that one-sided con�dence interval
are obtained (̂� � � ) when setting limits on � . This condition is enforced by de�ning the
test statistics q� as

q� =

8
>>>>>><

>>>>>>:

� 2 log L (�;
^̂~� (� ))

L (0;
^̂~� (0))

if �̂ < 0

� 2 log L (�;
^̂~� (� ))

L ( �̂; ~̂� )
if 0 � �̂ � �

0 if � < �̂

(5.12)

By construction, q� is positive and the larger it is, the less compatible with the�s + b
hypothesis the observation is.

To establish con�dence levels on� , the probability density function f (q� j�s + b) is
needed as a function of� . This can be obtained from the distribution of the test statistics
q� in a set of pseudo-experiments generated for the corresponding hypothesis using Monte
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Carlo techniques. This pdf can then be used to de�neCLs+ b and CLb as

CLs+ b = P(q� � qobs
� j�s + b) =

qobs
�Z

�1

f (q� j�s + b)dq� (5.13)

CLb = P(q� � qobs
� jb) =

qobs
�Z

�1

f (q� jb)dq� (5.14)

It is possible to directly useCLs+ b, to set limits on � . In that case, if CLs+ b > 0:95
for instance, the cross section� = �� SM is said to be excluded at a 95% con�dence level.
However this method su�ers from the following inconvenient: in the case where the signal
yield is small with respect to the background yield, a negative background �uctuation could
lead to a value ofCLs+ b close to 1, because the background �uctuation is larger than the
signal yield. To prevent from excluding values of� for which there is no actual sensitivity,
the CLs method is preferred. TheCLs is de�ned as

CLs =
CLs+ b

CLb
(5.15)

As CLb < 1, CLs > CL s+ b and less� hypotheses are rejected, which makes it more
conservative and more robust against downwards background �uctuations. Based on the
CLs method, the sensitivity of an experiment can then be assessed based on the median
expected exclusion limit on� in the background only hypothesis,� 95

exp, together with the
intervals where� 95

obs is expected to lie in 68% (1� ) and 95% (2� ) of the cases.
In case an excess is observed, the observed value� 95

obs would signi�cantly deviate from
the expected value� 95

exp. To assess the signi�cance of that excess, the p�value for the
observation ofqobs

0 in the null hypothesis is used, de�ned using the pdf of the test statistics
q0

q0 =

8
><

>:

� 2 log L (0;
^̂~� (0))

L ( �̂; ~̂� )
if �̂ � 0

0 if �̂ < 0
(5.16)

p0 = P(q0 � qobs
0 jb) =

+ 1Z

qobs
0

f (q0jb)dq0 (5.17)

The signi�cance of a discovery is often reported in the form of a Gaussian probability
Z = � � 1(1 � p0) with � the inverse cumulative function of the normal distribution. By
convention, an evidence is claimed whenZ > 3� and we speak of a discovery ifZ > 5� .

5.6 Results

5.6.1 2`ss + 1� h category

The pre-�t distributions of the main event observables (lepton and jet multiplicity, pT

spectra andE miss
T spectrum) are presented in Fig. 5.6 and 5.7. Data and the expected
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signal and background already shows a good agreement, within the statistical uncertainty,
at the pre-�t level. An event display of an event entering the2`ss+1� h category is presented
in Fig. 5.8. The number of events observed in the2`ss + 1� h category is compared to the
SM expectation before and after the maximum likelihood �t in Tables 5.2 and 5.3. The
expected yield of signal events is computed for the case that thet�tH signal is produced
at the rate predicted by the SM. The signal and background rates are computed for the
values of nuisance parameters obtained from the maximum likelihood �t. The event yields
observed in data are in agreement with the SM expectation.

The post-�t distributions of the MEM discriminant are shown in Fig. 5.9 for the no-
missing-jet and missing-jet subcategories. The measured value of thet�tH signal strength
obtained in the 2`ss + 1� h category alone is� obs = 0:81+0 :78

� 0:65 while the observed (expected)
95% CL upper limit is 2.25 (1.37). As a reference, the expected 95% CL upper limit
obtained with a simple counting experiment in this category only amounts to 1.74, which
shows the bene�t from using a discriminant based on the MEM for the signal extraction.

Process
2`ss + 1� h

�no-missing-jet� �missing-jet�
t �tH , H ! � � 1:89 � 0:28 3:93 � 0:49
t�tH , H ! WW 1:40 � 0:19 2:86 � 0:35
t�tH , H ! ZZ 0:09 � 0:02 0:08 � 0:01
t�tZ 3:01 � 0:46 8:18 � 1:24
t�tW 1:06 � 0:21 6:95 � 1:04
Electroweak 0:19 � 0:14 3:36 � 2:52
Fake 1:50 � 0:47 7:05 � 2:26
Charge �ip 0:05 � 0:10 0:38 � 0:10
Other 0:45 � 0:19 2:22 � 0:95
Total expected background 6:26 � 0:78 28:14 � 4:07
Observed data 8 41

Table 5.2: Number of events events selected in the di�erent categories compared to the
SM expectation for thet�tH signal and background processes. The event yields expected
for the ttH signal and for the backgrounds are shown as estimated before the maximum
likelihood �t. Quoted uncertainties represent the combination of statistical and systematic
uncertainties.
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Figure 5.6: Number of muons and electrons passing the fakeable object selections (top),
number of reconstructed� h passing the fakeable object selections and jet multiplicity (mid-
dle) and multiplicity of jets passing the loose and the medium working points of the CSV
tagger (bottom) in the 2`ss + 1� h category. The uncertainty displayed here is statistical
only.
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Figure 5.7: Lepton transverse momentum spectra (top),� h transverse momentum and
missing transverse energy spectra (middle) and leading and subleading jet transverse mo-
mentum spectra (bottom) in the 2`ss + 1� h category. The uncertainty displayed here is
statistical only.
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Figure 5.8: Event display of an event entering the2`ss + 1� h category in 2016 data. The
red (blue) rectangles correspond to ECAL (HCAL) energy deposits. The red (cyan) line
represents a reconstructed muon (electron) and the green shaded area a reconstructed� h.
The orange shaded areas correspond to reconstructed jets identi�ed asb-jets while the
yellow shaded areas are for other jets. The purple arrow represents theE miss

T .
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Process
2`ss + 1� h

�no-missing-jet� �missing-jet�
t �tH , H ! � � 1:90 � 1:28 3:94 � 2:64
t�tH , H ! WW 1:41 � 1:00 2:87 � 1:93
t�tH , H ! ZZ 0:09 � 0:06 0:08 � 0:06
t�tZ 3:07 � 0:47 8:33 � 1:31
t�tW 1:10 � 0:20 7:18 � 1:06
Electroweak 0:21 � 0:19 3:73 � 4:42
Fake 1:66 � 0:54 7:80 � 2:69
Charge �ip 0:05 � 0:10 0:39 � 0:11
Other 0:50 � 0:26 2:44 � 1:24
Total expected background 6:59 � 0:83 29:87 � 4:73
Observed data 8 41

Table 5.3: Number of events events selected in the di�erent categories compared to the
SM expectation for thet�tH signal and background processes. The event yields expected
for the ttH signal and for the backgrounds are shown for the values of nuisance parameters
obtained from the maximum likelihood �t. Quoted uncertainties represent the combination
of statistical and systematic uncertainties.

5.6.2 Combination with other t�tH categories with � h

Other categories with� h are sensitive to thet�tH production. My results obtained in the
2`ss + 1� h category have thus been combined with the results obtained in the1` + 2� h

category and the3` + 1� h category in [154]. The1` + 2� h targets mostly t �tH events with
the t�t pair decaying into the lepton+jets �nal state while the Higgs boson decaying into
H ! � h � h. It has to deal with a larget�t background with fake� h against which a dedicated
BDT has been trained. The3` + 1� h is more similar to the 2`ss + 1� h category, except
it is mostly sensitive to dileptonic decays of thet�t pair. In this category, two BDT's
have been trained inclusively in3` events against the irreduciblet�tV background and the
reducible t�t background. Based on the expected signal-to-background ratio the output of
the BDT's is mapped into a single discriminant, referred to asDMV A , which is used for
the signal extraction. The observed event yields and the distributions of the discriminant
used for signal extraction in those two categories are presented in Table 5.4 and Fig. 5.10.
Comparing the event yields for those two categories and the ones for the2`ss+1� h category,
it is clear that the latter is the most sensitive to thet�tH signal.
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Figure 5.9: Distributions in the discriminating observables used for the signal extraction in
the no-missing-jet (left) and (missing-jet) subcategories of the2`ss+1� h category, compared
to the SM expectation for thet�tH signal and for background processes. The distributions
expected for thet�tH signal and for the backgrounds are shown for the values of the signal
strength and nuisance parameters obtained from the maximum likelihood �t. The lowest
bin of the MEM discriminant in the missing-jet subcategory collects events for which the
kinematics of the reconstructed objects is not compatible with thet�tH; H ! � � signal
hypothesis.
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Process 1` + 2� h 3` + 1� h

t �tH , H ! � � 2:84 � 1:35 1:01 � 0:65
t�tH , H ! WW 0:07 � 0:04 0:63 � 0:29
t�tH , H ! ZZ 0:02 � 0:01 0:09 � 0:04
t�tZ 4:07 � 0:56 3:78 � 0:62
t�tW 0:21 � 0:05 0:24 � 0:05
Electroweak 1:10 � 1:05 0:32 � 0:05
Fake 20:98 � 3:87 1:07 � 0:34
Other 0:54 � 0:23 0:24 � 0:08
Total expected background 26:91 � 3:84 5:65 � 0:85
Observed data 24 7

Table 5.4: Number of events events selected in the1`+2� h and 3`+1� h categories compared
to the SM expectation for the t�tH signal and background processes. The event yield in
the 1` + 2� h category is given in the signal-like region MVA> 0:2 of the output of the BDT
that is used for the signal extraction. Quoted uncertainties represent the combination of
statistical and systematic uncertainties.

Figure 5.10: Distributions of the discriminating observables used for the signal extraction
in the 1` + 2� h (left) and 3` + 1� h (right) categories, compared to the SM expectation
for the t�tH signal and for background processes. The distributions expected for the ttH
signal and for the backgrounds are shown for the values of the signal strength and nuisance
parameters obtained from the maximum likelihood �t [154].
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Upper limits on the signal rate, computed at95%CL, are shown in Fig. 5.11. Numerical
values are given in Table 5.5. The limits are computed for each of the categories2`ss+1� h,
3`+1� h, and 1`+2� h individually and for their combination. The limits expected in the case
� = 1 are computed using an Asimov dataset2, while the limits expected in the case� = 0
are computed for the values of nuisance parameters obtained from a maximum likelihood
�t of the background-only hypothesis to the data. The observed limit computed for the
combination of all three event categories amounts to2:0 times the SMt�tH production rate.
The observed limit is compatible with the expected limit in case at�tH signal with � = 1
is present in the data.

Signal rates� have been computed for each of the categories2`ss + 1� h, 3` + 1� h, and
1` + 2� h individually and for their combination, taking into account the correlation of the
systematic uncertainties between categories. The results are shown in Fig. 5.12. Numerical
values are given in Table 5.6. The signal rates measured in each of the three categories
are compatible with each other and with the SM expectation. For the combination of all
three event categories, the observed (expected) signal rate is� = 0:72+0 :62

� 0:53 (1:00+0 :67
� 0:57) times

the SM t�tH production rate, with an observed (expected) signi�cance of1:4� (1:8� ). The
breakdown of the uncertainty is presented in Fig. 5.13 and as can be seen, the statistical
uncertainty is already close to the systematics uncertainty.

In the light of these results, the background-only (� = 0) hypothesis is disfavored, but
not yet excluded. A possible combination with other �nal states, such asH ! bb, H ! 


or multilepton �nal states without � h, would help to bring unambiguous evidence of the
t�tH production and give the opportunity to precisely measure the top-Higgs coupling at
tree-level.

Category Observed limit
Expected limit

(� = 0) (� = 1)
1` + 2� h 2:6 3:4+1 :6

� 1:0 4:4
2`ss + 1� h 2:4 1:4+0 :6

� 0:4 2:4
3` + 1� h 4:0 2:7+1 :3

� 0:8 3:8
Combined 2:0 1:1+0 :6

� 0:3 2:2

Table 5.5: 95%CL upper limits on the t�tH signal rate, in units of the SMt�tH production
rate, obtained in each of the categories2`ss + 1� h, 3` + 1� h, and 1` + 2� h individually and
for the combination of all three event categories. The observed limit is compared to the
limits expected for the background-only hypothesis (� = 0) and for the case that at�tH
signal of SM production rate is present in the data (� = 1). The � 1� uncertainty intervals
of the limits expected in case of the background-only hypothesis are also given in the table.

2corresponding to the sum of the signal and background expectations
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Figure 5.11:95%CL upper limits on the t�tH signal rate, obtained in each of the categories
2`ss + 1� h, 3` + 1� h, and 1` + 2� h individually and for the combination of all three event
categories. The expected limits are computed for the background-only (� = 0) hypothesis.

Category Measured signal rate� 1� Expected signal rate� 1�
1` + 2� h � 1:20+1 :50

� 1:47 1:00+1 :75
� 1:57

2`ss + 1� h 0:86+0 :79
� 0:66 1:00+0 :77

� 0:64

3` + 1� h 1:22+1 :34
� 1:00 1:00+1 :41

� 1:06

Combined 0:72+0 :62
� 0:53 1:00+0 :67

� 0:57

Table 5.6: Signal rates� , in units of the SM t�tH production rate, measured and expected in
each of the categories2`ss+1� h, 3` +1� h, and 1` +2� h individually and for the combination
of all three categories.
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Figure 5.12: Signal rates� , in units of the SM t�tH production rate, measured in each of
the categories1` + 2� h, 2`ss + 1� h and 3` + 1� h individually and for the combination of
all three categories. The expected signal rate is obtained using an Asimov dataset with
� = 1.

Figure 5.13: Negative log-likelihood as a function of the signal strength� for the combina-
tion of the three categories, including both systematics and statistical uncertainty (black)
and only the statistical uncertainty with the systematics assigned to their best-�t values
(red dashed).



Conclusion

Success is knowing that your contribution is
what helps the collective.

Adrian Grenier

After the observation of the Higgs boson by the CMS and ATLAS collaborations in
2012, the physics of the Higgs boson enters now the era of precision measurements. The
measurement of the Higgs boson properties and especially of its couplings to other Standard
Model particles and to itself is becoming now one of the major goals of LHC experiments. In
that context, the increase in the center-of-mass energy and in the instantaneous luminosity
of the collisions achieved for LHC Run 2 o�er the possibility to study now new processes
which were still statistically limited during Run 1. The search for thet�tH production in
particular is now getting sensitive enough to constrain the coupling of the Higgs boson to
the top quarks, the two most massive elementary particles in the Standard Model.

Although the LHC is turning now into a real factory, producing several inverse fem-
tobarns of data every week, this puts unprecedented constraints on the trigger systems of
the detectors. To deal with this harsher data-taking conditions, considerable e�orts have
been put into hardware and �rmware developments to be able to maintain trigger thresh-
olds low enough to keep sensitivity to electroweak processes. The Phase 1 trigger upgrade
completed by CMS in 2016 represented in that context a major success, including the new
Level-1 EG algorithm, which contributed to a large variety of CMS analyses based on 2016
data. All the new available features of this algorithm presented in this thesis have been
optimized for the 2016 data-taking and have positively impacted the performance of this
trigger. Thanks to the �exibility of the �rmware implementation, future improvements of
the L1EG algorithm can certainly be considered until the end of LHC Phase 1, together
with the design of more and more complex correlation conditions at the Level 1 trigger in
order to optimally select events.
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Thanks to the large luminosity collected thanks to the new CMS trigger, analysis of rare
processes can be considered for Run 2, such as the search for thet�tH process in �nal states
with a � lepton. Due to the complexity of this �nal state, de�ning a variable with signi�cant
discrimination power to be used for signal extraction is not an easy task but this challenge
has been met thanks to advanced techniques, such as the Matrix Element Method. The
implementation I designed has thus demonstrated very good performance in the search
for the t�tH; H ! � � process in the2`ss + 1� h channel. Combining the results with other
t�tH; H ! � � sensitive channels allowed to measure a signal strength of� = 0:72+0 :62

� 0:53, with
an observed signi�cance of1:4� . Although there is not yet an unambiguous evidence for the
t�tH process in that channel alone, combining this result with those from complementary
analyses targeting di�erent �nal states will de�nitely contribute to getting closer to a 5�
discovery of thet�tH process, which should happen by the end of LHC Run 2.
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Appendix A

Matrix Element Method
computations

A.1 Leptonic � transfer function

A.1.1 Full di�erential decay width d3� =d3~̀

The aim of this section is to show the announced result in Eq. (4.35), namely that starting
from

Tl (`j� ) /
1

E � E`

Z d3~�
2E �

d3~��
2E ��

(�:` )(��:� )� 4(� � ` � � � �� ) (A.1)

one gets

Tl (`j� ) /
1

E � E`
[(`:� )(m2

� + m2
` � 2l:� ) + 2( l:� � m2

` )(m2
� � `:� )] (A.2)

The integral in A.1 can be rewritten as

Z
(�:` )(��:� )� 4(� � ` � � � �� )

d3~�
2E �

d3~��
2E ��

= l � � �
Z

� � �� � � 4(� � ` � � � �� )
d3~�
2E �

d3~��
2E ��

� l � � � I �� (� � `) (A.3)

By Lorentz covariance, the integral must be of the form

I �� (Q) = A(Q2)(g�� Q2 + 2Q� Q� ) + B(Q2)(g�� Q2 � 2Q� Q� ) (A.4)

Since
(g�� Q2 + 2Q� Q� )(g�� Q2 � 2Q� Q� ) = 0 (A.5)

(g�� Q2 + 2Q� Q� )(g�� Q2 + 2Q� Q� ) = 12( Q2)2 (A.6)

(g�� Q2 � 2Q� Q� )(g�� Q2 � 2Q� Q� ) = 4( Q2)2 (A.7)

we have

12(Q2)2A(Q2) =
Z

(�: ��Q 2 + 2( �:Q )(��:Q )) � 4(Q � � � �� )
d3~�
2E �

d3~��
2E ��

(A.8)
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For Q = � + �� , we haveQ2 = 2�: �� = 2�:Q = 2��:Q . Therefore

12(Q2)2A(Q2) = ( Q2)2
Z

� 4(Q � � � �� )
d3~�
2E �

d3~��
2E ��

(A.9)

Since the integral is Lorentz-invariant, it can be evaluated in the frame where~Q = ~0. We
have then

12A(Q2) =
Z

� (Q0 � 2j~� j)
j~� j2dj~� jd2
 �

4j~� j2
=

�
2

(A.10)

Moreover

4(Q2)2B(Q2) =
Z

(�: ��Q 2 � 2(�:Q )(��:Q )) � 4(Q � � � �� )
d3~�
2E �

d3~��
2E ��

= 0 (A.11)

So in the end,
Z

(�:` )(��:� )� 4(� � ` � � � �� )
d3~�
2E �

d3~��
2E ��

/ l � � � (g�� (� � `)2 + 2( � � `)� (� � `)� )

/ (`:� )(m2
� + m2

` � 2`:� ) + 2( `:� � m2
l )(m2

� � `:� ) (A.12)

This integration not only gives the announced result but it also imposes some con-
straints on � . To determine explicitly those constraints, let's begin the computation dif-
ferently.

Z
(�:` )(��:� )� 4(� � ` � � � �� )

d3~�
2E �

d3~��
2E ��

=
Z

(�:` )(��:� )� 4(� � ` � � � �� )� (� 0)� (� 2)d4�� (�� 0)� (�� 2)d4 ��

=
Z

(�:` )(��:� )� (� 0)� (� 2)� (E � � E` � E � )� (( � � ` � � )2)d4� (A.13)

with � (x) the Heaviside function (equal to 0 forx < 0 and to 1 for x � 0). We have, using
� 2 = 0,

(� � ` � � )2 = ( � � `)2 � 2(� � `):� = ( � � `)2 � 2j~� j(E � � E` � j ~� � ~̀j cos� �;� � ` ) (A.14)

Therefore R
(�:` )(��:� )� 4(� � ` � � � �� ) d3~�

2E �

d3~��
2E ��

=
R
(�:` )(��:� )� (� 0)� (( � 0)2 � ~� 2)� (E � � E` � j ~� j)

� (( � � `)2 � 2j~� j(E � � E` � j ~� � ~̀j cos� �;� � ` ))d4�
=

R
(�:` )(��:� )� (j~� j)� (E � � E` � j ~� j)

�
�
(� � `)2 � 2j~� j(E � � E` � j ~� � ~̀j cos� �;� � ` )

�
d3~�
2j~� j

(A.15)

The computation will not be pushed further (we already know the result of the integral).
However, the constraints are to be provided by the� functions, which only ensure that the
energy of the neutrinos are positive. The remaining� -function imposes that

j~� j =
(� � `)2

2(E � � E` � j ~� � ~̀j cos� �;� � ` )
(A.16)
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The � functions impose that0 � j ~� j � E � � E` . In the integral, all the possible values of
cos� �;� � ` between -1 and 1 will contribute. Forcos� �;� � ` = � 1, we have

j~� j =
(� � `)2

2(E � � E` + j~� � ~̀j)
� 0 (A.17)

This imposes that(� � `)2 � 0. This implies that j~� j is maximal for cos� �;� � ` = 1 and we
have then

j~� j =
(E � � E` )2 � j ~� � ~̀j2

2(E � � E` � j ~� � ~̀j)
=

1
2

((E � � E` ) + j~� � ~̀j) � E � � E` (A.18)

Therefore we must havej~� � ~̀j � E � � E` , which is the same as(� � `)2 � 0. Writing
(� � `)2 = m2

� + m2
` � 2E � E` + 2j~� jj ~̀j cos� � ` , this implies that

cos� � ` �
2E � E` � m2

� � m2
`

2j~� jj ~̀j
� � (A.19)

This constraint has to be taken into account in the integration.

A.1.2 Energy transfer function

For m` = 0, the energy transfer function is given by

TlE (`j� ) =
Z

d
 `E 2
` Tl (`j� ) (A.20)

From Eq. (A.2), we have
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Therefore

TlE (`j� ) /
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Using Eq. (A.19), we get then
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In the limit where m� � E � , we have
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and
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which gives
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with z = E l=E� . Imposing the normalization condition,
R

dE`TlE (l j� ) = 1 �nally leads to

TlE (l j� ) /
1

3E �
(1 � z)

�
5 + 5z � 4z2

�
(A.26)

A.2 Change of variables for dimensionality reduction

A.2.1 Higgs and Z boson decaying into � leptons

For a Higgs (or aZ) boson decaying into� leptons, the phase space associated to that
decay is

d� H /
j~� j2

E �
dj~� j

j~�� j2

E ��
d~��d cos� �� � d� �� � (A.27)

with the angles � �� � and � �� � de�ned with respect to the visible decay products of the
hadronically-decaying� . To take into account the resonant spectrum in the di-� invariant
mass distribution, it is bene�cial to constrain the integration over the variable

m2
� �� = ( � + �� )2 = 2m2

� + 2( E � E �� � j ~� jj~�� j cos� � �� ) (A.28)
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To introduce an integration over m2
� �� ful�lling the constraint in Eq. (A.28), a simple

possibility would be to introduce a change of variabled� �� � ! dcos� � �� . This requires to
be able to determine~�� as a function of(j~�� j; cos� � �� ; cos� �� � ). For that, we can introduce
the Cartesian system of coordinates(~e� ;~ex ;~ey) with ~e� the direction of � , ~ex = 1

sin � � �
(~e� �

cos� � � ~e� ) and ~ey = ~e� ^ ~ex (see Fig.A.1). In that frame,~�� is given by

~�� = j~�� j(cos� �� � ~e� + sin � �� � cos� �� � ~ex + sin � �� � sin� �� � ~ey) (A.29)

Figure A.1: Cartesian system used to describe a� l �� h decay

We have then
cos� � �� = cos� �� � cos� � � + sin � �� � cos� �� � sin� � � (A.30)

Therefore
d� �� � =

1
�
�
� @cos� � ��

@��� �

�
�
�
d(cos� � �� ) (A.31)

with
@cos� � ��

@��� �
= � sin� �� � sin� �� � sin� � � (A.32)

In the system of coordinates (non-Cartesian)(~e� ;~e� ;~ey), ~�� can be written as

~�� = j~�� j(�~e � + �~e � + 
~ey) (A.33)

With that parametrization

 = ~e�� :~ey = sin � �� � sin� �� � (A.34)

One gets then
1 = � 2 + � 2 + 
 2 + 2�� cos� � � (A.35)

cos� �� � = � + � cos� � � ; cos� � �� = � cos� � � + � (A.36)
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Therefore

� =
cos� �� � � cos� � � cos� � ��

sin2 � � �
; � =

cos� � �� � cos� � � cos� �� �

sin2 � � �
(A.37)


 2 = 1 � � 2 � � 2 � 2�� cos� � � (A.38)

This system has a solution if and only if
 2 = 1 � � 2 � � 2 � 2�� cos� � � � 0, with �
and � de�ned by the previous equations in function ofcos� � �� and cos� � � . However, this
is not always guaranteed. Indeed, we are here looking for a possible three-momentum~�� ,
which ful�lls at the same time constraints oncos� � �� and cos� �� � (which depend onj~�� j). In
geometrical terms, this is equivalent to look for the intersections of two cones whose axes
are given by~e� and ~e� and whose opening angles are� � �� and � �� � . Now, the axes being
�xed, it is possible that the opening angles are too small for the cones to intersect. This
would be the case for instance if the momentumj~�� j chosen is too high, because in that
case�� should be at the same time almost collinear with� and � .

If the constraint 
 2 � 0 is ful�lled, it is possible to de�ne


 = �
q

1 � � 2 � � 2 � 2�� cos� � � (A.39)

The so-called "boost" associated to the outgoing particles, de�ned by~PT = ~�T + ~�� T + ~qT + ~q0
T ,

is then computed for the two signs. The sign of
 is consequently chosen as the one leading
to the smallest boost in magnitude.

The constraint 
 2 � 0 could in principle be translated on the integration range for
one of the integration variable but it may not be possible to do it analytically. Since the
region 
 2 � 0 has a non-zero measure in the phase-space, the following strategy has been
�rst tested: if the choice of the point in the phase space is such that the inequality is not
ful�lled then this point has a null contribution to the integral. However this solution turns
out to be relatively ine�cient, since when picking random values ofj~� j and j~�� j, most of the
time the constraints on the angles are such that there is no intersection of the two cones
of direction ~e� and ~e� with opening angles� � �� and � �� � . Only for a very small region in the
(j~� j; j~�� j) space this constraint is ful�lled, as shown in Fig. A.2.

Therefore, rather than a change of variables

dj~� jdj~�� jdcos� �� � d� �� � ! dj~� jdj~�� jdcos� �� � dm2
� �� (A.40)

the change of variables

dj~� jdj~�� jdcos� �� � d� �� � ! dj~� jdcos� �� � dcos� � �� dm2
� �� (A.41)

is introduced instead. It has the following advantage: since the direction of the� leptons
is close to the direction of their visible decay products,cos� `� gives a good estimator of
cos� � �� . In that case, it is possible to integratecos� � �� in a small window aroundcos� `�

such that 
 2 � 0 in most of the integration domain.
In principle, to take into account all of the kinematically allowed con�gurations, the

integration domain should cover at least the whole region of phase-space for which
 2 � 0.



A.2. CHANGE OF VARIABLES FOR DIMENSIONALITY REDUCTION 193

Figure A.2: Region where
 2 > 0 (colored region, the color scale corresponding to the
value of 
 2) for a single VBF event in the(j~� j; j~�� j) space. The red line corresponds to the
function j~�h j = f (j~� l j) determined from Eq. (A.28) usingm� �� = 125 GeV and the true value
of cos� � �� , while for the black linecos� � �� = cos� `� was used.

Although not solvable analytically, this constraint could be tested prior to the integration
process for di�erent values of the integration variables. We can therefore determine in
advance what will be the contributing region in the phase space for the integration and
reduce the integration range consequently. The advantages of the new change of variables
is that this region is now more extended in the(j~� j; cos� � �� ) space than previously in the
(j~� j; j~�� j) space and we know its approximate location aroundcos� � �� � cos� `� , as visible in
Fig. A.3.

The change of variables presented in Eq. (A.41) introduces the following Jacobian term

dj~�� jd� �� � =
1

�
�
�
�
�
�
�

@m2
� ��

@j~�� j
@cos� � ��

@j~�� j
@m2

� ��
@��� �

@cos� � ��
@��� �

�
�
�
�
�
�
�

dcos� � �� dm2
� �� (A.42)

with
cos� � ��

�
j~�� j; cos� �� � ; � �� �

�
= cos� �� � cos� � � + sin � �� � cos� �� � sin� � � (A.43)

m2
� ��

�
j~�� j; cos� �� � ; � �� �

�
= 2m2

� + 2
�
E � E �� � j ~� jj~�� j cos� � �� (j~�� j; cos� �� � ; � �� � )

�
(A.44)

One gets then
@cos� � ��

@j~�� j
= 0
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Figure A.3: Region where
 2 > 0 (colored region) for a single VBF event in the(j~� j; cos� � �� )
space. The black rectangle corresponds to the limits of the integration region, which is
determined prior to the integration. The lower limit for j~� j takes into accountt � from Eq.
(4.37), which explains why the rectangle does not cover the whole region
 2 > 0.

@m2
� ��

@j~�� j
= 2

0

@E �
j~�� j
E ��

� j ~� j cos� � ��

1

A (A.45)

@cos� � ��

@��� �
= � sin� �� � sin� �� � sin� � � = � 
 sin� � �

Moreover, de�ning M 2 = 1
2m2

� �� � m2
� , we get

j~�� j =
M 2j~� j cos� � �� + E �

r

(M 2)2 � m2
�

�
m2

� + j~� j2 sin2 � � ��

�

m2
� + j~� j2 sin2 � � ��

(A.46)

with

j~� j �
m� ��

j sin� � �� j

vu
u
t m2

� ��

4m2
�

� 1 � u+ (A.47)

Taking into account the additional constraint from Eq. (4.25) and the on-shell hypoth-
esis used for the di-� pair, the phase space of the Higgs (orZ ) boson is �nally reduced to
a 2-dimensional phase space

d� H /
j~� j2

E �

j~�� j2

E ��

1


 j sin� � � j
�
�
�
�E �

j~�� j
E ��

� j ~� j cos� � ��

�
�
�
�

dj~� jdcos� � �� (A.48)
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A.2.2 Hadronic top

The phase space associated to a hadronic top can be written as

d� th / dt2dW2� (t � W � b)� (W � q � �q)
d3~t
2E t

d3 ~W
2EW

d3~b
2Eb

d3~q
2Eq

d3~�q
2E �q

(A.49)

Assuming the top quark and theW bosons are on-shell removes the integration ondt2 and
dW2. Moreover, the direction of the quarks are assumed to be the ones of the associated
jets, which removes the integrations over the quark directions. In practice, this enables to
replaced3~q=Eq with j~qjdEq. After integration over ~W, one gets

d� th / j ~bjEqE �q� (E t � EW (Eq; E �q) � Eb)� (~t � Eq~eq � E �q~e�q � ~b)

� (EW (Eq; E �q) � Eq � E �q)dEbdEqdE �q
d3~t

E tEW (Eq; E �q)

(A.50)

with ~W = Eq~eq + E �q~e�q and

EW (Eq; E �q) =
r

M 2
W + E 2

q + E 2
�q + 2EqE �q cos�̂ q�q (A.51)

Integrating over d3~t, one gets

d� th /
j~bjEqE �q

E t (Eq; E �q; Eb)EW (Eq; E �q)
� (E t (Eq; E �q; Eb) � EW (Eq; E �q) � Eb)

� (EW (Eq; E �q) � Eq � E �q)dEbdEqdE �q

(A.52)

with

E t (Eq; E �q; Eb) =
r

M 2
t + E 2

b � m2
b + E 2

W � M 2
W + 2

q
E 2

b � m2
b

~W:~̂eb (A.53)

Integrating over Eb, one gets

d� th /
j~bjEqE �q

E t (Eq; E �q; j~bj)EW (Eq; E �q)

1
�
�
� @Et

@Eb
� 1

�
�
�
� (EW (Eq; E �q) � Eq � E �q)dEqdE �q (A.54)

with
@Et
@Eb

=
1
E t

0

@Eb +
Eb

j~bj
~W:~eb

1

A (A.55)

and Eb �xed by
E t (Eq; E �q; Eb) = EW + Eb (A.56)

This leads to

E �
b =

EW � M 2 � j ~W:~ebj
q

(� M 2)2 � m2
b(E 2

W � ( ~W:~eb)2)

E 2
W � ( ~W:~eb)2

(A.57)
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with � M 2 = ( M 2
t � M 2

W � m2
b)=2. To derive Eq. (A.57), some unphysical solutions may

have been introduced, depending on the sign chosen. In order to remove them, we can
rewrite the original equation (A.56) as

� M 2

EW
+

~W:~eb

EW

q
E 2

b � m2
b = Eb (A.58)

Thus the following condition is required to be ful�lled by one of the solutionsE �
b ,

~W:~eb > 0 andE �
b >

� M 2

EW
or ~W:~eb < 0 andE �

b <
� M 2

EW
(A.59)

If two admissible (positive) solutions exist, the largest one is chosen.
Then integrating over E �q, one gets

d� th /
j~bjEqE �q

E t (Eq; E �q; j~bj)EW (Eq; E �q)

1
�
�
� @Et

@Eb
� 1

�
�
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� 1
�
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�
�

dEq (A.60)

with
@EW
@E�q

=
1

EW

�
E �q + Eq cos� q�q

�
(A.61)

and E �q �xed by

E �q =
M 2

W

2Eq(1 � cos� q�q)
(A.62)

This �nally leads to

d� th /
j~bjE �q

1 � cos� q�q

1
�
�
�
�

Eb

j~bj
~W:~eb � EW

�
�
�
�

dEq (A.63)

OnceEq is �xed, E �q is �xed by Eq. (A.62). The four-vector of theW boson is then �xed by
W = q + �q. This determinesEb via Eq. (A.57) and (A.59) and we have~b =

q
E 2

b � m2
b~eb.

The four-vector of the top is then given byt = b+ q+ �q.

A.2.3 Leptonic top

The phase space associated to a leptonic top can be written as

d� t l / dt2dW2� (t � W � b)� (W � ` � � )
d3~t
2E t

d3 ~W
2EW

d3~b
2Eb

d3~̀

2E`

d3~�
2E �

(A.64)

Assuming the top quark and theW bosons are on-shell removes the integration ondt2 and
dW2. Moreover, the direction of theb quark is assumed to be the one of the associated jet
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and the momentum of the lepton is assumed to exactly correspond to its measured value.
In that case, after integration over ~W, one gets

d� t l /
j~bjdEb

E`EW (E � ;~e� )
d3~�
E �

d3~t
E t

� (E t � EW (E � ;~e� )� Eb)� (~t� ~̀� E � ~e� � ~b)� (EW (E � ;~e� )� E` � E � )

(A.65)
with

~W = ~̀+ E � ~e� (A.66)

EW (E � ;~e� ) =
q

M 2
W + E 2

` + E 2
� + 2E`E � cos� l� (A.67)

Integrating over d3~t, one gets

d� t l / j~bjdEb
E ` EW (E � ;~e� )E t (E � ;~e� ;E b)
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(A.68)

with
E t (E � ;~e� ; Eb) =

q
M 2

t + j~bj2 + j ~Wj2 + 2j~bj ~W:~eb (A.69)

Integrating over Eb, we get
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with
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and Eb �xed, as in the hadronic case, by

Eb =
EW � M 2 � j ~W:~ebj

q
(� M 2)2 � m2

b(E 2
W � ( ~W:~eb)2)

E 2
W � ( ~W:~eb)2

(A.72)

with � M 2 = ( M 2
t � M 2

W � m2
b)=2. The following condition is required to be ful�lled by

one of the solutionsE �
b ,

~W:~eb > 0 andE �
b >

� M 2

EW
or ~W:~eb < 0 andE �

b <
� M 2

EW
(A.73)

If two admissible (positive) solutions exist, the largest one is chosen.
Integrating over E � , one gets
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with
@EW
@E�

=
1

EW
(E � + E` cos� `� ) (A.75)

and E � �xed by

E � =
M 2

W

2E` (1 � cos� `� )
(A.76)

This �nally leads to

d� t l /
j~bjE 2

�

E`

1
�
�
�
�

Eb

j~bj
~W:~̂eb � EW

�
�
�
�

d
 � (A.77)

Once~e� is �xed, E � is �xed by Eq. (A.76). The four-vector of the W boson is then �xed
by W = ` + � . This determinesEb via Eq. (4.76) and (A.73) and~b =

q
E 2

b � m2
b~̂eb. The

four-vector of the top is then given byt = b+ ` + � .
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Résumé:

Cette thèse présente une étude de la production associée du boson de Higgs en association avec des quarks tops, suivie
d'une désintégration du boson de Higgs en leptons� , dans des collisions proton-proton (pp) à une énergie dans le centre de
masse de

p
s = 13 TeV enregistrées avec le détecteur CMS au Grand collisionneur de hadrons (LHC) du CERN.

Ce travail s'inscrit dans le contexte du Run 2 du LHC, marqué par une augmentation de l'énergie dans le centre de masse de
8 à 13 TeV accompagnée d'une augmentation de la luminosité instantanée des collisions par rapport au Run 1. Pour faire
face à ces nouvelles conditions de prise de données, CMS a entrepris une amélioration complète du système de déclenchement
de niveau 1 accomplie avant 2016. Ce nouveau système et en particulier le nouvel algorithme électron et photon de niveau
1 ont contribué avec succès à un grand nombre de résultats CMS basés sur les données du Run 2. La mise en service de
ce nouveau système ainsi que ces performances mesurées dans les premières données collectées par ce nouveau système de
déclenchement sont présentées en détails.

Une technique d'analyse novatrice basée sur la Méthode des Éléments de Matrice optimisée pour la recherche du processus
t�tH; H ! � � est également présentée, ainsi que plusieurs outils génériques pouvant âtre utilisés dans une large variété
d'analyses H ! � � . Les résultats de l'analyse CMS utilisant cette méthode basés sur 35.9 fb� 1 collectés en 2016 sont
présentés. L'hypothèse "bruit de fond seul" est défavorisée mais n'est pas encore exclue par cette analyse à elle seule.
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Abstract:

This thesis reports a study of the Higgs boson production in association with top quarks and decaying into� leptons in
proton-proton (pp) collisions at a center-of-mass energy of

p
s = 13 TeV recorded with the CMS detector at the CERN

Large Hadron Collider (LHC).

This work has been carried out in the context of the Run 2 of the LHC, marked by an increase in the center-of-mass energy
from 8 to 13 TeV together with an increase in the instantaneous luminosity of the collisions with respect to Run 1. To cope
with this new data-taking conditions, CMS had initiated a full upgrade of the Level-1 trigger system achieved by 2016.
This new system and in particular the new Level-1 electron and photon algorithm have successfully contributed to a large
number of CMS results using Run 2 data. The commissioning of this new system and its performance measured with the
�rst data collected with this new trigger are presented in details.

A novel analysis technique based on the Matrix Element Method optimized for the search of thet �tH; H ! � � process is
also presented, including several generic tools which can be used in a large variety ofH ! � � analyses. Results of the CMS
analysis using this method based on 35.9 fb� 1 collected in 2016 are presented. The background-only hypothesis is disfavored
but not yet excluded by this analysis alone.
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