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Résumé

La fibre optique demeure le support de transmission le plus utilisé, portant le trafic à une
énergie par bit relativement faible. Cependant, à cause de l’absence de mémoire tout-
optique pratique, la commutation de paquets est toujours exécutée électriquement. Les
conversions Optiques Électriques Optiques (O-E-O) nécessaires font de la commutation
l’un des domaines les plus consommateurs d’énergie. Ce problème est de plus en plus
important especialement avec la croissance exponentielle du trafic dans les réseaux
optiques. Un défi majeur à prendre en considération dans la conception de futurs réseaux
optiques est la restriction de leur consommation énergétique. De ce fait, dans le cadre de
cette thèse, nous étudions un commutateur hybride opto-électronique qui consiste en
une matrice de commutation optique complétée par une mémoire électronique partagée.

L’analyse de performance prenant en compte différentes classes de service, distri-
butions de paquets et méthodes de connectivité du commutateur (canaux WDM et/ou
SDM), montre que, grâce aux stratégies de commutation établies, le commutateur hy-
bride répond aux besoins de toutes les classes de service en termes de taux de perte de
paquets, la charge durable du système et la latence. De plus, il réduit significativement les
conversions O-E-O par rapport aux commutateurs électriques commercialisés, puisqu’ils
n’auront lieu que pour les paquets mis en mémoire d’attente. Nous défendons que le
commutateur de paquets hybride opto-électronique satisfait les exigences en qualité de
service et pourrait être une solution prometteuse pour réduire la consommation d’énergie
des réseaux optiques.

Mots-clefs : commutation de paquets, gestion de contention, composants opto-
électronique, réseaux optiques, consommation énergétique.
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Abstract

Most transmission systems are based on optical fibers, carrying the traffic at a rel-
atively low energy per bit. However, due to the lack of mature optical buffers, packet
switching is still performed electrically. The required Optical-Electrical-Optical (O-E-O)
conversions make the switching one of the areas with the fastest-growing energy con-
sumption. A major challenge that must be met in designing future optical networks is
curbing their energy consumption. Therefore, within this thesis, we investigate a hybrid
optoelectronic switch which consists of an optical switching matrix supplemented with a
shared electronic buffer.

Performance analysis taking into account different classes of service, packet classifica-
tions and switch connectivity methods (WDM and/or SDM channels), shows that, thanks
to the established switching strategies, the hybrid switch satisfies the requirements of
all the different classes of service in terms of Packet Loss Rate, sustainable system load
and latency. Moreover, it significantly reduces the O-E-O conversions compared to com-
mercial off-the-shelf electrical switches, since they occur only for buffered packets. We
defend that the hybrid opto-electronic packet switch meets the requirements on quality
of service and could be a promising solution to reduce the energy consumption of optical
networks.

Key words: packet switching, contention resolution, opto-electronic components,
optical networks, energy consumption.
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General Introduction

Telecommunication networks have evolved in order to fulfil the growing demand of
bandwidth, long transmission distances and good quality of service. Nowadays, optical
fibers are the main data carrier for ultra high bit rate transmission, in core, metro and even
in access networks. Telecommunication networks based on optical fibers are also called
optical networks, even though other technologies (electronics, radio) may be involved
too.

Optical networks are far more reliable and faster, consume less energy, and offer
greater transmission capacity than conventional copper-wire or radio networks. They
experienced up to five generations marked by several evolutions of optical components,
technologies and protocols. However, point to point transmissions don’t involve traffic
routing across all the network. In fact, current optical networks still include several
electronic equipments, especially in the intermediate nodes such as switches and routers.

For the past few years, all traffic has been transported as packets, mostly as IP packets.
These packets may carry control information, digital data (file transfer), voice (voice
over IP), streaming video, on-demand video... Packet switching has its benefits and
drawbacks compared to circuit and burst switching. Yet, nodes should ideally exploit
packet switching since the packet is the most common form of transporting data. In
current optical networks, off-the-shelf packet switches are electrical ones.

Commercial Off-The-Shelf Packet Switches: energy
consumption issue

Although most traffic is carried as optical signals, at a relatively low energy per bit,
packet switching cannot currently be performed in the optical domain. All traffic trans-
mitted on optical fibers over a great number of channels per fiber, must be demulti-
plexed, converted to the electrical domain at switches level, processed separately, and
then re-converted to optical signals for further transmission. Reamplifying, reshaping
and retiming (3R) functions are done electronically. Consequently, numerous optical-
electrical-optical (O-E-O) conversions are required. The schematic architecture of an
electrical switch is presented in Figure 0.1.

The O-E-O conversions required for packet switching are energetically costly. There-
fore, switching remains one of the areas with the fastest-growing power consumption [5].
We note that Internet’s infrastructure consumes approximately 1% of a developed nation’s
total electricity consumption [6], besides, networks electricity consumption is growing at
a rate of 10% per year [7].

With the exponential increase of traffic and the need to support new services, the
power consumption is becoming one of the largest budget items. Thus, a major challenge

1
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Figure 0.1: Electrical switch architecture

that must be met in designing future optical networks is curbing their energy consump-
tion [8]. A way to address this problem is to study different switching technologies that
may provide economical energy consumption.

All-Optical Packet Switches: lack of mature optical buffers

Some researchers look ahead to "all-optical" networks, where switching is done op-
tically from one end-user to another. All-optical packet switches (OPS) would do away
with O-E-O conversions and reduce energy consumption. Generally, optics lead to lower
energy cost per bit transmitted and some studies arguments that OPS would be a great
way to achieve energy efficiency in the fiber-optics realm [9, 10]. The architecture of an
all-optical bufferless switch is presented in Figure 0.2.

Optical switch
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Figure 0.2: All-optical switch architecture

Since the years 2000’s, several studies have been done on optical packet label concep-
tion [11], recognition and swapping [12, 13]. 3R regeneration is possible in the optical
domain [14]. Besides, the clock extraction and synchronisation in all-optical switches has
been evolved [15]. However, all-optical switching solutions have not yet been commer-
cialized. The main problem met using all-optical packet switches in optical networks is
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the lack of mature optical buffers. In fact, the storage of optical signals remains an almost
impossible and expensive operation.

Without practical and mature optical buffers, all-optical packet switches are extremely
vulnerable to contention. We remind that contention takes place when two (or more)
coincident packets are to be forwarded to the same output port. To resolve the contention,
one of the packets must be buffered, or routed to another destination depending on a
strategy of deflection routing. For IP traffic, the proper contention solution is buffering. If
it is not possible to resolve the contention, at least one of the packets in contention will
be dropped.

Because of the difficulty of resolving packet contention, all-optical packet switches
lead to notable Packet Loss Rates (PLR) even at unrealistically low loads [16, 17, 18]. Thus,
they haven’t been deployed operationally yet.

Hybrid Opto-Electronic Switch

Instead of trying to completely replace electrical packets switches by optical ones, a
smarter approach could be combining the benefits of the two fields, elctronics and optics.
Roles are assigned according to abilities: electronics perform complex processing, while
optics transmit packets rapidly and at a lower energy cost.

Therefore, a hybrid optoelectronic switch was proposed [19] and demonstrated [20,
21]. It consists of an optical switching matrix supplemented with a shared electronic
buffer. Packets are switched optically through the switching matrix whenever it is possible,
otherwise, in case of contention, they will be stored into the buffer. The hybrid switch
doesn’t do away with all O-E-O conversions, but limits them to the cases where contention
would have resulted in packet loss.

Compared to all-electrical switches, energy consumption could be reduced since O-E-
O conversions will take place only for buffered packets. Moreover, previous performance
analyses show that, compared to all-optical switches, the hybrid switch leads to better
performance since it could better resolve packet contention thanks to its electronic
buffer [22]. The architecture of our hybrid switch will be presented in Figure 2.1.

Outline

Our work falls within the context of non-conventional network architectures, able to
coexist with existing applications while making the most of optical technologies. Optics
would not only be used for information transmission, reduced to the physical layer of
conventional networks, but also would be integrated in the higher functionality of packet
switching. Moreover, our target is not to avoid completely electronic technologies, that
are perfect for data processing and storing, but to use them alongside with, and at the
service of optics. Therefore, we aimed in particular to investigate the performance of
the hybrid opto-electronic packet switch that could be a potential solution to reduce
networks’ energy consumption.

In chapter 1 of this manuscript, we present an overview of optical networks: their
structure, their challenges, and the benefits and drawbacks of optical transmission. We
depict the evolution of optical networks and technologies from their first to the fifth
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generation. We present also the state of the art in studies related to hybrid optoelectronic
packet switches. The next chapters are dedicated to our contributions.

In chapter 2, we analyse the performance of the hybrid switch taking into account
different classes of service. This implies the establishment of switching, buffer access
and buffered-packet re-emission strategies that permit to meet the requirements of each
class in terms of the quality of service (QoS). We first assume that our hybrid switch is
connected to other nodes through interchangeable Space Division Multiplexed (SDM)
channels. We consider as performance criteria the Packet Loss Rate (PLR), the sustainable
system load [23, 24], and also the switching latency [25, 26].

We extend our investigation in chapter 3 by simulating our switch connected to other
nodes via Wavelength Division Multiplexed (WDM) channels. Adding the wavelength
constraint, we expect a degradation of switching performance compared to the case of
interchangeable channels [27]. Thus, we propose two solutions to offer some interchange-
ability while using the switch in a WDM context. The first solution is supplementing
the hybrid switch with shared wavelength converters [28]. We will discuss if the energy
consumption of those converters may negate the energy savings achieved by the hybrid
switch compared to electrical switches. The second solution is combining SDM and WDM
at the level of the connected optical ports: connecting the switch to SDM (multimode
or multicore) fibers supporting WDM on each mode or core [29, 30]. We will show that
high sustainable system load, low switching latency and a significant reduction of O-E-O
conversions are achieved.

The quality of service could be associated with the quality of transmission, for instance,
a higher-priority packet should be switched via a higher-power channel. We remind that
adding (or dropping) a channel to (or from) a WDM system based on multi-span EDFA
transmission may lead to power excursions. So, a potential wavelength conversion of
a packet should take into consideration its class of service, the existing wavelengths in
the system, and the classes of service of other switched packets at that time. Therefore,
we propose in chapter 4 a Machine Learning (ML) approach that could give the best
recommendation of which wavelength to add (or drop) to (or from) a WDM system with
minimal power excursions. Laboratory experimental work is done to train and test our
ML approach. The application of our ML approach is not reduced to the choice of a
wavelength to which a packet should be converted in order to minimise power excursions
and achieve best switching performance considering the different classes of service, but it
is applicable to different architectures of WDM multi-span EDFA networks [31, 32].

Finally, we summarize the lessons learned in this manuscript and conclude on the
benefits of the hybrid optoelectronic switch that could be a promising solution to curb
networks energy consumption. Further studies are recommended as perspectives of this
work.

Framework
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Chapter 1

Introduction to optical networks

1.1 Introduction

The incorporation of optical fiber in telecommunication networks has significantly im-
proved their performance and impacted our society: high data rates, long intercontinental
reaches, low latency, reliable networks are achieved.

In fact, the exponential traffic growth in “big data” generation and cloud-based ser-
vices couldn’t be managed without the use of optical components and technologies.
Besides, studies on optical communications must continue to address the key require-
ments of future networks, which are the increasing demand on high data rate transmission
and the reduction of their cost and energy consumption.

In section 1.2, we begin with a description of telecommunication networks: compo-
sition, challenges and classifications. Then, we focus specifically on optical networks.
We depict the advantages and the limitations of optical transmission, on which optical
networks are based.

Since their use in 1980’s, optical networks have known important and steady evolution,
experienced several generations which we present in section 1.3. A particular attention is
given to the 4th generation marked by optical switching.

In section 1.4, we present our vision on packet switching in optical networks: in-
stead of commercial off-the-shelf electrical switches that are energetically costly, and
all-optical switches that are not practical and vulnerable to contention, hybrid opto-
electronic switches could be a good compromise and a key solution to reduce the energy
consumption with a proper management of packet contentions.

1.2 Description of optical networks

An optical network is a high-capacity telecommunication network in which informa-
tion is transmitted mostly through optical fibers. We begin with generalities on telecom-
munication networks.

1.2.1 Telecommunication networks

A telecommunication network is a collection of nodes and links to enable communi-
cation at a distance according to protocols. This definition seems to be obvious thanks
to the impact of telecommunication networks in our daily lives. For examples, the tele-
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phone network, the radio broadcasting system, computer networks and the Internet are
all telecommunication networks. The nodes in the network are the devices used to enable
the information transmission and processing, such as repeaters, routers or data centers.
The links are the transmission medium which carry the information from a device (emit-
ter) to another (receiver). They may be wired links, such as wisted pairs, coxial cabels and
optical fibers, or wireless links through electromagnetic waves.

1.2.1.1 Telecommunication networks challenges

The "classical" challenge in designing telecommunication networks is to provide a
big transmission capacity, i.e. an important transmission rate, through long distances.
Telecommunication networks have been remarkably developed to provide several services
(e-mail, e-administration, e-commerce, e-health, e-education...) at a good quality and
with high transmission capacity. For instance, Alcatel-Lucent launched in 2015 a 1-port
400 Gb/s Internet Protocol (IP) line card for IP networks that connects routers at speeds
of 400 Gb/s line rate over hundreds of kilometers [33]. However, since the amount of data
circulating on networks is exponentially increasing, responding to the need of networks
customers in terms of transmission capacity is and will always be a challenge.

A second important challenge is to reduce and achieve reasonable cost, which is
composed by:

– Capital expenditures (CAPEX) that are calculated based on equipement costs such
as : network links, intermediate nodes... The reference [34] presents the CAPEX’s
evolution of different competitive telecommunication operators. For example, the
CAPEX of the telecommunication operator Zayo has risen by 10%s from 2013 to
2015.

– Operational expenditures (OPEX) that include the costs generated during network
lifetime such as energy consumption, network supervision ans maintenance.

The audit firm EY presents the evolution of these expenditures in European telecommuni-
cations operators and the keys to optimize them [35]. Recent studies are done on flexible
networks that assume the use of tunable transponders (also called bandwidth variable
transponders BVT) and a flexible spectrum grid [36]. These elastic networks may reduce
both capital and operational expenditures [37].

Energy consumption has been increasingly an issue of telecommunication networks.
It is growing at a rate of 10% per year [7]. Its reduction is a relatively new, but important
challenge. For instance, Internet’s infrastructure consumes approximately 1% of a devel-
oped nation’s total electricity consumption [6]. The network energy consumption includes
the power supply of nodes and command systems, but switching function is the most
energy consuming field [5]. Considering optical networks, the Optical-Electrical-Optical
conversions at the level of switches and routers are energetically costly [8].

1.2.1.2 Telecommunication networks structure

Three main categories of telecommunication networks can be distinguished from the
point of view of their geographical scope: access, metro and core network. This general
classification is depicted in Figure 1.1.

Access network is the part of a telecommunication network, which connects the
subscribers to the network operator (or service provider) over a distance of a few (≤ 10)
kilometers. Based on the operator point of view, the access network is also called the
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Figure 1.1: Telecommunication network architecture: core, metro and access networks

last-mile network. Different kinds of links have been proposed to access networks, namely
copper wires, such as twisted pair and xDSL technologies, wireless links, such as WiFi and
WiMax, and optical fibers. Among them, optical technologies are emerging as promising
solutions for last mile access, because of the potential of optical transmission (low loss,
large bandwidth, noise isolation...) [38, 39]. Fiber access networks are also referred to as
Fiber-To-The-x (FTTx) system, where "x" can be "home", "building", "curb"... depending
on how deep in the field fiber is deployed or how close it is to the end user. In a fiber-
to-the-home (FTTH) system, fiber is connected all the way from the service provider to
household users. Local routers transport the traffic from the access network to the metro
network. The local routers are also called access routers. Their capacity is relatively low.
For example, Cisco 3850 local switch permits to connect up to 48 Ethernet ports with a
rate of 1 Gb/s per subscriber and up to 40 Gb/s of wireless capacity [40].

Metro (metropolitan) or regional network covers typically large metropolitan areas
(up to 200 km [41]). It is also called distribution or aggregation network since it is the
intermediate network between core (metro-core) and access networks (metro-access). In
general, metro networks are publicly owned, allowing all telecommunication operators
open access to the networks.
Metro networks were based largely on Synchronous Optical Networking (SONET) and
Synchronous Digital Hierarchy (SDH) [42] which are usually constructed as a series of
protected rings that allow fast fail-over to the alternate "rotation" if a fiber is cut. Rings
are connected via optical add/drop multiplexers (OADMs). Nowadays, metro networks
are based on wavelength division multiplexing (WDM) systems which increase greatly
the transmission capacity.
Information of different types (voice, digital data, video...) is transmitted as IP packets. The
balance is being changed between electrical and optical components in metro networks
for transmission function. It is almost entirely carried on optical fibers and other electrical
functionalities are progressively being replaced by optical technologies (amplification,
coherent detection, bypass, circuit switching...). Several research and industrial works are
done in this context [43]. However, optics do not yet perform high functionalities such as
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packet switching and routing, that are still assured with electronics. Optical-Electrical-
Optical conversions are thus required.
The routers of the metro network have to add and drop traffic to and from the metro
network, solve the potential issue of link failures, serve as a pass-through hub for core
network traffic, manage different services... The routers used in metro-core part have
higher capacity than those of metro-access part, in the order of 100 Gb/s and higher for
metro-core routers debit, compared to 10 to 40 Gb/s for metro-access routers [44, 45, 46].

Core networks, also called backbone or long-haul networks, are used between long
distance nodes such as continents. The core network is the central part of a telecom-
munication network. It provides interconnectivity of metro and access networks, high
capacity and reliable backbone infrastructure. Information from metro networks is ag-
gregated [47]. The core network may also provide the gateway to other networks. The
transmission in core network is generally based on optical fibers using WDM, in which
case, the telecommunication network may be called as an optical network.

1.2.2 Advantages and Limitations of optical transmission

An optical (photonic, or light-wave) network is a high-capacity telecommunication
network in which information is transmitted as optical signals, through optical fibers. We
note that the first ITU-T handbook related to optical fibers was published in 1984. Its title
is "Optical Fibres for Telecommunications". Since optical fibers are the unrivaled carriers
of data traffic over the world in core, metro and access networks, most telecommunication
networks are considered as optical ones.

Optical network is based on optical technologies and components, but it does not
necessarily imply a "purely optical network", it includes also electronic devices namely
electronic switches and routers.

1.2.2.1 Advantages

A few of the most important reasons for migrating to optical networks (rather than
electrical and wireless ones) are:

– Large optical bandwidth permits high data rate transmission, which also supports
the aggregation of voice, video, and data. In addition, with the use of WDM, Po-
larization Division Multiplexing (PDM) and/or in the near futur Space Division
Multiplexing (SDM), many signals could be sent simultaneously on one fiber, the
capacity of transmission is thus higher.

– Optical fiber has low attenuation, the signal power goes down by only 0.2 dB/km
or lower. This means that the transmission distance (reach) may be extended and
that the number of optical amplifiers needed is relatively small (1 amplifier per 80
km in transmission systems).

– Immunity to electromagnetic interference (EMI), radio-frequency interference
(RFI), crosstalk, impedance problems... This immunity reduces the bit error rate
(BER) and eliminates the need for shielding within or outside a building.

– Light as a transmission medium provides the ability for the use of optical fiber in
dangerous environments. Fiber is less susceptible to temperature fluctuations and
fires than copper and can be submerged in water.

– Optical fiber is difficult to tap since it doesn’t radiate signals, thus it provides a
higher degree of security than possible with copper wire.
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– Light weight and small diameter of fiber permit high capacity through existing
conduits.

– Optical fibers are relatively cheap compared to copper lines.
We note that in case of a fiber cut or physical security attack, it is possible to determine
the place of damage with precision thanks to the reflectometry.

1.2.2.2 Limitations

Optical networks have also some drawbacks, such as:
– The optical fiber installation cost is quite high, much more important than the

cost of the fiber itself. According to [48], civil works cost is the major share of FTTx
deployment, while the fiber cost is only 6%. Moreover, expensive precision splicing
and measurement equipment are required. The U.S. Department of Transportation,
Research and Innovative Technology Administration (RITA) offers fiber optic cable
installation costs for various projects [49].

– Copper cables can carry data as well as power, a last-mile switch or a terminal (for
instance a phone) needs just to be branched to the network extremity, the power
comes from the distribution central. This is not the case of optical fiber cables
which carry only data. An Optical Network Terminal (ONT) must be connected to
the optical fiber which carries the data, but also to the power source or outlet.

– Although most wired traffic is transmitted through optical fibers, especially in
core and metro networks, packet switching and routing are still performed with
electronics, except for quasi-static routing. Thus, packets must be converted to
the electronic field at the level of the switch or router and then reconverted to the
optical field for further transmission. These required Optical-Electrical-Optical
(O-E-O) conversions are energetically costly. Despite several researches on all-
optical switches that could do away with O-E-O conversions, all-optical buffering
solutions (such as Fiber Delay Lines FDL) are still not practical or not mature
enough to store packets. Without them, all-optical switches are vulnerable to
contention and lead to high Packet Loss Rates (PLR) [16, 18]. My thesis deals with
this context (see section 1.4). We investigated a hybrid switch that consists of an
optical switching matrix supplemented with a shared electronic buffer that collects
packets in case of contention. The goal of using this hybrid switch is to reduce the
O-E-O conversions (just to the number of buffered packets) compared to electronic
switches, while maintaining acceptable switching quality, namely acceptable PLR
thanks to the possibility of contention resolution.

1.3 Evolution of optical networks

Figure 1.2 presents the evolution over the years of the product of transmission capacity
(Gb/s) and distance (km). It outlines also the major technologies that permitted the
evolution of optical networks from a generation to another. An important step in the
evolution of optical systems is the development of Erbium Doped Fiber Amplifier (EDFA)
in the 90’s which permits to achieve higher propagation distances [50]. Wavelength
Division Multiplexing (WDM), invented in 1992, offers a multiplication of the transmission
system capacity since it permits to carry multiple communication channels over one
physical optical fiber with each channel operating on a different wavelength. It is noted
that EDFA amplifiers may amplify several wavelengths simultaneously. Over the last
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decade, optical fiber communication systems have been intensively used thanks to the
advancement in the field of digital signal processing, which permits to use coherent
detection and advanced modulation formats.
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Figure 1.2: Evolution of “capacity x distance” of optical transmission systems, inspired from:
“EDFA, principe et application” E. Desurvire, Wiley 2002

This evolution in the optical transmission implementations has reinforced the use
of optics in telecommunication networks [51]. Besides, the use of optics has exceeded
the transmission functionality. Until now, optical networks have reached 5 generations
presented as follow:

1.3.1 First-generation optical networks: Point to Point transmission

First-generation optical networks were composed of optical fiber point-to-point (P2P)
transmission links, substituting copper-based lines maintaining the terminating elec-
tronic equipment.

The emission was first assumed by Light Emitting Diode (LED), then Multi-Longitudinal
Mode (MLM) lasers and then Single-Longitudinal Mode (SLM) lasers [52]. Compared to
LED, an MLM laser permits to send light with higher power, reach longer distances (up to
10 km [53]) and thus reduce the number of required regenerators. MLM, also referred to
as a Fabry Perot laser diode (FP), can be used for λ = 1310 nm but not for λ = 1550 nm
due to the higher chromatic dispersion of this window. For λ= 1550 nm, SLM lasers are
used since they have an additional frequency selective item [52]. SLM emission may reach
up to 20 km [53].

Figure 1.3 presents the evolution of signal P2P transmission in the 1st generation
optical networks. Since 1990’s, WDM systems are widely used. Different signals (channels)
are generated at different wavelengths, combined and coupled into an optical fiber using
WDM multiplexer. Optical amplifiers can be used in the transmission chain. At the
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Figure 1.3: Evolution of the transmission technology in 1st generation optical networks

reception side, a demultiplexer separates the different channels. Each one is collected
by its wavelength-specific receiver. Dense wavelength division multiplexing (DWDM),
employed since mid 90’s, uses the same transmission window but with denser channel
spacing. By 2000 and so, DWDM systems use L-band (centered at 1625 nm) besides to
C-band (centered at 1550 nm). Channel plans vary [54], but a typical nowadays system
would use 40 channels at 100 GHz spacing or 80 channels with 50 GHz spacing or more
than 160 channels at 12.5 GHz spacing.

First generation optical networks were based on the protocols Synchronous Optical
NETworking (SONET, in USA) and Synchronous Digital Hierarchy (SDH, in Europe and
Japan). SONET defines Optical Carrier (OC) levels and electronically equivalent Syn-
chronous Transport Signals (STS). The standard STS-192, OC-192 operates at 10 Gb/s,
while the standard STS-768, OC-768 operates at 40 Gb/s. Circuit switching, traffic separa-
tion, routing functions are handled with electronics. Thus, optical to electrical (O-E) and
electrical to optical (E-O) converters are required.

Respecting the principle of encapsulation in the OSI layered model, IP packets were
sent over Asynchronous Transfer Mode (ATM) over SONET. The ATM protocol (layer 2 of
OSI model) was designed to unify telecommunication and computer networks. It was
responsible for traffic engineering and quality of service, handling non-tolerant packet
loss, such as file transfers, and low-latency packets such as voice and (less restrictive)
video packets. ATM uses a connection-oriented model in which a virtual circuit must be
established between two terminals before the actual data exchange begins.

Optical networks evolved, IP dominated ATM and became sent over SONET in the
form of Point to Point Protocol (PPP) [55]. This technique, called Packet over SONET
(POS), combines the simplicity of IP and the high reliability of SONET/SDH. It is used in
the connection between gigabytes routers, in the core network.
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However, point to point transmissions don’t involve traffic routing across all the
network. The first generation suffers from a bottlenecks of excessive electronic proceesing
at each intermediate node. Thus, additional functions must be held in the optical domain.

1.3.2 Second-generation optical networks: optical layer

Unlike 1st generation networks, second-generation optical networks were intended to
perform additional functions of point to point transmission in the optical domain. Several
switching and routing functions are handled optically, but with electronic controls.

The emergence of second generation networks considers the introduction of a new
level in a layered network model which is the optical layer. Figure 1.4 presents the layered
architecture in 2nd generation optical networks. The optical (physical) layer contains
optical components executing linear operations on optical signal and provides basic
communication services to a number of independent Logical Networks (LNs). LNs are
residing in the electronic (logical) layer which contains electronic components executing
nonlinear operations on electrical signal.

The optical layer means:
– A reduction of "bottlenecks": In the first generation of networks, the increase of the

line speed complicates the header processing in the electronic domain.
– It is a service layer that provides "lightpaths" to its users (other client layers: SDH,

ATM, Ethernet ...) through Service Access Points (SAP).
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Figure 1.4: Layered architecture in optical networks, inspired from [1]

A lightpath is an end-to-end optical connection, which takes place in the optical
layer by using a specific wavelength along several optical links and through different
intermediate nodes. There is a wavelength continuity constraint. Different lightpaths can
use the same wavelength unless they do not share the same optical fiber link. Lightpaths
are multiplexed and demultiplexed in the optical layer.

The key devices that have marked the 2nd generation are:
– Optical Add-Drop Multiplexer (OADM): it takes a WDM signal from its input port

and selectively drops some wavelengths locally while letting others pass through,
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and also selectively adds wavelengths to the WDM signal, as presented in Figure 1.5.
It may incorporate wavelength conversion capabilities.
All the lightpaths that directly pass an OADM are termed cut-through lightpaths,
while those that are added or dropped at the OADM node are termed added/dropped
lightpaths [56].

λ1

λ2

λ3

λ4

OADM

λ1

λ2

λ3

λ5

λ4
dropped

λ5
added

Figure 1.5: An Optical Add/Drop Multiplexer

– Reconfigurable Optical Add-Drop Multiplexer (ROADM): it is an OADM that al-
lows the service providers to define and to re-configure remotely the wavelengths
while adding the flexibility which characterizes the network infrastructure mode
any-wavelength-to-anywhere (directionless) using any available port on the net-
work node (colorless) [57]. ROADMs allow the optimisation of the operating costs
and the reduction of the travels to update and assure the maintenance of the net-
works, namely the metro and long haul networks where they are used. Since their
invention, ROADM have seen several developments and improvements [58, 59]

– Optical circulator: it is a 3 (or 4)-port device that separates optical signals that
travel in opposite directions in an optical fiber [60]. An operation diagram of a
3-port optical circulator is presented in Figure 1.6.
It may be used to achieve bi-directional transmission over a single fiber: a circulator
is located at both ends of the fiber. Each circulator functions to add a signal in one
direction while removing the signal in the other.
Because of its high isolation, reflected optical powers and its low insertion loss,
optical circulators are widely used in advanced communication systems, add-drop
multiplexers, bi-directional pumps, and chromatic dispersion compensation de-
vices.

– Ultrawide-band EDFA: The 2nd generation experienced some improvements in
EDFA amplification such as proposing different architectures of amplifiers [61]
or using EDFA amplifiers in a building block [51]. This permits to optimize the
dispersion compensation, ensure larger bandwidth and cover more channels in
WDM and DWDM systems.

– Optical Cross-Connet (OXC): called also Photonic Cross-Connect (PXC), intercon-
nects high-speed optical signals between multiple input fibers and multiple output
fibers. It was first used in circuit-switching systems. It may be wavelength-specific
(switches the optical signal on incoming wavelength λi of an input fiber to the
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Figure 1.6: A 3-port optical circulator

outgoing wavelength λi of another output fiber) or equipped with wavelength
converters (switches the optical signal of the incoming wavelength λi of an input
fiber to another outgoing wavelength λj of another output fiber). In addition to
wavelength switching, OXCs are involved in wavelength routing with the use of
multiplexers and demultiplexers. An OXC supports network reconfiguration and
permits to restore broken optical paths in optical networks [62]. It may also in-
clude additional optical functions such as chromatic dispersion compensation and
Polarization Mode Dispersion (PMD) compensation. Various OXC architectures
are explored in [63]. An OXC should provide low switching time, low insertion loss
(which is the power lost caused by the OXC), low crosstalk (which is the power ratio
of the power at an output from an input to the power from all other inputs), and
low polarization-dependent loss. For instance, the OXC-TM-400 of Enablence has
an insertion loss of 3 dB, a crosstalk of 45 dB and a switching response of 3 ms [64].

The notion of Optical Transport Network (OTN) has been defined since the 2nd-
generation optical networks. Its ITU recommendation is G.709. OTN provides a network-
wide framework that adds SONET/SDH-like features to WDM equipment. It creates a
transparent, hierarchical network designed for use on both WDM and Time Division Mul-
tiplexing (TDM) devices. Two switching layers are formed: TDM and Wavelength Switched
Optical Network (WSON). Functions of transport, multiplexing, routing, management,
supervision, and survivability are defined.

The evolution of optical networks in the second-generation was noteworthy but,
higher transmission rates and lower latencies were required. Thus all-optical intercon-
nection devices (third generation), that may reduce the electrical control and the opto-
electrical conversions, are required.

With the use of reconfigurable devices, such as ROADM and OXC, the concept of
Automatically Switched Optical Network (ASON) has been introduced. ASON was based
on Multi-Protocol Label Switching (MPLS), then, Generalized Multi-Protocol Label Switch-
ing (GMPLS). Both ASON and GMPLS support the second-generation optical networks
by defining the optical control plane separately from the data plane in order to set up
and release lightpaths [65]. However, these concept/protocol have been evoluted co-
inciding with the development of all-optical interconnection devices that marked the
third-generation optical networks. We would rather present them in the next section.
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1.3.3 Third-generation optical networks: all-optical interconnection devices

In order to have a network of multi-wavelength fiber links, appropriate fiber intercon-
nection devices are needed [51]. These devices may be classified on three categories:

– Star coupler: it is a passive broadcast device that takes in input signals and splits
each of them into all of the output signals. It is formed by cascading 2×2 couplers
(named also 3 dB couplers, or splitters); thus, the number of ports is usually a power
of 2. An input signal will have its power equally divided among all output ports of
the star coupler.
Figure 1.7 presents one 3 dB coupler, while Figure 1.8 presents the architecture of
4×4 star coupler. It is composed by 4 (3 dB) couplers. An N ×N star coupler, where
{N = 2n ; n ≥ 1}, needs n ×2n−1 (3 dB) couplers.

Input 2: λ2, P2

Input 1: λ1, P1

Output 2: λ1,λ2, (P1+P2)/2

Output 1: λ1,λ2, (P1+P2)/2

Figure 1.7: 2×2 coupler

λ1

λ2

λ3

λ4

λ1, λ2, λ3, λ4

λ1, λ2, λ3, λ4

λ1, λ2, λ3, λ4

λ1, λ2, λ3, λ4

Figure 1.8: 4×4 star coupler

We remind that a passive component is a module that does not require energy to
operate and cannot supply energy itself.
A typical application of star couplers is broadcasting systems, the powerful signal
from one transmitter is sent through optical fiber into a star coupler, which dis-
tributes the power over a large number of output fibers for different customers [66,
67].
A limitation of star couplers is the constraint on the number of ports: if an extra
node needs to be added to a fully connected N ×N network, the N ×N star coupler
must be replaced by 2N ×2N one, leaving 2× (N −1) ports being unused.

– Passive optical router: also called Latin router, it is an N ×N device used in WDM
systems [68, 69]. It is connected to N input fibers, as well as N output fibers, each
one supporting up to N wavelengths, permitting thus to route up to N 2 signals si-
multaneously. It is composed by N demultiplexers and N multiplexers assuming the
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optical paths between the inputs and the outputs. Figure 1.9 shows the architecture
of a 3×3 passive wavelength router.

Input 1

Input 2

Input 3

Output 1

Output 2

Output 3

Figure 1.9: 3×3 passive wavelength router

Latin routers are called passive since they don’t need to be supplied with power.
They have a stable (static) routing table: when receiving a signal, depending on its
input port and its wavelength, the output fiber and the optical path is determined.
The signal wavelength doesn’t change in the router.
The wavelength on which an input port gets routed to an output port depends on the
internal connections between the demultiplexers and the multiplexers inside the
passive optical router. These internal connections define the static routing matrix.
Usually, for an N ×N Latin router supporting N wavelengths, the wavelength λk

carrying signals from the input fiber i to the outport fiber j is determined as [68]:

k =

¨

i + j −1 si i + j ≤N +1
i + j −N −1 si i + j ≥N +2

(1.1)

– Wavelength Selective Cross-Connect (WSXC) [70]: also called as Wavelength Rout-
ing Switch (WRS) or active switch. In fact, it is active since its switching matrix can
be reconfigured on demand under electronic control. So, the WSXC offers more
freedom in rearrangement. Unlike passive star coupler and passive router, the
WSXC needs to be supplied with power.
The architecture of a WSXC may be based on micro-mirrors, or OADM, or fiber Brag
grattings... The article [71] describes different architectures of WSXCs and makes
comparison between them.

With the use of these devices, O-E-O conversions are not required at each node
in the WDM optical system, thereby 3rd-generation optical networks were aimed to
reduce costs at each node. Such type of network is called “transparent” network because
signals undergo O-E-O conversions only at their respective source and destination, unlike
“opaque” network where a signal undergoes O-E-O conversion at every intermediary node
from its source until its destination.

Transparent networks avoid intermediary opto-electronic components and lead thus
to a reduction of cost, energy consumption and transmission latency. Nodes would be-
come obvious to signal specifications such as the modulation formats, the bandwidth,
the channel spacing... However, transparent networks have some limits: the wavelength
continuity constraint and the limited transmission distances due to the accumulation
of signal loss and deformations [72, 73]. Some possibilities to overcome these limits
are [74, 75]: increasing the number of transponders per connection, adding more complex
post-processing to compensate for the filtering impact, implementing super-channels,
using advanced Forward Error Correction (FEC) codes... These solutions increase the
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cost or the implementation complexity of the network. A key solution could be “translu-
cent” networks that are a compromise between opaque and transparent networks. In
translucent networks, regenerators can be used but their number is limited, and they
must be carefully placed at strategic locations. The wavelength continuity constraint can
be managed; there is no limitations on the transmission distance; and O-E-O conversions
are reduced compared to opaque networks but not totally avoided as in transparent
networks [76].

The ASON has been more developed within the 3rd-generation optical networks.
An ASON (ITU G.807) is an "intelligent" optical network that can automatically manage
the signalling and routing through the network. Configuring cross-connections in the
network elements is automated: these elements have the necessary processing functions
built in to configure a new traffic path, given a customer requirement of the path’s start
and end point, the bandwidth, the Quality of Service... (but not the path itself). This traffic
path will be changed if the network is changed.

ASON is based on the protocol GMPLS. However, other protocols preceded the GMPLS,
which are MPLS and MPλS. The hierarchical classification previously used in IP over
ATM over SONET, or in IP over SONET, leads to significant latencies of connections and
communications between the different layers. Some management tasks (security, error
correcting codes...) and transport protocols were duplicated. MPLS, and following it
MPλS and GMPLS, are the alternatives to simplify the network control and management
and overcome the scalability issues.

Multi-Protocol Label Switching (MPLS) was developed in the late 1990s and stan-
dardized by the Internet Engineering Task Force (IETF) in order to provide faster packet
forwarding for IP routers.

Traditionally, IP routing is connectionless (and not circuit-switched). At the reception
of the packet, a router determines the next hop using the destination IP address on
the packet alongside information from its own routing table. Routing tables contain
information on the network topology configured statically and synchronized with the
network modifications, or obtained via an IP routing protocol, such as Open Shortest Path
First (OSPF), Intermediate system to intermediate system (IS-IS), Routing Information
Protocol (RIP)... In an ASON network, Internet protocols cannot be used directly. IP
routers route packets based on the information extracted from their headers, while OXCs
switch on the basis of wavelengths or optical paths.

MPLS adds labels that fill in the IP packet header. Thus, it eliminates the IP header
interrogating on each packet at every intermediate router, which is a waste of resources
especially for packets sent from the same source to the same destination. As presented in
Figure 1.10, MPLS works as following:

– Ingress Label Edge Router (LER) pushes a label in front of the IP header.
– Label Switch Router (LSR) does label swapping. Inside the network, each LSR uses

lables to determine the Label Switched Path (LSP) and forward the packet to the
next hop, until the egress router.

– Egress LER removes the label.

Besides the forwarding function, MPLS assumes control function. It permits the
routing tables establishing by forwarding tables and network topology information for
path selection (OSPF, IS-IS, RIP...). It supports also signaling and Label Distribution
Protocols (LDP) by setting up the LSPs. Control and data planes are separated: path is set
up using control plane, while data is forwarded via the data plane.
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Figure 1.10: MPLS operating mode, 1.a: Routing protocols exchange reachability to destina-
tion networks; 1.b: LDP establishes label mappings to destination network; 2: Ingress LER
receives packets and adds labels; 3: LSR forwards packets using label swapping; 4: Egress
LER removes labels and delivers packets. Adapted from [2]

MPLS is compatible and easily integrated with traditional IP networks. However,
unlike traditional IP, its flows are connection-oriented and packets are routed along
pre-configured LSPs.

Since MPLS uses only the label to forward packets, it is protocol-independent, that’s
why it is called "Multi-Protocol". Its protocol-independence permits to use MPLS to
carry any content over any link technology. It supports not only IP, but also ATM and
frame-relay layer 2 protocols.

MPLS capabilities have expanded massively, it supports traffic engineering and fast
re-routing, increasing thus the scalability. Besides, it allows the construction of Virtual
Private Networks (VPNs). In addition, it provides an opportunity for mapping different
classes of service onto MPLS labels. Last but not least, MPLS facilitates the elimination of
multiple layers.

Multi-protocol Lambda Switching (MPλS) was designed in 1999 for smarter usage of
optical resources. It is also called MP Wavelength Switching, or MP Photonic Switching. It
is extended from MPLS, combines MPLS traffic engineering control with OXC [77]. Instead
of labels, specific wavelengths serve as unique identifiers. The specified wavelengths, like
the labels, permit to switch and route packets automatically, without having to extract
instructions packets headers, such as IP addresses or other packet information. Control
plane has a fixed topology, and it is strictly separated from the data plane. The control
plane is common for IP and optical domains [78]. The use of MPλS was quickly replaced
by GMPLS. Some papers refer MPλS as a first version of GMPLS.
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Generalized Multi-protocol Lambda Switching (GMPLS) is conceptually similar to
MPLS, but instead of using an explicit label to distinguish an LSP path at each LSR router,
some physical property of the received data stream is used to deduce which LSP it belongs
to. Besides IP switching, GMPLS supports multiple types of switching, hence the name of
"Generalized" MPLS [79]. LSPs are implicitly labeled depending on the type of switching:

– Time Division Multiplexed (TDM), with the use of the timeslot to identify the LSP.
– Wavelength Division Multiplexed (WDM), with the use of the wavelength to identify

the LSP.
– Fiber or port on which a packet is received.

GMPLS includes support for LSRs that can’t recognize (IP) packet boundaries in their
forwarding plane, such as ATM routers or Ethernet switches. LSPs can be established for
circuit traffic in addition to packet traffic. Using the TDM and WDM examples, the LSP
traffic is switched based on a continuous, constant property of the data stream, that may
switch several packets together.

Other than this, GMPLS permits to define bidirectional LSPs, where traditional MPLS
performs only one-directional paths [80].

Figure 1.11 resumes the evolution of protocols in optical networks, from its 1st genera-
tion, until the implication of GMPLS. The use of GMPLS has continued to next (fourth)
generation and after.

IP

ATM

SONET

WDM-DWDM

IP w/MPLS

SONET

DWDM

IP w/GMPLS

SONET

DWDM, Opt. switching

IP w/ GMPLS

DWDM, Opt. switching

Figure 1.11: Evolution of protocols in optical networks

However, a true IP-over-WDM architecture requires the possibility of switching and
forwarding IP packets over the all-optical WDM network without excessive electronic
processing in the data plane. This was the mission of the 4th generation.

1.3.4 Fourth-generation optical networks: Optical Packet/Burst Switching
(OPS/OBS)

In order to reduce O-E-O conversions, and thus the energy consumption of optical
networks, researchers have focused on all-optical systems. Light paths, or Optical Circuit-
Switched (OCS) connections were provided between the optical core network routers.
The establishment of a light path between two nodes involves the topology and resource
discovery (thanks to routing protocols such as OSPF, or the maintenance of static network
information), the wavelength assignment and routing, the signaling and the resource
reservation during the data forwarding, and at the end the resources releasing. A basic
OCS switch architecture is presented in Figure 1.12.

OCS suffers from all the disadvantages known to circuit switching: the latencies to set
up and to destroy light paths, and the inefficient occupation of resources while a circuit is
established. These disadvantages make the OCS not adaptable with the unpredictable
nature of network traffic, especially, it does not fit with the IP bursty nature. Also, OCS are
not adaptable to the changing nature of (dynamic) networks such as changing the wave-
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Figure 1.12: Basic OCS architecture, inspired from [3]

length configuration (for maintenance for example), optical paths, number of emitters or
receivers... OCS use is thus limited to static routing.

Ideally, nodes should exploit packet switching at the optical level.

OCS may be classed with the third generation because it assumes static routing, as it
may be classed with the fourth generation because it switches packets (even collected in
a circuit) over the WDM optical network.

1.3.4.1 Optical Packet Switching (OPS)

OPS promises high switching speed, flexibility, fine granularity of transmission and
switching, leading to economical and efficient use of the bandwidth [81]. Moreover, OPS
switches have evolved significantly in the last years [10, 82]. A basic OPS architecture is
presented in Figure 1.13. Data and control planes are separated. The label processing and
switching decisions are performed by the control unit. The switch is reconfigured based
on the information extracted from the packet label.

Optical packet-switched networks can be synchronous or asynchronous. In syn-
chronous OPS network [83], called also slotted network, all packets have the same size [84].
Each packet is assembled with its header and a guard time into a time slot. Arriving packets
must be synchronized and aligned with the OPS time slots. Synchronizers (not presented
in Figure 1.13) are needed at the switch entrance, after the demultiplexing stage. Packet
switching and OPS reconfiguration can take place only at the beginning of a slot. The
packets will have new headers, generated by the control unit, when exiting the switch.
Asynchronous (unslotted) OPS networks [85, 86] support packets with variable sizes.
Switching can take place at any point in time. Asynchronous switching is thus more
flexible and robust. Packet contentions are more likely occurring, but this is normal due
to the great variety of IP packets (different sizes, asynchronous unpredictable arrivals,
various paths...). A packet contention occurs when two or more packets that have the
same destination arrive at the same time, so they contend for the same output port
simultaneously.

Due to packets headers, the bandwidth is more occupied and the percentage of control
overhead is higher in a synchronous OPS network than in an asynchronous one. For these
reasons, asynchronous OPS switches are more used than synchronous ones.

There are two modes of switching: cut-through mode and store-and-forward mode. In



1.3. EVOLUTION OF OPTICAL NETWORKS 23

FDL

O/E E/O

Packet header extraction Packet header insertion

1 1

2

2

3

3

Input n

Input 1 Output 1

MUX

Output n

DEMUX

Control

unit

O/E E/O

Figure 1.13: Basic Store-and-Forward asynchronous OPS architecture, inspired from [3]

cut-through mode, the switch starts forwarding the packet to its destination as it is being
received. Labels are processed quickly at the level of each node. In store-and-forward
mode, packet buffering is provided at each node, as presented in Figure 1.13, in order to
reduce the risk of contention and eventually packet loss. However, store-and-forward
mode leads to higher packet latencies.

OPS was first demonstrated in 2000’s [87, 11, 12, 13]. However, it has not yet succeeded
outside research laboratories. Different challenges are facing the realization of the OPS
vision. These challenges are related to several areas:

– Optical packet header (label) conception, recognition and swapping [88, 89].
– Wavelength conversion.
– 3R functions [14, 90, 91]: An optical signal faces dispersion and non linear effects

through its transmission. Its power level decreases and its shape may be modified.
Reamplifying, called also 1R regeneration, increases the signal power but, besides
the "useful" signal, it increases also the noise power. So, the Signal to Noise Ratio
(SNR) can be decreased and the shape deformation of the original signal will be
clearer. Reamplifying and reshaping function, called 2R regeneration, adds a level
estimator to the 1R regeneration. It can clean up the signal by removing the ampli-
tude noise. However, 2R regeneration is not able to solve the timing jitter, which is
simply the deviation from true periodicity of the original signal. 3R regeneration
adds the retiming function to obtain a signal with the same power level and shape
as the original signal. These functions are presented in Figure 1.14.

– Packet switching strategies, that may involve the case of different service classes
and different packet types [85].

– Packet buffering: it may be done with a Fiber Delay Line (FDL), which slows down
the transmission of packets. For instance, MDL series FDLs of the company "new
port" provide an optical delay range from 0 to 330 ps [92]. Some researches, like [93],
defend that it could be possible to use FDL buffers in core networks. However, this
solution has a memory lifetime issue.
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Figure 1.14: Reamplifying, reshaping and retiming functions

Another possibility is to use recirculatin-loop, where buffered packets will be cir-
culated locally in a loop during the buffering time. This leads to a signal power
dispersion, and will need optical amplifiers which consume power. This solution is
also not practical and costly.

– Optical packet contention resolution [94]. It may involve packet switching strat-
egy, packet buffering, wavelength conversion [95], deflection routing (sending the
packet to another destination if the original one is not available)...

– Clock extraction and synchronization [15].
Among these challenges, the significant one that prevents the application of OPS in

the industrial world is the lack of practical, cost-effective, and scalable implementations
of optical buffering solutions.

1.3.4.2 Optical Burst Switching (OBS)

OBS has been proposed as a compromise between OCS and OPS [96]. A burst consists
of one or many IP packets assembled together [97]. A control packet, containing infor-
mation about the burst, such as its length and the number of the included packets, is
sent first, followed by the data burst on a separate wavelength. Data and control planes
are separated. An offset time is required between the emission of the control packet and
the data burst. It permits to process the control packet and set up the switches at the
intermediate nodes, before the burst arrives. Thus, by choosing the offset time at the
source to be larger than the total processing time of the control packet along the path,
unlike OPS, no buffers are needed while processing the control packet. Besides, the burst
duration known from its control packet permits the switches to be ready (reconfigured)
for the reception of the next burst. Figure 1.15 presents the architecture of an OBS.

In the case of an OBS supporting different classes of services, an additional offset-time
may be assigned to high priority bursts, which results in an earlier reservation, in order to
favor them over low priority bursts in terms of resources reservation [98]. The concept of
using an offset time at the source is applied for the signaling protocol Just-Enough-Time
(JET).
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Figure 1.15: OBS architecture, inspired from [3]

Another possibility is to make the burst wait for a fixed delay at each intermediate
node. The delay is not shorter than the maximal time needed to process the control
packet. This is the concept of the signaling protocol Tag And Go (TAG).

Both JET and TAG protocols do not require resources reservation acknowledgement
before a source sends a burst. So burst contention may occur, and leads to burst loss
if it couldn’t be resolved. Methods of burst contention resolution are similar to packet
contention resolution: buffering, wavelength conversion, deflection routing... In addition,
it is possible to opt for burst segmentation [99, 100]: only the part of a burst that overlap
with another burst will be dropped.

OBS offers more efficient bandwidth utilization compared to an OCS system. Com-
pared to OPS, OBS results in a lower control overhead per data unit since it assembles the
control of several packets, which form a burst, in one control packet. In addition, optical
buffers are not mandatory for the functionality of an OBS [101]. Table 1.1 summarises the
different optical switching paradigms: OCS, OPS and OBS.

As OPS, OBS are still in the experimental stage, even though they seem more appropri-
ate for commercial use. This is due to the lack of efficient and fast contention resolution
solutions, mainly the lack of mature optical buffers that permit to have acceptable Qual-
ity of Service (QoS) and transmission reliability. Thus, the use of OBS and OPS is still
restricted to quasi-static switching.

Hybrid solutions combining the use of OPS/OCS [102, 103], OBS/OCS [104, 105], and
OBS/OPS [106] are also investigated. These solutions are proposed in order to combine
the benefits of the different optical switching paradigms.

1.3.4.3 Other technological advancements

In addition to these new information transport formats, the 4th generation optical
network experienced several evolutions in digital coding that uses the speed of electronic
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Table 1.1: Comparison between OCS, OPS and OBS

Optical switching
paradigm

OCS OPS OBS

Bandwidth use effi-
ciency low high high

Loss type set-up request re-
jection

packet loss burst loss

Transfer guarantee
yes no no

Misordering
no possible no

Latency given by propagation and
set-up propagation

burst assembly and
propagation

Setup latency
high low low

Switching speed re-
quest slow fast medium

Control out-of-band in-band out-of-band
Control overhead

connection set-up packet header control packet cor-
responding to the
burst

Overhead synchro-
nization low high low

Buffering
no typically no

processing at the service of optical networks. For example, digital coherent detection,
which incorporates speed digital signal processing (DSP) into coherent detection, con-
tributes to the compensation of the chromatic dispersion by the mean of FIR filters,
contributes to the compensation of the Group Velocity Dispersion (GVD) and Differen-
tial Group Delay (DGD) by equalization and source separation using algorithms like the
Constant Modulus Algorithm (CMA), recovers the digital clock, demultiplexes signals sent
together on orthogonal polarizations, and permits the estimation of the carrier phase.

Besides the wavelength (WDM), numerous degrees of freedom in a standard single
mode fiber have been explored, mainly the phase and the polarization (Polarization
Division Multiplexing PDM). Thus, high-level modulation formats have been investigated
and implemented in the industrial world [107, 108, 109].

This evolution permits to increase the transmission distance and the information
spectral density. The submarine cable “Bay of Bengal Gateway” installed by Alcatel-Lucent
Submarine Networks in 2014 provides a rate of 100 Gb/s per wavelength. It has a system
distance of 8000 km relating Singapore, Malaysia, Sri Lanka, India, Oman and UAE. Alcatel-
Lucent installed also the “Pacific-Caribbean Cable System” connecting Florida, Tortola,
Colombia and Ecuador with a reach of 6000 km. This cable provides a rate of 100 Gb/s per
wavelength and a maximum capacity of 80 Tb/s [110].
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1.3.4.4 Limitations

The contribution of the fourth generation is not sufficient to meet the actual and
future needs of customers in terms of transmission reliability, latency, energy efficiency...
In addition to the technological limitations of OPS and OBS presented in section 1.3.4.1
and 1.3.4.2 respectively, GMPLS has also its drawbacks.

The main problem of GMPLS is its control plane complexity. There is no Unified
Control Plane (UCP) for both transport and IP networks. On the one hand, if transport and
IP networks share all states (peer architectural model), the load on the routing protocols
will increase. They will be charged not only by IP information, but also transport network
information. Besides, the peer model doesn’t fit with organizational boundaries where
the information sharing between two networks is prohibited. On the other hand, if there
is no states sharing between the IP and transport networks (overlay model), User Network
Interfaces (UNIs) are required for service requests, and GMPLS must be layered on the
top of other solutions. This model is not used commercially because of the hardware
compatibility issue (the implementation of GMPLS in all devices on the top). In addition,
IP doesn’t need transport services dynamically since routing protocols can’t converge
when network changes occur very often or/and very fast.

1.3.5 Fifth-generation optical networks: Software Defined Network (SDN)

In our age of technology, we are moving to the fifth-generation optical networks.
GMPLS protocol will be progressively joint with or replaced by Software Defined Network
(SDN) protocols [111].

SDN is proposed as a solution to simplify the control plane [112]. Both packets and
circuits will be considered as flows [113]. OPS, OCS and also OBS data switches will
be abstracted and presented as switch Application Programming Interfaces (APIs) in a
common map abstraction. A Network Operating System (netOS) will manage all the
software controllers corresponding to the APIs and transfer the map manipulations from
the common map abstraction to the switch APIs and modify their flow tables. The flow
tables are composed by:

– matching rules, such as IP, MAC and transport sources and destinations, VLAN
information...

– actions to be taken when the flow matches the rules, such as forwarding a flow to a
port, or to the controller, dropping a flow, modifying header fields...

– counters for collecting flow statistics, such as rates of flow dropping (like PLR),
switching latencies...

All network control logic is implemented as applications on top of the netOS. Figure 1.16
presents the architecture of SDN based unified control plane.

OpenFlow is the first SDN standard communications interface defined between the
control and forwarding (data) planes, led by the Open Networking Foundation (ONF) [114].
OpenFlow permits to control the traffic flows of multiple switches from a centralized
controller. OpenFlow 1.1 and 1.0 specifications are available [115].

Comparative studies between GMPLS and SDN via simulations [116] and testbed
implementations [117] show the advantages of SDN over GMPLS.

The SDN architecture is:
– Directly programmable: the separation of control and data planes allows the direct

programmation of the control plane.
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Figure 1.16: SDN based unified control plane architecture

– Agile and flexible: the abstraction lets the network administrators dynamically
adjust network traffic flow and fit the demands of high (application) layers.

– Centrally managed: SDN has a common map abstraction. The network intelligence
is logically centralized in the software-based SDN controllers.

– Programmatically configured: SDN lets network managers configure, manage,
secure, and optimize network resources via open and available SDN programs.

– Open standards-based and vendor-neutral: SDN and its standard OpenFlow are
led by the Open Networking Foundation, which provides an open collaborative
development process. Instead of multiple vendor-specific devices and protocols,
instructions are provided by SDN controllers where the different network physical
nodes are abstracted.

We cite as an example of SDN solutions’ vendor, the information and communications
technology (ICT) solutions provider Huawei. It has revealed 5th generation flexible optical
network architecture based on SDN in june 2014 [118]. It is reported that the improvement
of the optical network’s bandwidth and efficiency will meet the requirements of new
services like cloud computing, streaming media, and mobile broadband.

SDN approach is proposed jointly with the cross-layer design, called also multi-layer
design. Cross-layer design is an alternative to the OSI strictly layered model, where no
direct communication between non-adjacent layers are permitted, and only procedure
calls and responses between adjacent ones are possible. As defined in [119], the core idea
of cross-layer design is to maintain the functionalities associated with the original OSI
layers but to allow coordination, interaction and joint optimization of protocols crossing
different layers.

A cross-layer optical switching node was implemented and tested [120]. It uses packet-
scale measurement and performance monitoring subsystems to analyze the health of the
optical channel and make higher routing layers aware of physical- layer impairments. In
their turn, the higher network layers may set the parameters, such as quality-of-service
(QoS) metrics and energy constraints.

In addition to the wavelength (WDM), phase (high-level modulation formats) and
polarization (PDM), many researchers are currently interested in the space as another
degree of freedom which is not yet used in the fiber for multiplexing. Space division
multiplexing (SDM) may significantly increase the transmission capacity [121, 122].

SDM can be implemented either in multi-mode fibers (MMFs), or in multi-core
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fibers (MCFs). MMF fibers, unlike single mode fibers (SMFs), have a large core diameter,
allowing the propagation of more than one mode simultaneously. MCF fibers have more
than one core (usually 7 cores [123]) in the same cladding. The available spatial modes
in MMF fibers or cores in MCF fibers form an orthogonal set of channels over which
independent data symbols can be multiplexed. SDM is still under investigation [124, 125]
and not yet deployed in industry, to the best of our knowledge.

1.4 Vision on packet switching in optical networks

Nowadays, commercial off-the-shelf packet switches used in optical networks are
all-electrical. They provide a large switching capacity. For instance, Cisco Nexus 7000
Series Switches may connect up to 768 ports (copper or fiber) with a rate of 10 Gb/s,
192 ports at 40 Gb/s and 32 ports at 100 Gb/s [126]. Switches involve O-E converters at
the level of their input ports in order to process and switch packets electrically, and E-O
converters at the level of the output ports in order to send packets for further transmission
on optical fibers. These required O-E-O conversions make the switching one of the top
energy-consumer functionalities [7].

Within the advancement of optical components and especially optical switching
matrix, many opinions are directed to all-optical packet switches. The article [127] de-
tails different technolgies of optical switches fabrication such as switches based on 3-D
Micro-Electro-Mechanical Systems (MEMS), Semiconductor Optical Amplifiers (SOA),
Interferometric switches... Optical packet switching may be considered as an “ideal”
concept where data is transmitted on packets, O-E-O conversions are totally avoided,
energy consumption is thus impressively curbed, switching latency is reduced compared
to electrical switches (by the time of electrical processing, memory writing and reading)...
However, due to technological limitations we discussed in section 1.3.4.1, OPS has no yet
succeed outside research laboratories. The main obstacle is the lack of practical optical
buffers. Only OCS are used in current optical networks because there is no need of buffers
in circuit switching (but their use is limited to quasi-static states, see section 1.3.4). Ideally,
nodes should exploit optical packet switching, as it is the case for wireless communica-
tion [128]. In the absence of practical optical buffering solutions, OPS are vulnerable to
contention and lead to notable packet loss rates [16, 17, 18].

Our vision is to use an electrical buffer at the service of an optical switching matrix
and having thus a hybrid opto-electronic switch [19]. We think that hybrid switches could
gain the benefits of the two fields, electronics and optics. Packets are switched optically at
high speed and low energy cost per bit; and in case of contention, one of the contended
packets would be buffered. O-E-O conversions occur only for buffered packets. Hybrid
switches may be thus an adequate solution to reduce networks energy consumption.

In the article [20], the authors demonstrated a hybrid optoelectronic router which
connects two packet-optical add drop multiplexer (P-OADM) rings, forming a new metro
network architecture. Unicast and multicast transport of Ethernet encapsulated pack-
ets at 10 Gb/s were achieved. The experiments results show that the labeling scheme
implemented can dynamically reconfigure the path.

A second research group worked on an analytical model of a hybrid switch [129]. Their
packet switch is connected to WDM channels but it is supplemented by a wavelength
converter for each optical port. The hybrid switch seems to be with no interest compared
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to electrical switches since the number of O-E-O conversions would not be significantly
reduced if the λ conversions are based on O-E-O conversions.

Another group presented a prototype of a hybrid optoelectronic router [21]. Multi
cast routing, multi-hop transmission, and an interconnection experiment of two packet
ring networks were demonstrated. In their study [130], they integrate a hybrid switch
in intra-data center network but with a different switching strategy than the previously
cited reference [20]; it employs deflection routing and fiber delay lines (FDL) in addition
to the electrical buffer. Considering the PLR as performance criterion, the use of FDL is
discussed depending on the system load.

Before I started my PhD, our group analyzed the performance of a hybrid optical-
electronic switch [22], consisting of an optical switching matrix supplemented with a
shared electronic buffer. No all-optical buffering solutions neither deflection routing are
considered, electrical buffers are more practical and mature and better assume this role.
Simulations and an Engset-type analytical model show performance improvements in
terms of PLR and sustainable load compared to the all-optical case, with relatively few
buffer ports. The switch is connected to its azimuths through interchangeable Space
Division Multiplexed (SDM) channels, such as different cores of a multicore fiber or
different fibers collected on the same cable.

Within my PhD, we aimed to investigate the hybrid switch performance when it
manages different classes of service. The connectivity of the hybrid switch could be
ensured with interchangeable channels, as well as WDM channels, or combined WDM-
SDM channels. Our contributions are presented by the following chapters.

1.5 Conclusion

In just the past three decades, optical components and technologies have been widely
incorporated in telecommunication networks, wherever in access, metropolitan and
long-haul terrestrial and transoceanic networks. Current high data rate transmissions
couldn’t be possible without optical networks.

Optical networks experienced several generations, going from point-to-point trans-
missions, to WDM systems and optical amplification, to optical switching, to SDN net-
works... and the wheel will go on.

The ever-growing number of networks’ users, the emergence of new services (such as
cloud computing, streaming media, and mobile broadband) and the increasing amount
of circulated data call for higher-capacity and smarter optical networks. A second thought
is that future optical networks must reduce the energy consumption, which remains one
of the largest budget items.

In the next chapters, we will present our vision on how to contribute in optical net-
works evolution, reducing their energy consumption while offering a good quality of
transmission. We are specifically interested in opto-electronic packet switching, since
switching is the main field consuming energy, and most data is carried as IP packets
through optical paths.



Chapter 2

Performance analysis of hybrid
opto-electronic packet switch
connected through interchangeable
channels

2.1 Introduction

As we mentioned in chapter 1, even though OPS and OBS switching techniques are
different, their nodes have the same functional architecture: a switching fabric with a
control module that is reconfigured depending on the destination of the ingress packets
or bursts. The investigation of OPS and OBS in a functional point of vue is quite similar.
Here we consider packet switching. Yet, nodes should ideally exploit packet switching
since the packet is the most common form of transporting data.

In this chapter, we analyze by simulations the performance of our hybrid opto-
electronic switch. It is supposed to be connected to its azimuths through interchangeable
channels: any ingress packet can use any available channel of its egress azimuth. This
assumption works with parallel optical fibers in the same cable or different cores in a
multi-core fiber.

This chapter is not aimed at wavelength-division-multiplexed (WDM) channels be-
cause they are not interchangeable. A hybrid switch supporting WDM channels would
require frequent uses of numerous wavelength converters in order to ensure the wave-
length continuity (i.e. to be able to convert packets from any wavelength to any other
wavelength). Wavelength converters, themselves, consume power and may negate the
energy savings achieved by the hybrid switch compared to an electrical one. The investi-
gation of WDM channels case will be presented in chapter 3.

The architecture of our hybrid switch connected to interchangeable channels is pre-
sented in section 2.2. Compared to former performance analyses [130, 22], our hybrid
switch supports different priorities for packets. Also, besides the PLR and the sustainable
system load, we take into account the latency as performance criteria. The combination of
these criteria, that are presented in section 2.3, makes the packet classification fairly realis-
tic. Section 2.4 depicts our simulations: the different packet classes representing different
classes of service, the switching policy that we established to satisfy the requirements of
all packet classes, and the simulations setup.

31
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Our simulations results are presented in section 2.5. We show that the hybrid switch
makes a better solution than an all-optical bufferless switch as it significantly improves
both the PLR and the sustainable system load, and meets the requirements of the different
packet classes. Besides, compared to electrical switches, the hybrid switch reduces the
switching latency and significantly decreases the O-E-O conversions. The need on the
buffer capacity is limited and reasonable. Finally, we show that changing the percentages
of packet classes while keeping a telecommunication use cases has no significant impact
on the performance analysis when the connected channels are interchangeable.

2.2 Architecture of our hybrid switch

The hybrid switch architecture is presented in Figure 2.1. It is composed of an optical
switching matrix supplemented with an electronic shared buffer that stores packets in
case of contention. A comparison with other hybrid switch architectures and the justifica-
tion of our choice of architecture was presented in section 1.4. The main parameters to
dimension our hybrid switch are: the degree of the switch, in other words the number
of connected azimuths (n a ) that are assumed to be bidirectional; the number of sup-
ported channels per azimuth in each direction (n c ); and the number of electronic input
ports as well as output ports (n e ). We suppose that the channels are independent; an
azimuth may receive up to n c packets simultaneously. Channels are also supposed to be
interchangeable: an ingress packet can use any available channel of its egress azimuth.
This assumption works with Space Division Multiplexing (SDM) non-wavelength-specific
channels, such as parallel optical fibers in the same cable or different cores in a multi-core
fiber.

The required packet label processing and control unit for the switching matrix is
supposed to be generic and is not presented in Figure 2.1; our study assumes that label
processing does not require O-E-O conversion of the whole packet, e.g. by sending labels
out-of-band [131], or as a reduced-bit-rate header.

Optical switch

Electronic shared buffer

n e ports
O-E-O conversion

Channel n c Channel n c

Channel 1 Channel 1

Channel n c Channel n c

Channel 1 Channel 1
Azimuth 1

Azimuth n a

Azimuth 1

Azimuth n a

Figure 2.1: Hybrid switch architecture

Basically, the hybrid switch operates in the following way: when a packet arrives,
the switch reads its egress azimuth. If a channel to its azimuth is available, the packet is
directly sent on its way over this available channel. Otherwise, if an electronic input port is
available, the packet is buffered. Whenever a channel is released and an output electronic
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port is available, the packet will be re-emitted from the buffer to its egress azimuth. In the
worst case, if neither a channel nor an electronic port is free, the packet is dropped. This
is the basic method of operation; however, depending on packet classes, we investigated
different buffer input port access managements, different sorts of lower-priority packet
preemption to send higher-priority ones preferentially, and different buffer output port
access for the re-emission. All these switching decision possibilities and the switching
policy that we opt for are presented in section 2.4.2.

2.3 Switching performance criteria

The main switching performance criteria, defined below, are the Packet Loss Rate
(PLR), the sustainable system load and the latency (also called the switching delay). The
different types of packets, referring to several classes of service, have different require-
ments on these criteria.

2.3.1 Packet Loss Rate (PLR)

The PLR is the ratio between the number of packets lost due to contention, and the
number of all circulated packets. It is calculated at a certain system load (ρ).

The system load depends on the mean idle time per source (τ), which is simply the
average time interval separating two consecutive packets arriving from the same channel
of a given azimuth, and the packet duration (σ). The system load is expressed as:

ρ =
σ

τ+σ
(2.1)

The system is called “fully loaded” (ρ = 1) when packets are sent one after another
unceasingly (τ= 0). This is the most critical operating case.

2.3.2 Sustainable system Load

The sustainable system load at a given value of PLRref is the maximum system load
(ρ) for which PLR is equal or lower than PLRref.

We will choose a system load of 60% (ρ = 0.6) as a minimum acceptable operating
point, which is a widespread reference value taken into account in several articles [22, 132].
Other references consider that the system is heavily loaded when ρ > 0.7 [130].

2.3.3 Latency (delay)

Another important performance criterion is the latency, also called the delay. It has
different definitions. The definition that we considered is the additional time it takes for
a packet to arrive at its destination if it couldn’t be switched directly to its egress, in the
optical domain, because of contention.

We note that the times of an O-E or E-O conversion are neglected because they are
upper-bound estimated to the order of ns (10−9 s) while, as we will see in the results’
section 2.5.4.1, the buffered packets’ delays are in the order of µs (10−6 s). In the refer-
ence [133], the authors show that attosecond (10−18 s) timing stability can be preserved
across the opto-electronic interface of a photodiode.

The transit time through the optical switching matrix is also upper-bound estimated
to the order of ns and it is neglected compared to the delay spent in the buffer. In fact, the
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propagation distance inside the optical switching matrix should not exceed few meters.
The prototype of a degree-4 hybrid switch presented in [21] is housed in a 100×60×100
cm3 chassis, the latency is lower than 380 ns for packets switched optically without
contention while it is higher or equal to 1.4 µs for buffered packets.

By this definition of latency (additional time), the latency of a packet switched directly
in the optical domain is null. As for packets that transit through the buffer, the three
delays to consider are: the duration of the packet’s reception into the buffer, equal to
its durationσ; the time spent in the buffer; and the packet’s reemission time out of the
buffer, also σ. Out of these delays, the first one doesn’t count since, assuming that the
packet is directly committed to memory as it comes, it is equal to the transit time through
the optical switching matrix and we defined latency to be the additional time. Thus:

mean latency=

∑

packets(tin the buffer+σ)

nbr of buffered then re-emitted packets
(2.2)

Opting for this definition of latency, we will compare the performance of our hybrid
switch with those of commercial switches working in a cut-through mode, where the
latency is assumed to be null for non buffered packets.

2.4 Simulation conditions and setup

2.4.1 Packet classes

There are different packet classes that refer to different services. Each CoS (class of
sevice) has specific requirements in terms of PLR, latency, jitter, packetization interval,
bandwidth... The switching strategy must take into consideration these requirements,
ensure that certain types of packets have the priority to be switched directly to their
egress, or to access the buffer, or to be reemitted first from the buffer, etc. Among the
different service classes, we may cite [134, 4]: call signaling, bulk data (such as database
synchronization, transactional data, mission critical data, IP Routing traffic, network
management traffic...), voice, interactive video, streaming video, best-effort data (such
as HTTP web browsing)... Figure 2.2 taken from [4] presents the classification of services
according to different CoS models that have different granularity levels.

We may group these packets classes into three main categories: Reliable (R), Fast (F)
and Default (D) packets.

– Reliable packets (R) – that may refer to digital data and file transfer packets – must
reach their destinations without loss, but they are the lowest priority packets in
terms of the delay.

– Fast packets (F) – that could refer to voice, interactive and streaming video packets –
have the highest priority regarding the latency, but they are more tolerant than R
packets regard to the PLR. They require 150 ms one-way, end-to-end delay [134, 4]
or lower. We note that for voice and interactive video packets, it is recommended
that PLR must be lower than 10−2 across the network [134, 4]. The PLR of streaming
video packets must be lower than 5×10−2 across the network [4].

– Default packets (D) – that represent other types of packets (Best effort) – are least
restrictive with respect to both PLR and latency.

Reliable (R), Fast (F) and Default (D) packets respectively make up 10, 40 and 50% of
the global traffic. These percentages are adapted from real data of circulated packets on
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Figure 2.2: Classification of services based on different granularity levels, inspired from [4]

core and metro networks of a French telecommunications operator [135]. We relied on
these percentages in our investigation of the hybrid switch performance.

In section 2.5.6, we show by simulations that a slight change of the percentages, for
instance R 15%, F 35% and D 50%, to stay in a telecommunication use case, should not
significantly alter the results of the performance analysis. It may be different in "special"
use cases. For example, the R percentage may be much higher at the level of specific data
centers where specific switching algorithms should be deployed.

2.4.2 Switching policy

In our simulations, we considered a fixed packet duration ofσ= 10 µs, which repre-
sents about 100 kbit for standard 10 Gb/s systems. It may correspond to a jumbo Ethernet
frame or an aggregation of several IP packets [22]. Thus, the system load ρ will depend
only on the mean idle time per source τ. τ is the mean of randomly-generated intervals
separating two consecutive packets arriving from a same source. The hybrid switch works
in asynchronous mode: packets can arrive at any instant.

Figure 2.3 describes the switching strategy. At the reception of a packet, the switch
checks whether there is an available channel to its egress azimuth. If yes, the packet
is directly sent on its way over this channel. Otherwise, if an electronic input port is
available, the packet is buffered and then re-emitted whenever a channel is released and
an output electronic port is available. The First In First Out (FIFO) technique is applied
at the level of the buffer output ports: the first buffered packet is the first one to be re-
emitted; The reemission of buffered packets has priority over incoming packets for a given
destination. Otherwise, depending on the packet class, there is a preemption policy: if the
newly-arrived packet is of type R, the switch may interrupt the transmission through the
optical switching matrix of the last (preferably D, or F) packet being sent to the buffer or
the last (preferably D, or F) packet being sent to the same egress azimuth and send the R
packet preferentially. Otherwise, if the newly-arrived packet is of type F, the switch checks
if there is a D packet being sent to the same egress azimuth to preempt it and send the F
one instead. The preempted packet, which was still being transmitted through the optical
switching matrix to its destination port or to the buffer input port when receiving the new
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Figure 2.3: Switching strategy, hybrid switch connected via interchangeable channels

higher-priority packet, is dropped and taken into account in calculating the PLRs. In the
worst case, in the absence of any of the possibilities listed above, the incoming packet is
dropped.

This switching strategy has been chosen in order to meet the constraints of each
class of service concerning both PLR and latency. In fact, we simulated other switching
strategies that are different in regards to: the access to the buffer input ports (presented
in section 2.4.2.1); the preemption policy (section 2.4.2.2); and the reemission from the
buffer (section 2.4.2.3).

2.4.2.1 Buffer input ports access management

We simulated three different methods to manage access to the buffer ports. The first
one is called First In First Out (FIFO), where all packets, regardless of their priorities, can
access any available buffer port. The second management method is partitioning where
a specific number of ports are exclusively dedicated to a certain priority class. In other
words, packets of a certain priority class can only access their dedicated (and available)
ports, as though we had three distinct buffers for R, F and D packets. The third method
is sharing, where in addition to the partitioning, a higher-priority packet can access the
ports that are dedicated to the lower-priority class or classes; it even has the right of way
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to access these ports if it comes simultaneously with a lower-priority packet. Considering
the performance obtained by each of these techniques, especially in terms of PLR, we
opted for the FIFO buffer input ports access (see appendix B). In fact, the partitioning
method is not optimum because it is possible to drop packets while there are available
ports but not allocated to the same class of the dropped packets. Sharing method is
complicated and needs an accurate adjustment of the number of ports allocated for each
packet class. Moreover, eventhough higher-priority classes would have lower PLR with
the sharing method than FIFO method, the performance of lower-priority classes is much
more degraded, and thus the reason we choose the FIFO method.

2.4.2.2 Preemption management

We investigated different scenarios of lower-priority packet preemption in favor of the
higher-priority ones if they don’t have a free channel or an available electronic port. What
differs from a scenario to another is the choice of which packet to preempt: the switch
may check first if there is a lower-priority packet being sent to the same egress, or it can
start by checking if there is a lower-priority packet on its way to the buffer. Particularly,
R packets may start by preempting D packets and if there are none preempt F packets;
or they can start by preempting F then D packets. We opted for the preemption policy
described in Figure 2.3 since it leads to the best compromise between the PLR and the
latency for R, F and D packets.

2.4.2.3 Reemission management

We tried another buffer output ports access technique. Rather than the FIFO tech-
nique, we respect the latency constraints: we give F packets the priority to be re-emitted
first. D packets are re-emitted secondly, and at last R packets. We call this technique “re-
emission prioritization”. We opted for the FIFO technique because it has less constraints
on the control plane, all packets are treated equally regardless to their classes. Besides, as
it will be presented in part in section 2.5.4, the reemission policy has an impact in terms
of latency only for an over-sized buffer, i.e. the number of buffer electronic ports (n e ) is
high compared to the number of optical ports (n a ×n c ); in this case numerous O-E-O
will occur and the hybrid switch is not of interest.

2.4.3 Simulations setup

We implemented a dedicated simulator in C++. It takes as input parameters the
hybrid switch dimensions: n a , n c and n e . Given these parameters, we start by simulating
a fully-loaded system (ρ = 1), launch packets and calculate the PLR and the latency
for each service class. The packets’ destinations are chosen randomly. For reasons of
simplification, the traffic is symmetric: ρ is equal for all the channels of the connected
azimuths. A perspective of this investigation is considering an asymmetric traffic.

We run successive simulations varying the system load (ρ) by decreasing it by 5% on
each step and calculate the PLRs and the latencies. If the mean PLR is less than 10−4,
we decrease ρ with just 1.25% instead of 5% to be more accurate. In fact, we remarked
that the speed of PLR decrease within the decrease of ρ is more significant for lower PLR
(≤ 10−4); the slope of curves presenting PLR as a function of ρ becomes more straight for
lower PLR. For a given ρ, we start counting the PLRs and the latencies after the first drop
of a packet. Each simulation ends if either:
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– The average PLR of all classes is less than or equal to 10−7;
– 100 Reliable packets are dropped, ensuring the accuracy of the resulting calculated

PLR to 10 %;
– or when the number of all switched packets is n p ≥ 4× 108, corresponding to

n p (R) = 4×107 Reliable packets, which is a large enough value to measure PLRR

down to about 10−7 with a 95 % confidence.
This lower bound stems from the fact that, at a given PLR= p , the probability of trans-
mitting N packets without dropping any is (1−p )N ' exp(−N ×p ); therefore, if we lose
no Reliable packet at all (which is indeed the case in most of our simulations) after trans-
mitting n p (R) of them, there is a less than 5 % chance of PLRR being actually higher than
− ln(5 %)/n p (R)' 0.75×10−7 [136] .

We will present the simulation results for a degree-8 switch (n a = 8). n c takes the
values of 1, 4, 8, 20 and 30 channels per azimuth; while n e takes different values from
0 (which corresponds to an all-optical bufferless switch) to the number of optical links
n a ×n c (that corresponds to an all-electrical switch). This permits to know when the
hybrid switch is of interest and to determine the minimum value of n e which is sufficient
to have acceptable performance.

Especially, we will focus on the case of n a = 8 and n c = 8 because we want to com-
pare the performance of the hybrid switch with the commercial Cisco Nexus® 3064PQ
electrical switch that has 64 ports [137]. For this example, n e takes the values of 0, 3, 5, 10,
20, 30, 40 and 64 electronic ports.

We note that our simulations results are entirely consistent with those of an Engset-
type analytical model for a bufferless switch [22]. For a hybrid switch (n e > 0), our results
perfectly match those of [22] obtained by another simulator.

2.5 Performance achieved

We analyze the switch performance considering as criteria the PLR, the sustainable
system load and the latency. We show, in section 2.5.1, that the hybrid switch resolves
packet contention much better than all-optical switches and satisfies the PLR condition
even for reliable packets. In section 2.5.2 we give a dimensioning map taking into account
the compromise between the low PLR achievement and the reduction of electrical ports,
through the results in terms of the sustainable system load. The need on the buffer
capacity is quantified in section 2.5.3. In section 2.5.4, our hybrid switch performance
in terms of latency is quantified and compared to off-the-shelf electrical switch. The
comparison with electrical switches is extented in section 2.5.5 to the reduction of the
O-E-O conversions which may curb the energy consumption. In the last section 2.5.6, we
show that changing the percentages of packet classes sligthly while keeping a realistic
use case according to telecommunication networks has no significant impact on the
performance analysis when the channels are interchangeable.

2.5.1 Contention resolution: performance in terms of the PLR

Figures 2.4 and 2.5 show respectively the evolution of PLRD and PLRF as functions of
the system load for 8 azimuths, 8 channels per azimuth and different values of n e . We
considered the widespread reference of ρ = 0.6 as a minimum acceptable operating point.

We note that with the inclusion of just a few electronic ports (n e ) compared to the
optical ports (nop t = n a ×n c ), PLRs decrease significantly compared to an all-optical
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Figure 2.4: PLRD vs system load, n a = 8, n c = 8 interchangeable channels
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Figure 2.5: PLRF vs system load, n a = 8, n c = 8 interchangeable channels

switch. For example, at ρ = 0.6, PLRD is reduced by a factor 5 from 10−1 for an all-optical
switch to 2×10−2 for a hybrid switch with n e = 5= 0.078×nop t ; while PLRF is reduced
from 2×10−3 to 1.4×10−4 for the same example, which means a reduction by a better than
an order of magnitude. The more ports the buffer has, the greater the decrease of PLRD

and PLRF are. For a 60% loaded system (ρ = 0.6), and with only 20 (0.31 nop t ) electronic
ports, PLRD is around 10−7, while PLRF is around 10−8. In our simulations, thanks to the
proposed switching strategy, no R packets were lost using the hybrid switch. In fact, R
packets make up only 10% of the global traffic and have the advantage of preemption
at the level of the buffer access and also at the level of the optical ports. Thus the PLR
constraint of the Reliable class service is satisfied. We may say that PLRR is under the
sensitivity of our simulations, or at least it is always less than − ln(5%)/n p (R) ' 10−7,
where n p (R) is the number of all switched R packets.

Thus, thanks to our switching strategy, our hybrid switch satisfies all the service
classes’ requests in terms of PLR, especially the R packets. In addition, it makes a great
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improvement compared to an all-optical switch and it is therefore a good solution for the
contention issue.

2.5.2 Switch dimensioning: performance in terms of sustainable system
load

For a degree-8 switch, we plot in Figures 2.6 and 2.7 the evolution of the sustainable
system load respectively at PLRD = 10−4 and at PLRF = 10−4 as a function of the ratio
between the number of electronic ports and the optical links (n e /[n a ×n c ]). This ratio
refers to the reduction of the number of electronic ports by the hybrid switch (n e ports)
compared to an electrical switch (n a ×n c ports). The reduction of the electronic ports
could reduce the energy consumption as it will be detailled in section 2.5.5. We note that
for interactive video packets (F packets), it is recommended that PLR must be lower than
10−2 across the network [134, 4]. Assuming paths can cross up to 100 nodes, we take as a
reference a single node PLRF = 10−4, a simple division of 10−2 (PLR across the network)
by 100 (nodes). We also impose the same constraint to PLRD even though D packets are
more tolerant to the PLR.
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Figure 2.6: Sustainable system load vs n e /(n a ×n c ) at PLRD = 10−4, n a = 8
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The hybrid switch is considered of interest when it satisfies two conditions:

– First, since we considered a system load of 60% as a minimum acceptable operating
point, the sustainable system load must be ≥ 0.6.

– Second, the buffer must incur significantly less O-E-O conversions than an all-
electrical switch of the same size, which we choose to express as the condition:
n e ≤ (n a ×n c )/2.

The area where these two conditions are fulfilled is presented by the rectangles in Fig-
ures 2.6 and 2.7 and permits us to find a trade-off between the performance improvement
and the energy savings.

The sustainable load increases with n e and reaches 1 for n e = n a × n c , where an
ingress packet can always be collected by the buffer if it cannot be directly switched.
Figures 2.6 and 2.7 show whenever the degree-8 hybrid switch is of interest, n c and n e

have to be chosen among the values located inside the rectangles.

For a 60% loaded system, with 4 or more channels per azimuth, just (0.4×n a ×n c )
electronic ports are sufficient to have PLRD ≤ 10−4, while PLRF is less or equal to 10−4 for
(0.3×n a ×n c ) electronic ports. Thus, the hybrid switch leads to an acceptable sustainable
system load with the number of electrical ports lower than half that of optical links, or
even fewer. Therefore, subject to a propoer dimensioning of its parameters n a , n c and n e ,
the hybrid switch is a good solution for both packet contention and O-E-O conversions.

2.5.3 About the buffer capacity

In our investigation, we didn’t focus on sizing the shared buffer capacity, which
we assumed to be infinite. However, to ensure that the memory requirements remain
reasonable, we performed sampling simulations where we observe the number of packets
that are currently in the buffer or being sent to the buffer (n buff). Our simulations show
that this number is always of the same order of magnitude as 2×n e even for a fully-loaded
system.

For example, Figure 2.8 (respectively Figure 2.9) presents the histogram of the per-
centage of occurrences of each value of n buff, where n a = 8, n c = 8, n e = 12 (respectively
n e = 20). We present the results for ρ = 1 and for ρ = 0.8. We choose the value of ρ = 0.8
because the latency, the number of buffered packets and the number of O-E-O conver-
sions are in their maximum values at this load; and the value of ρ = 1 since it corresponds
to a fully-loaded system. We think that these two cases are the most demanding ones
where there is a strongest need of packet buffering. Sampling is performed after every 106

circulated packets. For a fully-loaded system, n buff is respectively around 24 and 40 when
n e = 12 and 20. Other simulations with different values of the switch dimensions n a ,
n c and n e show the same result: the demand on the buffer capacity remains reasonably
limited.

2.5.4 Switching latency reduction

In this section, we compare our hybrid switch with commercial off-the-shelf switches,
that rely on all-electronic technologies. We present the hybrid switch performance in
terms of the delay (section 2.5.4.1) and compare it to a commercial Cisco switch (sec-
tion 2.5.4.2).
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Figure 2.8: histogram - occurrence’s percentage of the number of packets buffered and being
buffered, n a = 8, n c = 8, n e = 12, Left: ρ = 1, Right: ρ = 0.8
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Figure 2.9: histogram - occurrence’s percentage of the number of packets buffered and being
buffered, n a = 8, n c = 8, n e = 20, Left: ρ = 1, Right: ρ = 0.8

2.5.4.1 Performance in terms of the delay

Figure 2.10 shows the evolution of the average delay for each class of service versus the
system load, for different values of n a , n c and n e . Curves presenting DelayF and DelayD as
functions of the system load are increasing then decreasing curves. Delays have non-zero
values for a fully-loaded system (ρ = 1). Considering for example (n a , n c , n e ) = (8, 8, 10),
in Figure 2.10-(a), DelayD = 1.4 µs. Then, delays increase as ρ decreases; for the same
example, DelayD has its maximum value (1.68 µs) at ρ = 0.8. But after that, delays
decrease until reaching a null value at lower ρ. In fact, for a heavily-loaded system, F
and D packets are often preempted by R packets when they are being transmitted to the
buffer. They are less-commonly preempted when they are being sent directly to their
destinations or during their retransmissions. So, F and D packets have little chance to
be buffered; if they arrive at their destinations, in the majority of cases, they were sent
directly. When ρ decreases, R packets have more chance to have free channels to their
destinations or available buffer input ports, and so F and D packets are more likely to
reach the buffer without being preempted. Therefore DelayF and DelayD increase (and of
course their PLRs decrease). If ρ decreases more, it is even more common that F and D
packets are sent directly to their destinations, and thus their delays decrease.

To further support interpretations, we present as an example for (n a , n c , n e ) = (8, 8, 12),
in Figure 2.11, the evolution of the number of packets sent directly in the optical field to
their destinations, and the number of packets that were buffered before being successfully
sent to their final egress, as functions of ρ. Indeed, the curves presenting the “buffered
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Figure 2.10: Delays of R, F and D packets vs system load, (a): n a = 8, n c = 8; (b): n a = 10,
n c = 10; (c): n a = 10, n c = 20

then successfully sent” F and D packets have the same shape as those of DelayF and
DelayD.

Besides, as seen in Figure 2.10-(a), for a low number of electronic ports (n e ≤ 10),
DelayD is lower than DelayF. This is due to the numerous preemptions of D packets that
are, consequently, rarely buffered. We remind that the delay is null for optically switched
packets but countable for buffered then reemitted packets (see equation 2.2.) However,
for a higher number of electronic ports (n e ≥ 10), DelayF is lower than DelayD: there are
more available ports to the buffer, more D packets can be buffered, PLRD decreases but at
the expense of DelayD increase.

When n a = 8 and n c = 8, even with 40 electronic ports, switching delays are less
than 10 µs. Considering other switch dimensions, we present in Figure 2.10-(b) and (c)
the evolution of the delays as a function of ρ for n a = 10 and n c = 10 or 20 as examples.
Delays are respectively less than 6µs and 3.5µs when (n c = 10 and n e = 40= 0.4×n a×n c )
and when (n c = 20 and n e = 40= 0.2×n a ×n c ).

In practice, voice and interactive video (Fast packets) require 150 ms one-way, end-to-
end delay, while streaming-video has much laxer requirements because of a high amount
of buffering that has been built into the applications [4]. Our simulation results show that
switching delays are less than 10 µs, with 4 orders of magnitude below acceptable limits.
Therefore, the hybrid switch satisfies the delay condition even for Fast packets.

Considering the buffer output ports access technique, Figure 2.12 shows the com-
parison between the two techniques “FIFO” and “re-emission prioritization” for n a = 8
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Figure 2.11: Nbr of packets successfully sent to their destinations, directly or after bufferiza-
tion, vs system load, n a = 8, n c = 8, n e = 12

and n c = 8. The difference appears only if n e > 12: when the buffer consists of only a
few ports, R packets with no available channel or buffer port can preempt F packets (as a
second preference after D packets) that are being stored into the buffer, so there will not be
many buffered F packets and the technique used for the re-emission won’t have influence.
Otherwise, when the buffer has more electrical ports, there will be less preempted packets
and therefore more F stored packets. DelayF decreases when F packets have the priority to
be re-emitted before R and D packets. Taking the example of n e = 40, DelayF decreases by
∼ 2 µs, at the expense of an increase of DelayR by∼ 7 µs. Considering the percentages of
each class relative to the global traffic, the average delay of all the packets doesn’t change.

In all cases, the switching delays are in the order of magnitude of some µs, thus the
delay constraint is satisfied even for Fast packets.

Since we are considering the mean delay for each class of packets, another aspect that
we investigated is the verification whether all the delays of all the buffered then switched
packets are in the same order of magnitude of some µs, or there are some packets which
spend significant delays in the buffer. Indeed, a Fast packet should be considered as
lost if its delay isn’t lower than the acceptable limit of 150 ms one-way, end-to-end delay.
Moreover, when using the Transmission Control Protocol (TCP, the most predominant
transport layer protocol in Internet over IP for reliability [138]), if an emitter Tx sends a
packet to a receiver Rx and doesn’t receive back an acknowlegdment of reception after a
certain delay, called Retransmission TimeOut (RTO), it assumes that its packet is lost and
retransmit it again. Significant switching delays (≥ RTO) result thus in redundant packet
transmissions and TCP packet ordering deficiency. It is recommended to set the RTO
value at 1 second. In [139], the authors show that in Ethernet-based access network, lower
minimum RTO settings than the recommended 1-second minimum (about a few hundred
ms) will work when there is moderate background traffic, but the 1-second minimum is
best when there are higher levels of congestion.

We count the number of packets having delays inside different intervals. In the
appendix C, we present the distribution of packets arrived at their destinations after
bufferization according to their delays. The results of these simulations show that the
quasi-totality of the delays are in the same order of magnitude: some µs, acceptable
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Figure 2.12: Delay vs system load, Technique of re-emission: re-emission prioritization
(thin curves) vs FIFO (bold curves), n a = 8, n c = 8

delays for TCP packets ordering. Considering especially the most restrictive packets to
the latency, no F packets have delays higher than 10−4 s (or 2×10−4 s) for a hybrid switch
dimensioned as n a = 8, n c = 8 and n e = 12 (or respectively n e = 20).

2.5.4.2 Comparison of delays with a commercial switch

In order to compare the hybrid switch performance in terms of delay with electrical
switches currently existing on the market, we considered for example the Cisco Nexus®
3064PQ Switch with sixty-four 10 Gigabit Ethernet ports [137]. We fixed the parameters
of our hybrid switch to n a = 8 and n c = 8, thus to have 64 packets emitters. The LILO
(Last In Last Out) latency for the Cisco Cut-Through switch is equal to 1.34 µs, while we
consider that the latency of our switch is null for packets switched directly on the optical
field since they are not buffered and they are not subject to the scheduling algorithms,
memory writing and reading operations.

The LILO latency for the Cisco Store and Forward switch is about 11 µs for a 100 kbit
packet. For a fully-loaded system, our hybrid switch leads to an average delay of 1.7 µs for
buffered packets when n e = 10= 0.15×nop t and 8.5 µs when n e = 40= 0.62×nop t . So,
the delays obtained with the hybrid switch are in the same order of magnitude or even
lower than those obtained with the commercial electrical one. The latency reduction may
be explained by the reduction of O-E-O conversions that depends linearly on the number
of buffered packets and is quantified in the following section.
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Figure 2.13: Reduction of O-E-O conversions vs system load, n a = 8, n c = 8

2.5.5 Reduction of O-E-O conversions

Here, we focus on the reduction of O-E-O conversions achieved by the hybrid switch
compared to an electrical switch, which is another indicator of reduced energy consump-
tion. More precisely, assuming that electrical switches consume energy mostly through
O-E-O conversions, energy savings are between the n e /[n a ×n c ] ratio that we presented
earlier (assuming that the n e electronic ports are always on) and the actual reduction in
O-E-O converted packets (best case, with electronic ports capable of sleep mode when
not in use).

We present in Figure 2.13 the evolution of the O-E-O conversions’ reduction as a
function of the system load for degree-8 switch with 8 channels per azimuth and for
different values of n e . The reduction in percentage is equal to:

O-E-O reduction= 100%×
�

1−
nbr of buffered packets

nbr of all switched packets

�

(2.3)

As expected, the curves have the same shape as those presenting the evolution of the
number of buffered packets (Figure 2.11). For a highly-loaded system, the more electronic
ports the hybrid switch has, the less important the O-E-O conversions reduction is. In
this case the buffer is used often.

We note that the curves become superimposed when the system load decreases. For
example, at a system load of 0.65, having 10 or more electronic ports leads to the same
percentage of O-E-O reduction which is 87%. However, having the same O-E-O decrease
regardless of n e doesn’t mean having the same PLRs. Indeed, for a given value of n e , a
certain proportion of packets are sent to the buffer and O-E-O conversions take place, but
some D and F packets are then preempted when they are being sent to the buffer by R
packets. If the switch has more electronic ports, the same number of O-E-O conversions
will take place but fewer packets will be preempted, and thus PLRs will decrease.

The reduction of O-E-O conversions is higher than 40% even with 40 electronic ports
and for a considerably loaded system (ρ = 0.95). At a system load of 0.75, the hybrid
switch does away with more than 75% of O-E-O conversions compared to an all-electrical
switch, whatever the number of buffer ports. Thus, compared to an all-electrical switch,
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the reduction of O-E-O conversions by the hybrid switch is important and leads to the
reduction of power consumption especially if the electronic ports are capable of sleep
mode while not in use. We note that within the context of dynamic networks, the telecom-
munication operator should find a trade off between the energy savings and the network
dynamicity (the system load) in order to decide to operate the sleep mode or not.

2.5.6 Distribution of packet classes

We aim to investigate the switch performance when the traffic profile is different from
the typical distribution in metro and core networks, where R, F and D packets make up
respectively 10, 40 and 50% of the global traffic [135]. We change the distribution of R, F
and D packets but slightly in order to stay in a telecommunication use case. We note that,
according to the article [138] based on the Conviva dataset, 26% of the network traffic
consists of live video streaming (F) packets and 44% consists of Video on demand (VoD)
(Default) packets.

Instead of the distribution of R: 10%, F: 40% and D: 50%, we considered the following
percentages:

– R: 5%, F: 40% and D: 55%.
– R: 10%, F: 35% and D: 55%.
– R: 15%, F: 35% and D: 50%.
– R: 15%, F: 40% and D: 45%.
We considered a hybrid switch having the dimensions: n a = 8, n c = 8 and n e = 12.

Figures 2.14, 2.15 and 2.16 present respectively the performance in terms of the PLR,
latency and O-E-O reduction for the different distributions.

The results are quite similar for all the studied packet distributions. PLRF is slightly
higher in the distribution (R: 15%, F: 40% and D: 45%) than the other distributions because
the percentage of R packets is relatively high, they preempt more F packets and increase
the competition on preempting D packets; besides the percentage of D packets is relatively
low, so there is no many preemption possibilities. However the difference is small, PLRF =
2×10−3 at ρ = 0.8 for the distribution (R: 15%, F: 40% and D: 45%) compared to PLRF =
10−3 for other distributions. Thus, slightly changing the distribution of packet classes
while keeping a realistic use case quite similar to the traffic profile in metro and core
networks [135] doesn’t affect the performance analysis of our hybrid switch.

2.6 Conclusion

Our investigation shows that the proposed hybrid switch, connected to interchange-
able channels, is a good compromise between all-optical bufferless switches and off-the-
shelf electrical switches. In fact, it leads to much better performance in terms of PLR and
sustainable system load compared to all-optical switches, and meets the requirements
of the different packet classes (especially for reliable data packets) for a relatively low
number of electronic ports to/from the shared buffer. In addition, compared to electrical
switches, the hybrid switch reduces the switching latency, which is acceptable even for
fast voice and interactive video packets.

To dimension the hybrid switch, we tried to find a trade-off between the performance
improvements, notably in terms of PLR and sustainable load, and the energy savings.
Indeed, compared to an all-electrical switch, the hybrid switch reduces the number of
electronic ports from (n a ×n c ) to only (n e ) ports. Furthermore, it significantly decreases
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Figure 2.14: Comparison between different packet classes distributions in terms of PLR,
n a = 8, n c = 8, n e = 12
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the O-E-O conversions, which may reduce the energy consumption still further if the
buffer ports are capable of sleep mode when not in use. Thus, the hybrid switch is a
promising solution to reduce power consumption. This is a great advantage since the
power consumption is becoming an important issue due to the increasing amount of
circulated data on networks.

In chapter 3, we will consider WDM channels, which do not satisfy the interchangeabil-
ity condition, but are the most widely used in optical networks for multiplexing channels
on a single fiber.
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Chapter 3

Performance analysis of hybrid
opto-electronic packet switch
supporting wavelength-specific
packets

3.1 Introduction

Telecommunication networks are expanding, services and applications are multiply-
ing and the number of users is exponentially increasing. The number of Internet users
was 1.7 billion at the end of 2009, according to ITU’s World Telecommunication/ICT De-
velopment Reports [140], and reached 3.2 billions in 2015. Mobile-cellular subscriptions
reached 7.1 billions worldwide in 2015.

A challenge of telecommunication networks, always relevant, is to increase their
transmission capacity. Increasing the transmission capacity of the infrastructure already
employed and using it efficiently is generally more beneficial than adding new fibers and
expanding the number of equipments in terms of cost [141]. Typically, the most used
solution in optical networks is Wavelength Division Multiplexing (WDM). This technique
permits to send several optical carrier signals onto a single optical fiber, each signal at
a certain wavelength. It also enables bidirectional communications over one fiber and
leads thus to a significant increase on the transmission capacity of single fibers.

In this chapter, we extend our performance investigation of the proposed hybrid
swicth in the context of WDM networks. We assume that our hybrid switch is connected
to its azimuths through wavelength-specific channels. WDM channels do not satisfy the
interchangeability condition, so we need to process them differently: a packet transmitted
at a certain wavelength must be switched to its destination through the channel support-
ing that same wavelength. Packets are distributed as Reliable (R), Fast (F) and Default (D)
packets.

In section 3.2, our switch is connected to its azimuths through WDM channels only.
In this case, wavelength converters would be required [27] to offer some possibilities of
channels interchangeability and ameliorate the results in terms of PLR and sustainable
system load. However, since they are energetically costly, we opt for using shared con-
verters. We will investigate if the shared buffer or the shared wavelength converters make
a better compromise between the switching performance and the energy consumption

51
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reduction [28].
In section 3.3, we will pursue our investigation by importing the benefits of channels

interchangeability, via combining Space Division Multiplexing (SDM) and WDM tech-
niques. The switch will be connected to SDM fibers, such as multi-mode or multi-core
fibers, supporting WDM on each mode or core [29]. SDM increases the transmission
capacity and offers channels interchangeability. Thus, the switch performance would be
improved by the SDM-WDM combination.

In addition, in section 3.4, within the hybrid switch architecture of combined SDM and
WDM, we will study its performance supporting specific traffic profile, where R packets
have higher percentage such as in computing data centers. We will compare the results
with those of the general traffic profile case [142].

3.2 Switch performance when connected through WDM
channels

Assuming that our hybrid switch is connected to wavelength-specific channels, we
followed the same simulations steps as in the case of interchangeable channels (see
section 2.4 of chapter 2). We assume that the electronic buffer can receive and especially
send packets having any wavelength on any port. In practice, this requires fast tunable or
selective lasers [143] in the level of the buffer output ports. In the case of using tunable
lasers, their emission time should be considered to count the latencies. For example, the
maximum tuning speed of TLB-6718 tunable laser of the company Newport is equal to 10
nm/s, i.e. it can deviate the wavelength by 10 nm in one second [144]. PICO D laser of
the company ThorLabs has a tuning speed of 10 nm per 100 ms [145]. R, F and D packets
respectively make up 10, 40 and 50% of the global traffic [135].

3.2.1 Results in terms of the sustainable system load

Figure 3.1 shows the evolution of the sustainable system load ρ at PLRD = 10−4 and
PLRF = 10−4 as a function of the ratio between the number of electronic ports and the
optical links (n e /[n a ×n c ]) for a hybrid switch connected to its azimuths through WDM
channels.

More channels the switch has, higher the sustainable load is. For instance, the sus-
tainable ρ at PLRD = 10−4 is equal to 0.2 when n c = 4 compared to 0.33 when n c = 30,
both for n e = 0.2×n a ×n c . However the increase of the sustainable ρ as a function of n c

is not linear; the curves relative to n c = 20 and n c = 30 are almost superimposed. In fact,
at a system load ρ, when all the packets circulated in the switch are stowed (i.e. either
being transmitted through the optical channels or being buffered), if a new packet should
be sent to its destination through a wavelength λi while the corresponding channel is
unavailable and there is no possibility to access the buffer, the packet is dropped. In-
creasing the number of channels n c would not solve the problem because the channels
added don’t correspond to that wavelength λi . We observe that the degree-8 switch would
be over-sized if n c ≥ 20 WDM channels. In current practical networks, it is common to
multiplex n c = 80 or 100 WDM channels, but since there is no improvement achieved
when n c increased from 20 to 30 channels, and due to the long simulation times, we didn’t
exceed the value of n c = 30.
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Figure 3.1: Sustainable system load at PLRD = 10−4 (Left) and PLRF = 10−4 (Right) vs
n e /(n a ×n c ), n a = 8, n c ∈ {1, 4, 8, 20, 30}WDM channels

Although the hybrid switch with WDM channels improves the performance in terms
of PLR compared to an all-optical bufferless switch, we remark that it is not possible to
have an acceptable sustainable ρ while the buffer incurs significantly less O-E-O conver-
sions than an all-electrical switch of the same size: the two conditions of (sustainable
ρ ≥ 0.6) and (n e ≤ (n a × n c )/2) are not fulfilled simultaneously. A way to fulfil both
conditions would be to use wavelength converters, which basically make WDM channels
interchangeable. If each optical link has its own λ converter, the performance will be
equivalent to those of interchangeable channels case. However, we have to limit the use of
λ converters because they are energetically costly [132]. In addition, if the λ converters are
based on O-E-O conversions, supplementing the hybrid switch with as many wavelength
converters as nop t would make it with no interest compared to electrical switches in terms
of reducing the O-E-O conversions and eventually the energy consumption. Thus, we opt
for shared λ converters.

3.2.2 Use of wavelength converters

We supplement the switch with n w v c v shared wavelength converters. All-optical
wavelength converters are based on wavelength interferences and non linear effects such
as Four Wave Mixing (FWM) that occurs between the signal wavelength and the pumping
wavelength of the converter. Wavelength conversions are not possible from any λi to
any λj but depend on existing wavelengths in the system and the pumping wavelength.
Due to this constraint and to the difficulty of adjusting the pumping wavelength, they
are not used in practice [146, 147]. Electrical wavelength converters are based on O-E-O
conversions and work as a set of receivers and emitters. The optical signal transmitted at
a wavelength λi is converted to the electrical field, then the extracted data is re-converted
to the optical field at a new wavelength λj . Fast tunable lasers at the re-emission level
make wavelength conversions possible from any λi to any λj . In this case, the λ converter
is considered as "ideal". Opto-electrical λ converters have this advantage of wavelength
independance compared to all-optical converters, however they are not widely used
because they are expensive and consume energy. Basically, in optical networks design
stage, λ conversions are avoided, but in case of need, electrical converters are applied.

In our simulations, we assume that the shared λ converters are "ideal" opto-electrical
ones. In fact we want to compare the use of λ converters to the employment of more
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Figure 3.2: The switching policy in WDM systems

electronic buffer ports in terms of the switching performance (notably the PLR) but also
in terms of the requirement of O-E-O conversions. This comparison could show which
solution leads to a better compromise between the contention resolution and the energy
saving.

Each shared converter has n c input ports, as well as n c output ports and may convert
up to n c wavelengths simultaneously. Any wavelength can be converted to any other
wavelength if its correspondent output port is free. We also assume that they work in
cut-through mode: a wavelength conversion starts before the whole packet has been
received by the converter. So, during a wavelength conversion, the correspondent input
and output ports are both occupied. Moreover, giving the “cut-through” assumption,
converting a packet’s wavelength will not lead to an additional latency. The propagation
distance inside the optical switching matrix is no longer than very few meters [21], the
delay of the optical transmission (ingress switch port-λ converter-egress port) is thus
neglected, in the order of ns. In our simulations, n w v c v takes the values of 0, 1, 2 or 3
converters.

The new switching strategy is presented in Figure 3.2. Both converting a packet’s
wavelength or sending it to the buffer require O-E-O conversion, however to reduce the
switching latency, trying to convert a packet wavelength comes before trying to send it to
the buffer.

We consider in Figure 3.3 that n c = 8 WDM channels per azimuth. The sustainable ρ
is given at PLRD = 10−4 (Left) and PLRF = 10−4 (Right). We plot the curves corresponding
to WDM channels and also to interchangeable channels. We observe that supplementing
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the WDM-channel hybrid switch with wavelength converters permits to have acceptable
sustainable ρ, that is greater than 0.6 while the number of electronic ports is lower than
half the number of optical links. For example, with just one converter, the sustainable ρ is
around 60% at PLRF = 10−4 when n e = 30' (n a ×n c )/2.
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Figure 3.3: Sustainable system load at PLRD = 10−4 (Left) and PLRF = 10−4 (Right) vs
n e /(n a ×n c ), n a = 8 and n c = 8 interchangeable or WDM channels, n w v c v ∈ {0, 1, 2, 3}

We remark that the increase of the sustainable ρ when we add just one converter to
the switch is higher than the additional increase achieved when we add another converter.
For example, when n e = 0.18×n a ×n c = 12 electronic ports, supplementing the hybrid
switch with one wavelength converter increases the sustainable ρ at PLRF = 10−4 by
9.43%. Adding a second converter makes an additional increase of 8.3% for the same
n e , and adding a third converter increases ρ with 7.6% more, because the sustainable ρ
becomes closer to its maximum in the best case: when channels are interchangeable.

Moreover, having additional electronic ports is more beneficial than having additional
wavelength converter ports. Considering the same example (n a = 8, n c = 8, n e = 12),
adding a wavelength converter with 8 ports increased the sustainable system load at
PLRF = 10−4 by 9.43%, while having 8 more electronic ports to the buffer leads to an
increase of 12.2%.

Considering the delay criterion, Figure 3.4 shows the evolution of the average delay for
each class of service versus the system load for the example of a degree-8 hybrid switch
with 8 WDM channels per azimuth and 30 electronic ports. We present also the delays
in the case of interchangeable channels. The shape of the delays’ curves is explained in
section 2.5.4 of chapter 2.

The delays in the case of WDM channels are greater (6 µs at a system load of 70%)
than the onces in interchangeable channels case (2 µs) since more packets need to be
buffered. However, all the delays are less than ∼ 10 µs, 4 orders of magnitude below
acceptable limits for Fast packets, that are the most restrictive packets in terms of the
delay. In addition, thanks to the switching strategy, supplementing the hybrid switch with
wavelength converters decreases the delays: if a packet doesn’t have an available channel
to its destination, the switch first tries to convert its wavelength, only then does it try to
send it to the buffer.

We note that the choice of a packet’s new wavelength is made arbitrary among the
available wavelengths to the packet destination. However, in a network context, when a
wavelength is added to (or dropped from) a WDM network, the transmission quality on
other wavelengths may be affected. Thus, in chapter 4, we will focus on the choice of the
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wavelength to add (or drop) in order to minimize its impact on existing wavelengths in
the system.

3.2.3 Still saves energy?

Supplementing the WDM-channel hybrid switch with wavelength converters re-
duces the PLRs and the delays. However, wavelength converters themselves consume
power [148] and may negate the energy savings achieved by the hybrid switch compared
to electrical switches. Since the wavelength converters are considered as “ideal” (see
definition in the beginning of section 3.2.2), a wavelength conversion consumes as much
power as an O-E-O conversion. So, we will compare the percentage of O-E-O reduction
with the percentage of wavelength conversions. In fact, since evaluating the number of O-
E and E-O conversions gives an estimation of relative power cosumption, this comparison
may indicate if shared λ converters make a good compromise between the performance
improvement and the energy savings. We will consider the example of a degree-8 hybrid
switch with 4 or 8 WDM channels per azimuth.

3.2.3.1 Reduction of O-E-O conversions

We compare the hybrid switch to an electrical switch, through the reduction of O-E-O
conversions (equation 2.3). This gives an idea about the reduction of energy consumption,
especially if the electronic ports may be in a sleep-mode while not being used. For a spe-
cific switch dimensions (fixed n a , n c , n e and n w v c v ), the reduction of O-E-O conversions
depends on the system load ρ. We will consider the worst case, the minimum reduction
that could be achieved. We present in Figure 3.5 the evolution of the minimum O-E-O
conversions’ reduction as a function of n e .

When the number of buffer ports is equal to the half of optical links (n e = 0.5×n a ×
n c ), compared to an all-electrical switch, the hybrid switch having up to 3 wavelength
converters does away with at least 45% of O-E-O conversions when n c = 4 and with
at least 40% when n c = 8 WDM channels. These percentages seem to be important, it
remains to compare them to the percentages of wavelength conversions.
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or n c = 8 (Right)

3.2.3.2 Wavelength conversions rate

Figure 3.6 presents the evolution of the wavelength conversions rate as a function
of ρ. The wavelength conversions rate is the ratio between the number of packets sent
directly to their egress azimuths at converted wavelengths, without being buffered, and
the number of all switched packets. We consider only the conversions carried out by the
n w v c v λ converters, potential wavelength conversions after a storage in the buffer are
excluded because we the latter are counted among the O-E-O conversions due to the use
of the buffer.
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Figure 3.6: Rate of wavelength conversions vs system load, n a = 8, n c = 4 (Left) or n c = 8
(Right)

The rate of wavelength conversions for a given number of converters (n w v c v ) has
almost the same maximum value regardless of n e . Moreover, the additional increase
of the conversions rate is more important when n w v c v passes from 1 to 2, than when it
passes from 2 to 3 converters... This result is coherent with the sustainable system load
increase as a function of the number of additional wavelength converters (Figure 3.3).
For example, for n c= 4 WDM channels per azimuth, no more than 15% of the packets
are wavelength-converted when the switch has one converter. The maximum rate is 25%
when the switch has 2 converters, means with additional 10% of λ conversions. If the
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switch has 3 converters, the maximum conversions rate is equal to 32% with an additional
rate of just 7%.

When the switch has 8 channels per azimuth and 3 wavelength converters, at a system
load of ρ = 0.5, up to 37% of the switched packets are wavelength-converted, which is a
considerable rate. However, even for this "poor" example, the hybrid switch makes away
with 50% of the O-E-O conversions compared to an electrical one.

Thus, considering that a wavelength conversion consumes as much power as an O-
E-O conversion, the energy consumption caused by the use of wavelength converters is
much lower than the energy savings of the hybrid switch compared to electrical ones.

Regarding the improvement of the WDM-channel hybrid switch performance, it is
worthy to use shared wavelength converters when no more buffer ports could be added,
especially since their energy consumption is far from negating the hybrid swicth energy
savings.

3.3 Performance improvements using Space Division
Multiplexing (SDM) in addition to WDM

3.3.1 Reasons for using SDM

To respond to users demands (described in section 3.1) and transmit their informa-
tion over networks infrastructure, researchers have explored and attempted to optimize
multiplexing in time (TDM), wavelength (WDM), polarization (PDM) and phase (XPM).
Another dimension, still under-investigation for commercial use, is the space. Informa-
tion can be sent as independent signals through parallel channels, such as the different
modes of multi-mode fibers or cores of multi-core fibers.

Mutli-mode fibers (MMF) have larger core than single mode fibers (SMF), with a diam-
eter of (common size) 62.5 or 50 µm compared to 9 µm for SMFs. MMF can carry several
light rays, each one follows a route depending on the angle of refraction. The rays are
reflected on the core-cladding surface, leading to higher signal dispersion compared to
SMFs where the single light ray is transmitted straightly. Particularly, a 2-mode MMF fiber
is considered as a “Weakly MMF (WMMF)” fiber or Few Mode Fiber (FMF) because the
number of modes is relatively small. Multi-core fibers have different adjacent cores, com-
monly 7 cores [123], covered together by the same cladding. Each core may be considered
as an SMF fiber. Multi-core fibers lead thus to lower signal dispersion than MMF fibers
when the number of cores and modes are equal. Both kind of fibers are manufactured.
The architectures of SMF, MMF and 7-core fibers are presented in Figure 3.7. Compared
to WDM, SDM has the advantage of channel interchangeability. The SDM channels are
non-wavelength-specific ones; an optical signal is sent through any available channel,
independently of other signals.

In order to improve the switching performance over WDM-only links, we combine
SDM and WDM at the level of the switch connectivity. The switch may be connected to
its azimuths through SDM multi-mode or multi-core fibers supporting WDM on each
mode or core. In this case, the switch may be integrated in a WDM network while offering
some interchangeability and thus less contention thanks to SDM. Our assumption of
SDM-WDM swicth connectivity is closer to the case of transmitting WDM signals on
multi-core fibers since the different cores are simply parallel interchangeable channels
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core

cladding
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Multi-core fiber

Figure 3.7: Architecture of (a) SMF, (b) MMF and (c) 7-core fibers

(like parallel SMF fibers) and there is less constraints on the signal injections to the fibers
compared to MMF fibers. The new architecture is presented by the following.

3.3.2 The hybrid switch architecture

Our hybrid switch, presented in Figure 3.8, is connected to n a bidirectional azimuths.
Each azimuth supports n c interchangeable channels in each direction. nλ wavelengths
are supported by each channel. The shared electronic buffer has n e input as well as n e

output ports. The switch can also have n w v c v shared wavelength converters working in a
cut-through mode. Figure 3.8 presents the case of n w v c v = 1.

Optical switch

Electronic
shared buffer

Shared wavelength converter

n e ports
O-E-O conv.

n c ports, λ conversion

nλ nλ
1 1

nλ nλ
1 1

nλ nλ
1 1

nλ nλ
1 1

Ch 1

Ch n c

Ch n c

Ch 1

Ch 1

Ch n c

Ch n c

Ch 1

Azimuth 1

Azimuth n a

Azimuth 1

Azimuth n a

Figure 3.8: Architecture of hybrid switch connected to SDM-WDM channels

Each wavelength converter has n c input as well as n c output ports and may convert
up to n c wavelengths simultaneously. We suppose that conversions are possible from any
λi to any available λj . Given that all-optical wavelength converters usually can’t satisfy
this requirement, we shall consider that each wavelength conversion is based on O-E-O
conversion and consumes as much energy as an O-E-O conversion.
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The switching strategy is the same as in the case of WDM-only channels, and was
presented in Figure 3.2. The switch supports Reliable (R), Fast (F) and Default (D) packets.
We remind that they respectively make up 10, 40 and 50% of the global traffic [135]. We
follow the same simulation steps as previously.

3.3.3 Improvement of the sustainable system load

3.3.3.1 Comparison between SDM-WDM and WDM-only links

We compare the case of SDM-WDM to WDM-only and interchangeable links. Fig-
ure 3.9 presents the sustainableρ at PLRF ≤ 10−4 as a function of the ratio (n e /nop t ) . This
ratio refers to the reduction of the number of electronic ports by the hybrid switch (just
n e ) compared to an electrical one which needs (nop t = n a ×n c ×nλ) ports. We remind
that it is recommended to have PLRF ≤ 10−2 across the network [134]. Assuming paths
can cross up to 100 nodes, we take as a reference a single-node PLRF = 10−2 : a simple
division of 10−2 (PLR across the network) by 100 (nodes). We consider as an example a
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Figure 3.9: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRF = 10−4, n a = 8, n c ′ = 8 for inter-
changeable or WDM-only channels, n c = 4 and nλ = 2 for SDM-WDM links

degree-8 switch with 8 channels per azimuth for WDM-only and interchangeable links,
and (n c , nλ) = (4,2) for SDM-WDM links. In this way, the number of optical links is the
same and the switch has exactly the same dimensions. Thanks to SDM, the sustainable
ρ improvement over WDM-only links is significant and close to the best case where
channels are interchangeable, especially if λ converters are used. For instance, when
n e = 0.2× nop t , the sustainable ρ = 60% for a switch with SDM-WDM links and 2 λ
converters, compared to 40% for WDM-only links also with 2 λ converters, and 72% for
interchangeable channels.

3.3.3.2 Simulation of connection via n c = 2 SDM channels (like 2-mode WMMF)

We simulate the hybrid switch connected to n c = 2 SDM channels, each one support-
ing nλ wavelengths. This simulation may present a connection between the hybrid switch
and its azimuths through n a Weakly Multi-Mode Fibers (WMMF) with 2 modes per fiber.
Figure 3.10 presents the sustainable ρ at PLRF ≤ 10−4 as a function of the ratio (n e /nop t )
for a degree-4 switch (n a = 4) and n c = 2 such as 2-mode fiber.
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Figure 3.10: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRF = 10−4, n a = 4, SDM+WDM links,
n c = 2 (like 2-mode WMMF fibers)

The hybrid switch leads to an acceptable sustainable system load (≥ 60%) with a
number of buffer ports lower than half that of optical links, even when supporting 20
wavelengths. It increases the sustainable load significantly compared to an all-optical
bufferless switch (n e = 0). When nλ = 8 for example, just (0.35×nop t ) ports are sufficient
to have a sustainable ρ = 60% while it is null for optical switch. Adding some λ converters
ameliorates the results. For n c = 2, nλ = 20 and n e = 0.5×nop t ports, the sustainable
ρ increases from 73% to 90% when we add 3 shared λ converters. We note that in our
simulations, no R packets were lost with these switch dimensions. Thus the R class
requirement is satisfied.

3.3.3.3 Simulation of connection via n c = 7 SDM channels (like 7-core fibers)

We consolidate our investigation by simulating a switch connected to 7-SDM-channels,
in line with currently-manufactured 7-core fibers [123], supporting numerous wave-
lengths on each core. Figure 3.11 and Figure 3.12 present respectively the evolution of the
sustainable system load at the reference PLRD = 10−4 and PLRF = 10−4 as a function of
the ratio (n e /nop t ) for a degree-8 switch.

Connecting the switch to 7-core fibers increases the interchangeability degree and
ameliorates thus the performance compared to WMMF or single-mode fibers. For 4-λ
system, the sustainable load at PLRD = 10−4 reaches 85% for 7-core fibers, compared to
65% for 2-mode WMMF fibers and 48% for single mode fibers, when n e = 0.5×nop t . The
sustainable load is significantly increased compared to an all-optical bufferless switch.
For instance, with 20 wavelengths per core, just (0.1×nop t ) electronic ports to the buffer
are sufficient to have a sustainable ρ = 65% at PLRF = 10−4 while it is equal to only 15%
for an all-optical switch. Supplementing the hybrid switch with a few shared λ converters
slightly increases the sustainable load. For example, when nλ = 4 and n e = 0.1×nop t ,
the sustainable load increases by 2% with the use of one converter. The performance
amelioration by using λ converters is less significant in the case of 7-core fibers than
2-mode WMMF fibers because more interchangeability is given thanks to the additional
SDM channels.

To conclude, our simulations show that combining WDM with SDM interchangeable
channels, as it could be for a connection through WMMF or 7-core fibers, markedly
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Figure 3.11: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRD = 10−4, n a = 8, n c = 1, 2 or 7 (like
7-core fibers)
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Figure 3.12: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRF = 10−4, n a = 8, n c = 1, 2 or 7

improves switching performance in terms of sustainable load over WDM-only links.

3.3.4 Low switching latency

We considered the latency to be null for packets switched optically. The latency of a
packet that has passed through the buffer before reaching its final egress consists of the
time spent in the buffer and the time of re-emission.

For degree-4 or degree-8 switch with n c = 2, delays don’t exceed 15 µs. For example,
the switching delays for an SDM-WDM-channel hybrid switch where n a = 8, n c = 2,
nλ = 4 and n e = 30, presented in Figure 3.13, are less than 7.5 µs, higher than those of
an interchangeable-channel switch but lower than the delays of an only-WDM-channel
switch. Delays are lower when n c = 7 SDM channels. Reminding that voice and interactive
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video (F packets) require 150 ms one-way end-to-end delay, the SDM-WDM-channel
switch satisfies the delay condition with 4 orders of magnitude below acceptable limits
even for F packets.

3.3.5 Energy savings compared to all-electrical switch

In order to compare our hybrid switch with an all-electrical one, we present in Fig-
ure 3.14 the reduction of the O-E-O conversions evolution as a function ofρ for a degree-4
hybrid switch, where n c = 2, (nλ = 8, n e = 10 or 30) and (nλ = 20, n e = 30 or 80).

The reduction of O-E-O conversions is higher than 42% even with 20 wavelengths and
80 electronic ports. Thus, the reduction of energy consumption that could be achieved by
the hybrid switch may be very important.

Having some shared λ converters further reduces the O-E-O conversions since it
reduces the number of buffered packets. For example, when nλ = 20 and n e = 30,
the hybrid switch does away with at least 80% of O-E-O conversions when n w v c v =
3 compared to 72% with no λ converters. However, since λ conversions themselves
consume power, we present in Figure 3.15 the evolution of their percentage as a function
of ρ, to compare it with the O-E-O reduction.

When nλ = 20, n e = 30 and n w v c v = 3, at a system load of ρ = 0.75, up to 35% of the
switched packets are wavelength-converted. However, even for this example, 80% of the
O-E-O conversions are done away with. Thus, considering that a λ conversion consumes
power as an O-E-O conversion, the λ converters consumption is so low to negate the
energy savings of the hybrid switch compared to electrical ones, it makes away with 80-35
= 45% of O-E-O conversions.

3.4 Supporting specific traffic profile

In a general traffic profile, R, F and D packets respectively make up 10, 40 and 50%
of the global traffic in metro and core networks [135]. However, we considered other
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Figure 3.14: O-E-O reduction vs ρ,n a = 4, n c = 2 SDM channels
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partitioning schemes as well in order to investigate our switch performance in stressful
configurations where the percentages of higher priority (R and F) packets are greater.
This may occur in specific use cases, such as at the level of data centers where R packets
are more common, or at the level of some on-line video games servers where F packets’
percentage may be greater. We will present the results for two partitioning schemes where
R, F and D packets make up respectively 10, 40 and 50% (referred as classification Cgeneral)
and 25, 45 and 30% (referred as classification Cspecific). In the second case, the percentages
of R and F packets are considerably high, but it is still a realistic case.



3.4. SUPPORTING SPECIFIC TRAFFIC PROFILE 65

3.4.1 Comparison in terms of the sustainable system load

Figures 3.16, 3.17 and 3.18 present the evolution of the sustainable system load re-
spectively at PLRD = 10−4, PLRF = 10−4 and null PLRR as a function of the ratio n e /nop t

for a degree-8 switch connected to 7-core fibers and supporting 4 wavelengths per core.
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Figure 3.16: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRD = 10−4, n a = 8, n c = 7, nλ = 4, for
Cgeneral and Cspecific packet classifications
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Figure 3.17: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRF = 10−4, n a = 8, n c = 7, nλ = 4, for
Cgeneral and Cspecific packet classifications

The sustainable ρ at PLRD = 10−4 and at PLRF = 10−4 are slightly lower with the
classification Cspecific than the classification Cgeneral. However, it is still good and greater
than 60% while n e ≤ 0.5× nop t , even though the percentages of R and F packets are
relatively high. For instance, with no λ converters and at PLRF = 10−4, the sustainable
ρ ≥ 60% when n e = 0.8×nop t for the classification Cspecific compared to n e = 1.2×nop t

for the classification Cgeneral.
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Figure 3.18: Sustainable ρ vs n e /(n a ×n c ×nλ) at PLRR null, n a = 8, n c = 7, nλ = 4, for
Cgeneral and Cspecific packet classifications

Considering R packets that are the most restrictive regarding the PLR, their constraint
is satisfied when n e = 0.04×nop t for the classification Cgeneral and n e = 0.2×nop t for the
classification Cspecific where the switch doesn’t have any wavelength converter. In these
cases, the sustainable load is full (= 1) at null PLRR.

The hybrid switch should be sized in such a way that the ratio n e /nop t doesn’t lead to
any dropped R packet and permits to have sustainable load ρ ≥ 60% at PLRD = 10−4 and
PLRF = 10−4. Besides this ratio must be ≤ 0.5 in order to reduce significantly the O-E-O
conversions compared to an all-electrical switch that has the same size.

Our simulations show the strong possibility of such sizing while responding to the
requirements of all the different packet classes whether their percentages are common
(classification Cgeneral) or more constraining (classification Cspecific).

3.4.2 Comparison in terms of the switching latency

Considering the switching latency, for all the simulated hybrid switch dimensions,
delays are in the order of magnitude of some µs, which satisfies even the Fast packets
constraint. For example, Figure 3.19 presents the evolution of the delays of R, F and D
packets as a function of ρ for a hybrid switch sized as n a = 8, n c = 7, nλ = 4, n e = 100,
n w v c v = 0 or 2. All the delays are ≤ 6 µs for both classifications Cgeneral and Cspecific.

3.5 Conclusion

The investigation of WDM-channel hybrid switch shows that the obtained PLRs and
sustainable system load are, as expected, worse than those of interchangeable channels
but mostly not acceptable. Increasing the number of buffer ports could solve packet
contention but the buffer musn’t be oversized comparing to the switch dimensions.

Shared wavelength converters offer the possibility of channels interchangeability and
ameliorate the switching performance. We assume that the λ converters are based on
O-E-O conversions and may convert any λi to any available other λj . Although these con-
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Figure 3.19: Delays vs ρ, n a = 8, n c = 7, nλ = 4, n e = 100, for Cgeneral and Cspecific packet
classifications

verters are energetically costly, their power consumption doesn’t negate the energy savings
achieved by the hybrid switch compared to electrical ones. However, our simulations
show that having additional electronic ports to the buffer is more beneficial than having
more wavelength converters ports. Considering the latency criterion, switching delays are
still acceptable in the case of WDM channels and satisfy current network requirements
even for Fast packets.

Another key to solve packet contention for our hybrid swicth used in WDM systems
is to combine SDM with WDM at the level of the switch connectivity. In addition, SDM
increases the transmission capacity. This could present connections through SDM multi-
mode or multi-core fibers supporting WDM on each mode or core. Notable performance
improvement in terms of sustainable load, switching latency and energy savings are
achieved thanks to the offered interchangeability. For instance, for a degree-8 switch
connected to its azimuths through 7 SDM channels, the sustainable system loads at
PLRD and PLRF = 10−4 are around 70% where each SDM channel supports 4 or more
wavelengths and the electronic buffer has just n e = 0.2×nop t ports.

Subject to the hybrid switch sizing and thanks to the switching strategy we established,
the requirements of Reliable, Fast and Default packets are satisfied whether their per-
centages correspond to a general traffic profile in metro and core networks (respectively
10, 40 and 50%) or when higher priority packets present greater percentages. This is
possible while reducing the O-E-O conversions significantly compared to off-the-shelf
all-electrical switches.

Ideally, packets are switched through their initial wavelengths. λ converters are
assumed to be used as a last resort. However, in case of use, a packet’s new wavelength
should be chosen in such a way that its impact on the transmission quality of other packets
is minimized. In fact, in a multi-span Erbium Doped Fiber Amplifier (EDFA) network,
adding or dropping a wavelength may affect the existing wavelengths by the effect of
EDFAs power excursions. Since the quality of service may be associated with the quality of
transmission, we will focus in chapter 4 on a machine learning approach that determines
accurate recommendations for wavelength add/drop with minimal excursions in a WDM
multi-span EDFA network.





Chapter 4

Minimizing EDFA power excursions
through a machine learning
approach

4.1 Introduction

Chapter 3 shows that supplementing our WDM-channel hybrid switch with shared
wavelength converters makes better performance in terms of PLRs and sustainable system
load. We assumed that the λ converters can convert packets from any wavelength λi to
any other wavelength λj , and choose the new wavelength λj arbitrary from the available
wavelengths on the azimuth to the packet destination. However, in practice, due to
the effect of EDFA power excursions, an added/dropped wavelength to/from a WDM
system may affect the quality of transmission through other wavelengths present in the
system in question. Thus a packet’s new converted wavelength λj should be choosen
carefully among the available wavelengths in order to minimize the impact of EDFA
power excursions, especially that our hybrid switch manages different classes of service:
Reliable, Fast and Default packets. In fact, the quality of service may be associated with
the quality of transmission; for instance, channels (wavelengths) with higher power or
better immunity to transmission quality degradation should be attributed to Reliable
packets.

In section 4.2, we describe briefly the state of the art related to EDFAs. In section 4.3, we
explain the effect of EDFA channel-dependent power excursions and present a summary
of methods used to minimize this effect as well as their limitations. Instead, we propose a
Machine Learning (ML) approach. In section 4.4 we present our laboratory experiment
that collects data of the powers and OSNRs of WDM channels when a channel is added or
dropped. The data collected is used to train and test our Machine Learning (ML) approach.
The latter, presented in section 4.5, predicts the impact of adding/dropping a channel
to/for a WDM system based on multi-span EDFAs. The obtained accurate results give the
best recommendation for which wavelength to add/drop while minimizing the power
excursions.

The proposed ML approach may be used in particular to determine to which λ the
hybrid switch should convert a packet taking into account its class of service and the
effect of EDFAs power excursions, but it is a general ML approach that could be applicable
to different network designs based on multi-span EDFAs and can determine accurate
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recommendations for channel add/drop with minimal power excursions.

4.2 An overview of EDFAs

The invention of optical amplifier in the early 1980s was a major step forward in
the evolution of optical networks [50] as it can increase a WDM or DWDM signal power
optically without any O-E-O conversion. The Erbium-Doped Fibre Amplifier (EDFA)
is the most deployed optical amplifier as its amplification window coincides with the
Conventional C-band (1525–1565 nm) and the Long L-band (1570–1610 nm). However,
it is common to use two sorts of EDFAs, each optimized for one of the bands: C or L.
In our current age of technology, EDFA is an important constituent of signal repeaters
in long-distance optical networks. EDFAs extend the reach of optical communication
beyond the confines of cities and continents. There amplification is generally in the range
of 20 to 40 dB.

The principle of EDFA functioning is that a relatively high-powered beam of light,
called the excitation light and having a wavelength of 980 or 1480 nm, is mixed with the
input signal, having a different wavelength from the excitation light. Both are mixed using
a Wavelength Selective Coupler (WSC). The mixed light is guided into a section of fiber
with Erbium ions included in the core. Erbium can absorb light at one frequency and emit
light at another frequency. The Erbium ions will be excited by the high-powered beam
and give up its energy as additional photons which are exactly in the same phase and
direction as the input signal [149]. Thus, the output signal will be like the input signal
but with an increased power. Figure 4.1 presents the functioning of an EDFA with one
pumping laser.

Signal input

C or L band [λi ..λj ], Pi n

Pumping Laser

980 or 1480 nm

WSC Erbium
dotated fiber

Opt. isolator
or filter Signal output

[λi ..λj ], Pou t

Figure 4.1: One-pumping-laser EDFA principle, schematic figure

There are other types of optical amplifiers: Semiconductor Optical Amplifier (SOA)
and Raman amplifiers [150, 151]. An SOA amplifier uses a semiconductor to provide the
gain medium. It is pumped electrically, via a directly applied current, and doesn’t need a
separate pump laser as an EDFA (or Raman) amplifier. Compared to an EDFA, an SOA has
smaller size. It is also cheaper and can be integrated with other semiconductor devices
such as semiconductor lasers and modulators [152]. However, SOA has higher noise, lower
gain, moderate polarization dependence and high nonlinearity with fast transient time.

Unlike the EDFA and SOA, Raman amplification is based on the non-linear effect
Raman scattering which is caused by the interaction between the input signal and a pump
laser within an optical fiber. Raman amplifiers are mainly used to amplify the optical
signal band 1300–1600 nm [153]. They allow a distributed amplification over length
of several tens of km which is significantly larger than the distribution length of EDFA
amplifiers. Raman amplifiers allow thus smaller magnitude excursion of the signal level,
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lower crosstalk and lower noise than EDFA amplifiers [154]. However, they require higher
pump signal than EDFA amplifiers [153].

Since EDFA are the most widely used amplifiers, we oriented our investigation towards
WDM multi-span EDFA systems.

4.3 EDFA power excursions

EDFA uses Automatic Gain Control (AGC) algorithm to maintain the output power
levels within a tolerant regime [155]. AGC algorithms maintain constant gain by moni-
toring the total input and output optical powers, but the gain on each wavelength is not
maintained constant. Thus, a change in the configuration of an EDFA-based network,
such as adding or dropping a channel, will affect the gain of other channels even though
each one of those channels has constant input power. This phenomenon is called "power
excursions".

Figure 4.2 illustrates the power excursions effect for an EDFA-amplified WDM signal.
It presents an AGC EDFA output spectrum. Initially there are two channels carried on
λ1 and λ2. The gain spectrum (dB) is presented by the solid curve. Its mean across all
channels is presented by the dashed curve. The two channels have the same input power.
They have also the same output power since the gains corresponding to their wavelengths
are equal. If a new channel having the same input power but with high gain is added on
λH , AGC responds to an increase in mean gain by reducing the gain on the initial channels
λ1 and λ2. This leads to the high-gain channel effectively stealing power from lower-gain
channels. Conversely, adding a low-gain channel λL feeds power to higher-gain channels.
In both cases, the power excursion increases the disparity among channel powers.

λ (nm)

Power
(dBm) Gmean

λ1 λH λ2

G (dB) P

λ1 λ
H

λ2

λ (nm)

Power
(dBm)

λ1 λL λ2
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P 

λ1 λL λ2

λ (nm)

(A)

(B)

Figure 4.2: Schematic figure: AGC amplifier output spectrum, adding a channel with (A)
high or (B) low gain

Power excursions change the Optical Signal-to-Noise Ratios (OSNRs) of the system
channels which might become very different from the required OSNRs. Also, power excur-
sions may cause cross-talk between channels with different power levels in addition to
non linear transmission effects. Therefore, the wavelength-dependent power excursions
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is an undesirable effect and must be avoided. It is a difficult and still unsolved challenge
especially in multi-span EDFA networks where the total gain shape of the cascaded ED-
FAs as a function of the wavelength is unknown. This challenge must be met for future
networks, intended to be dynamic and fast auto-reconfigurable.

General analytical modeling and resolution are not possible because the power ex-
cursions depend on many parameters such as the type of the amplifiers, the gain-control
mechanisms, the number of EDFA spans, the transmission lines, the channels wave-
lengths and power ranges... Therefore, previous proposed solutions are based on charac-
terizing a specific EDFA system and reducing its power excursions. This could be possible
by:

– optimizing input power levels [156]: lower input powers for higher-gain wavelengths
and higher input powers for lower-gain wavelengths.

– balancing input channels [157]: distributing the optical power of a single signal over
multiple wavelengths such that the individual gain excursions cancel one another.
If it is not possible to have a balanced set of wavelengths that cause equal and
opposite excursions, input powers are adjusted by varying the dwell time on some
wavelengths.

– adjusting the pumping level of the amplifier [158]: acting on the EDFA gain profile.
– applying preventative algorithms to optimize the wavelength assignment [159], but

at the expense of spectral efficiency.
– case-based reasoning (CBR) [160]: making heuristic guesses on EDFA tuning based

on the records of a data base. CBR is limited in its prediction capability for unknown
network scenarios, so a large number of past records is needed to be effective.

– applying gain flattening filters (GFF) which restore all wavelengths to approximately
the same intensity [161, 162]. However, these filters introduce noise and impact the
amplification gain [161]. In addition, this solution fits more circuit switching (than
packet switching) where the wavelength configuration is more stable in time.

These solutions are related to the specific analyzed systems and are not necessarily
applicable to other systems. In addition, they assume that the gain profile is deterministic
which is not true for live-network equipment, where the gain profile could change over
time.

Therefore, we propose a ML approach based on collecting data of the system response,
notably power excursions, due to changes in the system input such as adding or dropping
some channels. The ML engine trained with that data will be able to prevent the system
response to other changes and give the best recommendation of which wavelength to
add/drop with minimal power excursions. The proposed approach is shown to be efficient
and with a low-overhead ML engine. It could be used for different multi-span EDFA
network designs.

4.4 Laboratory experiment: collecting data of power excursions

We built two different multi-span EDFA networks. One with 2 spans and the other
with 3 spans. Both are presented in Figure 4.3 where the components in dashed box
are included for the 3-EDFA link. The network has 24 sources transmitting 24 DWDM
channels from ITUT grid Ch. 21 to Ch. 44 with 100 GHz spacing [163]. These channels are
multiplexed via a wavelength-selective switch (WSS). At any given time, we maintain 10
to 20 of these channels ON in order to have an adequate number of available channels
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for add or drop, which corresponds to a rate of 42% to 83% of used (ON) channels. The
signals are transmitted on 2 or 3 spans, each span is composed by an SMF fiber, a variable
optical attenuator (VOA) and an EDFA. The maximum length of the SMF fibers used is
20 meters. The variable attenuators are added on the transmission chain to emulate the
transmission, and so the power decrease, in long distance fibers. We adjusted the VOA
and the EDFA pumping to achieve a realistic gain ripple with a maximum disparity of 6
dB between the highest and lowest gains for the total multi-span network [164, 165]. For
this purpose, the values of the attenuations or amplifications are experimentally adjusted
as the following:

– for the 2-span EDFA network:
– span 1: attenuation of 20 dB and EDFA pumping current of 180 mA. The EDFA

model is Amonics C-25B-B.
– span 2: attenuation of 10 dB and 2-laser EDFA pumping currents of 280 mA and

277 mA. The EDFA model is Amonics C-PA-35.
– attenuation of 15 dB.

– for the 3-span EDFA network:
– span 1: attenuation of 20 dB and EDFA (Amonics C-25B-B) pumping current of

180 mA.
– span 2: attenuation of 10 dB and 2-laser EDFA (Amonics C-PA-35) pumping

currents of 280 mA and 277 mA.
– span 3: attenuation of 10 dB and EDFA pumping current of 10 dB. The EDFA

model is Oclaro PureGain 2800.
– attenuation of 10 dB.

Figure 4.3: Setup of the lab experiment, WDM multi-span EDFA network

The WDM signal is received by an Optical Performance Monitor (OPM) [166]. The
OPM is a component that serves as an optical spectrum analyzer, measures the channel
powers and OSNRs at a given time or continuously and saves the data on a computer file.
The OPM has an optical input port connected to the end of our transmission chain and a
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5-pin UART connector connected for one side to the power supply and for the second side
to a computer via an UART cable with an USB end. A screen capture of the OPM software
is presented in Figure 4.4.

Figure 4.4: Screen capture of the OPM software, 24 wavelengths are ON

We developed a script that randomly generates a set of 24 "zeros" and "ones" which
represent respectively the "ON" and "OFF" states of the 24 channels. The number of
"ones" in a given set is between 10 and 20 as explained previously. Following the result
of the script execution, we turn ON or OFF the corresponding channels. For the two
described networks, we took measurements for 100 random states generated by the script.
In addition, we generate 10 other random states and for each state, we add a new channel
on one among of the available wavelengths, we save the power measurements and we try
another available wavelength... We took also similar measurements for 5 other random
states but with dropping a channel per iteration. For the 2-span EDFA network, we took
more measurements after 3 days and after one week. In fact, as in real networks situation,
slight variations may occur to components’ adjustment and channels powers. We aimed
to test our ML engine trained with the initial measurements and check its accuracy of
prediction.

4.5 Machine learning approach: minimizing power excursions

4.5.1 Statistical modelling

In order to model statistically the channel-dependent EDFA power excursions, we
define a regression problem. The problem input is an array of 24 bits presenting the states
of the 24 channels of our experimental setup. Bits “1” correspond to the ON channels and
bits “0” correspond to the OFF channels. For other network designs, the problem input
could be scaled up to 40-bit or 80-bit to cover the full DWDM C-band. The problem output
is the power STandard Deviation (STD) of the ON channels measured at the reception
level (by the OPM) after a change on the multi-span EDFA system. The regression model
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is trained with a part of the collected data and tested on the second part. We considered
as accuracy criteria:

– the Mean Square Error (MSE) between the predicted and the real STD.
– the correctness of recommandation of the best channel provisioning identified based

on the predictions, such as the prediction of the channel with minimal STD.
In order to simplify the calculation and reduce its time, a preprocessing of the input

and output values is done: we remove the DC bias from each dimensions of the input
and the output; in addition, the input dimensions are standardized with an STD of unity.
The preprocessing of the input and output values is presented by Eq. 4.1 and Eq. 4.2
respectively.

x
p roc
i j =

x i j − x̄ j

σj
; 1≤ i ≤ n ; 1≤ j ≤ d i n (4.1)

y
p roc
i j = yi j − ȳ j ; 1≤ i ≤ n ; 1≤ j ≤ dou t (4.2)

where x
p roc
i j and y

p roc
i j are the preprocessed values for the input x i j and the output yi j

respectively; 1≤ i ≤ n for n total data points measured for ML training and testing; d i n

is the input dimension, in our case d i n = 24 ON/OFF states of 24 channels; dou t is the
output dimension, in our case dou t = 1 which is the power STD of the ON channels;σj is
the per-dimension STD of the input x i j ; and x̄ j and ȳ j are the respective per-dimension
means.

Since two network states with similar ON/OFF channels are assumed to occur the
same result of power excursions [160], we built a Kernelized Bayesian Regression (KBR)
model. The input kernel can efficiently replace the need for a database. Given a new
network state having as input x ′, we can infer its predicted power STD from how similar it
is to a known network state having as input x . Specifically, we construct a kernel called
the Radial Basis Function (RBF) expressed by Eq. 4.3. The value of the kernel function
decreases exponentially with the L2 distance between the two inputs x and x ′.

K (x ′,x ) = a ·exp

�

−
1

b
‖x ′−x‖2

�

(4.3)

where a and b are arbitrary factors to adjust the strength of the kernel. In our case, we
set a and b respectively to the values 10−4 and 3.5. It is an arbitrary decision, we did
cross-validation tests to try a range of numbers and these a and b values show the least
MSE. The predictions are obtained from the linear combinations of the training outputs
weighted by the kernel function values.

4.5.2 Results in terms of STD prediction MSE

We present in Figure 4.5 the STD prediction MSE as a function of the number of
training samples for two models: KBR and Linear Regression (LR), and for the two exper-
imental setups: 2-span and 3-span EDFA systems. In all cases, the MSE decreases and
the models’ predictions improve with increasing size of the training data set. However,
the improvement is no longer significant after 400 training data points. This shows that
the training data does not need to grow much beyond a certain size (in our case 400
measurements) to leverage the ML engine. We note that for larger systems with more
EDFA spans and/or more channels, the size of the training set (amount of training data
points) should be higher. As best cases shown in Figure 4.5, STD prediction MSE obtained
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in our experiment are 7.6×10−3 for the 2-span EDFA network with 459 training data, and
1.9×10−2 for the 3-span EDFA network with 468 training measurements.

Moreover, the constructed kernel makes the predictions more accurate. For instance,
the KBR model applied on the 3-span EDFA network and trained with 400 points leads to
an MSE of 2×10−2, compared with 4×10−2 for the LR model having the same training set
size. Thus, compared to the LR model, the KBR model reduces the MSE to the half for this
example.

Figure 4.5: STD prediction MSE for LR and KBR models, 2-span and 3-span EDFA networks

4.5.3 Results in terms of recommandation’s correctness

As a second accuracy criteria, we check if our KBR model’s predictions of best channel
to add or drop with minimal power excursions are correct. We considered the two setups,
with 2 or 3 EDFA spans. For a randomly given state of the setup, we want to know on
which wavelength among the OFF channels we can add a new channel with minimal
power excursions. Similarly, we want to know which ON channel we can turn OFF with
minimal impact on other ON channels of the system. The sizes of training and testing
sets are presented in Table 4.1.

Table 4.1: Training and testing sets sizes

2-span network 3-span network
Add a channel Drop a channel Add a channel Drop a channel

Training set size 400 521 501 545
Testing set size 8 14 9 15

Figures 4.6 and 4.7 present the power STD for different possibilities of an added or
dropped channel, for the 2-span and the 3-span network respectively. The “o”-marked
curves present our ML model predictions, while the “+”-marked curves present the
measured values of the power STD. For adding a channel, the model predicts the power
STD after a hypothetical channel is added to one of the available slots (i.e. the OFF
channels). Then the model recommends the best slots to add a channel that will result in
the lowest power STD and therefore the least undesired power excursions. In Figures 4.6
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and 4.7, we circle the three best recommended slots. In fact, recommending multiple
slots provides educated guesses with flexibility for network operators. We redo the same
test for a channel dropping.
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Figure 4.6: Comparison between predictions and measurements for single channel add
(left) or drop (right) in 2-span EDFA network
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Figure 4.7: Comparison between predictions and measurements for single channel add
(left) or drop (right) in 3-span EDFA network

Figures 4.6 and 4.7 show that the predictions of the channel provisioning with minimal
power excursions are correct, the recommended slots are aligned with the best slots from
the actual measurements. The add-channel predictions seem to be more accurate than
the drop-channel predictions because we took more training measurements where adding
a channel than dropping one.

Moreover, since the recommendations are based on the relative STD ranking, they
are robust under unsignificant deviations of the exact STD values predicted. We remind
that, for the 2-span EDFA network, we took the measurements on 3 different days – the
initial measurements, after 3 days and after one week – because we aimed to simulate a
real network situation where slight changes on the signals powers may occur (few 0.1 dB).
Our ML model is trained with the data collected on the two first sets and tested with the
data collected on the last day. We verified that our model’s predictions are accurate and
tolerant to system variations over that time (one week).



78 MINIMIZING EDFA POWER EXCURSIONS THROUGH A MACHINE LEARNING APPROACH

4.6 Conclusion

We established a Machine Learning approach based on a Kernelized Bayesian Re-
gression (KBR) model in order to predict on which wavelength we can add a channel
to a WDM multi-span EDFA system with minimal power excursions. Our model is also
applicable for dropping a channel from a multi-span EDFA system.

This model could be used for our hybrid switch when it is integrated on a WDM
system. The model will recommend to which wavelength the switch should send a packet
according to its class of service and the system configuration at the packet’s arrival time.
But our proposed model is generic and also applicable to different designs of WDM
multi-span EDFA networks.

Our experimental work shows that the proposed KBR model facilitates channel pro-
visioning to reduce undesired power excursions. It leads to accurate recommandations
even if the training data is collected one week before the test.



General conclusions and
perspectives

We have been interested by hybrid opto-electronic packet switch that could be a
compromise between off-the-shelf all-electrical switches (energetically costly due to the
required O-E-O conversions), and all-optical switches (vulnerable to packet contention
due to the lack of mature optical buffers). Our hybrid switch consists of an optical
switching matrix supplemented with a shared electronic buffer.

Taking into account different classes of service, Reliable, Fast and Default packets, we
established a switching strategy that permits to meet the requirements of each class in
terms of PLR, sustainable system load and switching latency. We simulated the switch
connected to its azimuths via interchangeable SDM channels. Our results show that the
hybrid switch satisfies the performance requirements of all the different packet classes:
no Reliable packets are dropped, switching delays are around 10 µs with 4 orders of
magnitude below acceptable limits even for Fast packets, and the sustainable system load
at PLRD = 10−4 and PLRF = 10−4 exceeds 60% where the number of electronic ports to
the buffer are less than half the number of optical ports. The required buffer capacity
is limited. Moreover, the hybrid switch significantly reduces the O-E-O conversions
compared to commercial off-the-shelf electrical switches. For example, a swith with 8
azimuths, 8 SDM channels per azimuth and 30 electrical ports to the buffer, does away
with at least 55% of the O-E-O conversions compared to an all-electrical switch. The
hybrid switch could thus be a promising solution to reduce the energy consumption,
especially if the buffer ports are capable of sleep mode while not used.

We extended our investigation by simulating our switch connected to WDM channels.
As expected, compared to the case of interchangeable channels, switching performance
decrease because of the wavelength constraint. It is not possible to have an acceptable
sustainable system load (≥ 60%) without an over-sized buffer. Switching delays consid-
erably increase compared to those obtained for SDM channels but still with 4 orders of
magnitude below acceptable limits. Yet, supplementing the hybrid switch with shared
wavelength converters achieves notable performance improvements. Our analysis of the
energy savings shows that the reduction of O-E-O conversions achieved by the hybrid
switch compared to electrical switches is still impressive, even with the use of wavelength
converters based on O-E-O conversions. For instance, at a system load ρ = 0.5, for a
switch with 8 azimuths, 8 WDM channels per azimuth, 30 ports to the electronic buffer
and 3 shared (8× 8)-wavelength converters, up to 37% of the switched packets are λ-
converted, which is a considerable rate. However, even for this “poor” example, 50% of
the O-E-O conversions are done away with compared to an electrical switch. Thus the
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energy consumption of wavelength converters is far from negating the energy savings
achieved by the hybrid switch.

Another alternative to improve the performance of our hybrid switch when used in
WDM systems is to combine SDM and WDM at the level of the connected optical ports:
connecting the switch to SDM (multimode or multicore) fibers supporting WDM on each
mode or core. SDM increases the transmission capacity, offers channels interchangeability
and thus improves the performance compared to WDM-only channels. We simulated the
switch connected to 2 SDM channels, like a WMMF fiber, and to 7 SDM channels, like
a 7-core fiber, supporting various wavelengths on each SDM channel. High sustainable
system load is achieved; for example a switch connected to 8 azimuths through 7 SDM
channels per azimuth and supporting 20 wavelengths per SDM channel permits to have
a sustainable system load of 70% while the number of electrical ports to the buffer is
equal to 0.2 × the number of optical links. The SDM-WDM-link hybrid switch leads to
low switching delays (around 10 µs) and to a significant reduction of O-E-O conversions
(more than 30% compared to electrical switches). Optionally, wavelength converters may
be used for better performance improvement.

Associating the quality of service with the quality of transmission, we built a Machine
Learning (ML) approach that could give the best recommendation of which wavelength
a packet should be converted to and switched with minimal power excursions on other
packets present in our switch system. Those predictions and recommendations lead
to achieve best switching performance considering the different classes of service. The
application of our ML approach is not reduced to the case of our hybrid switch but it
is applicable to different architectures of WDM multi-span EDFA networks. Laboratory
experimental work was done to train and test our ML approach. The prediction MSE
of the power standard deviation is lower than 10−2 when we train our model with just
400 measurements. The recommendation of the best channel to add/drop with minimal
power excursions are accurate, even when we trained the system with data collected a
week before the tested scenario.

A perspective of this work is to propose an analytical model for an easier dimension-
ing of the hybrid switch. In a previous investigation of the hybrid switch connected to
interchangeable channels [22], the authors propose an Engset-type analytical model. This
model suits perfectly the simulation results where the buffer is not used, which would
present an all-optical packet switch, but not in the case of using the shared buffer. In
fact, for reasons of simplification and modelling ease, the secondary traffic produced by
the packet reemission from the buffer was assumed to be independent from the primary
traffic generated by the azimuths. This assumption is not correct and could be the reason
of the non accurateness of the model. Thus, a revision and amelioration of the model is
required.

Another analytical model of an opto-electronic switch was proposed by [129]. Their
packet switch is connected to WDM channels but it is supplemented by a wavelength
converter for each optical channel. In this case, the hybrid switch seems to be without
interest compared to electrical switches since the number of O-E-O conversions is not
reduced. Anyway, the performance should be equivalent to the case of interchangeable
channels. The proposed analytical model leads to accurate results, consistent with the
simulation results but it is based on a recursive computing method which is not efficient
in terms of time and even longer than simulations for some switch dimensions.
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A new analytical model should be proposed for an easier dimensioning of the hybrid
switch, it should be accurate, efficient with respect to the computing time, and also taking
into consideration the different classes of service, the packet distribution (percentage of
each class of service), the connectivity possibilities (interchangeable, WDM or WDM and
SDM channels)...

In our investigation, we quantified the reduction of O-E-O conversions achieved by
the hybrid switch compared to off-the-shelf electrical switch. We also investigated the
performance in terms of the sustainable system load as a function of the ratio (n e /nop t )
which presents the reduction of the number of electrical ports compared to electrical
switches. These two points could reflect the energy savings of the hybrid switch, espe-
cially if the electrical ports can be turned on a sleep mode when not used. However, it
is interesting to have a more accurate quantative investiagtion of the enrgy savings. It
should take into account the fabrication technology of the optical matrix, the technology
used for the control module and the energy consumption of each component.

Another perspective is to investigate the switch performance for asymmetric traffic.
The asymmetry could occur in different ways; for example a part x of the azimuths
sends packets having destinations only among that part x, and other azimuths y can
send packets to all the azimuths (x and y). Another example could be having different
loads on the packet sources. The asymmetry will degrade the performance because it
creates an unstability of the system. Our primary simulations confirm this result, but the
requirement of the different packet classes are still satisfied in terms of PLR and latency.
However, it is worth to make this investigation and check if our hybrid switch is still
of interset especially that this kind of asymmetric traffic is the most common mode in
telecommunication networks [167, 168].
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Appendix B

Buffer input ports access
management

We want to determine the “best” buffer ports access management method and a
matching preemption management method: FIFO, sharing or partitioning?

Obviously, partitioning does not use the electronic ports optimally since it is possible
to have available ports while a packet must be dropped because these free ports are not
allocated to its priority class.

We consider a degree-10 hybrid switch (n a = 10), connected to interchangeable
channels, where n c = 10, n e = 30. Taking into account only the PLR as performance
criteria, the packets are classed as high (H), medium (M) and low (L) priority packets. In
figure B.1, we plotted the PLRs of H, M and L classes as functions of the system load for
four different cases.

Curves (a) correspond to the FIFO buffer ports management method. In this case, it is
possible to preempt the last lower priority packets being transmitted to send the higher
priority packets instead (Preempt Trans.). Curves (b) correspond to the sharing method,
reserving respectively 1, 10 and 19 ports to H, M and L packets, with the same preemption
method (Preempt Trans.).

We observe that PLRL is lower with FIFO than with sharing. In fact L packets may use
all the available ports with FIFO while they are restricted only to their allocated ports with
the sharing. However, PLRH and PLRM increase a little with FIFO compared to sharing
because H and M packets are in competition with L packets (which represent 50% of all
the traffic) to access the buffer.

Nevertheless, on the one hand, the choice of the number of ports allocated to each
priority class in the sharing method is quite tricky, and on the other hand the increase of
PLRH and PLRM with FIFO compared to the sharing is limited and may be overcome by
allowing higher priority packets to preempt the last lower priority packets on their way to
the buffer (Preempt Buff.).

Thus, we present in curves (c) the PLRs as a function of the system load for the FIFO
buffer ports access management, with the possibility of preempting the last lower-priority
packet being sent to the same egress, or, if none are being sent, preempting the last lower-
priority packet being buffered. We change the preemption order in case (d): a higher
priority packet may preempt the last lower priority one on its way to the buffer if there is
one, otherwise it may preempt the last one being transmitted to the same egress port.

Both curves (c) and (d) show that adding the possibility to preempt packets on their
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Figure B.1: Packet Loss Rates of H, M and L classes vs system load (n a = 10, n c = 10,
n e = 30) (a): FIFO and Preempt Trans. (b): Sharing and Preempt Trans. (c): FIFO and
Preempt Trans. then Preempt Buff. (d): FIFO and Preempt Buff. then Preempt Trans.

way to the buffer decreases PLRH and PLRM without degrading PLRL . In addition,
resorting to preempting the last lower priority packets being buffered, if it is possible,
before preempting those being sent to the same egress (curves (c)), reduces significantly
PLRH and PLRM compared to an inverse order of preemption (curves (d)).

We conclude that lower PLR values are obtained when we opt for FIFO buffer ports
access method coupled with the following preemption management: an H packet (respec-
tively M packet), with neither a free channel to its destination nor a free electronic input
port, steals one from the last L or M packet (respectively L packet) being buffered—if there
is one—, or otherwise, the last one being transmitted to the same destination.



Appendix C

Distribution of the delays

In our simulations, we are considering the mean delay for each class of packets.
However, we wanted to check whether all the delays of all the buffered then switched
packets are in the same order of magnitude of some µs. Indeed, a Fast packet should
be considered as lost if its delay isn’t lower than the acceptable limit of 150 ms one-
way, end-to-end delay [134]. To make sure that we are on the right track regarding the
interpretations of our switch performance, we count the number of packets having delays
inside the following different intervals:

– Interval 1: Delay≤ 8×10−6s
– Interval 2: 8×10−6s <Delay≤ 10−5s
– Interval 3: 10−5s <Delay≤ 2.5×10−5s
– Interval 4: 2.5×10−5s <Delay≤ 5×10−5s
– Interval 5: 5×10−5s <Delay≤ 7.5×10−5s
– Interval 6: 7.5×10−5s <Delay≤ 10−4s
– Interval 7: 10−4s <Delay≤ 2.5×10−4s
– Interval 8: Delay> 2.5×10−4s

We present the distribution of the delays of R, F and D packets switched by a hybrid switch
connected to n a = 8 azimuths via n c = 8 interchangeable channels per azimuth. The
number of electrical ports is n e = 12 (Figures C.1, C.2 and C.3) or n e = 20 (Figures C.4, C.5
and C.6). The access technique for the buffer input and output ports is FIFO.

Considering the most restrictive packets to the latency, no F packets have delays higher
than 10−4s (or 2×10−4s ) where n e = 12 (respectively n e = 20). The quasi-totality of the
buffered then delivered F packets have delays inside the interval 3 meaning between 10−5s
and 2.5×10−5s : in the order of 107 packets have delays inside the interval 3 compared to
few thousand packets having delays in the intervals 4 to 6. It is also the case for R and D
packets. All the delays are in the some order of magnitude, there is no packets that should
be considered as lost because of “excessive” delay. This indicates the absence of outliers
(packets remained blocked in the buffer); the mean latency is thus a sufficient indicator.
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Figure C.1: nbr of buffered then switched R packets vs system load, n a = 8, n c = 8, n e = 12
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Figure C.2: nbr of buffered then switched F packets vs system load, n a = 8, n c = 8, n e = 12
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Figure C.3: nbr of buffered then switched D packets vs system load, n a = 8, n c = 8, n e = 12
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Figure C.4: nbr of buffered then switched R packets vs system load, n a = 8, n c = 8, n e = 20
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Figure C.5: nbr of buffered then switched F packets vs system load, n a = 8, n c = 8, n e = 20
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Figure C.6: nbr of buffered then switched D packets vs system load, n a = 8, n c = 8, n e = 20
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Appendix D

Synthèse en Français

Thématique

Les réseaux de télécommunications ont évolué afin de répondre au besoin croissant
en bande passante, longues distances de transmission et bonne qualité de service. De nos
jours, la fibre optique est le support de transmission le plus déployé pour des débits élevés
dans les réseaux cœurs, métropolitains et même dans les réseaux d’accès. Les réseaux
de télécommunications qui se basent sur la transmission sur fibre optique sont appelés
"réseaux optiques", même s’ils intègrent aussi d’autres technologies électroniques ou
radios. Ces réseaux optiques ont connus cinq générations jusqu’à maintenant, marquant
par des évolutions de technologies et composants optiques et de protocoles. Une descrip-
tion de cette évolution est présentée au chapitre 1. La 4ème et 5ème génération sont encore
en phase d’étude et recherche.

Malgré l’évolution des technologies optiques, la commutation de paquets se fait tou-
jours en électronique. Tous les paquets transmis sur fibre optique doivent être convertis
au domaine électrique au niveau des commutateurs, puis retransmis au domaine optique
pour la continuité de transmission sur fibre vers leurs destinations. La figure D.1 présente
l’architecture d’un commutateur électrique. On rappelle que la quasi-totalité du trafic est
transmise sous forme de paquets, de ce fait, nous nous sommes intéressés à la commuta-
tion de paquets. Les conversions Optique-Électrique-Optique (O-E-O) requises font de la
commutation un des domaines les plus coûteux en énergie, surtout avec la croissance
exponentielle du trafic [5]. Sachant que la consommation électrique des réseaux de télé-
communications croît de 10% chaque année [7], un défi important est la réduction de
cette consommation.

Commutateur électrique

O E E O

O E E O

O E E O

O E E O

Azimut 1

Azimut na

Azimut 1

Azimut na

1

Figure D.1: Architecture d’un commutateur électrique
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Plusieurs chercheurs se sont investis dans l’étude des commutateurs de paquets tout-
optiques [14, 15]. Les conversions O-E-O ne seront plus requises (voir l’architecture d’un
commutateur tout-optique à la Figure D.2) et la consommation énergétique diminuera.
Cependant, par manque de solutions matures et fiables de mise en mémoire optique, les
commutateurs tout-optiques sont vulnérables à la contention de paquets: si 2 paquets
ou plus destinés à la même adresse arrivent au commutateur simultanément, le commu-
tateur ne peut passer qu’un seul paquet et les autres seront mis en mémoire d’attente,
ou envoyés vers d’autres destinations suivant une politique de routage en déflection, ou
au pire perdus. De ce fait, les commutateurs de paquets tout-optiques provoquent des
taux de pertes de paquets assez élevés et inacceptables même à des faibles charges de
système [16]. Alors, leur utilisation n’a pas dépassé le stade du laboratoire de recherche.

OPS

Canal nc Canal nc

Canal 1 Canal 1

Canal nc Canal nc

Canal 1 Canal 1

Azimut 1

Azimut na

Azimut 1

Azimut na

1

Figure D.2: Architecture d’un commutateur tout-optique

La solution à laquelle nous croyons est la commutation hybride opto-électronique [19,
20, 21, 22]. Un commutateur hybride consiste en une matrice de commutation optique
complétée par une mémoire électronique. Son architecture est présentée par la Figure D.3.
Les paquets sont commutés optiquement, rapidement et à une faible consommation
énergétique, et seulement en cas de contention, un paquet sera converti au domaine élec-
trique et mis en mémoire d’attente. Le mariage des technologies optique et électronique
pourrait apporter les avantages des deux domaines. D’une part, le commutateur hybride
fait face à la contention de paquets puisqu’il dispose d’une mémoire électronique. D’autre
part, comparé à un commutateur électrique, les conversions O-E-O seront réduites juste
au nombre des paquets mis en mémoire. Ainsi, le commutateur de paquets hybride
pourrait être une solution pour réduire la consommation énergétique des réseaux de
communication optique.

Performance du commutateur hybride connecté via des canaux
interchangeables SDM

En prenant en compte différentes classes de service, paquets “fiables”, “rapides” et
“par défaut”, nous avons établi une stratégie de commutation qui permet de répondre aux
exigences de chaque classe en termes de taux de perte de paquets (PLR), de la charge
soutenable de système et de la latence de commutation. Nous avons simulé le commu-
tateur connecté à ses azimuts via des canaux interchangeables multiplexés en espace
(SDM). Nos résultats montrent que le commutateur hybride satisfait les exigences de
performance de toutes les classes de paquets: aucun paquet Fiable n’est perdu, les délais
de commutation sont autour de 10 µs avec 4 ordres de grandeur au-dessous des lim-
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Matrice de commutation
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Figure D.3: Architecture du commutateur hybride opto-électronique

ites acceptables même pour les paquets Rapides, et la charge soutenable de système à
PLRpar Defaut = 10−4 et PLRRapides = 10−4 excède 60 %, où le nombre de ports de la mémoire
électroniques est moins que la moitié de celui de ports optiques. Une comparison des
délais de commutation est faite avec un commutateur de la marque Cisco. La capacité de
mémoire requise est limitée et raisonable.

De plus, comparé aux commutateurs électriques, le commutateur de paquets hybride
réduit significativement les conversions O-E-O. Par exemple, un commutateur connecté à
8 azimuts via 8 canaux SDM par azimut et ayant 30 ports électroniques pour la mémoire,
évite au moins 55% des conversions O-E-O par rapport à un commutateur tout-électrique.
Le commutateur hybride pourrait ainsi être une solution prometteuse pour réduire la
consommation d’énergie, particulièrement si les ports de la mémoire électronique sont
capables du mode en veille en cas de non utilisation. Ces résultats sont détaillés au
chapitre 2.

Performance du commutateur hybride utilisé dans un contexte
WDM

Nous avons étendu notre enquête en simulant notre commutateur connecté à ses
aimuts via des canaux multiplexés en longueur d’onde (WDM). Comme prévu, comparé
au cas de canaux interchangeables, les performances se dégradent à cause de la contrainte
de la continuité de longueur d’onde. Il n’est pas possible d’avoir une charge soutenable
acceptable (≥ 60 %) sans avoir une mémoire électronique sur-dimensionnée par rapport
au nombre des ports optiques. Les délais de commutation augmentent considérablement
comparés à ceux obtenus pour des canaux SDM, mais toujours avec 4 ordres de grandeur
au-dessous des limites acceptables pour les paquets Rapides. Nous avons alors proposé
deux solutions qui permettent d’avoir quelques degrés d’interchangeabilité des canaux
tout en restant dans le contexte des réseaux WDM.

La première consiste à supplémenter le commutateur avec des convertisseurs partagés
de longueurs d’onde. Ces convertisseurs ont permis de baisser les PLRs sans autant
affecter l’économie d’énergie offerte par le commutateur hybride par rapport aux com-
mutateurs électriques commercialisés. La seconde consiste à combiner les techniques
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SDM et WDM au niveau de la connectivité du commutateur: une connection à des fibres
SDm multi-modes ou multi-coeurs, supportant des signaux WDM en chaque mode ou
coeur. L’architecture de ce commutateur est présentée par la Figure D.4.
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Azimut 1
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Figure D.4: Architecture du commutateur hybride opto-électronique avec des connections
optiques SDM-WDM

Nos simulations montrent que la combinaison des techniques SDM et WDM est un
bon compromis entre les performances de commutation et l’intégration du commutateur
hybride dans des réseaux WDM. Notre commutateur hybride répond aux exigences des
différentes classes de paquets en termes de PLR et de la latence, et pourrait réduire la
consommation énergétique par rapport aux commutateurs électriques. Ces résultats sont
détaillés au chapitre 3.

Apprentissage machine pour minimiser les excursions de
puissance

Nous avons élaboré un modèle de Machine Learning qui permet de recommander
les bonnes pratiques à suivre d’ajout ou de supression de canaux d’un système WDM
tout en minimisant les excursions de puissance des amplificateurs optiques EDFA. Ce
modèle permet de prévoir à quelle longueur d’onde on commute un paquet en tenant
compte de sa classe de service et de celles des autres paquets présents au commutateur.
L’application de ce modèle n’est pas limité à l’exemple de notre commutateur de paquets
mais il est applicable pour tout système WDM où la transmission se fait sur plusieurs
blocs utilisant des amplificateurs EDFA. Ces résultats sont détaillés au chapitre 4.

Cadre du travail

Dans le cadre du programme doctoral de l’EDITE, Ecole Doctorale en en Informatique,
Télécommunication et Électronique de Paris, les travaux de cette thèse se sont déroulés
au sein de Télécom ParisTech, Université Paris-Saclay sous la direction de Dr. Cédric Ware,



SYNTHÈSE EN FRANÇAIS 95

maître de conférences-HDR à Télécom ParisTech et Dr. Mounia Lourdiane, maître de
conférences à Télécom SudParis.

Une partie de ce travail (chapitre 4) a été réalisée au cours de mon séjour de 4 mois
à Ligthwave Research Laboratory, Columbia University à New York, dans le cadre de
l’initiation d’un programme d’échange entre notre institution Télécom ParisTech et
Columbia University.

Cette thèse est principalement financée par une bourse nationale délivrée par le
Ministère de l’Enseignement Supérieur et de la Recherche Scientifique - Tunisie et basée
sur des critères de mérite.

Le travail présenté dans ce manuscrit a mené aux publications présentées dans
l’annexe A.





Bibliography

[1] A. J. T. Fuentes, “Introduction to Optical Networks,” Spain, 2012. [Online].
Available: http://ocw.umh.es/ingenieria-y-arquitectura/optical_communication/
learning-materials/theory/lecture-5.-intro-optical-networks.pdf

[2] S. Goyal, “MPLS Basics.” [Online]. Available: http://mplstutorial.com/mpls-basics

[3] Y. Chen, C. Qiao, and X. Yu, “Optical burst switching: a new area in optical network-
ing research,” IEEE/ACM Transactions on Networking, vol. 18, no. 3, pp. 16–23, May
2004.

[4] T. Szigeti, C. Hattingh, R. Barton, and K. Briley, “Qual-
ity of Service Design Overview,” CISCO Press, Nov. 2013. [On-
line]. Available: http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/
WAN_and_MAN/QoS_SRND/QoS-SRND-Book/QoSIntro.html

[5] D. C. Kilper, G. Atkinson, S. K. Korotky, S. Goyal, P. Vetter, D. Suvakovic, and O. Blume,
“Power trends in communication networks,” IEEE Journal of Selected Topics in
Quantum Electronics, vol. 17, no. 2, pp. 275–284, Mar./Apr. 2011.

[6] J. Giles, “Internet responsible for 2 per cent of global energy usage,” Oct. 2011.
[Online]. Available: https://www.newscientist.com/blogs/onepercent/2011/10/
307-gw-the-maximum-energy-the.html

[7] S. Lambert, W. V. Heddeghem, W. Vereecken, L. Bart, D. Colle, and M. Pickavet,
“Worldwide electricity consumption of communication networks,” Optics Express,
vol. 20, no. 26, pp. B513–B524, 2012.

[8] D. Kilper, K. Guan, K. Hinton, and R. Ayre, “Energy Challenges in Current and
Future Optical Transmission Networks,” Proceedings of the IEEE, vol. 100, no. 5, pp.
1168–1187, May 2012.

[9] S. Yoo, “Energy Efficiency in the Future Internet: The Role of Optical Packet Switch-
ing and Optical-Label Switching,” IEEE Journal of Selected Topics in Quantum
Electronics, vol. 17, no. 2, pp. 406–418, Mar. 2011.

[10] T. Segawa, S. Ibrahim, T. Nakahara, Y. Muranaka, and R. Takahashi, “Low-Power
Optical Packet Switching for 100-Gb/s Burst Optical Packets With a Label Processor
and 8 × 8 Optical Switch,” IEEE/OSA Journal of Lightwave Technology, vol. 34, no. 8,
pp. 1844–1850, Apr. 2016.

97

http://ocw.umh.es/ingenieria-y-arquitectura/optical_communication/learning-materials/theory/lecture-5.-intro-optical-networks.pdf
http://ocw.umh.es/ingenieria-y-arquitectura/optical_communication/learning-materials/theory/lecture-5.-intro-optical-networks.pdf
http://mplstutorial.com/mpls-basics
http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/WAN_and_MAN/QoS_SRND/QoS-SRND-Book/QoSIntro.html
http://www.cisco.com/c/en/us/td/docs/solutions/Enterprise/WAN_and_MAN/QoS_SRND/QoS-SRND-Book/QoSIntro.html
https://www.newscientist.com/blogs/onepercent/2011/10/307-gw-the-maximum-energy-the.html
https://www.newscientist.com/blogs/onepercent/2011/10/307-gw-the-maximum-energy-the.html


98 BIBLIOGRAPHY

[11] I. White, K. Shrikhande, M. Rogge, S. Gemelos, D. Wonglumsom, G. Desa,
Y. Fukashiro, and L. Kazovksy, “Architecture and protocols for HORNET: a novel
packet-over-WDM multiple-access MAN,” in IEEE Global Telecommunications Con-
ference (GLOBECOM), vol. 2, 2000, pp. 1298–1302 vol.2.

[12] B. Meagher, G. Chang, G. Ellinas, Y. Lin, W. Xin, T. Chen, X. Yang, A. Chowdhury,
J. Young, S. Yoo, C. Lee, M. Iqbal, T. Robe, H. Dai, Y. Chen, and W. Way, “Design and
implementation of ultra-low latency optical label switching for packet-switched
WDM networks,” IEEE/OSA Journal of Lightwave Technology, vol. 18, no. 12, pp.
1978–1987, Dec. 2000.

[13] D. Blumenthal, B. Olsson, G. Rossi, T. Dimmick, L. Rau, M. Masanović, O. Lavrova,
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Performance Analysis of Hybrid Opto-Electronic Packet
Switch

Wiem SAMOUD

RÉSUMÉ : La fibre optique demeure le support de transmission le plus utilisé, portant le trafic à
une énergie par bit relativement faible. Cependant, à cause de l’absence de mémoire tout-optique
pratique, la commutation de paquets est toujours exécutée électriquement. Les conversions Op-
tiques Électriques Optiques (O-E-O) nécessaires font de la commutation l’un des domaines les
plus consommateurs d’énergie. Ce problème est de plus en plus important especialement avec la
croissance exponentielle du trafic dans les réseaux optiques. Un défi majeur à prendre en consi-
dération dans la conception de réseaux optiques futurs est la restriction de leur consommation
énergétique. De ce fait, dans le cadre de cette thèse, nous étudions un commutateur hybride opto-
électronique qui consiste en une matrice de commutation optique complétée par une mémoire
électronique partagée.

L’analyse de performance prenant en compte différentes classes de service, distributions de pa-
quets et méthodes de connectivité du commutateur (canaux WDM et/ou SDM), montre que, grâce
aux stratégies de commutation établies, le commutateur hybride répond aux besoins de toutes
les classes de service en termes de taux de perte de paquets, la charge durable du système et
la latence. De plus, il réduit significativement les conversions O-E-O par rapport aux commuta-
teurs électriques commercialisés, puisqu’ils n’auront lieu que pour les paquets mis en mémoire
d’attente. Nous défendons que le commutateur de paquets hybride opto-électronique satisfait les
exigences en qualité de service et pourrait être une solution prometteuse pour réduire la consom-
mation d’énergie des réseaux optiques.

MOTS-CLEFS : Commutation de paquets, Gestion de contention, Composants opto-électronique,
Réseaux optiques.

ABSTRACT : Most transmission systems are based on optical fibers, carrying the traffic at a
relatively low energy per bit. However, due to the lack of mature optical buffers, packet switching
is still performed electrically. The required Optical-Electrical-Optical (O-E-O) conversions make the
switching one of the areas with the fastest-growing energy consumption. A major challenge that
must be met in designing future optical networks is curbing their energy consumption. Therefore,
within this thesis, we investigate a hybrid optoelectronic switch which consists of an optical switching
matrix supplemented with a shared electronic buffer.

Performance analysis taking into account different classes of service, packet classifications and
switch connectivity methods (WDM and/or SDM channels), shows that, thanks to the established
switching strategies, the hybrid switch satisfies the requirements of all the different classes of ser-
vice in terms of Packet Loss Rate, sustainable system load and latency. Moreover, it significantly
reduces the O-E-O conversions compared to commercial off-the-shelf electrical switches, since
they occur only for buffered packets. We defend that the hybrid opto-electronic packet switch meets
the requirements on quality of service and could be a promising solution to reduce the energy
consumption of optical networks.

KEY-WORDS : Packet switching, Contention resolution, Opto-electronic components, Optical
networks.


	Résumé
	Abstract
	Acknowledgments
	Contents
	List of Figures
	List of Tables
	Glossary
	General Introduction
	Commercial Off-The-Shelf Packet Switches: energy consumption issue
	All-Optical Packet Switches: lack of mature optical buffers
	Hybrid Opto-Electronic Switch
	Outline
	Framework

	Introduction to optical networks
	Introduction
	Description of optical networks
	Evolution of optical networks
	Vision on packet switching in optical networks
	Conclusion

	Performance analysis of hybrid opto-electronic packet switch connected through interchangeable channels
	Introduction
	Architecture of our hybrid switch
	Switching performance criteria
	Simulation conditions and setup
	Performance achieved
	Conclusion

	Performance analysis of hybrid opto-electronic packet switch supporting wavelength-specific packets
	Introduction
	Switch performance when connected through WDM channels
	Performance improvements using Space Division Multiplexing (SDM) in addition to WDM
	Supporting specific traffic profile
	Conclusion

	Minimizing EDFA power excursions through a machine learning approach
	Introduction
	An overview of EDFAs
	EDFA power excursions
	Laboratory experiment: collecting data of power excursions
	Machine learning approach: minimizing power excursions
	Conclusion

	General conclusions and perspectives
	List of publications
	Buffer input ports access management
	Distribution of the delays
	Synthèse en Français
	Bibliography

